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Abstract
Desired modifications of surfaces at the nanoscale may be achieved using energetic ion beams. In the present work, a complete
study of self-assembled ripple pattern fabrication on Si and Ge by 100 keV Ar+ ion beam bombardment is discussed. The irradia-
tion was performed in the ion fluence range of ≈3 × 1017 to 9 × 1017 ions/cm2 and at an incident angle of θ ≈ 60° with respect to the
surface normal. The investigation focuses on topographical studies of pattern formation using atomic force microscopy, and in-
duced damage profiles inside Si and Ge by Rutherford backscattering spectrometry and transmission electron microscopy. The
ripple wavelength was found to scale with ion fluence, and energetic ions created more defects inside Si as compared to that of Ge.
Although earlier reports suggested that Ge is resistant to structural changes upon Ar+ ion irradiation, in the present case, a ripple
pattern is observed on both Si and Ge. The irradiated Si and Ge targets clearly show visible damage peaks between channel
numbers (1000–1100) for Si and (1500–1600) for Ge. The clustering of defects leads to a subsequent increase of the damage peak
in irradiated samples (for an ion fluence of ≈9 × 1017 ions/cm2) compared to that in unirradiated samples.
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Introduction
Scientific research varying from electronics to photonics, home-
land security, high-resolution parallel patterning of magnetic
media, biotechnology, and medicine are based upon nanotech-
nology. These applications require nanopatterning techniques to
fabricate devices or structures. Although these structures may
not be visible to the naked eye, they certainly have a visible
impact on the mentioned applications. Nanopatterning is a very
delicate procedure that is only possible with special techniques
such as ion beam sputtering (IBS), with which one can achieve
nanostructures in a controlled manner on a wide variety of sub-
strates with required dimensions. There are reports from 1960’s,
by Cunningham et al. [1] and Navez et al. [2], on the produc-
tion of submicron and nanoscale patterns by IBS. However,
with the availability of high-resolution tools such as atomic
force microscopy (AFM) [3] and transmission electron micros-
copy (TEM), it is possible to visualize these features. Forma-
tion of dots, ripples, and pits have been well studied using IBS
[4-9]. In the last few decades, numerous efforts have been made
to understand IBS through simulations [10] as well as experi-
mental results [11,12]. Thanks to these efforts, desired nanopat-
tern features with a large degree of control may be achieved, ac-
cording to specific applications, on a wide variety of targets.
Facsko et al. [13] have shown controlled growth of nanodots on
GaSb, and their probable use was demonstrated via photolumi-
nescence spectroscopy. Stupp et al. [14] have explored possible
applications of self-assembly of biomolecules with controlled
stereochemistry in materials technology. However, the funda-
mental reasoning behind how this self-organization process
evolves in terms of defect creation or damage still needs to be
understood.

Despite controlled fabrication of patterns has been achieved,
details that influence the process of self-assembly still remain
open. Ion beam sputtering is an important method for inducing
topographical changes in specific materials. For silicon, self-
organized dots, ripples, and cones have been observed [15],
which may be achieved by altering the ion incidence angle [16].
However, there are some inconsistencies and replicability issues
between the studies, which might mean that other experimental
parameters might be important for the formation of these nano-
structures. Computational studies have provided relevance and
connections between experiments and theoretical modelling
[4,17-24]. Basic models to explain IBS were initially given by
Thompson et al. [25] and Sigmund et al. [26], based on the radi-
ation damage in bulk materials. When an energetic ion strikes a
target surface, it may lose its energy in the following ways. If
the ion has enough energy to cross the repulsive potential
energy barrier of target atoms at the surface, it will pass through
the solid. A collision cascade is created within the target atoms
during the slowing-down course. The impinging ion subse-

quently transfers its energy to the atoms of the target material in
all the collisions and finally stops. When this energy transfer is
sufficient, a displacement of atoms from their equilibrium posi-
tions creating a vacancy or a recoil occurs. Alternatively, if the
ion energy is high enough such recoils may create additional
displacement of atoms through a cascade effect with subse-
quent decrement in their energy. In due course, the recoil ener-
gies are quenched in short timescales of ≈10−15 seconds. The
modified target volume, which gets affected due to this slowing
down process, depends on the mass and energy of the incoming
ion and on the mass of the target atom. It may be expressed as
the spatial distribution of the energy transferred/deposited
within the target [27,28]. Sometimes the energy distribution on
the target atoms at the surface may be sufficient to overcome
binding energies so as to knock them out of the surfaces
through an outwardly directed momentum. This process is
known as sputtering [26], and the number of ejected atoms per
ion is given by the sputtering yield, Y(θ). It is clearly visible that
Y is a function of the incident angle θ, and it maximizes around
θ ≈ 60°. Ion–matter interaction in low-energy regimes is well
understood; however, a few empirical additions have been
taking place in the formulism based upon the experimental ob-
servations [29,30]. A large group of theoreticians have contrib-
uted to the already existing classic description given by Bradley
and Harper [31] based on morphological effects of IBS. The
height h(x, y, t) of the sputtered surface can be described by a
linear equation (Equation 1):

(1)

where ν0 is the constant erosion velocity, ν is the effective sur-
face tension, and D denotes the surface diffusion which is acti-
vated by different physical processes (i.e., thermal diffusion and
ion-induced diffusion) [32]. This approach is based on the linear
cascade model and Gaussian approximation of energy distribu-
tion as developed by Sigmund [26] to describe ion–atom colli-
sions inside the target.

Rutherford backscattering spectrometry (RBS) studies in the
channelling mode have been used to study defects in crystals for
more than a few decades now [33,34]. It imparts the useful
information about the structure and composition of materials
through the damage fraction studies of ion-bombarded crys-
talline samples by detecting the backscattered beam of high-
energy ions (He+ ≈1–2 MeV). It impinges on the target materi-
al which provides good mass and depth resolution and also
probes smaller radiation damages [35]. The damage produced
by ion implantation in semiconductors consists of randomly dis-
tributed atoms displaced from their regular lattice sites up to a
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depth or range of damage profiles. Single-crystal materials (e.g.
silicon and germanium) are composed of ordered arrays of
atoms. If an ion beam is aligned to the atomic planes, most of
the ions pass through the interplanar space and penetrate deep
into the crystal. This can be used in channelling studies to
analyse the crystal structure and to locate interstitial atoms
within the array of target atoms. The relation between yield and
defect concentration was derived by Bøgh [33]. It provides
information about the depth distribution of defects in the first
few microns beneath the crystalline surface. Channelling is an
important process which has been heavily studied by Norlund et
al. [24] and Hobler et al. [36]. Thus, in our studies, RBS-c plays
a significant role in understanding the damage fractions in Si
and Ge due to Ar+ ions. In the present work, 100 keV Ar+ ion
bombardment was simultaneously performed on Si and Ge sub-
strates. A correlation between ripple morphology and ion beam
parameters was derived to understand the damage incurred by
Ar+ ions inside both materials using RBS-c measurements.

Experimental Details
Commercially available Si and Ge wafers, procured from Semi-
conductor wafers Inc., were taken and cut into equal pieces of
0.5 cm × 1 cm. The samples were mounted on an experimental
ladder used for irradiation experiments using double-sided tape.
Pieces of Si were mounted on the left-hand side and of Ge on
the right-hand side of the Cu ladder. This was done to allow
them to be simultaneously irradiated, keeping the experimental
conditions the same. The experiment was performed at high
vacuum ≈5 × 10−6 Torr and at room temperature. Argon ions
(100 keV) have been used to irradiate the samples at an inci-
dent angle of θ ≈ 60° with respect to the surface normal [16].
The area in which the ion beam fell was kept larger (1 × 1) cm2

to allow for the simultaneous irradiation of both samples (Si and
Ge). The time was calculated using Equation 2:

(2)

where ϕ is the ion fluence in ions/cm2, A is the area of the sam-
ple in cm2, and I is the current in particle per nanoampere.

The ion fluence was chosen from the literature [37,38] as 3, 5,
7, and 9 × 1017 ions/cm2 to induce complete amorphization
within the two surfaces up to the ion range. The ion irradiation
experiment was performed in the 90-degree beam line dedi-
cated for materials science experiments in the Low-Energy Ion
Beam (LEIB) facility of the Inter University Accelerator Centre,
New Delhi. The electronic and nuclear energy losses of
100 keV Ar+ inside Si and Ge were calculated using the SRIM
software [39]. The electronic energy loss values were found to
be 37.67 and 36.51 eV/Å for Si and Ge, respectively, and the

nuclear energy loss values were found to be 47.75 and
59.61 eV/Å for Si and Ge, respectively. The range of Ar ions in
Si is 106.5 nm and that in Ge is 72.2 nm. The pristine and irra-
diated samples were characterized by AFM (Nanoscope IIIa
controller, Bruker, USA) using an RTESP tip with radius of
curvature of ≈10 nm. The RBS measurements were performed
in channelling mode using 2 MeV He+ ions at the PARAS
facility at the Inter University Accelerator Centre (IUAC), New
Delhi, and transmission electron microscopy (TEM) using an
equipment from Jeol, Japan. The samples for TEM were pre-
pared for cross-sectional studies in the TEM sample prepara-
tion lab at IUAC, New Delhi.

Results and Discussion
Atomic force microscopy studies
Energetic ions, of a few hundreds of kiloelectronvolts, from the
ion implanters modify the surface of the target material to grow
nanopatterns. The surfaces of the pristine and ion-treated sam-
ples were studied via AFM for the surface topography and
change in root-mean-square (RMS) surface roughness. Figure 1
shows AFM images of pristine and 100 keV Ar+ ion-irradiated
Si samples. Pristine samples show a smooth surface with a sur-
face roughness of ≈0.5 nm as observed in Figure 1A (a).

Figure 1A (b–e) shows the surface topography of the irradiated
samples at respective ion fluences of (b) 3 × 1017, (c) 5 × 1017,
(d) 7 × 1017, and (e) 9 × 1017 ions/cm2. The surface roughness
(Rq) is found to be increased with ion fluence from ≈1.0 nm to
1.6 nm due to ion-induced sputtering at a 60° incidence angle.
The pattern formation starts on any surface with amorphization
through ion-induced defects resulting from collision cascades
[16]. As shown in the AFM micrographs, the Si surface shows
ripple patterns. These ripples are more organized and become
more regular with ion fluence, with a ripple wavelength ranging
from 400 to 740 nm (Figure 1B). The ripple patterns are more
pronounced and have a preferential orientation perpendicular to
the ion beam direction (shown by an arrow on each of the AFM
images). The wavelength of the ripples obtained for initial
fluences was ≈430 nm, and became wider (≈740 nm) for an ion
fluence of 9 × 1017 ions/cm2. Figure 2A shows AFM images of
pristine and 100 keV Ar+ ion-irradiated Ge samples. The pris-
tine sample shows a smooth surface with roughness of ≈0.5 nm
as observed in Figure 2A (a). Figure 2A (b–e) shows AFM
images of irradiated samples at respective ion fluences of (b) 3
× 1017, (c) 5 × 1017, (d) 7 × 1017, and (e) 9 × 1017 ions/cm2.
The Ge surface shows a slight change in the surface roughness
to 0.6 nm when irradiated with an ion fluence of 3 × 1017 ions/
cm2. At a fluence of 5 × 1017 ions/cm2, ripple patterns start
appearing on the surface perpendicular to the beam direction
(shown by the white arrow in Figure 2) with a roughness of
0.65 nm.
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Figure 1: A. AFM images of pristine and 100 keV Ar+ ion-irradiated Si samples. (a) Pristine and irradiated samples with (b) 3 × 1017, (c) 5 × 1017,
(d) 7 × 1017, and (e) 9 × 1017 ions/cm2 (all images are in 5 µm × 5 µm scan size) with corresponding wavelength distribution shown in B.

Figure 2: A: AFM images of pristine and 100 keV Ar+ ion-irradiated Ge samples (a) pristine, (b) 3 × 1017, (c) 5 × 1017 (d) 7 × 1017 and
(e) 9 × 1017 ions/cm2 irradiated samples (all images are in 5 µm × 5 µm scan size), B shows the corresponding wavelength distribution.

The ripples have an average wavelength of ≈370 nm as shown
in Figure 2B, with wavelength plots obtained for various ion
fluences in the case of Ge samples after irradiation. The wave-
length of the ripples obtained for initial fluences was ≈350 nm.
The RMS surface roughness of both Si and Ge samples in-
creases with ion fluence. For Si, it changes from 0.5 to 1.2 nm
and for Ge it changes from 0.5 to 0.65 nm. It is observed that
the patterns formed on Si are more prominent than those on Ge,
and this may be due to the choice of Ar+ ions. It has been
shown in the literature that the probability of formation of
ripples with Ar+ ions is higher for Si (m = 28 amu) than that for

Ge (m = 72 amu) [9]. This may be due to the mass difference
between Si and Ar+ (m = 40 amu), which is smaller compared
to that between Ar+ and Ge. Therefore, when Ar+ ions enter the
surface of Si, it amorphizes the near surface by inducing defects
and irregularity in the Si crystal. On the other hand, since Ge is
more massive, it probably requires an ion more massive than Ar
or with more energy, ion fluence, or elevated temperature to in-
duce that type of energy deposition in the Ge lattice. This way,
the defects can be produced and the substrate can be amor-
phized. The roughness and growth exponents have been
deduced from the RMS surface roughness and power spectral
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Figure 3: TEM images of A. Si and B. Ge samples irradiated with 9 × 1017 ions/cm2, with corresponding SAED patterns.

density data to understand the mechanism of ripple formation
on Si and Ge. From the slope, n, of the linear part of power
spectral density (PSD) curves, one may find the roughness pa-
rameter α using the formula α = (n − 1)/d, where d is the dimen-
sion of PSD [40]. In our case it is 2. Further, from the log plot
of RMS roughness as a function of ion fluence, the slope is ob-
tained as 0.23 ± 0.07 and 0.19 ± 0.09 for Si and Ge, respective-
ly. The roughness parameter α and the growth parameter β give
information about the mechanism responsible for creating these
surface structures due to the interplay between roughness in-
duced by sputtering and smoothening due to diffusion pro-
cesses. The values for α and β were found to be α = 0.42 and
0.26 and β = 0.23 and 0.19 for Si and Ge, respectively, indicat-
ing that sputtering dominates in both cases to create ripples on
the two surfaces. However, this process is better for Si.

Transmission electron microscopy studies
The TEM analysis of Si and Ge samples irradiated with a
fluence of 9 × 1017 ions/cm2 was performed in cross-sectional
mode. The TEM image clearly reveals the surface modification
occurred due to Ar ion irradiation.

At fewer places, Ar bubbles of ≈15 nm were also visible
(marked with a dotted section) in Si. It was found that the sam-
ples were still crystalline as seen in Figure 3A and Figure 3B

for Si and Ge, respectively with corresponding d-spacing and
selected area electron diffraction (SAED) pattern. It was ob-
served that Ge exhibits higher crystallinity as compared to that
of Si, even after irradiation at 9 × 1017 ions/cm2. Due to a
higher mass difference between Si and Ge, Ge being a heavier
target, there was not too much damage as a result of Ar ion irra-
diation. Therefore, most of the region remained unaltered
beyond the ion penetration depths for both cases. This may be
due to the high penetration depth of the electron beam rather
than the range of the ion beam. The d-spacing found for Si was
0.31 nm and for Ge was 0.34 nm. The SAED pattern clearly
shows a good diffraction pattern for Ge indicating that crys-
tallinity remained intact for Ge even after irradiation at a higher
ion fluence than that observed for Si. This further confirms that
the near surface region of Si, amorphized to form better ripple
patterns in Si as compared to Ge, may be due to the overlap of
the collision cascade which led to more defect formation [41].

Rutherford backscattering results
The RBS technique was used to determine the structure and
composition of the materials by measuring the backscattering of
a beam of high-energy ions (He+) impinging on a sample. The
RBS-channelling spectra of deep ion implants in Si and Ge
were analysed to extract the depth profiles of the displaced
atoms. Figure 4 shows the aligned spectra for Ge(111) and
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Figure 4: Aligned spectra for (A) Ge and (B) Si targets before and after ion irradiation with 100 keV Ar+ ions at ion fluences varying from 3 to
9 × 1017 ions/cm2.

Si(111) targets before and after ion irradiation with 100 keV
Ar+ ions at various ion fluences from 3 to 9 × 1017 ions/cm2.
The crystallinity of the investigated target was determined by
the comparison of the aligned spectrum with the random spec-
tra (black). For the pristine Si and Ge samples, the backscat-
tered (BS) yield in an aligned direction reduces to 5% and 7%,
respectively. In defect analysis through ion implantation [42],
the category-I damage is the subthreshold damage (i.e., partially
damaged region) before it completely turns amorphous. On a
complete amorphization, an amorphous/crystalline (a/c) inter-
face is formed and further incoming ions create damage beyond
this interface or end-range (ER) defects are produced. The irra-
diated Ge and Si targets clearly show visible damage peaks be-
tween channel numbers (1000–1100) for Si and (1500–1600)
for Ge. The clustering of defects leads to the subsequent
increase of the damage peak in irradiated samples (for an ion
fluence of ≈9 × 1017 ions/cm2) compared to that of unirradiated
samples. Typically, an obtained Χmin value of 4 to 5% indicates
good quality of Si and Ge pristine crystals. The increase of
de-channelling is attributed to the accumulation of defects pro-
duced by Ar irradiation.

The RBS-c spectra recorded for Si and Ge single-crystal sam-
ples pre-damaged with 100 keV Ar+ ions at RT are presented in
Figure 5A and Figure 5B, respectively. The RBS spectrum re-
corded for the pristine sample in random orientation displays
two steps corresponding to the backscattering from Si and Ar
for channel numbers ≈1050 and ≈1275, respectively. Defect
clustering may lead to a subsequent increase of the damage
peak in irradiated samples as compared to that of pristine Si and
Ge samples. To understand the evolution of the lattice disorder

with ion irradiation conditions, the RBS-c data were analyzed
and the damage depth distribution (i.e., finite-difference fre-
quency-domain, FDFD, as a function of depth) was extracted by
using the simulation code “De-channelling In Crystals And
Defect Analysis (DICADA)” [35]. The RBS-c results show Ar
in Si spectra, however, due to a lower mass, it is not observed in
Ge spectra. The Ar+ estimated fluence matches the implanted
fluence ruling out the possibility of sputtering for Ge. However,
Si shows the damage peak around 80 nm with some sputtering
of Si atoms. Ar is a period III element, thus, it generates a lower
stress field. The depth distribution of defects for pre-damaged
crystals before and after Ar+ irradiation is shown in Figure 5
for Si and Ge. As the Ar+ fluence is increased, the damage
level increases by different amounts towards both the crystal
surface up to the depths of 158 nm (A) and 170 nm (B) with
an integral density of point defects of ≈0.17 × 1018 per cm2

and 0.38 × 1017 per cm2 for Ge and Si, respectively, as calcu-
lated by DICADA. This may be due to the tailing effects
where an incoming ion comes to rest after travelling a certain
distance inside the target material, taking into account the ion
straggling.

For Si and Ge, a damage peak is exhibited around ≈75 nm , and
the damaged layer extends up to a depth of ≈110 nm, which is
consistent with the range of ions calculated with the SRIM code
[39,43]. Here, the low-energy part of the spectrum continuous-
ly increases, which shows that both samples comprised of
in-depth defects even before irradiation, and these defects are
high in number in the case of Si (Figure 5C) in comparison to
Ge. The area of the damage peak indicates that there are defect
accumulations in the irradiated region as shown in Figure 5C,
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Figure 5: Damage fractions calculated for (A) Si and (B) Ge after irradiation (using the DICADA code. (C) Density of point defects with an increase in
ion fluence. (D) Schematic representation of the analysis of amorphous (c) and amorphous/crystalline (b) zones with RBS-c.

which confirms the near surface amorphization in Si in compar-
ison to Ge.

The main defects are the point defects such as interstitials and
vacancies produced due to energy transfer between the incom-
ing ions and the target atoms (Figure 6). The range of defect
depths calculated from RBS-c spectra for Ar+ ions irradiated on
Ge is 3 to 4% which is lower than that for Si, having 10 to 11%
due to differences in mass values of the crystal atoms. However,
the damage distribution within the amorphous layer is greater
for Ge in comparison with Si implanted samples, and it in-
creases with ion fluence.

Conclusion
The RBS-c is an effective characterization technique for the
estimation of amorphous depth and defect concentration in
implanted single crystals. The RBS-c analysis for point defects
shows a linear behaviour in defect density with ion fluence. The
formation of highly dense dislocation loops beyond the a/c
interface results in an increase in the BS yield towards lower
channel numbers. The RBS is effective and accurate in deter-

Figure 6: Schematic representation of various defects produced due to
low-energy ion interaction with target atoms.

mining the sputtering yield for Si and Ge upon incident Ar+ at
60°. It can be concluded that Ar is creating more defects in Si as
compared to that in Ge, resulting in near surface amorphization.
Thus, it promotes ripple formation as observed from AFM
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images. The ripple wavelength increases with ion fluence in
both cases. We observed better ripples in Si in comparison to
those in Ge, and the Ge surface shows shallow ripples at fewer
spots which were irregular, thus, the ripple formation on Ge is
also confirmed.
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Abstract
Since the discovery of graphene in 2004, the unique properties of two-dimensional materials have sparked intense research interest
regarding their use as alternative materials in various photonic applications. Transition metal dichalcogenide monolayers have been
proposed as transport layers in photovoltaic cells, but the promising characteristics of group IV–VI dichalcogenides are yet to be
thoroughly investigated. This manuscript reports on monolayer Ge2Se2 (a group IV–VI dichalcogenide), its optoelectronic behav-
ior, and its potential application in photovoltaics. When employed as a hole transport layer, the material fosters an astonishing
device performance. We use ab initio modeling for the material prediction, while classical drift–diffusion drives the device simula-
tions. Hybrid functionals calculate electronic and optical properties to maintain high accuracy. The structural stability has been veri-
fied using phonon spectra. The E–k dispersion reveals the investigated material’s key electronic properties. The calculations reveal
a direct bandgap of 1.12 eV for monolayer Ge2Se2. We further extract critical optical parameters using the Kubo–Greenwood
formalism and Kramers–Kronig relations. A significantly large absorption coefficient and a high dielectric constant inspired the
design of a monolayer Ge2Se2-based solar cell, exhibiting a high open circuit voltage of Voc = 1.11 V, a fill factor of 87.66%,
and more than 28% power conversion efficiency at room temperature. Our findings advocate monolayer Ge2Se2 for various opto-
electronic devices, including next-generation solar cells. The hybrid quantum-to-macroscopic methodology presented here applies
to broader classes of 2D and 3D materials and structures, showing a path to the computational design of future photovoltaic materi-
als.
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Introduction
Reducing fossil fuels and their harmful environmental impact
requires improvements in green, sustainable energy sources.
Among the various sources of green energy generation, solar
energy has been identified as the most promising and expedient
because it has the potential to address the current energy
demand without making a hazardous impact on the environ-
ment [1,2]. Henceforth, researchers have made continuous
efforts to design efficient and robust PV devices and solar cells.
The systematic study of various solar cells in the last few
decades has led to many successful breakthroughs in terms of
the stability, efficiency, and cost of PV technology. In the past
few decades, perovskite solar cells (PSCs) have emerged as a
groundbreaking technology in the field of renewable energy
because of their remarkable efficiency and relatively low manu-
facturing cost [3,4]. These solar cells are based on perovskite-
structured compounds, which have demonstrated excellent
light absorption, charge-carrier mobilities, and tunable
bandgaps [5].

Despite the rapid advancements in PSC technology, some criti-
cal issues, such as long-term instability, poor device scalability,
and the use of toxic compounds, have yet to be resolved [6].
Recent advancements have seen the integration of two-dimen-
sional (2D) materials with PSCs, opening new avenues for
enhancing their performance and addressing current challenges
with the PSCs [7,8]. Integrating 2D materials in PSCs can
improve their performance. The 2D materials can provide
protective layers that work like a shield to the perovskite mate-
rials to protect them from environmental degradation caused by
moisture and oxygen and provide better device scalability to the
PSCs, which makes large-scale production more feasible [9].
Also, the mechanical robustness and flexibility of the 2D mate-
rials will give extra room to design the PSCs for a wide range of
applications areas [10]. The high carrier mobility and enhanced
optoelectronic characteristics can improve the device perfor-
mance of conventional PSCs [11], and the use of non-toxic 2D
materials can improve the performance of PSCs without health
risks.

Many researchers recently proposed an ultrathin transport layer-
based solar cell as the most expedient photo device for sunlight
harvesting. The general scheme of a solar cell comprises
various layers including the active/absorber layers, the electron
transport layer (ETL) and the hole transport layer (HTL)
[12,13]. Both HTL and ETL play a crucial role in achieving a
high performance of PV devices. The most common HTL mate-
rial is spiro-OMeTAD, but it is very expensive [14]. Further-
more, a large number of materials have been reported as ETLs/
HTL materials, such as carbon [15], copper iodide [16],
CuSbS2, NiO, CuSCN [17], ZnO, and CdS [18]. These materi-

als promote efficient extraction of charge carriers and suppress
recombination between the perovskite film and the electrodes.
But in all these cases, the transport layer thicknesses are taken
as sufficiently high. During the last few decades, researchers
claimed that ETLs/HTLs of two-dimensional materials could
achieve high power conversion efficiency (PCE) and optimum
device performance [18,19]. The key features of the 2D materi-
als, rendering them viable for PV applications were discussed in
[20].

Because of the advantages of 2D materials, tremendous efforts
have been made to invent highly stable and efficient solar cells
based on 2D materials. A number of remarkable works have
been recently reported using numerous 2D materials, including
MXene’s, transition-metal dichalcogenides (TMDCs) and van
der Waals structures [21]. Among the various sets of 2D materi-
als, TMDCs (with the general formula of MX2, where M is a
transition metal and X is a chalcogen) attract the broad atten-
tion of the research community regarding their extensive appli-
cations in photodevices. This is mainly because of the excep-
tional optoelectronic behavior of the TMDCs, especially the
layer-dependent bandgap and the high absorption of incident
sunlight [22-25]. Motivated by this, various TMDCs, including
MoS2, WS2, WSe2, and TiS2, have been used in PSCs, either as
HTL or as ETL. Yin et al. [26] reported a PCE of approxi-
mately 17.3% with TiS2 nanosheets suspended in isopropanol
alcohol in a PSC. 2D sheets of SnS2 have been proposed by
Zhao et al. [27] as a prospective ETL for PSCs. It achieved a
maximum PCE of around 20%. Similarly, other PSCs using dif-
ferent 2D layers of TMDCs have been reported (summarized
below in Table 3). Despite the pervasive use of TMDC-based
2D materials in solar cells, their device performance still leaves
room for improvement.

Recently, a new class of dichalcogenides (group IV–VI metal
chalcogenides) has been successfully synthesized [28-31]. Its
remarkable features, such as low cost, abundance, environ-
mental friendliness, and many interesting physical properties,
indicate a broad range of possible applications in sustainable
electronics and photonics [32]. Notably, a high absorption coef-
ficient has been reported in [33] for an SnS monolayer across
the direct absorption edge at 1.3–1.5 eV, rendering it poten-
tially applicable in solar cells and photodetectors. Similarly,
Huang et al. [34] showed that a band transition (from indirect to
direct) occurs in SnSe2 when moving from bulk to monolayers,
elucidating its application potential in optoelectronic devices.
More group IV–VI dichalcogenides have been discussed in [35-
40] for different applications. Although some inceptive work
has been done using monolayers of metal dichalcogenides, there
are still plenty of opportunities to explore. In line with the same,
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Figure 1: Optoelectronic property investigation of a group IV–VI dichalcogenide monolayer (Ge2Se2), and its application potential for hole transport
layers in Ge2Se2/CsSnGeI3/TiO2-based solar cells. Our computational approach combines density functional theory and atomistic modeling with
(macroscopic) device modeling to obtain an otimized device performance.

we have studied the thermoelectric behavior of monolayer
Ge2Se2 in our previous work [41].

This article aims to investigate the optoelectronic properties
of the group IV–VI dichalcogenide monolayer Ge2Se2 using
density functional theory (DFT) and to demonstrate its
potential application in photovoltaic solar cells. The proposed
Ge2Se2 monolayer exhibited excellent thermodynamic stability,
higher carrier mobilities (due to the presence of valleys in the
CB/VB), and good optical response (an interband transition in
the visible region). Considering the proper design criteria
and selecting an appropriate material for absorbers/ETL,
we have designed and modeled the solar cell  in a
FTO–TiO2–CsSn0.5Ge0.5I3–Ge2Se2–Ag configuration, which
outperforms, in terms of their key parameters, other reported
works in the literature. The proposed solar cell configuration is
environmentally friendly (absence of toxic materials), of low
cost, and highly efficient. The computational methodology fol-
lowed here is depicted in Figure 1, and we provide detailed
corresponding instructions and references in the Methods
section.

Results and Discussion
The computational approach can be better explained by sepa-
rating it into two subsections, namely (a) material simulation
using DFT and (b) device simulation using a macroscopic ap-

proach, which will be discussed in section Computational
Methods.

Structural and stability analysis
The schematic atomistic model for monolayer Ge2Se2 is shown
in Figure 2. For better understanding, a side view of monolayer
Ge2Se2 with the corresponding lattice parameters is given in
Figure 2a, and the top view of the supercell of the order 4 × 4 is
shown in Figure 2b. From Figure 2a, we can observe that the
unit cell of monolayer Ge2Se2 consists of four atoms (two for
each Ge and Se). More precisely, we can observe two sub-
layers corresponding to a crystallogen (Ge) and a chalcogen
(Se), which are designate as top and bottom moieties. From
Figure 2, we can also notice that the structure of monolayer
Ge2Se2 is identical to the puckered phosphorene (simple
orthorhombic structure) with space group symmetry of Pmn21
( ) in 2D space.

The geometry-optimized lattice parameters a and b are found to
be 4.13 and 3.99 Å, respectively. The bond lengths between
consecutive crystallogen and chalcogen (Ge–Se) are 2.59 and
2.67 Å in the horizontal and vertical directions, respectively. All
optimized structural parameters excellently match with previ-
ously reported values [41,42]. In addition to the lattice parame-
ters for the monolayer Ge2Se2, we have optimized the vacuum
slab in a normal direction to avoid interlayer interactions. The
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Figure 2: Geometry and stability of Ge2Se2 monolayers. (a) Side view with the corresponding structural parameters and (b) top view. The exhibited
structure is a simple orthorhombic structure with space group symmetry of Pmn21 ( ) in 2D space. (c) Brillouin zone, where the Γ-X-S-Y-Γ path is
used to plot the phonon spectra, and (d) phonon dispersion, confirming the structure’s dynamical stability (Figure 2a,b were redrawn from [41],
Figure 2d was re-plotted from [41]).

optimized vacuum level was found to be 23 Å. Furthermore, to
test the stability of the crystal structure, we have computed the
phonon band dispersion for monolayer Ge2Se2 within the first
Brillouin zone (Figure 2c). The calculated phonon spectra along
the high symmetry path Γ-X-S-Y-Γ in the first Brillouin zone
are shown in Figure 2d.

The phonon spectrum for monolayer Ge2Se2 has twelve vibra-
tional modes, of which three are acoustical (low-frequency)
modes (transverse acoustic, longitudinal acoustic, and flexural
acoustic). The remaining nine (high-frequency) modes corre-
spond to optical modes. The flexural acoustic mode is an out-
of-plane transverse acoustic mode, similar to those in other two-
dimensional materials such as graphene, phosphorene, and
stanene, demonstrating a quadratic nature near the Γ point [43-
45]. Figure 2d clearly depicts that all phonon bands throughout
the spectrum have non-imaginary frequency, further confirming
the investigated structure’s dynamic stability.

Electronic and transport properties
The electronic properties of materials play a crucial role in
predicting the material behavior and transport parameters and,
hence, its prospective applications. We investigated the elec-
tronic properties of monolayer Ge2Se2 using its electronic band

structure and density of states, as shown in Figure 3. To main-
tain a high degree of accuracy, we calculated the band structure
using the HSE06 functional, and the band dispersion along the
high symmetry paths Γ-X-S-Y-Γ in the first Brillouin zone, as
shown in Figure 3.

Figure 3: The electronic band structure of monolayer Ge2Se2,
revealing a direct bandgap of 1.12 eV, and the corresponding density
of states (The electronic band structure was re-plotted from [41]).
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Figure 3 depicts that the monolayer Ge2Se2 is a direct-bandgap
semiconductor with a bandgap of the order of 1.12 eV. Valence
band maximum (VBM) and conduction band minimum (CBM)
are located along the Γ-X path. The computed bandgap value
and its dispersion nature are consistent with earlier reported
works [41,42,46,47]. The optimum bandgap value and its CBM/
VBM positions make it suitable for photovoltaic applications
and provide a guideline for selecting the absorber layers in the
solar cells. Notably, multivalley and flat bands are present in the
energy band structure. The formation of multiple valleys
provides extra carrier pockets for transportation, further increas-
ing carrier mobility. Also, the larger valley degeneracy will
increase the density of states (DOS) effective mass without
influencing the carrier mobility. We have also calculated the
total DOS to understand and justify the band structure calcula-
tion. Figure 3 shows that the calculated DOS is consistent with
the electronic band structure and the bandgap values, further
validating the results.

Other properties that will be useful in the simulation of solar
cells, such as the effective mass of charge carriers (electrons/
holes), conduction/valence band density of states, electron/hole
mobility, electron affinity, and work function can be derived
from the initial band energy calculation.

We calculated the effective masses of electrons and holes as
 = 0.167me and  = 0.1768me, respectively, which are very

close to the values (  = 0.17me, and  = 0.17328me)
reported in the literature [46,47]. With that, we estimated
the effective DOS values in the CB and the VB to be
0.1732 × 1019 /cm3 and 0.1887 × 1019 /cm3, respectively. The
electron and hole thermal velocities for monolayer Ge2Se2 were
estimated as 9.43 × 105 m/s and 2.668 × 105 m/s, respectively.
The predicted charge carrier mobilities were found to be
187.003 cm2/(V·s) and 300.451 cm2/(V·s) for holes and elec-
trons, respectively. The high carrier mobility further suggests a
potential application as a transport layer in solar cells as well as
in the channel materials of FETs. It is important to note that al-
though in the case of solar cells, the transmission of charge
carriers takes place in the out-of-plane direction, which is
usually considered to be low compared to the in-plane mobility
(especially in the bulk materials), the charge carriers still move
quickly across the thin HTL because of the ultrathin layer and
the strong electric field gradient from the active layer to the
electrode. Finally, higher in-plane mobility of the monolayers
can compensate the potential limitations of out-of-pane mobility
for its prospective uses in solar cells, V-FETs, TFETs, and
memristors [48].

In the present calculation, we have calculated the average planar
electrostatic potential along the plane as demonstrated in

Figure 4. The figure depicts the vacuum energy level and the
positions of HOMO and LUMO. The calculated work function
and electron affinity for monolayer Ge2Se2 are about 3.313 and
3.873 eV, respectively, which are comparable with previously
reported values of 3.39 eV and 3.9 eV [46,47].

Figure 4: Macroscopic potential distribution vs lattice vector in the
normal direction for monolayer Ge2Se2. In a periodic system, the elec-
tron affinity and work function is defined as EA = EVac − ELUMO, and
Eϕ = EVac − EF, where EF is the Fermi energy level, Eϕ is the work
function, EA is the electron affinity, EVac is the vacuum energy level,
and ELUMO is the LUMO energy level, respectively. The calculated
work function and electron affinity are about 3.313 and 3.873 eV, re-
spectively.

A high degree of agreement for all estimated electronic parame-
ters with earlier reported values validates the accuracy of our
computation.

Optical properties
As discussed in the previous section, monolayer Ge2Se2 has
structural stability and exhibits an optimal electronic behavior
with a direct bandgap of 1.12 eV. The DFT results indicate
potential applications of the investigated structure in optoelec-
tronic devices. The optical responses at varying photonic ener-
gies and the corresponding optical wavelength are summarized
in Figure 5, depicting the dielectric function εr (real and imagi-
nary parts) and the refractive index n for monolayer Ge2Se2.
The real and imaginary components of the dielectric function
correspond to dispersive and absorption effects of the material.
We observe that the investigated structure exhibits strongly
anisotropic optical properties for which the parametric values
depend on the direction of the chosen plane.

Dielectric function and absorption coefficient
The static dielectric constants (real part of εr at ω = 0), along the
in-plane (XX) and out-of-plane (ZZ) direction were calculated
as 6.37 and 2.4, respectively, suggesting that monolayer Ge2Se2
is highly polarized along the in-plane direction.
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Figure 5: Optical responses of monolayer Ge2Se2; real (solid) and imaginary (dashed) part of the dielectric constant and refractive index vs wave-
length (left) and photon energy (right), for in-plane and out-of-plane excitation relative to the sheet. The teal-colored areas mark the regions of poten-
tial metallic behavior (Re(εr) < 0 or, equivalently, Re(n) < Im(n)), occurring between 180 and 517 nm (2.4 and 6.9 eV) for in-plane, and between 188
and 207 nm (6.0 and 6.6 eV) for out-of-plane excitation.

The imaginary part of the dielectric function shows peaks be-
tween 2 and 3 eV, along the XX direction, which indicate an
interband transition in the visible region (Figure 5). Interest-
ingly, we can observe tracking bands (the region where the
energy difference between the conduction and valence bands is
approximately constant [49]) around the high-symmetry point S
and between X and Y in the first Brillouin zone. Around these
points, we notice a small gradient and, thus, large DOS, which
further leads to higher transition possibilities.

The absorption coefficient elucidates the rate at which light in-
tensity diminishes while entering the material. It primarily
depends upon the imaginary part of the refractive index
k(λ) = Im{n(λ)} and the wavelength of the incident light λ, as
per αabs = 4πk(λ)/λ. The highest peak of the absorption coeffi-
cient lies in the visible region, which we attribute to the direct

transition from VBM to CBM. The other peaks correspond to
the transition from the top valence band to the conduction band
in a band region of the Brillouin zone around the S point. The
maximum absorption coefficient is 5 × 105 cm−1 along the XX
direction. The highest peak for the ZZ direction is calculated as
5.8 × 105 cm−1, corresponding to the UV region. We attribute
this maximum to the transition from VBM to CBM, while the
other peaks designate a transition from VBM to CBM around a
wide range of spectra at the S point.

Refractive index and extinction coefficient
The real part of the material’s refractive index defines the angle
of refraction that the light undergoes while entering a medium.
Higher refractive indices refer to lower refraction angles
measured from the interface normal. The static refractive
indices for monolayer Ge2Se2 in the direction parallel to the
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Figure 6: Schematic of the proposed PSC using Ge2Se2 as HTL; (a) device setup consisting of stacked layers of
FTO–TiO2–CsSn0.5Ge0.5I3–Ge2Se2–Ag; (b) band offset among different PSC layers, demonstrating the ease of charge-transfer from the active layers
to the respective transport layers.

plane (XX) and normal to the plane (ZZ) are approximately 2.5
and 1.4, respectively, as shown in Figure 5. These refractive
indices could enable the use of the investigated material as an
inner layer coating between the absorber and substrate/elec-
trodes in the design of solar cells.

Device Modeling
The high carrier mobility, optimum bandgap, and suitable
optical characteristics of monolayer Ge2Se2 as discussed in the
previous section, further motivated us to design a photovoltaic
solar cell using monolayered Ge2Se2. The easy fabrication,
structural stability, and proper band alignment with the absorber
material make it a promising hole transport layer (HTL) in the
proposed solar cell. The proposed solar cell is a low-cost, envi-
ronmentally friendly, scalable Perovskite solar cell (PSC), with
Ge2Se2 as a HTL. The schematic of the proposed solar cell is
shown in Figure 6a.

The proposed structure consists of a lead-free Perovskite layer
as an absorber, titanium dioxide (TiO2) as ETL, and Ge2Se2 as
HTL. A 100 nm thick layer of FTO is used to encapsulate the
transport and absorber layers and treated as a conductor in this
simulation. Regarding an absorber material corresponding to the
proposed HTL, a minimum valence band offset between these
two layers has been considered as a necessary condition for
achieving optimum performance. In addition to this, environ-
mental friendliness, stability, and cost-effectiveness were also
considerations to choose CsSn0.5Ge0.5I3 as an absorber layer.
After selecting the absorber layer, the ETL has been chosen
based on a matching conduction band offset with the absorber
layer and the high electron mobility. Among the various
options, TiO2 offers minimum band offset and ease of synthe-
sis. The front and back contacts are supposed to be ohmic and
are made of silver (Ag) to maintain proper band alignment and

reduce the band offset. It has been reported that tuning the CBM
and VBM positions to keep a low band offset leads to superior
device performance. Figure 6b exhibits the position of CBM/
VBM in consecutive layers of the proposed structure. This
further demonstrates the ease of charge transfers from the
absorber to the respective transport layers.

The thickness and other simulation parameters for the active
layer and the ETL were taken from the literature [17,50,51],
while all the simulation parameters for Ge2Se2 have been
derived from the DFT calculations as discussed in the previous
section. All simulation parameters are summarized in Table 1

Performance estimation
Using the proposed model, we have estimated the performance
of the solar cell in terms of open-circuit voltage (Voc), short-
circuit current density (Jsc), fill factor (FF), and power conver-
sion efficiency (η). The performance of solar cells largely
depends on various parameters, including the thickness of trans-
port layers, absorber layers, and absolute temperature. There-
fore, to get the optimum performance of the proposed device,
we have optimized the performance of the cell module by
varying the layer thicknesses of HTL, ETL, and absorber. Also,
we have tested the performance of the device under the influ-
ence of varying defects densities in the active layer and the
interfaces. The optimization corresponding to different parame-
ters is summarized in the following sections.

Effect of HTL thickness variation
While the absorber layer is the crucial component of a solar
cell, the role of the HTL cannot be overlooked because the
choice of HTL plays a significant role in ensuring efficient
charge transport, reducing recombination losses, and overall
device stability. Therefore, numerous efforts have been made in
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Table 1: Simulation parameters for the proposed PSC.

Device parameter FTO [50] Ge2Se2 [our calculations] CsSn0.5Ge0.5I3 [51] TiO2 [17]

Bandgap (Eg) (eV) 3.4 1.12 1.5 3.26
Electron affinity (eV) 4.5 3.31 3.9 4.2
Dielectric constant (εr) 9.1 6.37 28 10
Conduction band effective DOS (cm−3) 1.1 × 1019 0.1732 × 1019 1.0 × 1019 2.0 × 1017

Valence band effective DOS (cm−3) 1.1 × 1019 0.1887 × 1019 1.0 × 1019 6.0 × 1017

Electron thermal velocity (m·s−1) 1 × 107 9.47 × 105 1 × 107 1 × 107

Hole thermal velocity (m·s−1) 1 × 107 2.66 × 105 1 × 107 1 × 107

Electron mobility (cm2·V−1·s−1) 20 300.451 974 100
Hole mobility (cm2·V−1·s−1) 10 187.003 213 25

the past to investigate suitable HTL materials for efficient solar
cells [52-54]. The main function of the HTL is to capture the
holes generated from the absorber layer and transfer them to the
respective electrode. The thickness of the HTL also influences
the device performance significantly. To optimize the HTL
thickness for optimal device performance, we assumed a layer
thickness of monolayer Ge2Se2, ranging from 1 to 10 nm.
Figure 7a depicts the change of the performance parameters
upon varying the HTL thickness.

It can be observed from Figure 7a that the device parameters
decrease with higher HTL thickness. This behavior is mainly
due to the appearance of a higher series resistance at larger HTL
thicknesses. Also, a thick HTL may increase the chances of
charge carrier recombination. Nevertheless, the performance
degradation is very slight because of the ultrathin HTL layer
proposed here. It is worth mentioning that there is an incre-
mental rise in the short-circuit current density with thicker HTL.
This is due to less carrier losses owing to reduced recombina-
tion at the interface of HTL and absorber layer and better sur-
face cleavage because of the thick HTL [55,56]. Figure 7a indi-
cates that 1 nm of HTL yields superior performance in terms
of PCE, Voc, Jsc, and FF with values of 28.148%, ≈1.11 V,
28.70 mA·cm−2, and ≈87.77% FF, respectively.

Effect of ETL thickness variation
In conjunction with the HTL, the ETL is responsible for
collecting electrons generated in the active absorber layer. It is
also necessary to optimize the ETL thickness to get an optimal
device behavior. The change of the device parameters with
varying ETL thickness is shown in Figure 7b. A higher thick-
ness of the ETL leads to a worse device performance. When the
layer thickness increases, the series resistance in the cell will
also increase, and the light transmittance through the ETL
decreases. The latter affects photogeneration in the perovskite
layer, reducing Jsc and, consequently, the cell efficiency. Also,
one can notice that the fill factor initially increases and then

decreases mainly due to the small reverse saturation current for
lower values of the ETL thickness. Later on, at higher ETL
thicknesses, the fill factor decreases with increase in series
resistance, and the cell efficiency decreases [57]. Since the ETL
thickness is low, the impact on the performance degradation is
insignificant. After examining all parameters, we found an opti-
mized ETL thickness of 20 nm in our proposed device. The op-
timized values of the solar cell parameters at the optimal ETL
thickness are 28.11%, ≈1.11 V, 28.68 mA·cm−2, and ≈87.81%
for PCE, Voc, Jsc, and FF, respectively.

Effect of absorber thickness variation
The absorber layer thickness is the most important and critical
device parameter. The role of the absorber layer is to absorb the
photons and generate charge carriers required for the current
flow. It is intuitive to have a thick absorber layer for a higher
current density. However, because the absorber thickness
further affects the recombination rate, optimizing it for optimal
device performance is necessary. The impact of varying
absorber thickness on the different device parameters is summa-
rized in Figure 7c. The absorber layer thickness was varied
from 1 to 10 µm to obtain the optimal performance of the pro-
posed device. Figure 7c shows that the short-circuit current
density (Jsc) increases with higher absorber thickness up to a
thickness of 4 µm, before reaching a constant value. The
maximum short-circuit current density (Jsc) was calculated as
28.86 mA·cm−2 corresponding to an absorber thickness of
4 µm. The current variation followed the Beer–Lambert law,
which justifies that more absorption will occur when the thick-
ness of the absorber layer increases. A thicker absorber layer
allows more photons to get absorbed, which leads to the genera-
tion of more electron–hole pairs. These generated electron–hole
pairs, collected by the respective transport layers, contribute to
the higher current density [58].

It is worth noticing that there is a significant impact of the
absorber thickness on almost all parameters. The PCE increases
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Figure 7: PSC performance parameters as functions of (a) HTL thickness, (b) ETL thickness, (c) absorber thickness, and (d) absorber defects. The
device exhibits optimal performance at layer thicknesses of ETL, absorber, and HTL of 20 nm, 2 µm, and 1 nm, respectively.

from 27.4% to 28.11%, and the short-circuit current Jsc value
reaches up to 28.86 mA·cm−2. We observed that there is a sig-
nificant reduction in FF and Voc at higher absorber thicknesses,
primarily because of the increasing series resistance and higher
losses [59]. We set the optimal absorber thickness at 2 µm,
above which the parameter variation was only very little.

Effect of defects in the absorber layer
Halide pervoskites are generally considered as defect-resilient;
yet, deep level defects shows significant impact on the device
performance [60,61]. Therefore, it is important to analyze their
impact on the cell performance for better device design.
Figure 7d shows the variation of the cell parameters at varying
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Figure 8: Variation of PSC performance parameters with interface defects between (a) ETL and active layer, and (b) active layer and HTL. Because
of the ultrathin HTL layer, the interface at the absorber/HTL is more sensitive, and the device performance degrades for interface defect densities
above 107 cm−3. However, the ETL/absorber interface exhibits an excellent performance up to the interface defects of 1012 cm−3, after which the
device performance starts to deteriorate.

absorber defect densities from 1014 cm−3 to 1018 cm−3.
Figure 7d shows that higher defect densities lead to worse
device performance. This is due to the decrement in the life-
time of the charge carriers because of the shorter diffusion
length, which results from the higher defect densities [62]. We
can observed that the performance parameters decrease signifi-
cantly above defect densities of 1015 cm−3.

Effect of interface defects between active and
transport layers
The photovoltaic behavior of halide perovskites is significantly
affected by the properties of the interfaces. This is because a
majority of defects arises at the junction between two layers
during the fabrication of the device, caused by mismatches in
the lattice structures, which lead to dangling bonds. These
defects at the junctions play a critical role in the performance of
the device as they contribute to increased local recombination at
the interface. Within this particular PSC, two critical interface
layers exist, namely, the interface between the absorber and
the ETL and the interface between the absorber and the HTL.
We analyzed the device performance by varying the defect
densities at both interfaces within the range of 106 cm−3 to
1015 cm−3. Because of the ultrathin HTL layer, the absorber/
HTL interface is more sensitive, and the device performance

is anticipated to degrade above interface defect densities of
107 cm−3. However, the ETL/absorber interface exhibits excel-
lent performance up to interface defects of 1012 cm−3 (Table 2),
after which the device performance starts to deteriorate
(Figure 8).

Table 2: Performance of the proposed PSC under 1.5G solar illumina-
tion.

Device parameter Value

Open circuit voltage (Voc) 1.11 V
Short circuit current density (Jsc) 28.70 mA·cm−2

Fill factor (FF) 87.66%
Power conversion efficiency (PCE) 28.10%

The computed current density vs voltage curve is shown in
Figure 9a, and the energy band diagram corresponding to the
different layers is demonstrated in Figure 9b. We have also
compared the proposed device with the combination of differ-
ent transport layers in Table 3. It demonstrates that the pro-
posed PSC structure excels in terms of performance parameters
compared to other reported structures.
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Figure 9: (a) Current density vs voltage curve for the proposed PSC, demonstrating a short-circuit current density and an open-circuit voltage of
28.7 mA·cm−2 and 1.11 V, respectively. (b) Energy band diagram for the proposed solar cell, where EC stands for conduction band and EV stands for
valence band. FN and FP stand for quasi-Fermi levels of electrons and holes, respectively, at T = 300 K.

Table 3: Comparison of the PSC performance with earlier reported works.

Device configuration Voc (V) Jsc (mA·cm−2) FF (%) PCE (%)

Ag/TiO2/PSK/MoS2/ITO [19] 0.93 26.24 83.0 29.43
Au/Cu2O/PSK/TiO2/FTO [63] 0.96 15.8 59.0 8.93
Au/MoS2/PSK/WS2/FTO [64] 0.96 27.3 87.62 22.17
Au/Spiro–OMeTAD/PSK/TiS2/FTO [26] 0.95 20.05 66.90 12.75
Ag/Ge2Se2/PSK/TiO2/FTO [This work] 1.11 28.70 87.66 28.10

Computational Methods
The methodology presented here (illustrated in Figure 10) is
more generally valid and will apply to broader classes of 2D
and 3D materials and structures. Therefore, we believe this
section might serve as a mini tutorial for the computational
design of future photovoltaic materials.

Material simulation using DFT
The structural and electronic properties have been investigated
using an ab initio computational approach within the density
functional theory (DFT) framework as implemented in the
Quantum Espresso (QE) code [65,66].

We started our calculation to relax the structure at
i ts  most  s table  s tate  (minimum energy) using the
Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm for a
systematic computational study. It has been reported that the
hybrid functional is more accurate in predicting the material be-
havior than local density approximation (LDA) [67] or general-
ized gradient approximation (GGA) [68] for modeling the

exchange–correlation. Hence, for greater accuracy, we have
used the Perdew–Burke–Ernzerhof (PBE) [69] and
Heyd–Scuseria–Ernzerhof (HSE06) [70] functionals to model
the exchange–correlation interactions with a screening parame-
ter of 0.1 and mixing parameters of 25%. An ultrasoft, scalar
relativistic pseudopotential of Troullier–Martins type [71] has
been used to model the core corrections in the calculations. The
valence electronic configuration for Ge and Se is taken as
4s24p23d10 and 4s24p43d10, respectively, and all electron-like
wave functions have been generated using the projected
augmented wave (PAW) method. A plane-wave basis set has
been used to consolidate the interaction between core and
valence electrons with an optimized threshold energy of 60 Ry.
For efficient and precise calculations, the Brillouin zone has
been sampled into 13 × 13 × 1 K-mesh points (using the
Monkhorst–Pack scheme [72]) and high-energy/force conver-
gence criteria of 10−10 eV/10−10 eV/Å3, respectively, have been
set for two consecutive self-consistent cycles. A sufficiently
high vacuum of 23 Å is applied perpendicularly to avoid inter-
layer interactions.
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Figure 10: Computational pathway to estimate the materials’ behavior and application in a PSC. First step – DFT geometry optimization, optimization
of computational parameters, and electronic band structure and deformation potential extraction. Second step – test of the structural stability via den-
sity functional perturbation theory (DFPT): We compute the phonon spectra to verify the structure’s dynamical stability. Third step – DFT-based elec-
tronic property estimation: We utilize the HSE functional to predict the band structure. Fourth step – DFT post-processing: (a) Extraction of the device-
related parameters such as DOS, charge mobility, effective masses, thermal velocities, electron affinity, and work functions from fundamental physics
equations together with DFT-post processing; (b) calculation of the optical behavior based on the non-equilibrium Green’s function (NEGF) and the
Kubo–Greenwood approaches. Fifth step – device design, simulation, and optimization: After proper band alignment and suitable material choices for
the transport and active layers, we design a stacked solar cell, simulate it (in the SCAPS simulator), and optimize the individual layers for the best
device performance.

The stability of the Ge2Se2 monolayer was estimated by phonon
dispersion. The phonon dispersion has been calculated using
density functional perturbation theory (DFPT), as implemented
in the QE package. To compute the phonon spectra, we have
estimated the second-order interatomic force constant using the
relation [73]:

(1)

To maintain high accuracy, a large plane-wave mesh cutoff of
120 Ry is considered throughout the calculations.

Extraction of device-relevant parameters
To design a solar cell, we can derive some parameters from the
DOS and E–k dispersion curves, such as the effective masses of
electrons ( ) and holes ( ), the effective DOS in the conduc-
tion and valence bands (Nc and Nv), electron and hole thermal
velocities (  and ), electron and hole mobilities, electron
affinity, and work function. We outline an efficient approach to
calculating these device parameters briefly below.

According to the K–P model, the charge carrier effective
masses are given as , where ℏ is the reduced
Plank constant, E is the charge carrier’s energy, and k is a wave

vector. To estimate the effective masses of electrons and holes,
we used a curve-fitting algorithm (weighted least squares
method) within a small parabolic section of the conduction band
minima (CBM) and valence band maxima (VBM).

Using the charge carriers’ effective masses, the effective DOS
in the conduction and valence bands can be estimated as
[74,75]:

(2)

where Nc and Nv are the effective DOS in the CB and VB, re-
spectively, and the charge carriers’ effective masses are  and

 for electrons and holes, respectively. kB, and T denote the
Boltzmann constant and the absolute temperature, respectively.

We also calculated the electron and hole thermal velocities
using their effective masses by [75,76]:

(3)
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To compute the electron and hole mobilities, we have em-
ployed the deformation potential techniques [77] along with the
acoustic phonon-limited approach. To estimate the phonon’s
limited mobility, we followed Bardeen–Shockley’s approach
[78], which says that the atomic displacement associated with a
long wavelength acoustic phonon causes crystal deformation
and significantly shifts the electronic energy dispersion. This
change in the energy band edge with the differential displace-
ment is characterized through the electron–phonon coupling
Hamiltonian (Hel−ph) as:

(4)

where Edp is the deformation potential and  is the dis-
placement at the spatial coordinate  and time t. Further, van de
Walle [79] suggested that the electron–phonon coupling Hamil-
tonian (Hel−ph) can be simplified to

(5)

where ∂E(k) is the induced band edge shift due to the acoustic
phonon and ∂V/V0 is the fractional change in the unit cell
volume due to the strain implication. After getting the value of
the deformation potential using Kawaji theory [80], we can
formulate the phonon-limited mobility (μ2D) because of the
interaction of the charge carriers with low acoustic phonons as
[81]:

(6)

where C denotes the elastic constant of a 2D material and
 is the geometric mean of the effective masses.

The elastic constant C can be derived by knowing the inter-
atomic force constant, calculated applying a uniaxial strain δ in
the direction of lattice vector a:

(7)

where A0 is the surface area of the unit cell.The deformation
potential Edp can be calculated using a band edge variation
formulation Edp = ∂Eedge/∂δ, where Eedge is the valence and
conduction band edge, and Edp is computed by imposing a
compressive and tensile strain δ to the unit cell. After substi-

tuting the values of Edp, elastic constant C, and average effec-
tive mass md, we calculate the mobility of the charge carriers
(for electrons and holes).

To calculate the charge transfer and use it in the solar cell, it is
required to know the electron affinity and work function of
monolayer Ge2Se2. The electron affinity is calculated as
EA = EVac − ELUMO, where EA is the electron affinity, EVac is
the vacuum energy level, ELUMO is the LUMO energy level.
The ionization potential is calculated as IP = EVac − EHOMO,
where IP, EVac, and EHOMO are ionization potential, vacuum
energy level, and HOMO energy level, respectively. The elec-
tron affinity at a semiconductor surface is defined as the energy
needed to carry an electron from the vacuum to the bottom of
the conduction band. Similarly, the work function is defined as
the minimum energy required by an electron of the material to
escape into the vacuum [82,83]. EA can be calculated using
DFT as the energy difference between the vacuum level (EVac)
and the Kohn–Sham (KS) eigenvalues relative to the bottom of
the conduction band. Along with the DFT-derived parameters,
some excited state eigenfunctions in terms of absorption coeffi-
cient and dielectric constant are also required to simulate solar
cell-based devices. An optimum way of extracting these optical
parameters from ground-state eigenvalues is described below.

Extraction of optical properties
To explore the optical properties, including dielectric constant,
refractive index, absorption constant, extinction coefficient, and
susceptibility for monolayer Ge2Se2, we employed the non-
equilibrium Green’s function (NEGF) and the Kubo–Green-
wood formalisms [84] as described in the Synopsys-ATK [85].
A double zeta-polarized (DZDP) basis set has been used with a
localized pseudo atomic orbital to calculate optical properties
and characterize the valence electrons of the constituent atoms.
To maintain high accuracy, a large plane-wave mesh cutoff of
120 Ry is considered throughout the calculations. We com-
puted the optical parameters within the range of 0–30 eV. They
stem from the dielectric function (using the Kramers–Kronig
relations [86]), further estimated through the susceptibility
tensors. The susceptibility tensors and complex dielectric func-
tions are related as:

(8)

where  is the i-th component (labeling
electrons) of the momentum operator between states n and m,
me and e are the electron mass and charge, respectively, V is the
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volume, Γ the energy broadening, and ℏωnm = En − Em and fnk
is the Fermi function (evaluated at the energy En(k)).

The response coefficients, that is, the relative dielectric permit-
tivity (εr), the polarizability (α), and the optical conductivity
(σ), are related to the susceptibility as:

(9)

(10)

(11)

with i,j ∈ {1,2,3}. Solving and separating Equation 9 for the
imaginary part of dielectric function, we can calculate the
refractive index and extinction coefficient as

(12)

Here,  and  are the conduction and valence band
Bloch states with energies  and , respectively, r is the po-
sition of the electron, and u is the polarization of light. e is the
electronic charge, and Ω is the volume. Via the well-known
relationship between relative permittivity and refractive index

, we finally get the following relationships for
the refractive index and the absorption coefficient.

Refractive index/optical density:

(13)

Extinction coefficient:

(14)

Absorption coefficient:

(15)

Device modeling
To investigate the performance of the proposed solar cell, we
performed a numerical simulation using SCAPS-1D, which
solves the fundamental semiconductor equations such as
drift–diffusion, Poisson’s equation, and continuity equations as:

(16)

(17)

and

(18)

where  and  are the electron and
hole current densities at the Fermi levels EFn and EFp, respec-
tively. ε0, εr, ϕ, q, n, and p denote the absolute and relative
permittivity, the electrostatic potential, the electronic charge,
and the electron and hole concentrations, respectively. The
charge carrier mobilities, generation, and recombination rates
for electrons and holes are represented by μn, Gn, Un, μp, Gp,
Up, respectively. All these parameters are functions of the posi-
tion coordinate x.

During the simulation of the proposed device, it is assumed that
the reflection of the top surface is zero. In contrast, the reflec-
tion from the back surface is considered as 100%, so the all
incident photons have greater energy than the bandgap of the
materials and can contribute to generating charge carriers. The
generated charge carrier mobility of the chosen material assists
in delivering it up to the contacts.

Conclusion
This contribution investigates the electronic and optical proper-
ties of monolayer Ge2Se2 using DFT. The structure of the
monolayer is properly optimized and relaxed for its lowest
energy state. Tough threshold criteria have been chosen to
maintain high precision in the calculation, along with a hybrid
functional for modeling the exchange–correlation interactions.
The non-imaginary frequencies in the phonon spectra confirm
the stable geometry of the investigated structure. The electronic
properties of the monolayer have been investigated in detail in
terms of energy band diagram, effective masses of the charge
carriers, mobility of electrons and holes at room temperature,
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the total density of states along with effective densities in
conduction and valence band, electron affinity, and ionization
potentials. In addition, the optical behavior of monolayer
Ge2Se2 has been discussed through exhaustive calculations of
the material’s absorption coefficient, dielectric constants,
refractive index, and extinction coefficient. The optimum
bandgap (1.2 eV), high carrier mobility, and promising optical
characteristics of monolayer Ge2Se2 further led us to investi-
gate the application of the investigated structure. To show the
application of monolayer Ge2Se2, a perovskite solar cell has
been proposed using monolayer Ge2Se2 as HTL. The optimal
performance was determined under AM1.5G spectrum illumi-
nation. To obtain the optimum device performance, first, the
ETL thickness has been varied from 10 to 100 nm, where it is
found that above 20 nm, the device performance starts to
diminish. Further keeping the ETL thickness at 20 nm, the
absorber thickness has been tuned from 1 to 10 µm. The simula-
tion results show an optimal device performance at 2 µm
absorber thickness. Keeping the thickness of ETL and absorber
layer at 20 nm and 2 µm, respectively, the HTL thickness has
been changed from 1 to 10 nm. As the thickness increases, the
device performance diminishes because of recombination of
charge carriers in the HTL. Thus, the device exhibits optimal
performance at layer thicknesses of ETL, absorber, and HTL at
20 nm, 2 µm, and 1 nm, respectively. The simulation results in-
dicate that the proposed solar cell outperforms in terms of
power conversion efficiency (around 28%) and fill factor
(≈87%). In addition to the proposed solar cell, the excellent
optoelectronic characteristics of the investigated monolayer
Ge2Se2 make it a potential candidate for other photo devices.
This study may also be helpful in the search for excelling mate-
rials regarding prospective applications in photo devices.
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Abstract
High mechanical strength, excellent thermal and electrical conductivity, and tunable properties make two-dimensional (2D) materi-
als attractive for various applications. However, the metallic nature of these materials restricts their applications in specific
domains. Strain engineering is a versatile technique to tailor the distribution of energy levels, including bandgap opening between
the energy bands. ψ-Graphene is a newly predicted 2D nanosheet of carbon atoms arranged in 5,6,7-membered rings. The half and
fully hydrogenated (hydrogen-functionalized) forms of ψ-graphene are called ψ-graphone and ψ-graphane. Like ψ-graphene,
ψ-graphone has a zero bandgap, but ψ-graphane is a wide-bandgap semiconductor. In this study, we have applied in-plane and out-
of-plane biaxial strain on pristine and hydrogenated ψ-graphene. We have obtained a bandgap opening (200 meV) in ψ-graphene at
14% in-plane strain, while ψ-graphone loses its zero-bandgap nature at very low values of applied strain (both +1% and −1%). In
contrast, fully hydrogenated ψ-graphene remains unchanged under the influence of mechanical strain, preserving its initial charac-
teristic of having a direct bandgap. This behavior offers opportunities for these materials in various vital applications in photodetec-
tors, solar cells, LEDs, pressure and strain sensors, energy storage, and quantum computing. The mechanical strain tolerance of
pristine and fully hydrogenated ψ-graphene is observed to be −17% to +17%, while for ψ-graphone, it lies within the strain span of
−16% to +16%.
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Introduction
Graphene is the best-known zero-bandgap two-dimensional
(2D) material, consisting of a single layer of sp2-hybridized car-
bon atoms arranged together in a hexagonal lattice [1]. Because
of its extraordinary electrical and thermal conductivity, large
surface area, and easy chemical functionalization, it provides a
variety of applications in pliable displays and as strengthening
material in composites [2-4]. It has also gained considerable
attention among researchers for its application in hydrogen
storage, owing to its good adsorption capacity and controllable
storage and re-release of hydrogen at efficient temperatures
[4,5]. The geometrical structures of graphene obtained from its
half and full hydrogenation are called, respectively, graphone
[6] and graphane [7]. Zhao et al. have reported the successful
synthesis of graphone on a Ni(111) surface [8]. Their X-ray
photoelectron diffraction (XPD), temperature programmed de-
sorption (TPD), and density functional theory (DFT) study sug-
gests that the hydrogenation of graphene with atomic hydrogen
leads to the formation of graphone [8]. The full hydrogenation
of graphene (graphane) was experimentally obtained by Elias et
al., and their TEM and Raman spectroscopy results evidence the
transition of graphene from a semimetal to an insulator after full
hydrogenation [9]. After the discovery of graphene, other novel
2D materials, such as goldene [10], stanene [11], plumbene
[12], antimonene [13], and arsenene [14], have been predicted
and experimentally synthesized. Few of these materials are
zero-bandgap, like goldene [15] and ψ-graphene [16]. The
absence of bandgaps in 2D materials makes them unsuitable for
conventional semiconductor applications and limits their use in
photonics and optical devices [17]. Therefore, bandgap engi-
neering (manipulation of electronic band structures (EBSs)) of
these materials becomes essential to expand their utility in
energy-related and optoelectronic applications [18,19]. Engi-
neering of the electronic gap not only broadens the possible use
of 2D materials but also enables them to satisfy the demand for
ultramodern technologies [20]. Bandgap engineering can be
achieved through different techniques like (i) doping, where the
introduction of dopants or impurities modifies the EBS [21],
(ii) strain engineering by inserting mechanical strain to alter the
electronic properties [22,23], and (iii) defect engineering [24].
Among these techniques, strain engineering is an advantageous
method because of its versatility (it can be used for a wide range
of materials) [25], precise control (it can efficiently increase and
decrease the bandgap according to requirements) [26], non-
destructive nature (intrinsic properties of the materials can be
preserved) [27], and compatibility with established technolo-
gies (the semiconductor industry can adopt it to enhance the
performance of devices) [28]. Strain can be introduced in
graphene using different methods, namely, by exploiting a
mismatch in thermal expansion between graphene and the
underlying substrate, by transferring graphene to a piezoelec-

tric substrate, by shrinking or elongating the substrate by
applying a bias voltage, or by using the tip of an atomic force
microscope (AFM) to push graphene over a hole created in the
substrate [29]. A wealth of literature on strain engineering of
graphene and other 2D materials using different experimental
techniques is available. Ni et al. synthesized graphene on a
polyethylene terephthalate (PET) substrate and studied the
effect of uniaxial strain through Raman spectroscopy [30]. They
stretched PET in one direction and found a redshift in the D and
G bands for a single graphene layer. Also, uniaxial strain of
0.8% can be introduced in graphene by stretching [30]. Conley
et al. studied the effect of uniaxial tensile strain on mono- and
bilayer MoS2, where the strain was introduced in MoS2 through
a four-point bending apparatus and a transition from an optical
direct bandgap to an optical indirect bandgap in MoS2 at 1%
strain was observed [31].

Gui et al. examined the EBS of graphene exposed to different
planar strain patterns using both first-principles and tight-
binding approaches [32]. They found that graphene maintains
its zero-bandgap nature under the influence of symmetrical
strain [32]. However, when it underwent asymmetrical strain,
the bandgap reached 0.486 eV (on applying strain parallel to the
C–C bonds) and 0.170 eV (on applying strain perpendicular to
the C–C bonds) at 12.2% and 7.3% strain, respectively [32].
Kerszberg et al. have used density functional theory (DFT)
calculations to investigate the modification of the electronic
properties of graphene through strain engineering [33]. They
found that isotropic and biaxial strains cannot open graphene’s
bandgap [33]. In contrast, the presence of biaxial strain and
compression along zig-zag (11%) and armchair (−20%) direc-
tions can open the bandgap of graphene up to 1 eV [33]. The
application of strain engineering is not restricted to tailoring the
electronic properties of graphene; it can also be employed to
change the electronic characteristics of novel 2D post-graphene
materials [34-36]. Xu et al. found a shift from an indirect
bandgap to a direct bandgap in arsenene under uniaxial strain
along the zig-zag direction [37]. Mohan et al. employed DFT to
study the effect of strain on the electrical band structure of a
silicene monolayer and found a bandgap (335 meV) opening in
silicene at 4% compressive uniaxial strain [34]. At 6% strain, a
maximum bandgap of 389 meV and 379 meV was observed for
uniaxial and biaxial strains, respectively. When the applied
strain exceeds a threshold of 8%, the bandgap of silicene disap-
pears [34].

In 2017, Li et al. predicted a new 2D allotrope of carbon atoms,
using first-principles calculations, named ψ-graphene [16]. It is
a flat sheet of 5,6,7-membered carbon rings that is dynamically
and thermally stable [16,38]. It can be constructed from the
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Table 1: Optimized lattice parameters (a, b), carbon–carbon bond lengths (d1, dC–C), carbon–hydrogen bond lengths (dC–H), buckling heights (h), and
bandgap energies (Eg) of ψ-graphene, ψ-graphone, and ψ-graphane 2D nanosheets.

Material a (Å) b (Å) d1 (Å) dC–C (Å) dC–H (Å) h (Å) Eg (eV)

ψ-graphene our work 6.70 4.83 1.51 1.42–1.44 — 0.00 zero
previous work [38] 6.70 4.84 1.51 1.41–1.44 — 0.00 zero

ψ-graphone our work 6.70 4.83 1.61 1.47–1.57 1.14 1.79 zero
previous work [39] 6.70 4.84 — — — — zero

ψ-graphane our work 6.71 4.83 1.56 1.49–1.55 1.11 0.85 3.78
previous work [41] 6.70 4.84 1.53 1.52–1.53 — — 4.13

short-chain hydrocarbon s-indacene and has the chemical
formula C12H8 [16]. Because of the absence of a bandgap,
ψ-graphene can be used in optical detectors [39]. However,
a first principles-based computational study has shown that
its zero bandgap is a major challenge to its suitability in opto-
electronic and electronic devices [40]. Despite being less stable
than graphene, the mechanical properties of ψ-graphene are
similar, and on increasing the ratio of hexagonal rings in
ψ-graphene (i.e., n-hex-ψ-graphene), its total energy was found
to be −9.23 eV/atom, which is identical to pristine graphene
[16]. Another effective method to enhance the stability
of ψ-graphene is edge hydrogenation, which leads to a metal-to-
insulator transition, making it suitable for operating at
ultrahigh speeds. ψ-Graphone and ψ-graphane are, respectively,
the half and fully hydrogenated forms of ψ-graphene [41].
Like graphene, ψ-graphone possesses a zero bandgap, but
ψ-graphane is an insulator with a bandgap of 4.13 eV [39]. Al-
though a successful experimental synthesis of ψ-graphene has
not yet been realized, many theoretical investigations have been
carried out by different research teams to study its various
potential applications in sensors, lithium-ion batteries, and
hydrogen storage [16,39,42]. We have recently employed
detailed density functional theory calculations with dispersion
correction and on-site Coulomb interaction (DFT(D) + U) to in-
vestigate CO2 activation on ψ-graphene and its hydrogenated
forms for their application in the electrochemical conversion of
CO2 [43]. Faghihnasiri et al. have performed DFT calculations
and concluded that ψ-graphene has the potential to be em-
ployed in infrared (IR) sensors, ultraviolet (UV) optomechan-
ical sensors, and visible-light sensors [39]. Li et al. theoretical-
ly reported a maximum theoretical storage capacity of
372 mAh·g−1 for Li, showing its capability to be utilized as an
anode material in Li-ion batteries [16]. Theoretical investiga-
tions also suggest that when ψ-graphene is decorated with tran-
sition metals like zirconium, yttrium, and titanium, it can serve
as an excellent adsorbent for hydrogen storage [42,44,45]. DFT
calculations have shown that the adsorption energies of hydro-
gen molecules over Zr-, Y-, and Ti-decorated ψ-graphene are
found to lie within the standard range of −0.2 to −0.7 eV speci-

fied by the Department of Energy (DoE) [42,44,45]. However,
bandgap engineering, for example, passivation, doping, or strain
engineering, is crucial to modify and improve the bandgap for
various electronic applications. In this study, we have investi-
gated the electronic properties of pristine and hydrogenated
ψ-graphene (i.e., ψ-graphone and ψ-graphane) under the influ-
ence of uniform biaxial mechanical strain (positive and nega-
tive).

Results and Discussion
Structural and electronic properties of 2D
nanosheets without strain
We first estimated lattice parameters, bond lengths, and atomic
positions of our 2D nanosheets (ψ-graphene, ψ-graphone, and
ψ-graphone) by utilizing structural details available from the lit-
erature [38,39]. Subsequently, we have relaxed the nanosheets
using the established computational parameters outlined in the
Computational Methodology section. Table 1 summarizes the
relaxed cell lattice parameters and C–C and C–H bond lengths
of the three materials, which match well with earlier DFT
results [38,39]. Each nanosheet has four inequivalent carbon
atoms labeled C1, C2, C3, and C4, possessing unique chemical
and physical attributes (Figure 1). At the junction of three
s-indacene molecules, the C–C bond length d1 is significantly
longer than typical C–C bonds (Figure 1).

To investigate the electronic properties of these 2D nanosheets,
we performed EBS and density of states (DOS) calculations
(Figure 1) alongside projected orbital calculations of the differ-
ent atoms to understand their contributions to the electronic
states. Our calculations reveal no gap between the energy bands
in both ψ-graphene and ψ-graphone (Figure 1a,b), with finite
states present at the Fermi level (Ef). The dominant energy
orbitals in the projected density of states (PDOS) of ψ-graphene
and ψ-graphone are the outermost C 2p orbitals. In the fully
hydrogenated form, that is, in ψ-graphane, we note a discernible
separation of 3.78 eV between the valence and conduction
bands in the EBS. This material is a direct-bandgap material
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Figure 1: Top and side views of relaxed geometries, PDOS, and EBSs of (a) ψ-graphene, (b) ψ-graphone, and (c) ψ-graphane. The black dashed
square boxes in the structures represent the unit cells. Black and pink balls are carbon and hydrogen atoms, respectively. Both ψ-graphene and
ψ-graphone exhibit zero bandgaps, while ψ-graphane has a wide bandgap of 3.78 eV.

with the alignment of the conduction band’s minima and
valence band’s maxima at the same k-points in the Brillouin
zone (Figure 1c). We tabulate the structural parameters,
bandgap, and buckling heights of these structures in Table 1.
From Table 1 and Figure 1, it is clear that, while ψ-graphene is
a flat 2D material, ψ-graphone and ψ-graphane are buckled
sheets, and their buckling heights are 1.79 and 0.85 Å, respec-
tively.

Structural and electronic properties of
ψ-graphene with strain
We tabulate the structural parameters, buckling heights, and
electronic bandgap values of all strained structures in Table 2.

Positive strain
We applied positive strain toward deliberate expansion of the
structure, particularly focusing on the lattice plane, varying its
value from 1% to 17% (Supporting Information File 1, Figure
S1). We observed that the positive strain fails to open the
bandgap in ψ-graphene (Table 2). To comprehensively analyze
the impact of this positive strain on the electrical properties of
ψ-graphene, we have also plotted the PDOSs and the EBSs of
all the strained structures of ψ-graphene in Figure S2 and Figure
S3 (Supporting Information File 1), respectively. We observed
that on applying positive strain, d1, a C–C bond length in
ψ-graphene changes to 1.49 Å in all strained structures from its
initial value of 1.51 Å. Concurrently, the remaining C–C bond
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Table 2: Lattice parameters (a, b), C–C bond lengths (d1, dC–C), average C–C bond length (dC–C(avg)), buckling height (h), and bandgap energy (Eg)
of ψ-graphene on applying lattice strain.

Applied
strain

Lattice parameters (Å) d (Å) h (Å) Eg (eV) Bandgap
type

a b d1 dC–C dC–C(avg)

−17% 5.56 4.01 1.36 1.37–1.59 1.48 1.956 zero —
−16% 5.63 4.06 1.34 1.32–1.53 1.42 2.232 0.700 indirect
−15% 5.69 4.11 1.35 1.32–1.53 1.42 2.182 0.400 indirect
−14% 5.76 4.15 1.36 1.32–1.52 1.42 2.132 0.200 direct
−13% 5.83 4.21 1.35 1.34–1.44 1.39 1.903 zero —
−10% 6.03 4.35 1.27 1.34–1.33 1.34 0.007 zero —
−7% 6.23 4.50 1.38 1.31–1.34 1.32 0.005 zero —
−5% 6.36 4.59 1.41 1.34–1.37 1.35 0.004 zero —
−3% 6.50 4.69 1.45 1.36–1.40 1.38 0.004 zero —
−2% 6.57 4.74 1.47 1.38–1.41 1.40 0.004 zero —
−1% 6.63 4.01 1.49 1.39–1.42 1.41 0.004 zero —
0% 6.70 4.83 1.51 1.42–1.44 1.42 — zero —
1% 6.77 4.88 1.49 1.40–1.42 1.41 0.004 zero —
2% 6.83 4.93 1.49 1.39–1.42 1.41 0.004 zero —
3% 6.90 4.98 1.49 1.39–1.42 1.41 0.004 zero —
5% 7.03 5.08 1.49 1.39–1.42 1.41 0.004 zero —
7% 7.17 5.17 1.49 1.39–1.40 1.40 0.004 zero —
10% 7.37 5.46 1.49 1.39–1.40 1.40 0.004 zero —
13% 7.57 5.46 1.49 1.39–1.42 1.41 0.004 zero —
14% 7.64 5.51 1.49 1.39–1.42 1.41 0.004 zero —
15% 7.71 5.56 1.49 1.39–1.42 1.41 0.004 zero —
16% 7.77 5.61 1.49 1.39–1.42 1.41 0.004 zero —
17% 7.84 5.66 1.49 1.39–1.42 1.41 0.004 zero —

lengths remain uniform with a mean value of 1.40–1.41 Å, as
shown in Table 2. Moreover, the ψ-graphene nanosheet remains
almost flat, with a buckling height of only 0.004 Å, indicating
the stability of the remaining C–C bonds even under the influ-
ence of positive strain.

Negative strain
We next investigated the impact of negative strain on the struc-
tural and electronic properties of ψ-graphene (Table 2). We
show structure geometries, PDOS, and EBS of different nega-
tively strained structures in Supporting Information File 1,
Figures S1, S4, and S5, respectively. Our investigation reveals
that, on progressively increasing the magnitude of applied nega-
tive strain in the lattice plane, ψ-graphene maintains its conduc-
tive nature until −13%; at −14%, a bandgap of ≈0.2 eV emerges
between the valence and conduction bands as shown in
Figure 2. Beyond −14% negative strain, a proportional incre-
ment in the bandgap is observed, reaching its maximum value
of 0.7 eV at −16% strain. On surpassing −16% strain, the
bandgap suddenly disappears at −17% strain (Figure S4, Sup-
porting Information File 1). Beyond −17% strain, a significant

distortion in the lattice structure of ψ-graphene was observed,
which indicates a limit on the maximum strain that the
ψ-graphene nanosheet can tolerate before structural breakdown.
The EBS of ψ-graphene, plotted in Figure 2b at −14%, reveals a
direct transition of electrons from the valence band to the
conduction band, but beyond −14% strain, no direct transition is
possible, indicating the indirect nature of the bandgap of
ψ-graphene at strain levels of −15% and −6% (Table 2). The
bond length d1, which was 1.51 Å in the absence of deforma-
tion, undergoes a considerable reduction under compression in
the lattice plane. This bond length decreases until it reaches the
lowest value of 1.27 Å at −10% strain level. The remaining
C–C bond lengths fluctuate as the applied strain level increases
or decreases.

It is known that the in-plane stiffness of ψ-graphene is higher
than that of penta-graphene and is comparable to that of
graphene [16]. Therefore, it can resist compressive strain (nega-
tive strain) in its lattice plane without experiencing much
out-plane deformation or buckling. Here, we observe that
ψ-graphene retains its flat structure up to −10% with negligible
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Figure 2: Relaxed 2 × 2 × 1 supercell’s top and side views, PDOS, and EBS of ψ-graphene (a) at 0% and (b) −14% strain. A direct-bandgap opening
of 0.2 eV was found at −14% strain. We observe a buckling height of 2.13 Å at −14% applied strain.

buckling, and only above this strain value buckling was ob-
served in ψ-graphene sheets, as shown in Table 2 for −13% to
−17% strain. Hence, within the negative strain range of −1% to
−10%, ψ-graphene maintains its flat structural profile, but buck-
ling appears beyond −10% strain. Notably, at the point of emer-
gence of a bandgap (at −14%), the buckling becomes 2.13 Å
(Table 2). Thus, in ψ-graphene, the bandgap remains zero with
expansion (positive strain) along the lattice plane, while a nega-
tive strain of −14% generates a gap of 0.2 eV between its
energy bands.

Structural and electronic properties of
ψ-graphone with strain
We tabulate the structural parameters, buckling heights, and
electronic bandgap values of all strained structures in Table 3.

Positive strain
As mentioned earlier, like pristine ψ-graphene, partially hydro-
genated ψ-graphene, ψ-graphone, is also a zero-bandgap materi-
al. Structures, PDOS, and EBS of all strained structures are
given in Supporting Information File 1, Figures S6, S7, and S8,
respectively. A bandgap opening of 0.5 eV was observed at the
modest positive strain value of just +1% (Table 3, Figure 3), in-
dicating that the electronic properties of ψ-graphone can be
tuned with minimum structural deformation and low energy
consumption. As can be seen from Table 3, the bandgap of
ψ-graphone fluctuates with an increase in strain with a
maximum bandgap of 2.10 eV at 7% strain. At this level, an
elongation of 9.94% is found in d1 with a buckling height of
1.90 Å as shown in Figure S6 (Supporting Information File 1).
Moreover, we also observed a transition from an indirect to a
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Table 3: Lattice parameters (a, b), C–C bond lengths (d1, dC–C), average C–C bond length (dC–C(avg)), buckling height (h), and bandgap energy (Eg)
of ψ-graphone on applying lattice strain.

Applied
strain

Lattice parameters (Å) d (Å) h (Å) Eg (eV) Bandgap
type

a b d1 dC–C dC–C(avg) dC–H

−16% 5.63 4.06 1.47 1.39–1.52 1.46 1.10–1.12 1.88 0.70 indirect
−15% 5.69 4.11 1.48 1.39–1.54 1.46 1.10–1.12 1.84 0.80 indirect
−13% 5.83 4.21 1.50 1.40–1.54 1.47 1.11–1.12 1.81 1.30 indirect
−10% 6.03 4.35 1.53 1.42–1.55 1.48 1.10–1.12 1.52 2.00 indirect
−7% 6.23 4.50 1.57 1.45–1.70 1.58 1.10–1.13 1.90 2.31 direct
−5% 6.36 4.59 1.57 1.44–1.57 1.51 1.10–1.13 1.52 2.31 direct
−3% 6.50 4.69 1.58 1.45–1.57 1.51 1.11–1.14 1.90 1.51 indirect
−2% 6.57 4.74 1.59 1.43–1.57 1.50 1.10–1.15 1.89 1.00 indirect
−1% 6.63 4.01 1.53 1.42–1.57 1.50 1.11–1.13 1.81 1.60 indirect
0% 6.70 4.83 1.61 1.47–1.57 1.52 1.11–1.14 1.79 0.00 –
1% 6.77 4.88 1.62 1.48–1.62 1.55 1.11–1.15 1.03 0.500 indirect
2% 6.83 4.93 1.64 1.43–1.59 1.51 1.11–1.15 0.98 0.300 indirect
3% 6.90 4.98 1.66 1.43–1.60 1.52 1.11–1.15 0.95 1.10 direct
5% 7.03 5.08 1.70 1.41–160 1.51 1.11–1.14 1.02 1.12 indirect
7% 7.17 5.17 1.77 1.37–1.62 1.50 1.10–1.12 1.00 2.10 direct
10% 7.37 5.46 2.17 1.42–1.73 1.58 1.10–1.12 1.02 0.300 direct
13% 7.57 5.46 2.05 1.47–1.78 1.62 1.11–1.12 1.03 2.00 indirect
15% 7.71 5.56 2.80 1.45–1.64 1.64 1.05–1.11 1.36 1.70 direct
16% 7.77 5.61 2.83 1.45–1.94 1.70 1.09–1.11 1.34 1.50 direct

direct bandgap with a change in strain values applied to
ψ-graphone sheets. Beyond the +10% strain level, suddenly, the
separation between the bands increases to 2.00 eV, and on
further increasing the magnitude of applied positive strain, it
reduces to 1.50 eV at +16% strain value.

Negative strain
A remarkable observation is made regarding the electrical prop-
erties (Supporting Information File 1, Figures S9 and S10)
when ψ-graphone undergoes negative mechanical strain ranging
from −1% to −16% in its lattice plane. ψ-Graphone maintains
its semiconducting nature within this negative strain range, and
random separation is found between the valence and conduc-
tion bands of electrons, that is, within this negative strain range,
the bandgap energies fluctuate for different strain values. The
bandgap narrows at certain extents of deformation and widens
at others. However, similar to positive strain, even a slight
compression of −1%, which denotes a slight reduction in the
lattice parameters, was found to be sufficient for a metal-to-
semiconductor transition in ψ-graphone (Figure 3). These
results indicate the extreme sensitivity of the ψ-graphone crystal
structure to mechanical strain (tensile or compressive). As the
magnitude of strain increases beyond −1%, the bandgap in-
creases and reaches a stable value of 2.31 eV within a negative

strain range of −5% to −7%. However, beyond the −7% strain
level, a continuous reduction is observed in the bandgap, which
continues up to −16% strain. At this level, the bandgap becomes
0.7 eV, signifying the smallest bandgap value and the limit
of applying negative strain on ψ-graphone. Thus, initially,
ψ-graphone transitions from a narrow bandgap, proof of its
semiconducting behavior, to a wide bandgap. However, on
further increasing the negative strain, it exhibits a reversal in its
bandgap from a wider gap to a narrower one. Another intriguing
observation shown in Table 3 is the nature of the bandgap at
various negative strain values. Only in the specific span of −5%
to −7%, where the bandgap becomes stable, a direct transition
of electrons from the valence to the conduction band is allowed.
Outside this strain range, ψ-graphone has an indirect bandgap.
Furthermore, the buckling height of ψ-graphone increased from
initially 1.79 to 1.90 Å at strain levels of −3% and −7%, signi-
fying its lowest mechanical stability at these strain levels. Al-
though the presence of negative strain affects the lengths of all
C–C bonds of ψ-graphone, the bond length d1 at the junction of
the s-indacene molecule reaches its minimum value of 1.47 Å at
−16% strain along the lattice plane, which indicates that only
8.69% contraction is possible in this specific bond length of
ψ-graphone. The bond length between C atoms and attached H
atoms typically ranges from 1.05 to 1.15 Å.
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Figure 3: Relaxed 2 × 2 × 1 supercell’s top and side views, PDOS, and EBS of ψ-graphone (a) at +1% and (b) at −1% strain values. An opening of
indirect bandgaps of 0.5 and 1.6 eV was found at +1% and −1% strain, respectively.

Structural and electronic properties of
ψ-graphane with strain
We tabulate the structural parameters, buckling height, and
electronic bandgap values of all strained structures in Table 4.

Positive strain
Next, we applied positive mechanical strain to fully hydro-
genated ψ-graphene, that is, ψ-graphane (Supporting Informa-
tion File 1, Figure S11). As mentioned earlier, a bandgap of
3.78 eV is observed in the pristine ψ-graphane sheet. When
ψ-graphane undergoes positive strain, the C–C bonds expand
freely, leading to an increment in d1 from 1.56 Å to 1.80 Å at a
strain level of +17% as shown in Table 4, where we tabulate
structural parameters and bandgap of all strained structures.

Unlike ψ-graphone, the mechanical strain does not affect the
C–H bond length, which remains fixed at 1.10–1.11 Å, indicat-
ing the formation of strong C–H bonds in ψ-graphane com-
pared to ψ-graphone. We note a linear bandgap increase in
ψ-graphane from 3.78 to 4.81 eV when the strain is increased
from 0 to 17% (Figures S12 and S13, Supporting Information
File 1). Furthermore, ψ-graphane exhibits a direct bandgap at all
applied strain values, and electrons cannot move from the
valence to the conduction band even when strain is applied.
This direct bandgap allows the most efficient transport of
charge carriers and easy recombination of electrons and holes,
indicating its suitability in quantum computing, which requires
semiconductors with direct bandgaps. ψ-Graphane can endure
up to +17% mechanical strain (Figure 4) suggesting that the
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Table 4: Lattice parameters (a, b), C–C bond lengths (d1, dC–C), average C–C bond length (dC–C(avg)), buckling height (h), and bandgap energy (Eg)
of ψ-graphane on applying lattice strain.

Applied
strain

Lattice parameters (Å) d (Å) h (Å) Eg (eV) Bandgap
type

a b d1 dC–C dC–C(avg) dC–H

−17% 5.56 4.01 1.43 1.33–1.54 1.43 1.10–1.11 2.02 1.40 direct
−16% 5.63 4.06 1.43 1.35–1.53 1.44 1.10–1.11 1.96 1.50 direct
−15% 5.69 4.11 1.42 1.35–1.46 1.41 1.10–1.11 1.98 1.80 direct
−13% 5.83 4.21 1.43 1.36–1.51 1.44 1.10–1.11 1.92 1.90 direct
−10% 6.03 4.35 1.45 1.38–1.50 1.44 1.10–1.11 1.70 2.21 direct
−7% 6.23 4.50 1.48 1.41–1.49 1.45 1.10–1.11 1.42 2.70 direct
−5% 6.36 4.59 1.50 1.44–1.50 1.47 1.10–1.11 1.01 3.00 direct
−3% 6.50 4.69 1.53 1.45–1.51 1.48 1.10–1.11 0.85 3.30 direct
−2% 6.57 4.74 1.54 1.47–1.51 1.49 1.10–1.11 0.97 3.41 direct
−1% 6.63 4.01 1.55 1.49–1.52 1.51 1.10–1.11 0.91 3.61 direct
0% 6.70 4.83 1.56 1.49–1.55 1.52 1.10–1.11 0.85 3.78 direct
1% 6.77 4.88 1.58 1.50–1.54 1.52 1.10–1.11 0.85 3.80 direct
2% 6.83 4.93 1.59 1.51–1.56 1.54 1.10–1.11 0.81 3.90 direct
3% 6.90 4.98 1.61 1.53–1.58 1.56 1.10–1.11 0.78 4.00 direct
5% 7.03 5.08 1.64 1.54–1.63 1.59 1.10–1.11 0.74 4.11 direct
7% 7.17 5.17 1.67 1.56–1.63 1.60 1.10–1.11 0.70 4.31 direct
10% 7.37 5.46 1.76 1.61–1.68 1.65 1.10–1.11 0.65 4.50 direct
13% 7.57 5.46 1.75 1.61–1.72 1.66 1.10–1.11 0.63 4.70 direct
15% 7.71 5.56 1.78 1.62–1.75 1.68 1.10–1.11 0.62 4.70 direct
16% 7.77 5.61 1.79 1.64–1.76 1.70 1.10–1.11 0.61 4.81 direct
17% 7.84 5.66 1.80 1.64–1.78 1.71 1.10–1.11 0.61 4.81 direct

bandgap of ψ-graphane can be increased up to 27.25% by posi-
tive mechanical strain. Unlike ψ-graphone, which shows fluctu-
ations in buckling height, the buckling height of fully hydro-
genated ψ-graphene consistently decreases on increasing the
applied positive strain. It reduces to 0.61 Å at both +16% and
+17% strain levels.

Negative strain
The cell parameters of ψ-graphane can be compressed
by imposing a negative mechanical strain up to −17% from
a = 6.70 Å and b = 4.83 Å to a = 5.56 Å and b = 4.01 Å
(Table 4, Supporting Information File 1, Figure S11).
ψ-graphane can tolerate a mechanical strain range from −17%
to +17% before experiencing structural distortion. Introducing
negative mechanical strain to ψ-graphane, akin to the effect of
positive mechanical strain, does not result in the disappearance
of the electronic bandgap at any strain level. Additionally,
despite the presence of negative mechanical strain, the type of
bandgap of ψ-graphane remains direct, similar to the positive
strain effect in ψ-graphane; however, a continuous reduction in
bandgap was observed with an increase in negative strain
values. At −17% strain level, the bandgap (Figure 4) and d1
converge to 1.40 eV and 1.43 Å, respectively (Table 4), while

the buckling height increases to 2.02 Å. Neither exposing
ψ-graphane to negative strain yielded any discernible alteration
in the C–H bond lengths, nor did the application of positive
strain. Throughout the range from −17% to +17%, ψ-graphane
exhibits the behavior of a wide-bandgap semiconductor
(Figures S14 and S15, Supporting Information File 1). The car-
bon p orbitals provide the major contribution to the valence
band. In contrast, in the conduction band, the s orbitals of car-
bon and hydrogen atoms and the p orbitals of carbon atoms con-
tribute equally.

We have plotted the variation in bandgap and buckling height in
ψ-graphene, ψ-graphone, and ψ-graphane 2D sheets in Figure 5.
It can be seen easily that in ψ-graphene, the application of
negative strain opens up a bandgap of 0.2 eV at −14%, which
reaches a maximum value of 0.7 eV at −16% strain with a buck-
ling height of 2.3 Å. Here, positive strain fails to open the
bandgap. In ψ-graphone, a fluctuation in the bandgap is ob-
served with a bandgap opening at 1% values of positive and
negative strain. In ψ-graphane, the bandgap increases linearly
with applied positive strain from its original value of 3.78 to
4.81 eV at 17%, while a linear decrease in bandgap is observed
with negative strain.
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Figure 4: Relaxed 2 × 2 × 1 supercell’s top and side views, PDOS, and EBS of ψ-graphane (a) at −17% and (b) +17% strain values. The bandgap of
ψ-graphane becomes maximum at +17% strain (4.81 eV) and minimum at −17% (1.40 eV) strain values. The type of the bandgap at both strain levels
was observed to be direct.

Conclusion
In this study, we explored the structural and electronic proper-
ties of ψ-graphene and its partially and fully hydrogenated
forms ψ-graphone and ψ-graphane, respectively, upon intro-
ducing mechanical strain. We observed that strain engineering
affects the bandgap of pristine and hydrogenated ψ-graphene
2D nanosheets. In summary, positive strain along the lattice
plane of ψ-graphene cannot create a gap between its energy
bands. However, at a negative mechanical strain of around

−14%, a bandgap of 0.2 eV becomes apparent in the band struc-
ture of ψ-graphene, changing it from zero-bandgap to a narrow-
bandgap semiconductor. These results signify ψ-graphene’s low
bandgap sensitivity to mechanical strain. Enhanced sensitivity
to mechanical strain was observed in ψ-graphone, a zero-
bandgap material. We found that the bandgap of ψ-graphone
can be opened even under a slight strain of −1% or +1%, high-
lighting the remarkable sensitivity of ψ-graphone towards me-
chanical deformation. In contrast, ψ-graphane is a direct-
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Figure 5: Variation of (i) bandgap energy Eg and (ii) buckling height h of (a) ψ-graphene, (b) ψ-graphone, and (c) ψ-graphane under applied biaxial
mechanical strain. The bandgap Eg and buckling height h of ψ-graphane vary in an almost linear fashion.

bandgap material that remains unchanged under mechanical
strain. This outcome offers various critical applications of
ψ-graphane in photodetectors, solar cells, LEDs, pressure and
strain sensors, energy storage, and quantum computing. The
mechanical strain tolerance of pristine and fully hydrogenated
ψ-graphene is observed to be −17% to +17%, whereas for
ψ-graphone, it lies within the strain span of −16% to +16%. The

remarkable strain tolerance of these materials makes them
promising candidates for flexible displays and other electronic
devices.

Computational Methodology
The computational parameters used in our calculations are
based on the density functional theory (DFT) as implemented in
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Quantum Espresso [46]. Our computations employed the gener-
alized gradient approximation (GGA) and Perdew–Burke–Ernz-
erhof exchange–correlation functionals [47]. The crystal struc-
ture of pristine and hydrogenated ψ-graphene has the space
group P2mg [39]. The unit cell of ψ-graphene contains 12 car-
bon atoms. In comparison, the unit cells of ψ-graphone and
ψ-graphane consist of 12 carbons and six hydrogens and 12
carbons and 12 hydrogen atoms, respectively (Figure 1) [38,39].
For the sampling of the Brillouin zone, we used a well
converged 8 × 8 × 1 k-point mesh, and the electronic wave
functions were expanded within a basis set of plane waves with
a 600 eV cutoff energy. The unwanted interactions between the
periodic images of 2D sheets have been mitigated by incorpo-
rating a generous vacuum space of 13 Å into our simulation
cell. The convergence in self-consistency was achieved at a
stringent threshold energy value of 10−5 eV, and forces acting
on atoms were converged to 0.01 eV.

Supporting Information
We have given relaxed structures, PDOS, and EBS plots of
ψ-graphene, ψ-graphone, and ψ-graphane in the Supporting
Information. We have also given variations of average bond
lengths and d1 bond lengths with applied uniform biaxial
mechanical strain in these three materials.

Supporting Information File 1
Additional figures.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-116-S1.pdf]
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