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Abstract

This study investigates the recovery of the B1 phase from the high-pressure B2 phase, at atmospheric pressure, in cadmium oxide
(CdO) nanoparticles incorporated within sol-gel synthesized Cd,Zn;_,O (x = 0.40) composite thin films. The recovery process is
investigated using electronic excitations as an effective tool. Exposure to 120 MeV silver ion irradiation results in the complete
amorphization of the B2 phase in CdO nanoparticles, while the crystalline hexagonal wurtzite phase of zinc oxide (ZnO) remains
intact. In contrast, 80 MeV oxygen ion irradiation preserves the B2 phase and facilitates the reemergence of the B1 phase. The
partial damage caused by electronic energy loss during oxygen ion irradiation in the willemite Zn,SiO4 phase is identified as a
trigger for the B1 to B2 phase transformation in CdO nanoparticles, enabling the recovery of the B1 phase. The diminishing local
pressure exerted by the Zn,SiO4 phase on CdO nanoparticles during oxygen ion irradiation leads to the coexistence of both B1 and
B2 phases. X-ray absorption near-edge spectra (XANES) reveal minimal changes in the intensity of the spike-like Zn L3 » pre-edge
feature associated with the Zn;SiO,4 phase under oxygen ion irradiation, while it entirely disappears with silver ion irradiation,
confirming the amorphization of the Zn,SiO4 phase. Complementary observations from X-ray photoelectron spectroscopy (XPS),
specifically O Is and Si 2p peaks in XPS spectra, support these findings. Additionally, the track diameter in CdO subjected to
120 MeV silver ion irradiation is calculated to be approximately 8 nm using an inelastic thermal spike simulation code. This study
elucidates the intriguing reappearance of the B1 phase under oxygen ion irradiation and highlights the radiation stability of the B2
phase through diverse characterization techniques, demonstrating the potential reversibility of the B1 to B2 phase transformation in-

duced by ion irradiation.
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Introduction

Zinc oxide (ZnO)-based thin films are of significant interest due
to their wide bandgap value (3.37 eV at room temperature),
transparent electrical conduction, and large excitonic binding
energy (60 meV) [1]. In contrast, cadmium oxide (CdO) exhib-
its a lower bandgap of 2.2 eV, along with high electron mobility
(>100 cm?/V/s) and high electrical conductivity (>10'4 S/cm),
demonstrating its potential for optoelectronic applications [2-4].
The incorporation of cadmium into ZnO effectively reduces the
bandgap, rendering the thin films suitable for applications in the
visible region of the electromagnetic spectrum [5]. Composite
semiconducting thin films have garnered significant attention
as their bandgap can be lowered without compromising
mobility and conductivity. Beyond optoelectronic applications,
CdO-ZnO-based alloys are also employed in gas-sensing tech-
nologies [6]. In prior investigations, we reported a local pres-
sure-driven structural phase transformation (PT) from B1
(NaCl) to B2 (CsCl) in Cd,Zn|-,O (x = 0.4) composite binary
oxide thin films [1]. The radiation stability of these phases is
crucial for optoelectronic applications in space, where the expo-
sure to high-energy particles and gamma radiation can induce
lattice defects and lower the device efficiency [7]. Swift heavy
ion (SHI) irradiation experiments provide valuable insights into
the radiation stability of the transformed B2 phase, which is
essential for the future utilization of these composite materials
in space-based optoelectronic applications [7]. High-energy ion
irradiation can lead to latent track formation or phase transi-
tions, either from crystalline to crystalline or crystalline to
amorphous, depending on the threshold electronic energy loss
(Seth) [8,9]. The formation of latent tracks has been described
through two primary models: the Coulomb explosion model,
which relies on electrostatic repulsive forces [10,11], and the
thermal spike model, where energy is transferred to lattice
atoms, resulting in melting and subsequent quenching to form
tracks [12,13]. The latter model has been more widely sup-
ported in the literature. Upon penetration in a solid, energetic
ions lose energy through two mechanisms: direct energy
transfer to target nuclei via elastic collisions (nuclear energy
loss (Sp)) and ionization of the target atoms through inelastic
collisions (electronic energy loss (Se)). In the present investiga-
tion, we primarily focus on S, given the high energy of the irra-
diation ions (several MeV), while S, becomes more significant
in the keV range [7].

Here, we report on the radiation stability of the transformed B2
phase under 120 MeV Ag and 80 MeV O ion irradiation.
Notably, such an investigation has not been previously con-
ducted, as the B2 phase has only been reported through hydro-
static pressure techniques using the in situ diamond anvil cell
(DAC) technique [14]. Our study is facilitated by the success-

ful achievement of the B2 phase at atmospheric pressure for
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Cd,Zn|_,O (x = 0.40) composite thin films [1]. Das et al. re-
ported that Sy, for the formation of an amorphous latent track
in rock salt CdO is 14.56 keV/nm [7]. Thus, we selected
120 MeV Ag ions, where electronic energy loss (S.) in CdO is
25.10 keV/nm, and 80 MeV O ions, with S, at 1.9 keV/nm, to
examine the effects on both sides of Sgy, (i.e., higher and lower
sides). Notably, the reappearance of the B1 phase was observed
with O ion irradiation, while no such retrieval occurred with Ag
ion irradiation. This intriguing finding is explored in detail in
this investigation. Crystallographic characterization of both
pristine and irradiated thin films was performed with X-ray
diffraction and Raman spectroscopy. Additionally, X-ray
absorption near-edge structure (XANES) spectroscopy was con-
ducted at the Zn L3 5 and O K edges for all the thin films. X-ray
photoelectron spectroscopy (XPS) on Si 2p and O 1s core levels
provided direct evidence of changes in surface chemical states
due to irradiation. In summary, we elucidate the underlying
mechanism responsible for the retrieval of the B1 phase from
the transformed B2 phase following O ion irradiation using
core-level spectroscopy. While the B1 to B2 phase transformat-
ion is reported to be irreversible, our findings suggest that with
the appropriate choice of irradiating ions and energies, the
recovery of the B1 phase is possible. Complementary to this ex-
perimental investigation, we conducted thermal spike calcula-
tions with 120 MeV Ag ions in rock salt CdO.

Experimental

Thin films with 40% cadmium concentration in zinc oxide
(ZnO) were synthesized using the sol-gel chemical route
method, as detailed in our previous publication [1]. The
irradiation experiments were performed using the 15 UD
tandem Pelletron accelerators at the Inter-University Acceler-
ator Centre (IUAC), New Delhi. The irradiation was performed
with 120 MeV Ag and 80 MeV O ions. Two different fluences
were used for each ion type (i.e., 1 x 10'3 jons/cm? and
3 x 1013 jons/cm?). The focus of this study is on a film that
underwent a complete transformation to the B2 phase, which is

designated as a pristine thin film prior to further irradiation.

The characterization of the thin films was performed using
X-ray diffraction (XRD) on a Bruker high-resolution X-ray
diffractometer, employing a Cu Ka beam over a 20 range of
30-50°. Raman spectroscopic measurements were conducted at
room temperature with a SENTERRA spectrometer (Bruker),
equipped with an Ar ion laser (532 nm) with 0.2 mW laser
operating power. Scanning electron microscopy (SEM) analy-
sis was carried out with a HITACHI SU8020 model, using an
electron beam energy of 3.0 keV. X-ray photoelectron spectros-
copy (XPS) was performed using an ESCA-5000 Versa Probe
system (Physical Electronics) with an Al Ka (1486.7 eV) beam
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and a 124 mm hemispherical electron analyzer. X-ray absorp-
tion near-edge structure experiments were performed at PIRX
beamline [15] in the SOLARIS synchrotron facility in Poland
[16], focusing on Zn Lj 3 and O K edges in total electron yield
mode. Table 1 summarizes the irradiation ion energies and
fluences for each thin film, along with their corresponding
labels.

Results and Discussion

Influence of Ag and O ion irradiation on
crystallographic phase by X-ray diffraction
and Raman spectroscopy

Figure 1a shows the XRD patterns illustrating the B1 to B2 PT
in Cd,Zn{_,O (x = 0.4) binary oxide thin films subjected to
Table 1: Sample name with irradiating ion and fluence.

Sample acronym? Post-synthesis annealing temperature (°C)

Z700 700
Z900 900
CZ900_Pris 900
©Z900_1130 900
©Z900_3130 900
CZ900_113Ag 900
CZ900_313Ag 700

2CdyZn1_xO (x = 0.40) labelled CZ and ZnO labelled Z.
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various annealing temperatures of 700, 800, 850, and 900 °C
[1]. The data reveals the emergence of the B2 phase character-
ized by the (100) Bragg reflection in CdO nanoparticles as
the annealing temperature increases. In contrast, the ZnO nano-
particles consistently exhibit the hexagonal wurtzite phase.
Figure 1b portrays the effect of 80 MeV O and 120 MeV Ag ion
irradiation on the CZ900_Pris sample, wherein the complete
transition from B1 to B2 PT has already occurred. The reflec-
tions corresponding to the hexagonal wurtzite phase (space
group P63mc) are situated at 31.6° (100), 34.3° (002), 36.1°
(101), and 47.4° (102) for the CZ900_Pris sample. The (100)
and (110) Bragg reflections associated with the transformed B2
phase (space group Pm_zm) are located at 32.2° and 37.8°, re-
spectively. Additionally, a low-intensity peak corresponding to

willemite Zn;SiO4 (space group R_3) is observed at 38.8°, pre-

Irradiating ion and energy (MeV) Irradiation fluence (ions/cm?)

no irradiation 0
no irradiation 0
no irradiation 0
80 MeV O ion 1 x10'3
80 MeV O ion 3x 1018
120 MeV Ag ion 1x10'3
120 MeV Ag ion 3x 1018
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Figure 1: (a) Figure 1a was reprinted from [1], Acta Materialia, vol. 267, by A. Das; C. Latouche; S. Jobic; E. Gautron; A. Merabet; M. Zajac; A.
Shibui; P. Kriiger; W.-H. Huang; C.-L. Chen; A. Kandasami and C. Bittencourt, "Stabilization of the high-pressure phase of CdO by nanoparticle for-
mation in CdyZn4_,O thin films", article no. 119744, Copyright (2024), with permission from Elsevier. This content is not subject to CC BY 4.0 (b) XRD
pattern for CZ900_Pris, CZ900_1130, CZ900_3130, CZ900_113Ag, and CZ900_313Ag thin films.
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viously identified as a contributing factor to the B2 phase transi-
tion [1]. In the case of the CZ900_1130 sample, a reduction in
the intensity of the B2 phase reflections is noted, accompanied
by a subtle emergence of the B1 phase (space group Fm_3m) at
32.9° and 38.3°, corresponding to the (111) and (200) reflec-
tions, respectively. The presence of the willemite ZnySiOy
phase persists in the CZ900_1130 sample. Upon applying an O
ion irradiation fluence of 3 x 10!3 ions/cm? in the CZ900_3130
sample, a further decrease in the intensity of the B2 phase is ob-
served, which is attributed to enhanced electronic energy loss
and the phenomenon of multiple ion impacts. The B1 phase is
fully reestablished in this thin film, while the signature of the
Zn;Si04 phase is no longer detectable. This amorphization of
the Zn,SiO4 phase facilitates the re-emergence of the B1 phase
under higher fluence. For the CZ900_113Ag sample subjected
to Ag irradiation, both the B2 phase and the Zn,SiO4 phase
exhibit complete amorphization due to irradiation-induced
damage, precluding any observable evolution of the B1 phase.
Consequently, the wurtzite ZnO phase remains intact in both the
CZ900_113Ag and CZ900_313Ag thin films. Notably, the
absence of a distinct phase for CdO nanoparticles indicates that
the radiation stability of the wurtzite ZnO structure significant-
ly surpasses that of the B1/B2 CdO phase.

In Figure 2, the Raman spectra for both pristine and irradiated
thin films are shown. The spectra for the undoped ZnO thin film
annealed at 900 °C (Z900) are included to facilitate a compara-
tive analysis concerning the presence of the B2 phase. These
measurements were conducted in backscattering geometry with-
out accounting for any polarization effects of the incident laser
light. The optically active phonon modes at the center of the

Brillouin zone have the following point symmetries:

In this equation, the A| and E| modes correspond to Raman and
infrared (IR) active branches, characterized by polar symme-
tries that further degenerate doubly longitudinal optical (LO)
and transverse optical (TO) components with different frequen-
cies. The E, mode represents the only Raman-active nonpolar
branch, which comprises two sub-branches, E»(H) and E,(L).
This branch is both Raman and IR active [17]. The peaks ob-
served in the Raman spectra are predominantly attributed to the
silicon substrate, with notable peaks at 303, 520, 620, and
671 cm™!. The peak at 435.9 cm™! corresponds to the Eo(H)
mode characteristic of the wurtzite ZnO phase [17]. The persis-
tence of the Ey(high) mode across all O and Ag ion irradiated
thin films, indicates the stability of the wurtzite phase under the

used irradiation conditions.
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Figure 2: Raman spectra for undoped ZnO (Zn900), CZ900_Pris,
CZ900_1130, CZ900_3130, CZ900_113Ag, and CZ900_313Ag thin
films.

In Figure 2, the Raman spectra for CZ900_Pris and Z900 thin
film are reproduced from our previous publication [1]. The
presence of the B2 phase at 868.5 cm™! is indicated by an arrow
for the CZ900_Pris sample, which is absent in the Z900 sample.
The intensity of this peak diminishes in the CZ900_1130 and
CZ900_3130 samples, while it completely vanishes in the
CZ900_113Ag and CZ900_313Ag samples. Thus, the Raman
spectroscopic results, in conjunction with the XRD patterns,
corroborate the observations regarding the presence of the B2
phase of CdO nanoparticles.

Microscopic modifications observed from
SEM micrographs

Figure 3a—c illustrates the SEM micrographs for the
CZ900_Pris, CZ900_3130, and CZ900_313Ag thin films, re-
spectively. In the CZ900_Pris sample, an interconnected homo-
genous distribution of grains is not evident; rather, distinct void
regions are observed. Given that CdO has a melting tempera-
ture of ~1000 °C, a portion of CdO may have melted during the
annealing process at 900 °C, subsequently condensing in ener-
getically favorable sites at the film surface. The whitish regions
in the CZ900_Pris thin film may indicate areas enriched in
cadmium. Our earlier investigation into CdO thin film noted
similar Cd-rich whitish regions and the formation of nano-
sheets [18]. In the CZ900_3130 thin film, no significant sur-
face alterations were detected. However, the CZ900_313Ag
thin film exhibits visible damage on the surface resulting from
Ag ion irradiation. The previously distinct void regions are no
longer present, suggesting that material may have been sput-

tered from the film surface due to Ag ion irradiation, poten-
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Figure 3: Plane view scanning electron microscopic images for CZ900_Pris (a), CZ900_3130 (b), and CZ900_313Ag (c) thin films.

tially leading to the amorphization of the crystallographic B2
phase associated with CdO.

Influence of ion irradiation on electronic

structure from XANES spectra

Figure 4a,b presents the XANES spectra at the O K and Zn L3 5
edges for the CZ900_Pris, CZ900_3130, and CZ900_313Ag
thin films. The spectra for the O K and Zn L3 > edge for the
CZ900_Pris sample are reproduced from our previous publica-
tion [1]. The prominent features al and a2 observed at 535 eV
and 537 eV, respectively, in the O K edge spectrum of the
CZ900_Pris sample correspond to electronic transitions from
O 1s to hybridized Zn 4s and O 2p orbitals. In the CZ900_3130
thin film, there is a significant reduction in the intensity of the
O K edge spectrum. This attenuation suggests that O ion irradia-
tion diminishes the likelihood of core-level electronic transi-
tions from O 1s to the hybridized Zn 4s—O 2p orbitals. It is
plausible that O ion irradiation generates oxygen vacancies
(Vo) at lattice sites and introduces defects such as interstitial
oxygen (O;). The formation of Vg may hinder the hybridization

w
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between Zn 4s—O 2p orbitals, further decreasing the probability
of electronic transitions, which is reflected in the diminished al
and a2 features. In contrast, the spectral characteristics of the
CZ900_313Ag sample exhibit a complete transformation com-
pared to those of the CZ900_Pris sample. The introduction of a
substantial number of defects may have relaxed the dipole
selection rule, resulting in a destructive interference pattern
within the multiple scattering signal. Such out-of-phase oscilla-
tions can lead to flat pre- and post-absorption edge features,
lacking the typical wavy nature. However, direct evidence for
the degradation of the Zn,SiO4 phase cannot be conclusively
determined from the O K edge spectrum; this information is
more clearly discernible from the Zn L3 5 edge, as illustrated in
Figure 4b.

The main absorption edge in the Zn L3, edge begins at
1023 eV, and is associated with electronic transitions from the
Zn 2p level to unoccupied Zn 4s states. Additionally, transi-
tions from the Zn 2py,, — 3d antibonding orbitals significantly

contribute to the formation of this main absorption edge. The

[Zn L, , edge
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Figure 4: O K (a) and Zn L3 » (b) XANES spectra for CZ900_Pris, CZ900_3130, and Z900_313Ag thin films.
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spike-like feature designated as B1 arises from the formation of
the willemite Zn,SiO4 phase [1]. Notable differences are ob-
served in the b2 and b3 features of the CZ900_313Ag sample
compared to the CZ900_Pris sample. Specifically, the Bl fea-
ture is absent in the CZ900_313Ag sample, providing clear evi-
dence of the amorphization of the Zn,SiO,4 phase due to Ag ion
irradiation. In contrast, in CZ900_3130, the thin film exhibits a
broader B1 feature with a larger full width at half maximum
(FWHM) and reduced sharpness, although it does not complete-
ly disappear as seen in the CZ900_313Ag thin film. This obser-
vation further supports the presence of the Zn;SiO4 phase in the
CZ900_3130 thin film, which has not been detected in the
XRD pattern due to limitations in detection sensitivity. Thus,
X-ray absorption spectroscopy (XAS) has effectively addressed
this limitation, providing evidence for the existence of the
Zn,Si04 phase. Furthermore, the presence of the Zn,SiO4 phase
in the CZ900_3130 thin film suggests local pressure condi-
tions that may contribute to the formation of the B2 phase in

CZ900_313Ag ,|g"\" cd 3d,, o E?(pt
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Figure 5: X-ray photoelectron spectra for Cd 3ds» (a), Zn 2pzs2 (b), O 1s (¢

CZ900_313Ag thin films.
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CdO nanoparticles. Consequently, both XRD and XANES
analyses yield complementary evidence regarding the presence
of the B2 phase. In the Zn L3 ; edge (inset of Figure 4b), the B1
feature is magnified, clearly illustrating the changes in the B1
feature corresponding to the willemite Zn,SiO,4 phase across all
three thin films.

Influence of irradiation on ZnySiO4 phase
from Si 2p XPS spectra

Figure 5a—d illustrates the Cd 3dsp, Zn 2p3),, O 1s, and Si 2p3/,
peaks in XPS spectra for both pristine and irradiated thin films.
The calibration of all peaks was conducted using the C 1s peak,
situated at 284.6 eV. The peak deconvolution was performed
using Gaussian (70%) and Lorentzian (30%) (GL) functions
within the CASA software, with Shirley background removal
applied during the fitting process. The Cd 3ds,, peak in
Figure 5a appears at 404.5 eV for CZ900_Pris, CZ900_3130,
and CZ900_313Ag thin films, indicative of Cd—O bonding
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[18,19]. Notably, the Cd 3ds;, peak position for the
CZ900_313Ag thin film has shifted toward lower binding
energy. This shift can be attributed to the formation of Vg
defects, resulting in reduced oxidation of the Cd atom, as re-
flected in the observed binding energy change. Figure 5b
presents Zn 2p3,, peaks for the three thin films. The Zn 2p3/»
peak is located at 1021.2 eV, corresponding to Zn—O bonds.
Additionally, a low-intensity peak at 1021.7 eV in the
CZ900_Pris thin film is associated with the willemite Zn;SiO4
phase. This peak is absent in the CZ900_3130 and
CZ900_313Ag thin films, likely due to lattice damage induced
by Ag and O ion irradiation at the film surface. Furthermore,
the Zn 2p3/, peak in the CZ900_313Ag thin film exhibits a shift
toward lower binding energy, consistent with the formation of
Vo defects. The presence of the Zn,SiO,4 phase is further sup-
ported by the O 1s and Si 2p3/, peaks, as shown in Figure 5c,d,
respectively. The O 1s peak for the CZ900_Pris thin film is
deconvoluted into three components: O(i), O(ii), and O(iii), cor-
responding to the CdO, ZnO, and Zn,SiO4 phases, located at
530.0, 530.8, and 531.7 eV, respectively. In the CZ900_3130
thin film, the peak area for the O(iii) component has dimin-
ished, indicating that the electronic energy loss from O ion irra-
diation affects the Zn,SiO,4 phase. However, it is important to
note that the peak cannot be solely attributed to the Zn,SiOy4
phase, as the presence of defects such as Vg is also possible.
The small shift in binding energy for Vg defects and Zn,SiOy4
phases makes it difficult to distinguish them. For the
CZ900_Pris thin film, the O(iii) component can be confidently
assigned to the Zn;SiO4 phase, given that this film was
annealed in a flowing oxygen atmosphere, which minimizes the
potential for Vg defects at the surface. In contrast, the area cor-
responding to the Vg peak has increased in the CZ900_313Ag
thin film. The generation of Vg in semiconducting oxides due
to energetic ion irradiation is well-documented, as the forma-
tion energy for Vg is lower than that for defects such as cation
interstitials [7]. The peak at 532.2 eV is thus solely attributed to
Vo, with no contribution from the Zn;SiOy, as indicated by the
single peak fitting of the Si 2p3/, peak in Figure 5d. The pres-
ence of the Zn,SiO4 phase is evident in the Si 2pj3/, peak for
CZ900_Pris and CZ900_3130 thin films. Therefore, the data
from the O 1s and Si 2p3/, peaks indicate that the Zn;SiOy4
phase is not significantly affected by O ion irradiation. In
contrast, Ag ion irradiation results in complete amorphization of
the Zn,Si04 phase at the film surface. The XPS spectra for the

CZ900_Pris sample are reproduced from previous research [1].

Track diameter calculation from inelastic
thermal spike model

The phenomena of “Coulomb explosion” and “Thermal spike”
represent two established models used to explain the high elec-

tronic-energy-loss-induced latent track and the subsequent

Beilstein J. Nanotechnol. 2025, 16, 551-560.

amorphization effects resulting from SHI irradiation. In the first
model, the formation of an ion track is attributed to the electro-
static repulsion among charged ions, which exceeds the chemi-
cal bond energy of the host lattice, ultimately leading to amor-
phization. The second model incorporates the concept of radial
energy distribution to account for track formation. Within the
framework of the inelastic thermal spike model, energy transfer
to the electronic system occurs through electron—electron inter-
actions, followed by transference to the lattice atomic system
via electron—phonon correlation [20,21]. Along the ion trajec-
tory, a cylindrical region is generated, characterized by temper-
ature exceeding the melting point of the material, which facili-
tates the amorphization process. The confined of molten materi-
al within this narrow cylindrical volume promotes rapid cool-
ing, thereby enhancing the quenching process and resulting in
solidification and ion track formation. We have calculated the
track diameter for CdO subjected to 120 MeV silver ion irradia-
tion. The subsequent two coupled differential equations
describe the energy distribution within the electronic and lattice
subsystems, framed within cylindrical geometry, and represent

the transient thermal process involved:

oT.

Cea—:=V(KeVTe)—g(Te—Ta)+B(r,t), )
aT,

pC(L) 5 = V(K (L)VT)+e(T-T).

Equation 2 corresponds to the energy transfer to the electronic
sub-system, and Equation 3 describes the same for the lattice
subsystem. Here C. and C(T,) are the specific heat; T, and T,
are the temperatures; K., and K, are the specific heat values of
the electronic and atomic subsystem, respectively. g is the elec-
tron—phonon coupling constant, and p is the specific mass of the
lattice. In Equation 2, B(r.t) indicates the energy density provi-
ded to the electron subsystem by the SHI [22,23].

The numerical solutions of the coupled differential equation,
obtained through simulation codes, yield a graph depicting the
temperature of the ion core as a function of time relative to the
difference from the ion core, as shown in Figure 6. This analy-
sis focuses on the calculated track diameter for cadmium oxide
(CdO) subjected to 120 MeV silver ion irradiation. Figure 6
clearly indicates that the measured track diameter is 8 nm,
corresponding to the melting temperature derived from multiple
impact processes. Given that CdO has significantly high
electrical conductivity (>10!'% S/cm) and high mobility
(>100 c¢m?2/V/s), the simulation was conducted under the

assumption that CdO behaves as a metallic system [2-4].
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Furthermore, due to the minimal variation in lattice tempera-
ture (=300 K) and Debye temperature (=255 K) for CdO, the
electron—phonon coupling constant can be expressed using the

following equations:

ot (anev)2

TAAR 0)

g:

where v is the velocity of sound in CdO, n, is the electron num-
ber density, K. and T, are the specific heat and temperature of
the electronic system, and

ksTp
h(6n2na )1/3 ’ )

V=

where Tp is the Debye temperature and 7, is the atomic num-
ber density. All the calculated values used in the simulation

code are mentioned in Table 2.
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Figure 6: Plot showing lattice temperature as a function of time using
thermal spike code to track diameter calculation.

Table 2: The calculated values used in the simulation code.

Bandgap (eV) 2.2

Solid density (g/cc) 8.15

Liquid density (g/cc) 6.95
Velocity of sound in CdO (m/sec) 2541.57
Electron—phonon coupling constant (W/cc-K) 1.38 x 1013
Se (keV/nm), SRIM 2013 25.1
Melting temperature (K) 1170
Lattice heat of fusion (Joule/g) 1896.27
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Discussion for retrieval of the B1 phase with
O ion irradiation

The thermal annealing at temperatures exceeding 800 °C
induces atomic interdiffusion at the interface between the
Cd,Zn{_,O (x = 0.4) alloy film and the Si wafer substrate [24].
This process initiates significant diffusion of Si atoms, starting
at the film—substrate interface and extending into the thin film
layer, leading to the formation of Si—O bonds. At an annealing
temperature of 900 °C, Si diffusion intensifies, resulting in an
increased thickness of the amorphous silicon oxide layer at the
film—substrate interface [24]. The interdiffusion of Si, O, Cd,
and Zn atoms near the SiO, layer (i.e., at the substrate—film
interface) facilitates the formation of willemite Zn,SiO4 nano-
particles [24]. Previous investigations have elucidated that the
out-diffusion of Zn,SiO,4 nanoparticles from the film—substrate
interface to the surface occurs with a larger unit cell volume
(1569.22 A3) compared to CdO (105.29 A3) and ZnO
(47.40 A3) generating localized pressure [1]. This localized
pressure triggers the phase transition from B1 to B2 in CdO
nanoparticles. Notably, 80 MeV oxygen ion irradiation results
in the reappearance of the B1 phase, while 120 MeV silver ion
irradiation completely amorphizes the B2 phase due to a higher
Se (25.1 keV/nm). In contrast, the S, value for 120 MeV silver
ions in ZnO is 1.62 keV/nm, indicating minimal impact on the
wurtzite ZnO phase under silver ion irradiation. For Zn;SiOy,
the S, values for 80 MeV oxygen and 120 MeV silver ions are
8.2 keV/nm and 11.2 keV/nm, respectively, while the S value
for 80 MeV oxygen ions in CdO is 1.9 keV/nm. All the energy
loss values were calculated using the SRIM 2013 code. Conse-
quently, the influence of oxygen ion irradiation is more pro-
nounced in Zn;SiOy4 than in CdO. This is attributable to the
higher S, value, which inflicts greater damage on the Zn;SiO4
lattice at the surface. The observed decrease in the intensity of
the B2 phase peak and the reappearance of the B1 phase peak in
the XRD patterns for the CZ900_1130 and CZ900_3130 films,
as shown in Figure 1b, aligns with similar findings in Zn,SiOy4.
This phenomenon is attributed to a decrease in the local pres-
sure exerted by Zn,SiO4 nanoparticles on CdO nanoparticles
following oxygen ion irradiation at increasing ion fluences
(3 x 10!3 jons/cm?). The Zn L3, edge spectrum for
CZ900_3130 thin film in Figure 4b and the Si 2p3/, peak in the
XPS spectra in Figure 5d further corroborate this observation,
indicating the presence of the Zn;SiO4 phase in oxygen-ion-
irradiated thin films, while this phase is absent in those subject-
ed to silver ion irradiation. The presence of the Zn;SiO4 nano-
particles in the oxygen-ion-irradiated films reaffirms the local-
ized pressure exerted by these nanoparticles on CdO nanoparti-
cles, causing the phase transition from B1 to B2. In the cases of
the CZ900_113Ag and CZ900_313Ag thin films, both the
willemite Zn,SiO4 nanoparticles and the B2 phase of CdO

nanoparticles are entirely amorphized, leaving no possibility for
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the recovery of the B1 phase in these films. Thus, the primary
reason for the reappearance of the B1 phase is the reduction of
localized pressure exerted by Zn;SiO4 nanoparticles due to
oxygen ion irradiation. This phase transition from B1 to B2 is
reported to be irreversible under hydrostatic pressure [14] or
localized pressure [1]. However, ion irradiation has emerged as
an effective method to render this phase transition reversible,
allowing for the subsequent recovery of the B1 phase at atmos-
pheric pressure. From a thermodynamic perspective, the
enthalpy difference (AH) in the phase transition process can be
subdivided into two contributions: the pressure (APV) and the
change in internal energy (AU). The AU value is positive and
independent of the pressure, serving as a barrier that stabilizes
the B1 phase during the transition to the B2 phase. Transition to
the B2 occurs when APV surpasses this barrier. The increasing
chemical pressure resulting from the diffusion of Zn,;SiOy4
nanoparticles renders APV more negative than positive AU,
thereby triggering the phase transition [25]. Consequently,
for the pristine CZ900 thin film, APV is more negative than
positive AU. Following oxygen ion irradiation, the reduction
of localized pressure on CdO nanoparticles results in APV
becoming less negative than positive AU, which further pro-
motes the resurgence of the B1 phase.

Conclusion

The presence of the willemite Zn,SiO,4 phase was identified as a
primary factor in generating localized pressure on CdO nano-
particles, facilitating the B1 to the B2 phase transition. This
study investigated the irradiation stability of the B2 phase
through SHI with 120 MeV silver and 80 MeV oxygen ions,
revealing distinct behaviors in response to each ion type. Silver
ion irradiation was shown to induce amorphization in the B2
phase, while oxygen ion irradiation led to the notable recovery
of the B1 phase. This suggests that the electronic energy loss as-
sociated with oxygen ion irradiation partially damages the
Zn,Si0y lattice, resulting in the deterioration of local pressure
on CdO nanoparticles and promoting the recovery of the B1
phase. The absence of the spike-like pre-edge feature in the Zn
L3 5 edge with silver ion irradiation indicates the complete
amorphization of the Zn,SiO4 phase. However, the intensity of
this feature remains relatively unchanged with oxygen ion irra-
diation. The fitting analysis of the Si 2p XPS peak, showing the
absence of the component related to Zn,SiO4 after Ag ion irra-
diation, further supports these findings. The correlation be-
tween core-level spectroscopic techniques and X-ray diffrac-
tion patterns reinforces the conclusion that electronic energy
loss from oxygen ions leads to partial degradation of the
Zn,Si0y4 crystalline structure, diminishing local pressure on the
CdO nanoparticles with the B2 phase and facilitating the re-
trieval of the B1 phase. Furthermore, the calculated track diam-

eter for 120 MeV silver ions within the CdO rock salt phase was
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determined to be 8§ nm. Collectively, these findings enrich the
understanding of the B1 to B2 phase transition phenomenon and
substantiate the hypothesis regarding local pressure-induced

phase transitions mediated by the willemite Zn,SiO4 phase.
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Abstract

Nanostructured materials play a key role in modern technologies adding new functionalities and improving the performance of cur-
rent and future applications. Due to their nature resulting in diffused heterogeneous structures (chemical and electronic composi-
tion typically organized in phases or building blocks) characterizing these materials needs state of the art technologies which com-
bine nanometer spatial resolution, environmental reliability, and operando capabilities. Scanning photoelectron spectromicroscopy
(SPEM) is one of the characterization tools that combine high spectral resolution X-ray photoelectron spectroscopy with submicron
spatial resolution. In particular, the SPEM equipment hosted at the ESCA microscopy beamline at Elettra is capable of in situ and
operando analysis regardless of sample morphology. The review presents three different case studies illustrating the capabilities of

SPEM in the investigation of catalytic materials in different conditions and processes.

Introduction
Nanometer or micrometer-sized materials play a key role in  [1]. When composed of different elements, molecules, or com-
modern technologies in the search of new routes for unforeseen  pounds, these materials often show a regular and/or diffused

performances generating breakthroughs in societal challenges heterogeneous structure based on elementary building blocks
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(e.g., crystallites or atomic/molecular groups) forming the en-
tire solid or, in other cases, just their surfaces. The characteriza-
tion of the building blocks is of paramount importance to deeply
understand their functionalities and mutual interactions when
they are part of a nanostructured body. The building blocks may
differ in their atomic structure, crystallographic orientation,
chemical composition, and charge distribution, to list the most
important features. If the building blocks are crystallites, any
change in the structure or chemical composition may lead to the
formation of incoherent or coherent interfaces among them
which may influence the final properties of the material. Often
the volumes of the materials formed by similar building blocks,
then having similar properties, are called phases from which
another possible definition of these heterogeneous materials

such as multi-phase materials comes [2-4].

Nanostructured materials are the playground for the advance-
ment of some key technologies associated with electronics,
energy conversion and storage, and many other fields due to
their unique physical properties which may open unforeseen
doors for technical and performance advances [5-8]. The full
chain of steps necessary for the implementation of nanostruc-
tured materials in devices, which include the synthesis, charac-
terization, and processing, are part of an emerging and rapidly
growing field referred to as nanotechnology. However, despite
the large efforts of the scientific and industrial communities in
the development of new nanostructured materials and related
technologies, the main obstacle in the application still resides in
having a full control of their parameters in the production step.
This is important to guarantee the availability of bulk materials
with reproducible and fully reliable engineered properties and

technological functionalities.

In the last decades, many characterization tools used to investi-
gate chemical, electronic, or structural properties of materials
have been developed or upgraded to match the requirements
imposed by nanotechnology. Imaging capabilities covering
from meso- to atomic scales, spatially resolved spectroscopies
with enhanced sensitivities are examples of capabilities that
modern techniques of characterization in nanotechnology must
possess. X-ray photoelectron spectroscopy (XPS) is still one of
the fundamental tools for chemical and electronic characteriza-
tion of surfaces and subsurface layers. In the last three to four
decades, several important upgrades have spread the original
ability of XPS of chemical analysis to include, for instance,
band mapping through angle resolved measurements (ARPES),
spin detection, and imaging or spectromicroscopy at a nano-
scale spatial resolution [9,10]. It is worth noting that several
improvements have been developed at synchrotron light facili-
ties where unique properties of X-ray radiation can be found.

Scanning photoelectron microscopy (SPEM) combines XPS
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analysis with lateral resolution; chemical imaging as well as
XPS spectroscopy at nanoscale sized areas can be performed
providing fine chemical and electronic analysis of samples
regardless of their morphology, which often limits the capabili-
ties of other microscopy techniques [11]. This work reports
three examples of SPEM experiments focused on the characteri-
zation of nanostructured materials. Measurements were per-
formed at the SPEM microscope hosted at the ESCA microsco-
py beamline at the Elettra synchrotron research center. In the
first example, chemical heterogeneous layered transition metal
dichalcogenides were analyzed, showing the importance of
spatial resolution in their characterization. In the second exam-
ple, an operando chemical and electronic characterization of an
InP nanowire heterostructure device under applied bias is re-
ported. In the last example, the results of a SPEM investigation
of self-organized NiO microcavity arrays exhibiting dimen-
sions in the micrometric range concludes this overview of nano-

structured materials characterized by SPEM.

Results and Discussion
Chemical heterogeneities in layered

transition metal dichalcogenides

The heterogeneous chemical composition of the Cr,Tij—,Se;
system was for the first time observed and described in [12].
The observed heterogeneity led to the splitting of the Se 3d core
level lines. One of the components was found to correspond to
Se in TiSej; the second component, which had no known ana-
logues, was attributed to structural fragments of CrSe,. This
confirmation was obtained directly by SPEM [13]. In the
cleaved surface of the Cr( 78Tip365€, single crystal, regions
displaying differential contrast in the Se 3d line were observed

(Figure la—c).

In the regions of image a) delineated by the red rectangle, the
shape and binding energy of the Se 3d line approximated those
observed in TiSe, (Figure 1b). In the region defined by the blue
rectangle, values exhibited correspondence with those observed
in Crg g3Tig 26Se,, but not with the data for TiSe;. This ap-
proach enabled the demonstration that selenium atoms with dif-
ferent chemical bonding characteristics are spatially distinct
[12], and form separate structural fragments.

The question thus arises as to why these structural fragments
form a single crystal and not independent phases. An analysis of
the binding energy of the core levels of Cr 3p, Ti 3p, Ti 2p, and
Cr 2p3p (Figure 1d—f) in the different fragments reveals a shift
of about 0.5 eV in the binding energy, indicating that the frag-
ments are charged relative to each other. It is evident that this is
the mechanism by which the individual fragments are linked

into a single crystal.

701



Beilstein J. Nanotechnol. 2025, 16, 700-710.

—— Red area
— Blue area
— TiSe,
""" CrogsTio26S€;

Intensity (arb. units)

b) c)

Intensity (arb. units)

PP PSP U hA I PP PP PP SR A AT A ikl S | R PTTTY FYRT PRTTI IRTTICRAT FRRTAITITY FYATA I
36 34 32 464 462 460 458 456 454 452 580 578 576 574 572

38
d) Binding Enee)rgy (eV) f)

Iy
AF
sl

Ti2p Valence band

Intensity (arb. units)

1 .| aal 1 H aihafy P P
70 65 60 55 50 464 462 460 458 456 454
Binding Energy (eV) Binding Energy (eV) Binding Energy (eV)

i) i) k)

 IPERIPR P

Figure 1: a) SPEM image of the Crq 78Tip.36S€2 single crystal obtained at the area corresponding to the Se 3d core-level spectrum (Se 3d contrast).
b) Se 3d core level spectra for Crg 78 Tig.36S€e2 collected from areas marked as coloured rectangles in panel a) along with Se 3d spectra for previously
investigated Crq g3Tig 26Se> (black dashed line) and TiSe» (black line) [12]; energy regions | and Il correspond to different Se 3ds/» states. c) Map in
the Se 3d contrast plotted as /1l intensity ratio in each point, where Il and Il are the intensities of the Se 3ds/o peak in the energy regions | and Il
(panel b)), respectively. Ti 3p and Cr 3p (d), Ti 2p (e) and Cr 2pg/2 (f) core-level spectra for Crq 78Tip.36S€2 collected from the “red” and “blue” regions
(panel a)). SEM images (g), h)) of the as-grown (Fe,Ni)g 25TiSe» single crystal. Se 3d and Ni 3p (i), Ti 2p (j)) core level and valence band (k)) spectra
for (Fe,Ni)p.25TiSes in red, blue and black points (panel h)). Figure 1a—f were reprinted from [13], J. Phys. Chem. Solids, vol. 160, by A. |. Merentsov;
A. S. Shkvarin; M. S. Postnikov; L. Gregoratti; M. Amati; P. Zeller; P. Moras; A. N. Titov, “Studying the heterogeneity of the Cr,Ti{.xChs (Ch = S, Se)
single crystals using X-ray scanning photoemission microscopy*, article no. 110309, Copyright (2022), with permission from Elsevier. This content is
not subject to CC BY 4.0. Figure 1g—k were reprinted from [14], Materials Science and Engineering: B, vol. 283, by A. S. Shkvarin; A. I. Merentsov;
M. S. Postnikov; E. I. Patrakov; E. Betz-Guttner; L. Gregoratti; M. Amati; P. Zeller; A. N. Titov, “Morphology and composition of nanoinclusions in (Fe,
Ni)o.25TiSeo", article no. 115821, Copyright (2022), with permission from Elsevier. This content is not subject to CC BY 4.0.
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The SPEM technique is fundamental for the detection of such
inhomogeneities, given that the photoelectron yield depth in this
instance does not exceed 12 angstroms. This is significantly
smaller than the yield depth in a scanning electron microscope
(=4 um) or transmission electron microscope (<1000 A).

Another advantageous aspect of the SPEM is its capacity to
achieve high lateral resolution, which enables the investigation
of inhomogeneities which are relatively small in lateral dimen-
sions. The Fe( »5Nig 25TiSe; system provides an illustrative ex-
ample of such a system [14]. The single-crystal growth of a
mixture of Feg»5TiSe; and Nig »5TiSe; results in the formation
of a (Fe,Ni)g5TiSe, single crystal, which is covered with
faceted single-crystal inclusions of (Ni,Fe)4Ses (Figure 1g,h).
The identical orientation of the (Ni,Fe)4Ses crystals indicates
that they have undergone coherent coupling with the lattice of
the main crystal. The SPEM technique enables the determina-
tion of both the composition of inclusions and the shape of the
valence band (Figure 1i—k).

Operando characterization of InP nanowire
p—n junctions

Semiconductor nanowires offer unprecedented possibilities in
utilizing, combining, and modifying material properties for ap-
plication in electronic, photonic, energy harvesting, or quantum
information devices [15,16]. Their small footprint allows for the
combination of different materials with dislocation-free inter-
faces and to form axial or radial heterostructures of varying ma-
terial, doping, or crystal phase [17-19]. Nanowire heterostruc-
tures based on III-V semiconductors are especially promising
for electronic, optoelectronic, or photovoltaic devices, as they
combine a direct bandgap of tunable size with high charge
carrier mobility [20]. Furthermore, they can be grown on Si
substrates [21,22], which enables integration with a well-estab-
lished technology platform and constrains the use of high per-
formance, but expensive III-V materials to the active device
area. The flexible geometry of nanowires standing upright on
their growth substrate directly leads to gate-all-around metal-
oxide-semiconductor stacks [23,24], and advanced electronic
device designs such as nanowire tunneling field-effect transis-
tors [24] or one-transistor-one-resistor cells with minimal foot-
print [25] can be realized. Optimizing nanowire diameter and
distance further enhances the strong light adsorption of III-V
materials, resulting in nanowire-based solar cells of high effi-

ciency [26].

While such nanowire-based devices are highly promising, their
performance is often limited by surface properties of the III-V
semiconductor material, which furthermore can vary for indi-
vidual nanowires. This includes native oxides on semiconduc-

tor surfaces and their possible removal, surface passivation, and
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interface defects [27]. Therefore, in-depth surface characteriza-
tion of individual nanowires is urgently needed. This task is
difficult for many conventional surface characterization tech-
niques due to the nanowire geometry, and it becomes even more
challenging in the case of nanowire heterostructure devices,
where operando characterization of a working nanowire device
under applied bias is desired. SPEM is an ideal tool for this
task, as it provides topographic, chemical, and electronic infor-
mation at the submicrometer scale with intrinsic surface sensi-
tivity, even under electrical operando conditions [18]. While
already conventional XPS can be used to obtain detailed infor-
mation about nanowire surface, interface composition, and
chemical reactions averaging over thousands or millions of
nanowires in ensemble measurements [28], SPEM allows to in-

vestigate individual semiconductor nanostructures [29].

We investigated the surface chemical composition and the sur-
face potential across InP nanowire p—n junctions for individual
nanowire devices. InP nanowires were grown on InP(111) sub-
strates by vapor-liquid—solid growth using nanoimprint lithog-
raphy for generating catalytic Au nanoparticles in a
metal-organic vapor phase epitaxy (MOVPE) reactor with
trimethylindium and phosphine precursors. Axial p—n junctions
were created by switching from diethylzinc to hydrogen sulfide
as dopant precursors halfway during nanowire growth. More
growth details can be found in references [18,30]. After growth,
nanowires were mechanically transferred onto suitable sub-
strates for characterization by scanning probe microscopy and
SPEM. An atomic force microscopy (AFM) image of a typical
InP p—n junction nanowire is shown in Figure 2a, confirming a
homogeneous shape with a nanowire length of about 2.5 um
and a diameter of about 200 nm, fluctuating only by a few

nanometers along the entire nanowire.

For operando SPEM measurements, nanowires were trans-
ferred onto a prepatterned device template with flat, individu-
ally contacted Au/Ti electrodes deposited onto a SiO,/Si sub-
strate, separated by a 1.5 pm wide insulating gap. Optical
microscopy images of the samples including marker structures
were used to directly navigate to suitable nanowires in the
SPEM measurements. Figure 2b shows elemental-sensitive In
4d and P 2p SPEM images, highlighting the nanowire shape and
position, which can even be noticed as a shadow in the Au 4f
image, where the signal from the electrodes is attenuated. The
apparently larger length of the nanowire in the In and P maps as
compared to the Au map is due to the finite width of the X-ray
beam, and demonstrates the convolution of nanowire shape and
beam shape in the resulting image. The binding energies of the
In 4d and P 2p maps were centered at 17.5 and 129 eV, respec-
tively, and therewith below and above the binding energy of Au

4f, imaged here at 83.5 eV. This explains why inelastically scat-
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Figure 2: Surface characterization of InP p—n junction nanowires: a) sketched structure (top), AFM image (middle), and resulting height profile
(bottom) of a nanowire with its catalytic Au particle at the top. b) SPEM images of a nanowire deposited with both ends on separately contacted Au/Ti
electrodes with a trench in between, obtained around binding energies of 129 eV (P 2p, left), 17.5 eV (In 4d, middle), and 83.5 eV (Au 4f, right).

c¢) High-resolution In 4d (middle) and P 2p (right) core-level spectra obtained at n-doped (top) and p-doped (bottom) segments of the nanowire shown
in b). The band structure across the p—n junction is indicated (left). d) In 3d SPEM image of the same nanowire, positions of the spectra shown in e,f)
are indicated. e) In 3ds/» core-level spectra obtained along the nanowire, color-coded for n-doped segment (green), depletion region (blue), and
p-doped segment (pink). f) Relative shift of fitted In 3ds/ peak positions along the nanowire obtained at forward (red) and backward (blue) bias condi-
tions and without applied bias (yellow), as indicated. Figure 2 was adapted from [18], S. R. McKibbin et al., “Operando Surface Characterization of InP
Nanowire p—n Junctions”, Nano Letters, © 2019 American Chemical Society, distributed under the Standard ACS AuthorChoice/Editors’ Choice
Usage Agreement, https://pubs.acs.org/page/policy/authorchoice_termsofuse.html. This content is not subject to CC BY 4.0.

tered electrons from the Au electrodes contribute to a strong

contrast in the P 2p map but cannot be seen in the In 4d map.

In addition to SPEM images, we also acquired high-resolution
XP spectra from specific positions along the nanowire, as
shown in Figure 2c for In 4d and P 2p core levels. A significant

shift in binding energy is obvious between spectra obtained on

the p-doped and on the n-doped segment of the nanowire. Since
the local binding energy position of the core level directly
follows the energy of the valence and conduction band and thus
the band-bending at the interface between the p- and n-doped
segments, the observed shift in binding energy directly reflects
the in-built potential of the p—n junction at the nanowire sur-

face. The measured binding energy shift amounts to 0.48 eV in
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the In 4d spectra and 0.47 eV in the P 2p spectra. Even though
this is a significant and well-resolved shift, its value is surpris-
ingly low compared with the InP band gap of 1.34 eV at room
temperature. Similarly grown InP p—n junction nanowires have
been reported to show an open circuit voltage between 0.6 and
0.9 eV in photovoltaic measurements [31,32]. While those open
circuit voltages can be considered as the built-in potential in the
nanowire bulk, the values measured by XPS result from the
nanowire surface, demonstrating a weaker in-built potential at
the surface. This effect can be expected from surface band
bending due to defects or native oxides at the surface. This
demonstrates the necessity for both bulk- and surface-sensitive
measurements in order to fully understand the local potential
distribution in such technologically relevant nanostructure

devices.

The type and amount of surface oxide and defects can be ob-
tained from XPS peak fitting, as presented in Figure 2c,
assuming a Shirley background and Voigt doublet components
(more fitting components can be found in [18]). Both the In 4d
and P 2p spectra were fitted by a dominating component, attri-
buted to the InP bulk signal, and two smaller doublets each. For
P 2p, these smaller components have a 0.95 and a 3.5 eV higher
binding energy than that of the bulk component, respectively.
According to the literature, the high binding energy component
can be attributed to P in a +5 oxidation state, as in InPOy, and
the other one as PY, probably due to metallic P defects at the
nanowire surface [18,33,34]. A small oxide component is also
found in the In 4d spectra, at a binding energy which is 0.6 eV
higher than that of the bulk component. In addition, a small In
4d component with 0.75 lower binding energy as compared to
that of the bulk peak is also observed. This component might be
due to metallic In or to In alloying with Au, either from the cat-
alytic Au particle at the top of the nanowire, or from the Au
electrodes.

After analyzing the chemical composition and electrical poten-
tial distribution of the nanowire surface across the p—n junction
in the unbiased case, we were ready to proceed to operando
measurements during forward and backward applied bias. These
can be realized by biasing the two electrodes on which the
nanowire is resting with its p- and n-doped ends. In practice, the
electrode with the n-doped segment was grounded, while a bias
of +0.4, 0, or —0.3 V was applied to the electrode with the
p-doped segment, resulting in forward-biased, unbiased, and
backward-biased conditions of the p—n junction. High-resolu-
tion In 3d core-level spectra were obtained along the nanowire
with a step width of about 130 nm, roughly equaling the size of
the X-ray beam, as indicated in Figure 2d. The resulting In 3ds/,
spectra are shown in Figure 2e for the unbiased case, high-

lighting the p-doped and n-doped nanowire segments with the
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depletion zone in between, while the energy shift of fitted peak
positions along the nanowire is plotted in Figure 2f for both
unbiased, forward biased, and backward biased conditions. The
energy shift between p- and n-doped segments decreases to
about 0.2 eV upon forward bias and increases to about 0.6 eV
upon backward bias. While most of the bias drops across the
depletion region, as expected for a sharp p—n junction, an addi-

tional voltage drop is observed along the p-doped segment.

Our results provide an important step in understanding the elec-
trical behavior of a nanowire p—n junction under device opera-
tion with high spatial resolution. We correlate that to the chemi-
cal surface composition, distinguishing between surface and
bulk effects on the path towards improved surface properties of
nanowire solar cells with further enhanced efficiency. Further-
more, they demonstrate the large suitability of SPEM for
operando studies of technologically relevant nanoscale hetero-
structure devices.

Self-organized NiO microcavity arrays

fabricated by thermal treatments

In the class of the very few p-type oxides, NiO stands out as one
of the most versatile and promising materials in diverse applica-
tions including supercapacitors [35,36] fast spintronics [37],
electrochromic devices [38,39], catalysts, and gas sensors
[40,41], [42,43]. The characteristic p-type conductivity of this
transition metal oxide is related to the presence of oxygen inter-
stitials and the inherent nickel deficiency which leads to the for-
mation Ni3* to reach charge neutrality. Additionally, NiO ex-
hibits a wide bandgap, which also prompts considerable
research interest. The properties of NiO are highly dependent on
the synthesis method, owing to the variable dimensionality,
morphology, crystalline orientation, and defect structure [44].
Therefore, it is important to increase research efforts to improve
the knowledge and understanding of the properties of this multi-
faceted material in order to better predict and tailor its role in
diverse applications.

XPS has been extensively employed in the study of NiO,
leading to relevant insights regarding its electronic structure,
where emphasis is common for the study of the Ni 2p signal up
to now. However, some discrepancies are still reported on the
correct assignment of XPS features [45]. Additionally, less
research has been done so far in the analysis of the Ni 3p signal,
the study of which can be occasionally necessary in order to
avoid overlapping of Ni 2p signal with other XPS contributions
in doped NiO or Ni-based compounds.

Taefio et al. [46] recently reported the study of NiO microcrys-

tals with self-organized microcavities synthesized by a

vapor—solid process at temperatures ranging from 800 to
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1500 °C under a controlled Ar atmosphere. In that study, XPS
analysis was performed in combination with complementary
microscopy and spectroscopy techniques. The analyzed NiO
microstructures exhibit dimensions in the micrometric range,
with preferential {100} surface texturing, where self-ordered
cavities were formed at temperatures between 1000-1200 °C.
The lateral surfaces of those small cavities or pinholes corre-
spond to the {111} family of planes, which tend to be more
reactive owing to the higher concentration of Ni3*. Diverse phe-
nomena, including Ni diffusion and inhomogeneous strain, were
considered to occur during the growth process, leading to NiO
samples with variable properties. Raman spectroscopy indicat-
ed changes between the relative intensity of first order modes
and the 2M mode due to the variable lattice disorder induced in
the samples during the growth process. Cathodoluminescence
measurements demonstrated the presence of a visible emission
at 2.5 eV associated with Ni deficiency, whose relative intensi-
ty varies as a function of the thermal treatment and the conse-
quent structure of defects. The NiO samples showed additional
luminescence due to Ni interstitial and d—d transitions. In that
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work, XPS measurements carried out in the ESCA microscopy
beamline at Elettra Synchrotron facilities contributed with sig-
nificant knowledge to the study of the surface properties of the
NiO samples. Particularly, advantage was taken from the SPEM
which can work both in spectroscopy and imaging modes.
Figure 3 shows Ni 3p, O 1s, and valence band XPS spectra from
samples annealed at diverse temperatures, which exhibit vari-
able morphological, crystallographic, and optical properties.
Regarding the Ni 3p signal, less-explored so far, four main
bands were observed after signal deconvolution (Figure 3a).
Bands at lower binding energy, 68.6 and 70.1 eV, were related
to NiZ* in the NiO lattice, while doublet at 72.0 and 74.9 eV
was associated with Ni3*. An increase in the Ni3*/Ni2* ratio
was observed for the samples treated at higher temperature. The
O 1s core levels from all the probed samples were dominated by
a band at 531.5 eV related to 02~ in NiO, while a lower intensi-
ty band was observed at 533.2 eV associated with adsorbed
oxygen species (Figure 3b). Preferential oxygen absorption is
expected for {111} surfaces which were observed in the cavi-

ties formed at the surface of some samples. Regarding the
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Figure 3: XPS spectra from a) Ni 3p, b) O 1s core levels, and c) valence band region from NiO samples sintered at 800, 1200, and 1400 °C. d) SEM
image and e) XPS image acquired with the Ni 3p signal, from the sample treated at 1200 °C. f) XPS energy filtered image from e) corresponding to
the Ni2*/Ni3* ratio. Adapted with permission from Cryst. Growth Des. 2020, 20, 4082-4091. Copyright 2020 American Chemical Society. Figure 3 was
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706



valence band photoelectron spectra, mainly formed by O 2p and
Ni 3d contributions, a higher p-type character was observed for
the samples annealed at 1400 °C, based on the position of the
Fermi level relative to the VB maximum (Figure 3c). Special
attention was paid to the study of the sample grown at 1200 °C
with a high concentration of cavities (Figure 3d). XPS image
acquired with the Ni 3p signal (Figure 3e) and the correspond-
ing energy-filtered image (Figure 3f) indicated variable
Ni3*/Ni* ratio at the surface of the probed sample, where either
flat regions or areas with cavities were formed. In particular, a
higher concentration of Ni* observed in the regions with sur-
face cavities is also associated to a lower presence of absorbed
oxygen. This can be correlated with surface defects responsible
for the increase in the relative intensity of the near-infrared

emission observed in the corresponding CL spectrum.

XPS measurements provide valuable information on the elec-
tronic structure and properties of the NiO samples, which
strongly support the development of potential applications in-

cluding gas sensors and optical resonators [43,47].

Conclusion

SPEM is a synchrotron-based technique combining XPS,
submicron spatial resolution, and chemical imaging capabilities.
The instrument hosted at the Elettra synchrotron research
center, in operation since 1993, has been recently upgraded to
fulfil the increasingly demanding needs of in situ and operando
experiments. The examples of materials characterization shown
in the review demonstrate its usefulness in the investigation on
nanostructured materials regardless of their morphology. This
feature is of particular interest when device prototypes, such as
sensors and batteries, must be analyzed in real conditions. The
combination of imaging and spectroscopy can provide an
elemental, chemical, and electronic mapping of sample sur-
faces in the pristine form or after/during their response to
external stimuli such as temperature changes, electric and mag-
netic fields, and light and gas exposure.

In the first example chemical heterogeneous layered transition
metal dichalcogenides were analyzed showing the importance
of spatial resolution in their characterization. In the second ex-
ample, the electronic behavior of InP nanowire p—n junctions
heterostructures has been investigated under applied bias corre-
lating it to the chemical surface composition and surface/bulk
effects. In the last example, the results of a SPEM investigation
of self-organized NiO microcavity arrays exhibiting dimen-
sions in the micrometric range concludes this overview of nano-

structured materials characterized by SPEM.

After describing the current state of the art of SPEM capabili-
ties in the characterization of nanostructured materials, it is
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worth spending a few sentences about the future of this tech-
nique in the light of the very fast evolution of synchrotron
sources towards diffraction-limited performance. Two main pa-
rameters that characterize the SPEM technique are its energy
and spatial resolution. The first one, which defines the chemi-
cal sensitivity of the instrument, is notably higher than what is
generally available at spectroscopy stations. The new genera-
tions of light sources will dramatically improve the optical
transmission of X-rays allowing more photons at the samples.
Those may be spent to increase energy resolutions at values
lower than 80-100 meV and also at higher energies. Similar
improvements may also be reached in the spatial resolution;
however, any increase in photon density goes with an enhance-
ment of undesired beam-induced effects, such as surface chemi-
cal changes, local charging, and space-charge effects. To
partially mitigate this effects, strong efforts must be spent in the
development of new photoelectron detection systems capable of
collecting the majority of electrons, currently wasted due to the
limited acceptance angles of hemispherical analyzers, while

guaranteeing adequate energy resolutions.

Experimental

The SPEM hosted at the ESCA microscopy beamline at Elettra
uses diffraction optics to focus the incoming X-ray beam
shaped by the photon transport optics to a 130 nm Gaussian-
shaped spot. As shown with a sketch in Figure 4, focusing
optics are composed by a zone plate (ZP) and an order sorting
aperture which selects one of the diffracted spots generated by
the ZP. The focal distance depends on the geometrical parame-
ters of the ZP and on the photon energy. At the experimental
conditions of the experiments reported in this article, the focal
distance was ~10 mm. The narrow X-ray spot normally

impinges the sample surface generating a cloud of photoelec-

X ray beam

Hemispherical
Analyzer

Figure 4: Geometrical displacement of the SPEM focusing optical ele-
ments, sample, and electron analyzer.
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trons, part of which are collected by a hemispherical electron
analyzer pointing at the sample at a 30° take off angle. The
choice of such angle is strongly constrained by the crowded
area around the sample where the sample and optics holders and
analyzer nose must be located within a space of a few millime-
ters. The further displacement of the electron analyzer in-
creases the natural surface sensitivity of XPS; depending on the
kinetic energy of the detected photoelectrons, the probing depth
typically stays in the range of 3—10 monolayers. It is straightfor-
ward to understand that such feature may uniquely enhance the
results of some characterization parameters, but may represent a

limit for others.

As shown in Figure 4, the SPEM at Elettra uses a fixed incom-
ing focused X-ray beam, (i.e., the sample is raster scanned
with respect to it to create chemical maps). At each step/pixel of
the scan/image the number of photoelectrons with a specific
kinetic energy corresponding to a particular atomic element
chemical state is recorded. The contrast in the final map is then
showing the spatial concentration of such state in the analyzed

area.

At the photon energy used for the experiments described above
(650 eV), the SPEM system guarantees an overall energy reso-
lution in the range of 200-350 meV.
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Abstract

The modifications in the electronic properties induced by the thickness and size of an individual flake of transition-metal halides on
different substrates (silicon oxide or In-doped tin oxide) are of particular technological interest, even more in the case of chromium
trihalides (CrX3, X = Cl, Br, and I), whose longer lifetime under ambient conditions is particularly intriguing. By using synchro-
tron-based scanning photoelectron microscopy with a resolution of 0.1 pm and Kelvin probe force microscopy, we evaluated the
surface modification reaction and the surface potential. Our results established the correlations of the two latter properties with the
thickness of flakes, observing a natural tendency to preserve their characteristic when the flakes have significantly less thickness.
This is in contrast to thicker flakes, which show alteration patterns similar to those observed in bulk-cleaved samples (Kazim, S.;
Mastrippolito, D.; Moras, P.; Jugovac, M.; Klimczuk, T.; Ali, M.; Ottaviano, L.; Gunnella, R. Phys. Chem. Chem. Phys.2023, 25,
3806-3814. doi:10.1039/D2CP04586A). This preliminary study investigates interfaces made by dry transfer of CrCly flakes in an
atmospheric environment. Cl vacancies and the formation of O/CrCl; are induced, serving as dissociation centers that facilitate the
migration of Cl vacancies between the top and bottom surfaces. By manipulating 2D atomic layers via surface oxidation or the
introduction of surface vacancies, a novel and versatile approach is unveiled for the development of low-dimensional multifunc-
tional nanodevices.
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Introduction

The family of chromium-based trihalides has garnered signifi-
cant interest in recent years, particularly after the remarkable
discovery of long-lasting magnetism in a single layer of Crlj
[1]. In our previous reports, we dealt with the environmental
stability of CrCl3 [2], which can be easily exfoliated and exhib-
its a slower degradation rate compared to Crlz or CrBr3[3]. To
fully exploit the potential of any material, a detailed under-
standing of its electronic and structural changes arising from
intrinsic and extrinsic defects is crucial [4]. Despite this impor-
tance, limited experimental research has been conducted on the
electronic structure of CrX3 [5,6]. According to previously
published photoelectron spectroscopy results, CrX3 belongs to
metal compounds in which the 3d states are very close to the
Fermi level, significantly above the 3p/4p/5p states of the
halides. This has been supported by self-consistent band struc-
ture calculations by Antoci and Mihich [7], which introduced
spin degeneracy, demonstrating that CrCl3 and CrBr3 behave as
metallic system because of the prominent role of the 3d states
near Fermi level. In our previous publications [8-10], we have
found the formation of a stable and partially ordered Cr—O-Cl
surface on vacuum- or air-cleaved CrCls samples. Building
upon these findings, we now extend our chemical and struc-
tural investigations using electronically and optically character-
ized, mechanically cleaved CrCls samples [2,8,10,11], focusing
on thin layered flakes and the role of the layer thicknesses ob-
tained by spectro- and scanning microscopy with a lateral reso-
lution of a few tens of nanometers. The interaction with the sup-
porting substrate is a crucial factor [3,12] regarding the proper-
ties of the flakes, which can be significantly different from
those of the bulk [1,13]. A central question remains whether
modified structures and compositions arise from stress during
cleaving, affecting surface terminations [10], or from the exfoli-
ation process itself, which differs from cleaving. Regarding the
bulk, we showed that oxygen adsorption on cleaved surfaces
facilitates the formation of a stable structure with charge
transfer signatures, as identified by high-resolution photoemis-
sion spectroscopy [8]. It remains unclear whether similar effects
occur in exfoliated thin flakes. Like in other materials, the
content of defects such as adatoms, the length of grain bound-
aries, vacancies, and substitution impurities influence the elec-
trical, magnetic, and electronic properties of the final device
[4,14,15]. To name one, the formation of chalcogenide vacan-
cies is often related to the enhanced dissociation of molecular
oxygen [16] at the metal species. These defects do not only
change the electronic behavior of the sample by modifying the
band structure [17]; they are also responsible for Curie tempera-
ture deviations, work function modifications [18], and induced
long-range magnetic orders (i.e., magnetic band effect) [19-21].
A well-known and suitable technique to investigate the elec-

tronic structure of surfaces is X-ray photoemission spectro-
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microscopy [6,22]; in order to obtain the necessary spatial reso-
lution, the beam size must be reduced to tens of nanometers.
The Electron Spectroscopy for Chemical Analysis (ESCA)
Microscopy beamline [23] enables this by means of a zone plate
arrangement that can reduce the beam size to 130 nm in diame-
ter, and its grazing collection angle can provide a highly sur-
face-sensitive probing depth of approximately 1 nm [23,24].
Such a short mean free path condition could be suitable for in-
creasing the sensitivity to a number of defects per unit volume
forming at the surface, which can be recorded by the significant
photoemission core level binding energy shift [25,26]. The
significance of these studies lies in the exploration of novel ma-
terials with improved properties for 2D magnets by manipu-
lating factors such as layer thickness, applied strain, and in-
duced defect sites. Numerous theoretical studies predict that
magnetic order in monolayers occurs at temperatures signifi-
cantly higher than the bulk Curie temperature (i.e., 17 K). In
their work, Liu et al. employed Monte Carlo methods to observe
ferromagnetic behavior in monolayers below 66 K and pro-
posed that hole doping could further enhance the Curie temper-
ature [21]. Similarly, another Monte Carlo study found that the
transition temperature for monolayer CrCls is 49 K, proposing
that the Curie temperature could be further increased by
applying uniaxial strain [17,27].

In the present study, we examined the surface modifications that
occur in thin layers of exfoliated CrCl; (approximately 1 to
20 ML) by using scanning photoelectron microscopy (SPEM).
We collected the chemical maps and spectra of the Cl and Cr
core levels at room temperature (RT). By monitoring the core
levels and valence band spectra at various spatial resolutions
(20.13 um), we obtained quantitative maps of the chemical
composition to correlate these maps with the thicknesses
measured by AFM. Additionally, we investigated the correla-
tion between the microscopic results and the surface potential of
CrClj flakes at the nanoscale level using Kelvin probe force
microscopy (KPFM) [28]. KPFM is mainly employed to
measure the local contact potential difference between the
conductive AFM tip and the sample, allowing for high-resolu-
tion mapping of the work function and surface atomic states
[29]. This technique establishes a correlation between the
valence band photoemission data and the morphological infor-
mation, offering insights into the position of the conduction
band [30].

Results and Discussion
Optical contrast and AFM

It is well known that 270 nm SiO,/Si substrates provide the
highest optical contrast (O.C.) value for a single layer or few

layers of CrCl; [2,11]. Because of the insulating behavior of
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270 nm SiO, and to avoid surface charging, we utilized Si(001)
wafers with a 1 nm layer of SiO; and ITO films (190 nm) on
glass substrates for SPEM investigations. In contrast, 285 nm
Si0,/Si and ITO (190 nm) on glass substrates were used for
surface potential studies. On native Si substrates, the optical
contrast was insufficient to visualize thin flakes. We were
unable to observe flakes with thicknesses smaller than 10 nm
using the optical microscope. Therefore, we opted for an alter-
native substrate, indium tin oxide (ITO), to conduct the SPEM
measurements on thinner layers. Figure 1 gives a direct compar-
ison of AFM images and O.C. on the 1 nm SiO,/Si substrate.
Optical contrast, AFM image, and a complete series of profiles
showing layer thicknesses are given. To overcome the visibility
barrier, systematic optical and AFM studies were performed for
CrCl; flakes on an ITO substrate and are reported for compari-
son in Figure 2a,b. Based on the colors of the flakes seen in the
optical microscope images, an interval of thickness values for
each flake could be determined. Since we have already
mentioned that flakes thinner than 10 nm on 1 nm SiO,/Si sub-
strates are hardly visible, we have defined the color range

starting from 10 nm or higher.

In Figure 1, light olive indicates a thickness range of 10 to
20 nm, brown represents thicknesses from above 20 to 40 nm,
and blue denotes thicknesses from 40 up to 80 nm. The tenta-
tive scale bar is presented in Figure 1a. Similar results, but with
higher sensitivity, were obtained for the sample on the ITO sub-
strate. The colors of the scale are given in Figure S1, Support-
ing Information File 1. For the latter sample, we distinguished
lean (L) and thick (T) flakes by optical and AFM inspection
(Figure 2). The Olympus BXx60 system with objective lenses of
magnifications of 5%, 10x, 20x, 50x, and 100x was used to find
a color scale to interpolate the AFM thickness measurement

results.

10-20 nm
21-40 nm

41-80 nm

10 pm
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In Figure 1a and Figure 2a, we report a series of CrClj flakes of
different thicknesses based on optical determination, and in
Figure 1b and Figure 2c,d, we present the related AFM images
to evaluate the thickness. Profile 3 in Figure 1b shows the
minimum observable flake thickness of CrCls, which yields a
very fade contrast in the optical image in Figure 1a. In contrast,
in Figure 2a, clear microscopy images of a few layers of flakes
are shown. Based on the optical contrast value, L and T denote
lean and thick steps, respectively, and the thickness variation
has been confirmed through AFM images in Figure 2c—f. The
negative value of optical contrast shows that the surface of
CrCl; looks brighter than the substrate. We show the thickness
variation with AFM micrographs in the specific zoomed regions
in Figure 2e,f, where the heights of the T and L profiles were

measured and presented in inset of the Figure 2e.

Spatially resolved photoemission

In our quest to understand exfoliated materials under varying
photon flux conditions, we have extensively investigated the
material while varying the incident photon energies [8]. As we
aim for more ambitious goals, delving into variations of the ma-
terial’s layers, ESCA microscopy emerges as a prime choice for
making these groundbreaking experiments. We studied the
layer-dependent surface modification of CrCl3 by SPEM, one of
the optimal experimental techniques (Figure 3) for this kind of
study. The use of zone plate and order selection aperture (OSA)
provides an ideal spot size for the study of 2D materials,
focusing on the character of the material in relation to its shape.
Sample flakes in the range of 1-10 um?, obtained by the exfoli-
ation technique, can be analyzed by SPEM on such character-
istic lengths by the precise control of the relative position be-
tween the beam and the sample. Thus, a determination of
predominant phases without the influence of inhomogeneities or

spurious effects (e.g., from the boundary of the flakes or differ-

Position (um)

Figure 1: (a) Optical contrast and (b) AFM images of mechanically exfoliated CrCl3 flakes on the native Si (1 nm SiOy) substrate. (c) AFM thickness

profile scans along the various flakes as denoted in Figure 1b.
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Figure 2: Optical contrast on ITO substrates (a) before and (b) after the SPEM measurements. (c, d) AFM topography images of CrClz on the ITO
substrate for the points T and L in (a, b), respectively, together with zoomed details in (e) and (f). The inset displays the thickness profiles of T and L,

respectively.

ent thicknesses) is possible. Furthermore, the very high back-
ground signal from the substrate can be minimized by the
special design of the detection system [23].

In SPEM, the spectra can be recorded in three modes, namely,
(1) “focused” (beam size of =130 nm), (2) “unfocused” (beam
size of #2 um), and (3) the so-called OSA mode with a beam
size of ~75 um. Figure 4 presents XPS survey spectra obtained
with all three aforementioned modes on thin CrClj flakes at RT
on a native Si oxide substrate. The survey spectra indicate beam
damage resulting from the focused beam, as evidenced by the

high intensity of the Si 2p core level photoemission, which was
not observed in the other cases involving defocused beams. In
contrast, the OSA measurement spectrum showed a Si compo-
nent due to the wider beam diameter. This is further supported
by the evaluation of the CrCl; stoichiometry in the latter two

cases.

Table 1 displays the area under the peaks for CI 2p and Cr 2p.
The stoichiometry was determined after applying the sensitivity
correction factors. Under OSA beam conditions, the stoichiom-

etry of CrClj exhibits the nominal value. However, there are
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Probed layers
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== == Zone Plate

OSA

Figure 3: A schematic of experimental SPEM setup in the case of a few layer CrCl3 flake [27]. The lower part of the figure Figure 3 was redrawn from

[31].
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Figure 4: Survey spectra of exfoliated CrCl3 flakes on native Si oxide substrate with different beam modes at RT. From top to bottom: focused beam,

defocused beam, and OSA mode of operation.
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Table 1: Stoichiometry determined from survey spectra using different photon beam sizes.

Beam mode Cl 2p area
focused beam 2190
defocused beam 7500
OSA beam 24900

significant deviations when measuring with a smaller beam size
or for thin specimens exposed to high photon doses for several
minutes. This behavior is corroborated by the signal from the Si
2p core level of the underlying substrate. When using the OSA
mode, a contribution from the substrate is also anticipated

because of the larger beam size.

During the mapping process, the sample was continuously
scanned and data points were recorded within a few millisec-
onds. This method significantly reduced the incident photon
dose compared to the survey spectra; however, it led to a lower
statistical quality of the spectra. For further studies, we
preferred to collect the core level spectra from maps using a
defocused beam. In Figure 5, we have selected one particular
flake consisting of two different main regions on the SiO;
(1 nm)/Si substrate. Figure 5a shows the CI 2p map after back-
ground correction at a binding energy of about 200 £ 4 eV. We
know from a previous work that at this energy the CI 2p core
level only shows the main component at 199.5 eV [8]. In
contrast, in Figure Sc the Cr 2p3,, spectrum shows also a second
component at 576 eV in addition to the main component at
577.5 eV. Both maps display an increased intensity of CI emis-
sion from the parts on the right side of the flake. On the left
side, the density of Cl vacancies is supposedly higher (see inset
of Figure 5a). In some recent works, the formation of a
Cr—O-Cl surface phase [8,10] was characterized by the pres-
ence of a low-binding-energy component for Cl 2p at 198 eV
(Figure 5b), albeit for a high degree of oxidation at high temper-
ature in air, which we do not observe here, and a low-binding-
energy component for Cr 2p3/, at 576 eV (Figure 5d) from the
presence of oxygen also in UHV. Such a deviation and compo-
nent appearance is clearly visible in the thicker region of the
sample (left region) for the Cr 2p core level. This component is
also enhanced in the portion of the surface where beam effects
were strong (light blue square in Figure 5c), but it is almost

absent anywhere else.

We also performed the core level analysis on the ITO substrate.
Figure 6a shows the Cl 2p map around 199.5 eV binding
energy. Leaner and thicker regions are designated with L and T,
respectively. Figure 6b shows the CI 2p spectra taken from the

correspondingly colored regions after background correction.

Cr 2p area Cl/Cr ratio
4430 0.69

5050 2.1

11500 3.0

The upper spectrum was taken at point L, and the lower spec-
trum was taken at point T. The Cr 2p3,, map is given in
Figure 6¢c, and the corresponding Cr 2p3,, core level data are
shown in Figure 6d. The data were shifted vertically for better
visualization. In the Cr 2p spectrum, one can clearly see the
fingerprint of the low-binding-energy component for the thicker
region (T), which is clearly absent in the leaner part (L). From
our previous report, we know that the low-binding-energy com-
ponent emerges after the formation of the O—CrClj phase [8].
To confirm our analysis, we have continued the investigation of
the Cr 2p3, and O 1s core level spectra in Figure 7 at different
thicknesses on the ITO substrate as reported in Figure 2 with
defocused beam and observed the appearance of the peak at the
lower binding energy of Cr 2p for the thick region, while the
O 1s spectra appear to be enhanced for the same region.

These results can complement the study on cleaved samples [8],
where the formation of a stable phase through oxygen in inter-
stitial positions of the surface, which provided a redox source
for Cr atoms, was shown by the formation of a low-binding-
energy component at the Cr 2p core level. Here, this process
occurs only in the presence of Cl vacancies and in the case of
the thicker flakes. This lets us conclude that one of the reason of
the resilience of the CrClj; flakes is the fact that the formation of
the Cr—O-Cl phase requires a sufficient volume of material, that
is, that oxygen-driven phase formation is hindered if there are
no specific diffusion processes in the sample. All three SPEM
figures (Figure 5, Figure 6, and Figure 7) confirm that the
lower-binding-energy component at 576 eV appeared because
of the presence of Cl vacancies and the subsequent formation of
reactive sites for the dissociation [16] of molecular oxygen to
induce a stable phase of Cr—O—Cl [8]. We realized that the low-
binding-energy component in Cr 2p3,, is arising because of
charge transfer effects. This turns the system from a surface
Mott—Hubbard insulator to a charge-transfer [8] one in spite of

Cr being an early transition metal [32].

What can be presumed from the present study is that C1-O
exchange following Cl vacancy formation is limited in very thin
layers because of the limited diffusion processes and the lower
number of defects present per unit volume that can be exploited

in the process. These numbers are increased under beam irradia-
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Figure 5: Cl 2p and Cr 2p3, core level SPEM maps with focused beam at RT on 1 nm SiO2/Si substrate. (a) Cl 2p map at 199.5 eV binding energy;
(b) spectra with light blue, yellow, and dark gray backgrounds taken from the correspondingly colored rectangle areas in (a); (c) Cr 2p3,, map at
577.5 eV binding energy; (d) binding energy spectra acquired from the correspondingly colored areas in (c).

tion, when damages occurs as shown by the light blue area in
Figure 5. These results are consistent with previous studies on
bulk samples cleaved in vacuum, where such a formation was
very much hindered compared to thick flakes prepared in air

(8].

It is nevertheless important to stress that here the modification
is mostly driven by Cl vacancies alone. A strong evidence from
this study and previous studies [8] is that only in case of bulk
samples cleaved in air we observed the huge Cl vacancy signa-
ture in Cl 2p core levels (i.e., a low-energy component at
198 eV). Our conclusion is that the thin CrClj layers are more

difficult to be modified because of the high energy of defect

formation and the rapid quenching of them by mobile free
atoms; this is confirmed by the high energy of Cl vacancies
found by total energy calculations [9].

Kelvin probe force microscopy (KPFM)
measurements

One look at the surface potential of the samples could comple-
ment our analysis. Figure 8a,c shows topographic maps and the
corresponding thickness profiles of CrCls flakes on the SiO;
substrate. The average thicknesses of L and T CrClj flakes on
the SiO; substrate are about 5.3 and 76.5 nm, respectively.
Figure 8b,d shows the Kelvin potential maps and the corre-

sponding potential profiles. An obvious variation in the Kelvin
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Figure 6: Cl 2p (a, b) (map and spectrum) and Cr 2p3» (¢, d) (map and spectrum) core level maps at binding energies of about 200 and 576 eV, re-

spectively.

potential of the flakes (Vip), that is, the difference between the
surface potentials of tip and sample, could be observed, which
is associated with the work function difference. In the Vgp line
profiles, the flat region (at high potential) corresponds to the
substrate, while the downward curved region (at low potential)
is related to flakes. The Vkp values of L and T flakes are 0.10
and 0.04 V, respectively. Based on these values, the work func-
tions of L and T flakes are about 5.40 and 5.46 eV, respectively,
given the work function of the Pt tip of 5.50 eV. As a control,
the work function of SiO, was measured correctly as 5.00 eV.

To complete the work begun with the spatially resolved photo-
emission measurements on the ITO substrate, for the obvious
reasons related to the higher conductivity and a better contrast

to individuate the flakes, we analyzed flakes in Figure 9, in

which the thickness is plotted as a function of the position on
the analyzed line. The work functions are 5.39 eV for flake L
(thickness 6.6 nm) and 5.43 eV for flake T (thickness 14.0 nm),
while 5.34 eV is the value for the ITO substrate. From the anal-
ysis of the surface potential on CrCl; flakes presented in
Figure 9, it can be seen that also in this case the areas with
larger thickness have a higher surface potential, which is closer

to the tip surface potential.

On both substrates, the KPFM results are similar, that is, the
flake T has a higher work function than the flake L. This varia-
tion in the work functions of flakes is attributed to the chlorine
vacancies in the thick region, which promote the chemisorption
of oxygen and act as charge acceptor [33], but in a less efficient

way with respect to Cl, as we observed by the low-binding-
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Figure 7: SPEM spectra from thick (T) and lean (L) areas on ITO. (a) SPEM image to verify the area of interest. (b) Cr 2p3» core level spectra.
(c) O 1s core level spectra.
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Figure 8: CrCl3 on SiO2/Si substrate. (a) Topography from non-contact mode AFM of two flakes with different thicknesses; (b) Kelvin surface poten-
tial of the samples on SiO»; (c) z-profiles of the two flakes; (d) Kelvin surface potential scans along the profiles of (a). A Pt-coated tip was used.
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Figure 9: (a)Topography from non-contact mode AFM of flakes with two different thickness deposited on ITO; (b) Kelvin net surface potential of the
samples in (a); (c) z-profiles of the two flakes; (d) Kelvin surface potential scans along the profiles of (a). A Pt-coated tip was used.

energy peak in the Cr 2p SPEM spectra. In contrast to physi-
sorption, the chemisorption of oxygen has a significant impact
on the electronic properties of a material. Neal et al. [34] re-
ported the effect of chemisorption of oxygen as a kind of p-type
doping, which shows consistency with our results. We expect
the surface potential to show the same behavior depending on
the chemical composition found by spatially resolved photo-
emission [35].

Valence band results

The valence band spectra of CrCls flakes were recorded at the
two different regions T and L. Figure 10 shows the valence
band maxima (VBMs) for both regions. The VBM of point L is
about 1.82 V, while for point T, it is about 1.74 V; the differ-
ence of 0.08 V is significantly above the limit of the experimen-
tal resolution. These VBM results reveal that point T is closer to
the Fermi level than point L. This modulation of the Fermi level
is primarily attributed to the existence of the Cr—O-Cl phase in
the thick region. As reported in the KPFM results, the work
function of point T is higher than that of point L. The differ-
ence between the work functions of these points in the KPFM
results is about 0.06 V, which is consistent with the VBM

results.

1.20

Point L aligned with VUV

1.05 1 Point T aligned with VUV

0.90 4

0.751
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VBM~1.74eV -\

-0.15 T T T T T T T
9.0 7.5 6.0 4.5 3.0 1.5 0.0

Binding Energy (eV)

Figure 10: Valence band spectra acquired at point L (lean) and point T
(thick). The spectra were aligned with respect to our previously
published high-resolution photoemission spectra at 150 eV photon
energy [8]. The alignment is shown in Supporting Information File 1,
Figure S3.

Conclusion

Our work aimed at providing control of the surface evolution of
thin specimens of CrCls, contributing to establishing a method
to engineer the material. In this specific case, it is difficult to
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find the reason of the composition modulation we have ob-
served through the spatial resolved techniques. However, it
could be the result of the combined effect of vacancies and a
possibly induced dissociation of molecular oxygen. KPFM can
be an interesting tool to describe the variation of chemical char-
acter of the 2D flakes with sizeable details. In Figure 11 we
report the CrCls values of surface potential measured under dif-
ferent conditions on flakes of various thicknesses on SiO, and
ITO substrates. A steep increase of the surface potential repre-
sents the most evident variation on the CrClj3 surface, where a
higher surface potential is related to a higher level of oxidation
of the thicker flakes, probably related to an increased density of
Cl vacancies acting as dissociation centers and the formation of
a Cl-defective or O/CrClj surface structure [10,36]. Similarly to
what was highlighted by the SPEM measurements, both
measurements being surface-sensitive, the counter-intuitive
finding of a lower degree of oxygen contamination is corrobo-
rating the conclusion that this behavior is a general trend for
this material. This is an aspect of particular relevance because

of the possible applications of the material to monolayer-thin

devices.
A
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Figure 11: The surface potential values of CrCl3 flakes after several
experiments as function of the flake thicknesses determined by AFM.
Green: 285 nm SiO, on Si substrate measured with Pt-coated tip
(Kelvin potential 5.5 eV), red: ITO substrate (190 nm) on glass
measured with a Pt-coated tip, and blue: ITO substrate (190 nm) on
glass measured with a Au-coated tip (Kelvin potential 5.1 V).

Experimental

The preparation of exfoliated CrCl; flakes from the single
crystal bulk material was reported in our previous papers [2,11].
Though preferentially a 270 nm silicon oxide substrate would
help the determination of flakes thickness, we used also a more
conductive substrate to measure photoemission under X-ray ir-
radiation, that is, 1 nm thick native oxide Si substrates. Another
convenient substrate for SPEM was 190 nm thick indium-doped

tin oxide on glass, guaranteeing the necessary conductivity

Beilstein J. Nanotechnol. 2025, 16, 749-761.

during the photoemission process. The 190 nm thickness was
also important during the process of optical selection by
showing significant contrast in an optical microscope
(x50 magnification), helping a better localization of thin flakes.
The SPEM measurements were performed at the ESCA Micros-
copy beamline 2.2L of Elettra Synchrotron Trieste facility,
Italy. The incident photon energy of ~740 eV was calibrated by
means of Au f7,, at 84.0 eV from a clean gold foil sample. To
reduce the beam-induced effects on the samples, we recorded
the high-energy-resolution spectra with an unfocused beam
(2.0 um diameter), while the high-resolution SPEM maps of
128 x 128 um? size using a piezoelectric driven stage were ob-
tained with a focused beam (pixel size of 130 nm) by means of
a Fresnel zone and a relatively broad energy resolution mode
[23]. The SPEM maps were captured through a 48-channel
delay line detector.

To analyze the photoelectron intensity of an individual atomic
element on the captured SPEM maps, the image underwent
background correction by eliminating the topographic features.
We also applied the (3 X 3) filter to reduce the noise before ex-
tracting the photoemission spectra from the particular SPEM
map. Figure 3 shows the schematic setup of the focusing optics
and the hemispherical photoelectrons detector arrangement of
the SPEM system.

Atomic force microscopy images were acquired with the
NanoObserver (CSI) AFM system in resonant mode using an
n-type Si cantilever coated with Pt at the resonance frequency
of 68 kHz with an elastic constant of 1-5 N/m (AppNano) and
doped diamond tips with 120 kHz and 8 N/m elastic constant
(ADAMA). Kelvin probe force microscopy images were taken
via double passage before and after applying an electric field by
elevating the tip about 50-150 nm to measure the surface poten-
tial and avoid the influence of morphological features. The
applied voltage was varied from 0.2 to 1 V without significant
changes in the measured surface potential value. All micro-

graphs were recorded at room temperature.

Supporting Information

Supporting Information File 1

Technical details.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-16-58-S1.pdf]
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Abstract

Hybrid materials consisting of molybdenum disulfide (MoS;) and graphitic-like carbon have great potential for practical applica-
tion as anodes in high-performance sodium-ion batteries. In this work, to reveal the effect of carbon coating on the interaction of so-
dium with the MoS; layers located vertically relative to the substrate, model experiments were carried out using synchrotron-radia-
tion-induced X-ray photoelectron spectroscopy (XPS). Sodium vapor obtained by heating a sodium source was simultaneously
deposited in vacuum on the surfaces of MoS,, pyrolytic carbon, and a hybrid sample obtained by transferring a pyrolytic carbon
film onto the MoS, film. According to XPS data, sodium easily penetrates into the space between the vertical layers of the uncoated
film, and its interaction with MoS, leads to the transformation of the original hexagonal structure into a distorted tetragonal one.
Under the experimental conditions, sodium is unable to diffuse through the carbon film consisting of horizontally oriented graphene
domains and is almost completely removed by annealing the sample at 773 K in ultrahigh vacuum. The presence of the underlying
MoS, film facilitates the diffusion of sodium through the graphitic coating, but not all of the deposited sodium reaches MoS;. As a
result, the sodium-induced rearrangement of the carbon-coated MoS; is less than that of the free MoS; film, and annealing of the
sodiated sample restores its structure. The obtained results demonstrate the important role of the graphitic coating in the develop-

ment of viable MoS,-based electrodes for energy storage systems.
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Introduction

Sodium-ion batteries (SIBs) attract increasing interest as a low-
cost alternative to lithium-ion batteries due to the abundance
and wide availability of sodium. Research in this field is cur-
rently focused on developing new electrode materials to
increase the capacity and cycle life of SIBs. Molybdenum disul-
fide (MoS,) has a layered structure and a high theoretical
capacity of 669 mAh-g~!, so it is considered as a promising
anode material for SIBs [1,2]. The large sodium ion can diffuse
with a low energy barrier between the S—Mo-S layers due to
the interlayer spacing of 0.62 nm and weak van der Waals inter-
actions between them. At a sodium ion intercalation potential of
about 1.4 V vs Na/Na®, the thermodynamically preferred
2H-MoS, phase transforms into the metastable 1T-MoS, phase
[3,4]. With further increase in the intercalated sodium concen-
tration (according to calculations above 1.75 Na per unit MoS5),
the intercalate decomposes into amorphous Na;S and Mo; this
reaction occurs at potentials below 0.8 V vs Na/Na* [3]. The
reaction products cannot be converted back to MoS; due to the
strong Na—S bonding [5]. The irreversible conversion reaction
resulting in low electrical conductivity and huge volume expan-
sion of the anode material limits the application of MoS, anodes
in high-energy SIBs. Thus, the main issues that need to be
addressed for SIBs with MoS; anodes are long-term stability
and high rate performance.

Conducting graphitic-like carbon additives have been proposed
as an effective way to solve the problem of electrical conduc-
tivity and stability of MoS, anodes [6]. To date, several hybrid
MoS,—carbon anode materials have been developed, which
have demonstrated excellent cycling stability and rate perfor-
mance in SIBs, as well as high reversible specific capacity
[7-16]. Moreover, it has been reported that the electrochemical
reaction of MoS, with sodium ions could be reversible in the
presence of graphitic components [17]. Wang et al. showed that
in an anode material in which graphitic layers were sandwiched
between MoS; layers, the MoS, component was not converted
to Mo and Na,S even at a high degree of sodiation [18]. An ex
situ study of a fully sodiated anode composed of MoS, nano-
sheets coupled with few-layered graphene revealed a partial
transformation of 2H-MoS; into a distorted tetragonal structure
without significant formation of Mo and Na,S [19]. The carbon
coating improved the electrical contact between the MoS,;
agglomerates, while the sandwich-like structure of MoS;-

graphene facilitated the diffusion of sodium ions [20,21].

There are various possibilities to improve the properties of
hybrid anodes based on MoS,. The diffusion of sodium ions in
layered MoS, is highly anisotropic. It is fast along the basal
planes and is not possible through defect-free layers [3]. Thus,

when the interlayer channels coincide with the Na™ movement
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paths, the diffusion distance is shortened, resulting in fast inter-
calation reaction kinetics. Flower-like MoS;—carbon hybrids
have demonstrated superior alkali metal storage capability and
high rate performance due to the fast Na* diffusion in radially
orientated ultrathin MoS, and graphene layers; the latter com-
ponent ensured high electron transfer and structural stability of
the material [22-24].

The orientation of the carbon component in the hybrid can also
affect the electrochemical processes. For example, interlayer-
expanded MoS, nanosheets vertically anchored on graphene
film and carbon fibers showed a good rate performance in SIBs
[25,26]. It was shown that carbon coating on MoS; particles
prevents their aggregation, increases conductivity and reduces
structural expansion during electrochemical cycling [21,27].
Hybrid materials consisting of vertically oriented MoS; layers
and graphitic carbon coating with horizontal layer orientation
remain poorly understood with respect to sodium-ion storage

behavior. Comprehensive studies in this direction are needed.

In this work, a thin MoS; film with vertically aligned layers was
coated by a thin film of pyrolytic carbon (PyC) with predomi-
nantly horizontal orientation of graphitic domains. The result-
ing hybrid and individual films of MoS, and PyC were placed
on the same sample holder to study the interaction with sodium
vapor in the ultrahigh vacuum (UHV) chamber of the experi-
mental station of the Russian—German beamline at the BESSY-
IT synchrotron radiation facility. Such model experiments make
it possible to differentiate the diffusion rate of sodium in the
hybrid and to identify the possible synergistic effect of the com-
ponents in their interaction with sodium. Previously reported
similar model experiments on lithiation of graphene [28], MoS,
crystals [29-31], and MoS,—graphene heterostructures [32]
demonstrated an advantage in studying the interaction of lithi-
um with carbon and other elements of the materials. It should be
noted that anode materials with alkali ions introduced during
electrochemical reactions in SIBs are difficult to study because

of the presence of electrolyte decomposition residues.

Results and Discussion

Figure 1a shows the schematic diagram of the synthesis route of
a hybrid film consisting of MoS, coated with PyC. A molyb-
denum layer is deposited on a SiO,/Si substrate by magnetron
sputtering for a short time of 10 s. This layer interacts with
sulfur vapor at a temperature of 873 K for 30 min. Heating the
raw film in a hydrogen atmosphere at 1073 K removes excess
sulfur and other contaminations from the film surface. In the
final step, a thin PyC film synthesized by chemical vapor depo-
sition (CVD) technique is placed on the surface of the cleaned

MoS; film using the wet transfer method (see the Experimental
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Figure 1: (a) Schematic diagram of the synthesis of MoS, and PyC-MoS; films. SEM images of the top view of (b) the raw MoS film obtained using a
Mo layer sputtered for 10 s and (c) the film after heating in hydrogen. (d) Cross-sectional view of the MoS; film obtained using a Mo layer sputtered for

90 s and (e) the top view of the PyC film on a SiO,/Si substrate.

section for details). The resulting hybrid, designated PyC-MoS,,
together with a surface-cleaned MoS,/Si0,/Si sample and a
PyC film transferred onto a SiO,/Si substrate, were used to
comparatively study the ability to adsorb and accumulate evap-
orated sodium.

The scanning electron microscopy (SEM) images of the surface
of raw MoS; film, hydrogen-annealed film, and PyC film are
compared in Figure 1b,c,e. The raw MoS, film covers the en-
tire area of the substrate and contains polysulfide nanoparticles
on the surface (Figure 1b). These nanoparticles are absent on
the surface of the MoS, film annealed in a hydrogen atmo-
sphere (Figure 1c). An attempt to measure the cross section of
this film did not yield a contrast image because of the charging
effect. Therefore, to estimate the thickness of the studied film,
we used a thicker MoS, film synthesized with a molybdenum
layer sputtered for 90 s. Part of the film surface was covered
with a protective Pt layer and a lamella was cut using a focused

ion beam (FIB) system (see the Experimental section for
details). Figure 1d shows the SEM image of the cross section of
the lamella. The bright round spots on the film surface corre-
spond to Pt nanoparticles, the presence of which is confirmed
by energy-dispersive X-ray (EDX) spectroscopy (Supporting
Information File 1, Figure S1). These nanoparticles have a
uniform size and are densely distributed on the sample surface,
in contrast to the polysulfide particles of different sizes formed
during CVD synthesis (Figure 1b). The thickness of the MoS,
film estimated from the cross-sectional SEM image is about
33 nm (Figure 1d). Therefore, it can be estimated that the MoS,
film obtained using a molybdenum layer sputtered for 10 s has a
thickness of no more than 4 nm. The SEM image of PyC trans-
ferred onto the SiO,/Si substrate also shows a uniform film sur-
face (Figure le).

The Raman spectrum of the MoS, film contains two strong
peaks at 382.6 and 408.9 cm™! (Figure 2a) corresponding to the
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Figure 2: (a) Raman spectra of MoS,, PyC-MoS,, and PyC films. (b) NEXAFS C K-edge spectra of PyC and PyC-MoS; films.

Elzg mode and the A, mode, respectively, of 2H-MoS; [33].
The difference between the positions of these peaks is often
used to determine the number of layers in MoS; particles [34].
The distance between the peaks of =26.3 cm™! for the MoS,
film is similar to that for bulk MoS, [35]. Because of the small
thickness of the MoS, film, such a large number of the layers
can be realized only when they are oriented vertically to the
substrate surface. The weak peak at about 280 cm™! observed in
the Raman spectrum corresponds to the E;, mode, which is
forbidden when the laser beam is incident perpendicularly on
the ¢ axis of MoS; [36]. The activation of this mode in our case
confirms the vertical orientation of the MoS, layers relative to
the substrate surface [37]. The weak defect-induced mode
LA(M) at 227 cm™! and the asymmetric shape of the Elzg and
A1y modes indicate the nanometer size of the MoS; crystallites
in the plane [38,39]. All the above modes are visible in the
Raman spectrum of the PyC-MoS; sample, so the coating with
PyC film does not destroy the structure of the MoS; film. The
Raman spectra of PyC and PyC-MoS, show a peak at
1600 cm™! corresponding to the in-plane stretching of C=C
bonds (G mode) and a peak at 1355 cm~! caused by the
disorder in the graphite lattice (D mode) [40]. The position of
the G mode is higher than the position of the G peak at
1582 cm™! for crystalline graphite and graphene [41], indicat-
ing the disorder in the layers and their functionalization. In fact,
the intensity ratio of the D to G peaks (Ip/lg) of 0.87 is relative-
ly high. The weak second-order band between 2700 and
2900 cm™! is due to the three-dimensional ordering along the ¢
axes of the graphitic film.

The NEXAFS spectra measured at the C K-edge of PyC and
PyC-MoS; films pre-annealed in UHV at 673 K for 10 min ex-

hibit two main resonances located at 285.4 and 291.8 eV

(Figure 2b), which are attributed to the electron transitions from
the C 1s core levels to the 7* and 0* C=C states in the graphitic
structure, respectively [42]. The rather sharp shape of the *
resonance indicates the graphitic-like structure of the PyC film.
Weak features appearing between the n* and o* resonances
suggest that the PyC film is slightly functionalized with
oxygen- and/or hydrogen-containing groups. The spectrum of
the PyC-MoS, film almost repeats the shape of the spectrum of
the PyC film. A slight decrease in the intensity of the 7* reso-
nance and an increase in the intensity in the regions before and
after the 7* resonance at 284-285 eV and 286-289 eV can be
associated with the interaction between PyC and MoS; compo-
nents [43]. The shift of the C K-edge spectrum of the PyC-
MoS, film toward lower photon energies corresponds to the
electron density transfer from the carbon component to MoS,,
as shown by density functional theory (DFT) calculations for
the MoS,/graphene heterostructure [44,45]. According to the
DFT calculations, the changes observed in the PyC-MoS, spec-
trum between the 7* and 0* resonances may result from the
interaction of the 7 electrons of carbon with the p orbitals of
sulfur [44].

Figure 3 shows the sequence of a three-step sodiation/desodia-
tion experiment performed with samples in the UHV chamber
of the spectrometer. Sodium vapor was deposited simultaneous-
ly on three studied samples for 10 min. The second step
included additional deposition of sodium for 20 min. The thick-
ness of the sodium layer was measured using a quartz microbal-
ance; it was 2.5 A after the 10 min experiment and 7.6 A after
the 30 min experiment. In the third step, the samples with
deposited sodium were annealed at 773 K for 30 min. The XPS
spectra were measured before the three-step experiment and

after each modification.
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Figure 3: Schematic diagram of sequential processing of PyC, MoS,, and PyC-MoS; films, comprising three steps: (1) sodium deposition for 10 min,
(2) sodium deposition next 20 min, (3) vacuum annealing at 773 K for 30 min.

Survey XPS spectra of the samples revealed the presence of
molybdenum, sulfur, carbon, sodium, and oxygen (Supporting
Information File 1, Figure S2). The intense lines of silicon and
oxygen detected in the spectrum of the PyC film are associated
with the substrate. The absence of the Si 2p line in the spectra
of MoS, and PyC-MoS, films indicates the formation of a con-
tinuous MoS; film with a thickness of more than 3 nm [46]. The
atomic concentrations of Mo and S in the MoS, film are about 9
and 28 atom %, respectively, and decrease to about 2 and
7 atom % after coating the film with PyC.

Figure 4 compares the S/Mo, Na/Mo, and Na/C ratios in the
samples determined from the XPS survey spectra measured at
excitation photon energies of 470 and 830 eV. The former
energy provides a probing depth of about 1 nm and therefore
allows for the determination of the surface composition of the

films. At 830 eV, the probing depth is about 3 nm, which corre-

sponds to almost the entire volume of the thin films under
study. The S/Mo ratio in the MoS, film is 6 on the surface and
3.1 in the bulk (Figure 4a,b). Excess sulfur in the MoS; film is
associated with the formation of polysulfide groups on the sur-
face due to the synthesis conditions, including the increased
content of sulfur vapor. An additional factor for the high S/Mo
surface ratio is the vertical orientation of the MoS; layers. The
S/Mo values determined for the PyC-MoS, sample and after
deposition/removal of sodium deviate from the corresponding
values for the initial MoS, film by no more than 16% for the
surface and 9% for the bulk. The deviations may be due to the
fact that it is practically impossible to record spectra from the
same place on the sample, which is repeatedly moved between
the preparation and measurement chambers.

The Na/Mo ratio on the surface of the MoS; film is 2.0 after Na
deposition for 10 min, 5.5 after additional Na deposition for
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Figure 4: (a, b) XPS-derived atomic concentration ratios of sulfur to molybdenum (S/Mo), (c, d) sodium to molybdenum (Na/Mo), and (e, f) sodium to
carbon (Na/C) directly on the surface (470 eV excitation, top line) and deeper from the surface (830 eV excitation, bottom line) of PyC, MoS,, and

PyC-MoS; films.
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20 min, and 3.0 after annealing (Figure 4c). The corresponding
Na/Mo ratios in the bulk of the MoS, film are 1.0, 2.4, and 1.5
(Figure 4d). The Na content in the bulk is approximately two
times smaller than that on the surface because of the slower Na
diffusion rate as compared to the deposition rate. However, the
increase in the sodiation time leads to an increase in the sodium
content not only on the surface but also in the interior of the
film. After annealing, the Na/Mo ratio decreased both on the
surface and in the bulk of the MoS, film. The results show that
sodium can easily penetrate into the film consisting of verti-
cally aligned MoS, layers and be partially released during
annealing.

The concentration of Na in the PyC-MoS, film determined from
the XPS survey spectra measured at 830 eV is about 6 atom %
after sodium vapor deposition for 10 min, and this value does
not change after an additional deposition of 20 min (Supporting
Information File 1, Figure S2). This suggests that in the hybrid
film, Na was not trapped in the upper PyC layer, but penetrated
deeper into MoS,. The similar Na/C ratios for the surface
(Figure 4e) and bulk (Figure 4f) of the PyC film and the PyC-
MoS, film indicate that sodium is fairly uniformly distributed
within the carbon component. Thus, the sodiation of the PyC-
MoS, film results in Na/C ratios of 0.05 and 0.07 after Na depo-
sition for 10 min and additional 20 min, respectively. These
values are about five times lower than those in sodiated PyC, in-
dicating that sodium preferentially passes through the PyC film
to be stored on the surface of MoS; rather than within its
volume. The Na/C ratio in the annealed sodiated PyC-MoS; is
similar to that of PyC. The PyC-MoS; hybrid film exhibits high
recovery because a significant portion of Na is removed from
the film surface after annealing, similar to what occurs with the

pure PyC film.

A comparison of the XPS Mo 3d spectra of MoS; and PyC-
MoS, films is shown in Figure 5. The low-energy peak at
226.1-226.3 eV corresponds to the S 2s line. The Mo 3d spec-
tra of the initial MoS, and PyC-MoS; consist of an intense
spin—orbit doublet with the binding energy of the Mo 3ds),
component of 228.9 eV (Figure 5a,b). This energy corresponds
to the Mo** state in 2H-MoS, [47]. In addition to the main
peak, there are two weak doublets with Mo 3ds,, binding ener-
gies of 230.1-230.3 eV and 231.6-231.9 eV, which belong to
the oxidized forms of molybdenum in the Mo>* and Mo®* sates,

respectively [48].

The XPS S 2p spectra of the initial MoS, and PyC-MoS; films
exhibit an intense doublet with the S 2p3,, component located at
161.7-161.8 eV (Figure 6a,b), corresponding to the S2~ sate
[49]. In addition, the spectra contain two weak doublets, with

the S 2p3/,, component at a binding energy of 163.4 eV, charac-
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teristic of S,2~ and polysulfide groups [50], and at 160.5 eV, as-
sociated with under-coordinated sulfur atoms formed at the
MoS; edges [51] as a result of preliminary sample annealing in
H; at 1073 K.

The Mo 3d (Figure 5) and S 2p spectra (Figure 6) of MoS, and
PyC-MoS, films after sodium deposition exhibit additional low-
energy doublets with the Mo 3ds,, component at #228.5 eV and
the S 2p3,, component at ~162.0 eV. These energies are charac-
teristic for the distorted tetragonal 1T'-MoS, [52]. Similar spec-
tral changes were observed earlier after lithiation and sodiation
of MoS; and were associated with the transfer of electron densi-
ty from alkali metals to MoS,, which led to the 2H-1T’ transi-
tion [19,32,53,54]. Such structural transformations are accom-
panied by the formation of Mo—Mo and Na-S bonds and the
weakening of S—Mo bonds [3]. In the spectra of sodiated films,
the Mo 3d and S 2p doublets related to sodium-free 2H-MoS,
are retained, but their positions shift toward higher energies as
compared to the spectra of the initial samples. The shift value of
the Mo 3d and S 2p components of 2H-MoS, increases with the
deposited sodium concentration because of increased charge
doping. The intensity of Mo 3d and S 2p components attributed
to sodiated 1T'-MoS, increases with sodium deposition time
because more sulfur is bound to sodium. The areas of the 1T'-
MoS; doublet are similar in the Mo 3d spectra of MoS, and
PyC-MoS, after sodium deposition for 10 min and constitute
7-8% of the total spectrum area (Figure 5). After additional so-
dium deposition for 20 min, the relative area of this doublet in-
creases to 31% for the MoS, film and to 25% for the PyC-MoS,
film. The smaller 1T’-MoS, contribution in the latter case
implies that the portion of sodium accumulated in the MoS,;
structure of the carbon-containing PyC-MoS; film is less than
that in the bare MoS, film. Annealing of the sodiated MoS; and
PyC-MoS; in vacuum at 773 K leads to a decrease in the inten-
sity of the 1T'-MoS; doublet, which is more pronounced for the
latter sample. Sodium is more easily released from the hybrid
film because it is predominantly located on its surface and inter-
acts more weakly with PyC than with MoS,.

The analysis of XPS C 1s spectra of PyC and PyC-MoS, films
before and after sodium deposition followed by annealing is
used to reveal the contribution of the PyC component to the
interaction of PyC-MoS, with sodium (Figure 7). The XPS C 1s
spectrum of the PyC film shows an asymmetric peak at
284.4 eV (Figure 7a), which is typical for graphite-like
carbon. In addition, there is a low-intensity component with a
binding energy of 286.2 eV, corresponding to C—O bonds [55].
The C 1s spectrum of PyC-MoS; has a similar shape
(Figure 7b), indicating that the PyC films transferred onto the
surface of the SiO,/Si substrate and the MoS, film have the
same structure.
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Figure 5: XPS Mo 3d spectra of (a) MoS» and (b) PyC-MoS; before and after sodium deposition for 10 min and additional 20 min and then after

vacuum annealing at 773 K. The spectra were measured at 830 eV.

After sodium deposition on the PyC film for 10 min and then
20 min, the sp? peak shifts by 0.5 and 0.6 eV, respectively,
towards higher binding energies. This shift is due to the charge
transfer from sodium to the carbon layers. For PyC-MoS,, the
shifts of the C 1s line caused by sodium deposition are smaller.
A new high-energy component (Na-sp?) appearing at 286 and
285 eV in the spectra of sodiated PyC and PyC-MoS, films, re-
spectively, is due to carbon bonding with sodium. The intensity
of this component is lower in the PyC-MoS, spectrum
measured after the total 30 min sodiation process. This is due to
the lower charge transfer from sodium to the PyC component in
the hybrid film as compared to the free PyC film, caused by its
diffusion into the MoS, component. According to the XPS data,
sodium is redistributed between the components of PyC-MoS,.

After annealing, most of the sodium was removed from the PyC

film, since the C 1s spectrum measured after this treatment

completely returned to the spectrum of initial PyC (Figure 7a).
In contrast to the PyC film, a significant portion of sodium
remained in the PyC-MoS, film after annealing. The shift of the
sp? component by 0.1 eV and the presence of a weak Na-sp?
component in the spectrum (Figure 7b) confirm that residual so-

dium interacts with carbon component.

The XPS Na 2s spectra of sodiated samples before and after
annealing are presented as a single symmetric peak located at a
binding energy of ~65 eV for the PyC film and at ~64 eV for
the MoS; film (Supporting Information File 1, Figure S3). The
Na 2s spectrum of PyC-MoS, film exhibits one peak at an inter-
mediate position of 64.4 eV, confirming that Na binds with both
PyC and MoS, components.

Figure 8 schematically illustrates the difference in the sodium

adsorption and desorption on the samples under study. Sodium
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Figure 6: XPS S 2p spectra of (a) MoS, and (b) PyC-MoS, before and after sodium deposition for 10 min and additional 20 min and then after

vacuum annealing at 773 K. The spectra were measured at 830 eV.

deposition for 30 min on the PyC film results in a high Na/C
ratio of 0.34 at a depth of 3 nm. Sodium is not only adsorbed on
the film surface but also accumulates in the film volume, most
likely between the graphitic layers. According to the XPS C 1s
spectra, an electron density transfer from sodium to carbon
occurs. Vacuum annealing of the sodiated PyC film at 773 K
removes most of the sodium. The Na/C ratio in the sample is
0.05.

Deposition of the same amount of sodium on the MoS; film
gives a Na/Mo ratio of 2.4. Half of the sodium is located on the
film surface. The high Na/Mo ratio can be explained by the easy
penetration of sodium into the vertically oriented layers of the
MoS, film. The XPS Mo 3d spectra reveal that the intercalation
of sodium between the MoS, layers leads to a 2H-1T’ transi-
tion and electron charge doping from sodium. The Na/Mo ratio

decreases after annealing of the sodiated MoS; film because of

the partial removal of sodium, primarily from the film surface.
After annealing, the sodiated MoS; film still contains a high
concentration of sodium in its bulk, since the Na/Mo ratio is
1.5. The annealing conditions used are insufficient to remove all
the sodium from the MoS; film and restore its initial 2H struc-

ture.

In the case of the PyC-MoS, hybrid, the top PyC layer traps
some of the sodium, so the amount of sodium that penetrates
into MoS, and accumulates there is less than for the bare MoS,
film. It should be noted that the Na/C ratio in the sodiated PyC-
MoS, film is approximately five times smaller than in the sodi-
ated PyC film. Sodium atoms prefer to diffuse through PyC to
the more attractive MoS,, but some of them are retained in the
carbon layers. The horizontally oriented graphitic layers act as a
barrier and prevent sodium from penetrating into the under-
laying MoS, film. In the PyC-MoS; hybrid, sodium accumula-
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Figure 7: XPS C 1s spectra of (a) MoS, and (b) PyC-MoS» before and after sodium deposition for 10 min and additional 20 min and then after
vacuum annealing at 773 K. The spectra were measured at 830 eV.
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tion occurs more on the MoS, surface or at the interface be-
tween MoS, and PyC, than in the bulk of MoS,. Annealing
causes sodium to leave the PyC coating to a lesser extent than in
PyC alone, but it is released from the MoS, component more
readily than from uncoated MoS,. It can be concluded that the
graphite layers introduced into the MoS, anode material will
play a key role in the diffusion and storage of sodium during the
charge—discharge of SIBs.

Conclusion

Synchrotron XPS tool is invoked to study sodium adsorption/
desorption in thin films of graphitic PyC, vertically aligned
MoS, layers, and PyC-MoS;. The MoS; film with a thickness
of about 4 nm was synthesized by sulfurization of a molyb-
denum layer deposited on a SiO,/Si substrate using magnetron
sputtering. Raman spectroscopy and SEM revealed the vertical
orientation of the MoS, layers relative to the substrate surface.
According to XPS data, the surface of the MoS, film is enriched
with sulfur even after its annealing at 1073 K in hydrogen. PyC
films were synthesized by CVD and transferred onto the sur-
faces of SiO,/Si and MoS,. PyC, MoS, film, and PyC-MoS,
hybrid were used to deposit equal amounts of sodium via evap-
oration in UHV. Analysis of XPS data revealed a higher sodi-
um concentration on the PyC-MoS; surface than on the MoS,
surface since the PyC top layer and the hybrid interface accu-
mulate sodium. Sodium deeply penetrated into the bare MoS;
film, causing a transition from the 2H structure to the 1T” struc-
ture due to the transfer of electron density to MoS;. Annealing
of sodiated samples at 773 K in ultrahigh vacuum resulted in
almost complete removal of sodium from PyC and its retention
on the surface and in the bulk of the MoS, film. Comparison of
MoS, films with and without the PyC coating showed that sodi-
um is released more poorly from the latter. Our findings help
explain the electrochemical properties of hybrid anode materi-
als consisting of MoS, and graphite thin layers in SIBs. The
presence of PyC protects the surface of MoS, from excess sodi-
um concentration and, consequently, from the destruction of the

original MoS, structure.

Experimental

The substrates cut from a single-crystal silicon wafer were
annealed in air at 1323 K for 16 h to form a 250-300 nm thick
surface oxidized layer. The substrates were thoroughly cleaned
using hot mineral acids and placed in a magnetron sputtering
system (OJSC Vacuum Systems). The substrates were annealed
at 573 K for 30 min in a vacuum at a pressure of 2 x 1072 Pa.
Immediately after this, molybdenum was sputtered from a Mo
target with a purity of 99.9% for 10 s at a magnetron power of
100 W and an argon partial pressure of 5.4 x 107! Pa. The
output pressure in the chamber was controlled by the argon

flow.
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The MoS, films were synthesized by sulfurization of molyb-
denum layers deposited on SiO,/Si substrates in a two-zone
quartz reactor. The substrate was placed in the high-tempera-
ture zone and annealed there at 423 K for 30 min in an argon
flow of 250 sccm. Then, this zone was heated to 873 K. 200 mg
of sulfur powder (99.9% purity) were placed in a quartz
crucible in the low-temperature reactor zone heated to 473 K. A
flow of 24 sccm argon was passed through both reactor zones
for 30 min at atmospheric pressure. After this time, sulfuriza-
tion of the Mo layer was complete. Both zones were cooled to
room temperature in a flow of 250 sccm argon. To remove
polysulfide impurities and form a more crystallized structure,
the MoS; film was annealed in H, atmosphere at 1073 K for
10 min.

PyC films were grown on copper foil at 1273 K for 20 min
using low-pressure CVD of methane mixed with hydrogen. The
CHy4 pressure was 800 Pa, and the Hj pressure was 2000 Pa.
The resulting sample was placed in an aqueous solution of iron
chloride (30 wt %) for 2 h to dissolve the copper foil. The
remaining free PyC film was washed twice in dilute HCI
(10 wt %) and then in deionized water until neutral pH was
reached. The floating PyC film was trapped either on bare or
MoS;-covered SiO,/Si substrates and then dried under ambient
conditions.

Morphology of sample surfaces was examined by SEM with a
CIQTEK SEM5000 (CIQTEK Ltd., Hefei, Anhui, PRC) micro-
scope at an accelerating voltage of 15 kV. The cross section of
MoS, film was prepared using a gallium-ion column FIB
system and a two-stage protective cap deposition. Initially, a Pt
layer of 21 nm was electrodeposited at 5 keV and 1 nA. After
that, a thick Pt cap layer was ion-plated at 30 keV and 250 pA.
Then, the FIB was operated at an ion accelerating voltage of
30 keV and ion current of 20 nA to cut the sample. Finally,
the section was finely polished at an ion current of 250 pA to
obtain a smooth surface. The image was acquired using a
TESCAN AMBER (TESCAN Ltd., Brno, Czech Republic)
microscope at an accelerating voltage of 5 kV in secondary

electron mode.

Raman spectra were recorded using a LabRAM HR Evolution
spectrometer (Horiba, Kyoto, Japan) using an Ar* laser at a

wavelength of 514 nm.

XPS and NEXAFS experiments and sodium deposition were
carried out at the RGL-PES end-station of the Russian—German
dipole beamline (RGBL dipole) of the Berliner Elektronen-
speicherring fiir Synchrotronstrahlung (BESSY II) operated by
Helmholtz-Zentrum Berlin fiir Materialien und Energie (Berlin,

Germany) [56]. Three samples, namely, MoS,, PyC, and PyC-
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MoS, films on SiO,/Si substrates were fixed to a holder and
placed into UHV (1077 Pa) at the end-station and annealed at
673 K for 10 min to remove the contaminations. NEXAFS C
K-edge spectra were acquired by measuring leakage current in
total electron yield mode. The experimental data were normal-
ized to the ring current and a photon flux measured using a
clean gold crystal.

The XPS spectra were measured at synchrotron radiation of
830 and 470 eV. After the XPS and NEXAFS measurements
were completed, the samples were simultaneously exposed to
Na vapor from a well-outgassed sodium source (SAES Getters)
for 10 min and then again for 20 min (30 min in total) at a cur-
rent of 7.5 A. XPS measurements of the sodiated samples were
performed immediately after each step of Na deposition. To
desorb sodium, the samples, after a total of 30 min of Na depo-
sition, were annealed at 773 K for 30 min in UHV. After the
annealing procedure, XPS spectra were recorded again. The
samples after each step of Na deposition and annealing did not
come into contact with air, their transfer between the analytical
and preparation chambers was carried out without breaking the
vacuum. The energy scale was calibrated using the binding
energy of the Au 4f7,, component at 84.0 eV measured from a
clean gold foil. The surface concentration of the elements was
determined from the XPS survey spectra taking into account the
photoelectron cross sections. Shirley background subtraction
was used in analysis of fine lines. For the Mo 3d, S 2p, and
Na 2s spectra, curve fitting was performed using a Gaussian
(40%)/Lorentzian (60%) product function. For the C 1s spectra,
the main peak at ~284.4 eV was fitted using a Lorentzian asym-
metric line shape with tail damping, convoluted with a Gaussian
function, which closely approximates a Gaussian/Lorentzian
product function. Energy position, full width at half maximum,
and area for fitted components of the XPS spectra of initial
samples are collected in Table S1, Supporting Information
File 1.

Supporting Information

Supporting Information File 1

EDX spectroscopy study of Pt layers protecting MoS,
surface, XPS survey spectra of the studied samples, and
XPS Na 2s spectra of the sodiated samples.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-16-64-S1.pdf]
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Abstract

High-brilliance light sources, such as synchrotrons and free-electron lasers, allow researchers to probe the structural, electronic, and
dynamic properties of functional materials at an unprecedented level of detail. Techniques like X-ray photoelectron spectroscopy
and X-ray absorption spectroscopy, can reveal atomic-scale information about material behavior under different conditions. This
thorough understanding can be leveraged to optimize materials for various applications, including energy storage, catalysis, and
electronics. This review focuses on cerium oxide, an important material for catalytic and energy applications, examining the appli-
cation of high-brilliance light sources on model systems such as supported thin films and epitaxial nanostructures. We review
selected studies exploiting the high energy resolution and sensitivity of synchrotron radiation-based X-ray photoelectron spectros-
copy and X-ray absorption spectroscopy to explain the factors influencing the material’s reducibility, with particular focus on
dimensionality effects and on metal-oxide interaction, and the interaction with molecules. The potential of studies conducted under
ambient pressure conditions is highlighted, and, finally, the perspectives offered by the ultrahigh brilliance and ultrashort free-elec-
tron laser pulses for dynamic studies of the processes that take place upon photoexcitation are discussed.

Introduction

Transition metal oxides in the form of thin films or nanostruc-
tures find extensive use in sustainable energy technologies
[1,2]. They serve as active materials or supports for catalysts for
various chemical reactions, essential to energy conversion,
sensing, and environmental remediation [3,4]. Additionally,

because of their often high efficiency at harnessing solar

energy, they find application in photocatalysis and photo-
voltaics [5,6]. Optimizing these applications requires unravel-
ling the often complex processes that influence functionality
through an atomic-level description. To this end, materials are
often studied as model systems, such as well-controlled sup-

ported thin films or nanostructures with simplified complexity
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compared to real systems, allowing the results from advanced
experimental methods to be directly compared with theoretical
simulations [7,8]. Thanks to their remarkable sensitivity, atomic
selectivity, spatial and energy resolution, synchrotron radiation-
based techniques, which utilize high-brilliance photon beams,
have enabled refined characterization of the electronic, struc-
tural, and morphological properties of these materials, as well
as the modifications they undergo under operating conditions.
Furthermore, free-electron lasers (FELs), with orders-of-magni-
tude higher peak brilliance than synchrotrons, have made it
possible to achieve temporal resolution of the order of a few
tens of femtoseconds, facilitating an ultrafast, element-sensitive
characterization of the dynamic processes occurring for exam-

ple upon photoexcitation.

Among transition metal oxides, cerium oxide (or ceria) has
unique redox properties, linked to the relative stability of Ce
cations in the 4+ and 3+ oxidation states, which make the mate-
rial highly effective in automotive catalysts and in the field of
environmental remediation [9]. The related ability of the materi-
al to easily store and release oxygen also plays a key role in
energy conversion technologies, including fuel cells and
batteries [10,11]. Gas sensing applications of ceria-based mate-
rials are based on the modifications of the transport properties
in the presence of specific gases, due to the redox reactions that
take place on the surface [12,13]. An atomic level under-
standing of the structure—function relationship in this oxide is
essential for guiding the design of efficient materials to opti-
mize the performance of the applications. Studies on cerium
oxide nanostructures and powders prepared by chemical synthe-
sis methods are quite numerous, and they are typically carried
out on systems with a marked and often unexplored complexity
[14-17]. For studies on cerium oxide as model systems, such as
low-index surfaces, thin films, and supported nanostructures, in-
vestigated using laboratory-based surface science methods, we
refer the reader to existing reviews [18-20].

The aim of this work is to provide an overview of recent studies
highlighting the advantages of using synchrotron and FEL radi-
ation to achieve a refined understanding of cerium oxide-based
materials, particularly when examined in the form of well-con-
trolled thin films and nanostructures prepared by physical syn-
thesis methods.

Review
Studies by X-ray photoelectron spectroscopy

and related techniques
Synchrotron radiation-based X-ray photoelectron spectroscopy
(XPS) has significantly advanced the characterization of low-

dimensional cerium oxide structures by offering much higher
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sensitivity and energy resolution than conventional XPS [21-
24]. In addition, the possibility to select photon energies in a
broad range permits to tune the depth sensitivity of the method
and to selectively probe the surface and or deeper layers, like
buried interfaces.

Since the early studies of epitaxial cerium oxide films by
Mullins and coworkers [22], it became clear that synchrotron
radiation could provide high-resolution Ce 3d, Ce 4d, and
valence band spectra. It is important to emphasize that the sig-
nificantly higher brilliance of synchrotron radiation beams,
compared with laboratory sources, provides much higher sensi-
tivity towards diluted elements, such as low-concentration

dopants and low-density metal NPs.

A significant step forward in the understanding of cerium
oxide-based systems was introduced by the application of reso-
nant photoemission to selectively probe valence band features
related to Ce** and Ce3* ions. This can be done by tuning the
photon energy at specific resonances related to Ce 4d— Ce 4f°
(Ce**) and Ce 4d— Ce 4f! (Ce3*) electronic configurations at
110 and 125 eV, respectively [23,25-28]. Figure 1 reports
valence band spectra from an ultrathin cerium oxide film before
and after ultrahigh vacuum (UHV) annealing at 600 °C,
acquired at the two resonant energies. Using a photon energy at
the Ce**-related resonance (110 eV), the spectrum shows only

minor modifications after annealing, while if the Ce3*-related

counts (arb. u.)

30 25 20 1’5 1‘0 5 E.=0
Binding energy (eV)

Figure 1: Valence band photoemission spectra of 1.3 MLE cerium
oxide/Rh(111) as laid (a, b) and after annealing at 600 °C (c, d). Spec-
tra (b) and (d) have been excited by a photon energy of 125 eV corre-
sponding to the maximum of the Ce 4d— 4f giant resonance (on-reso-
nance), while spectra (a) and (c) have been excited with a photon
energy of 110 eV (off-resonance). Reprinted from [23], Surface
Science, vol. 520, by S. Eck; C. Castellarin-Cudia; S. Surnev; M. G.
Ramsey; F. P. Netzer, “Growth and thermal properties of ultrathin
cerium oxide layers on Rh(111)”, pages 173-185, Copyright (2002),
with permission from Elsevier. This content is not subject to CC BY
4.0.
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resonant energy is used (125 eV), a marked Ce 4f peak appears
around 2 eV binding energy after the annealing. This demon-
strates the significantly higher sensitivity to Ce3* that can be
achieved by exploiting resonant photoemission, as compared to

non-resonant photoemission.

Synchrotron radiation-based resonant photoemission has facili-
tated an accurate determination of the dependence of Ce?* con-
centration on dimensionality [23]. The technique has also provi-
ded an accurate description of the charge transfer processes and
hybridization occurring at the interface between cerium oxide
and metals, either as substrates [23], as supported nanoparticles
(NPs) [26,27] or as dopants [28]. The insight provided by such
studies is highly relevant, since cerium oxide is often combined
with metals in various applications. For example, it was
possible to identify different types of interactions between Pt
NPs and cerium oxide surfaces including electron transfer from
Pt NPs to CeO, and transport of oxygen atoms from ceria to Pt
NPs, the latter occurring only when the ceria support surface is
nanostructured [26]. In addition, thanks to its sensitivity, the
method, when combined with other techniques, has provided
quantitative information on the number of electrons transferred
per particle to the support (Figure 2), enabling the optimization
of the size of the supported active Pt catalyst [27]. This is a
crucial factor in minimizing the concentration of critical and

expensive noble metals in applications.
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The possibility of tuning the kinetic energy of the photoelec-
trons by varying the photon energy has also enabled a much
higher surface sensitivity than laboratory XPS by selecting a
photoelectron kinetic energy close to the minimum of the
inelastic mean free path. A study by Simon et al. on porous
Pt-doped cerium oxide films prepared by direct liquid injection
chemical vapor deposition, comparing conventional and
synchrotron-radiation based XPS, has demonstrated that the Pt
atoms are uniformly dispersed in the nanoparticles that form the
film, while the Pt ions in the 2+ oxidation state are confined at
the outermost layers [29].

The interplay of ceria surfaces with adsorbed molecules, a
crucial factor in understanding reactivity, has become a signifi-
cant research focus, also thanks to synchrotron-radiation-based
XPS methods [30-32]. Initial studies were performed by
exposing the surface of interest to the chosen molecule at UHV-
compatible pressures. The interaction between cerium oxide
and, for example, CO [21,33], SO, [34], methanol [32], ethanol
[35], and water [36] have been considered. The higher energy
resolution and the tunable surface sensitivity of synchrotron ra-
diation-based XPS, as compared to conventional XPS, permits a
more accurate description of the different contributions to the
spectra. Figure 2 shows high-resolution synchrotron-radiation-
based C 1s spectra, for different ethanol exposures at 150 K,

using a photon energy of 410 eV. At low exposure, the most

CeO,(111)

15.0L

b) C1s

13L 13L
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Figure 2: High-resolution synchrotron radiation C 1s XPS spectra on CeOx(111) (a) and CeOa_, (111) (b) for different ethanol exposures at 150 K.

Reprinted from [35] (@ 2022 Y. Lykhach et al., published by IOP Publishing,

International License, https://creativecommons.org/licenses/by/4.0).

distributed under the terms of the Creative Commons Attribution 4.0
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intense peaks at 285.1 eV (1) and at 286.2 eV (2) on CeO,(111)
and at 286.3 eV (1) and at 287.6 eV (2) on CeO,_,(111) are
ascribed to methyl and alkoxy groups of adsorbed ethoxy
species, respectively. The slightly different binding energies on
the two surfaces are ascribed to the different Ce3* concentra-
tions in the two ceria films. The different intensity ratios be-
tween the methyl- and alkoxy-related peaks on the two surfaces
are assigned to different adsorption and dissociation pathways
for ethanol on a stoichiometric and a non-stoichiometric ceria
surface. At higher exposures, the new peaks at 285.6 eV (4) and
at 287.0 eV (5) on CeO,(111) and at 286.3 eV (4) and at
287.6 eV (5) on CeOy_,(111) are ascribed to physisorbed
ethanol.

To identify the role of the interaction between ceria and metals,
the adsorption and reaction of ethylene on Pt NPs supported on
ceria were compared with the ones observed on a Pt(111) sur-
face [31]. The oxide-supported NPs were shown to have an en-
hanced reactivity and additional reaction pathways [31].
Regarding the same system, the efficient decomposition of
methanol and the resistance to poisoning have rationalized the

observed high activity of the material in direct methanol fuel
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cells [37]. Regarding the Ni-CeO,_,(111) system, a study of the
methanol reaction revealed that the strong metal-support inter-
actions between Ni and CeO; determines the high selectivity for
CO; production, instead of the formation of surface C or CO
[38].

Resonant photoemission detected by a spectroscopic photoemis-
sion and low-energy electron microscope (SPLEEM) was also
used to acquire local information on the oxidation degree of
cerium in mixed zirconia—ceria nanostructures supported on a
Rh(111) single crystal [39]. Figure 3a shows a sequence of
u-XPS valence band spectra acquired using a photon at the
Ce3*-related Ce 4d—Ce 4f! resonance (hv = 120.8 eV) on a
Ceg.4Zr( 07—, film upon removal and reintroduction of oxygen
(Pos = 1 x 1077 mbar) in the experimental chamber. When
oxygen is removed (red spectrum in Figure 3b), the intensity of
the Ce3*-related feature at ~2 eV decreases with photon expo-
sure, while when oxygen is reintroduced (red spectrum
Figure 3b), its intensity re-increases. The comparison of the
time evolution of the Zr**-related 3ds,, u-XPS intensity
acquired on a Ceg 4Zry ¢0,—, and on a ZrO, film is reported in
Figure 3c. The exposure to the photon beam induces a much

o
-

Zr** 3d_, Normalised Intensity

0 70 140 210 280 350

Photon Exposure / 10 s'

Figure 3: u-XPS valence band spectra of a Ceg 4Zrg §Oo_y film acquired using a photon at the Ce3*-related Ce 4d— Ce 4f! resonance (hv = 120.8
eV), acquired at different photon exposure times after removal and subsequent reintroduction of oxygen (Pog = 1 x 10~7 mbar) in the chamber. (b)
Selected spectra of oxidized film (red), reduced film (green) and reoxidized film (black). (c) Evolution of the Zr4+ 3ds/, intensity as a function of photon
exposure time for a Ceg 4Zrg 602_x and a ZrO5 film. Adapted from [39], Surface Science, vol. 682, by M. Allan; D. Grinter; S. Dhaliwal; C. Muryn; T.
Forrest; F. Maccherozzi; S.S. Dhesi; G. Thornton, “Redox behaviour of a ceria—zirconia inverse model catalyst”, pages 8-13, Copyright (2019), with

permission from Elsevier. This content is not subject to CC BY 4.0.
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more pronounced decrease of Zr** intensity in the
ceria—zirconia mixed oxide film than in pure zirconia. This was
ascribed to a synergy between the two oxides inducing an
oxygen transfer from ceria to zirconia upon reduction using soft
X-ray irradiation. The observed effect was identified as respon-
sible for the enhanced catalytic activity of mixed ceria—zirconia
materials in the applications [39].

Photoemission is a technique with a sensitivity limited to the
topmost surface layers. In typical resonant photoemission ex-
periments on ceria, performed with photon energies close to the
Ce Nys adsorption edge, the probed valence band photoelec-
trons have a kinetic energy close to the minimum of their
inelastic mean free path, and the information comes from the
topmost one or two atomic layers. If photons in the hard X-ray
range are used in hard X-ray photoelectron spectroscopy
(HAXPES) and photoelectrons with kinetic energies of a few
kiloelectronvolts are probed, the depth sensitivity can be ex-
tended to the topmost 5—-10 nm of the sample. The possibility to
select a much higher photon energy than at typical laboratory
sources has also permitted to acquire and analyze Ce 2p3/, core
level spectra using HAXPES at photon energies higher than the
core-level binding energy of 5723 eV [24]. The analysis of Ce
2p core level spectra enables an accurate determination of Ce3*
and Ce** concentration due to the absence of spectral overlap
between spin—orbit split lines [24]. In contrast, Ce 3d spectra
exhibit five partially overlapped spin—orbit split components
originating from different final states, which complicate the
analysis [40].
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Synchrotron radiation-based photoemission has proven to be
significantly more versatile than XPS/UPS with laboratory
sources. However, the information it provides primarily pertains
to the surface atomic layers of the sample, as it relies on
detecting electrons that strongly interact with materials.

Studies by X-ray absorption spectroscopy

and related techniques

X-ray absorption spectroscopy (XAS) has provided comple-
mentary information to that obtained by synchrotron radiation-
based photoemission on cerium oxide-based materials. The
depth sensitivity of XAS can be tuned on a much wider range
than XPS by choosing the desired absorption edge and by
selecting a specific detection mode. Moreover, complementary
information on the electronic properties and on the local atomic
structure can be obtained from the analysis of XAS data. X-ray
absorption near-edge spectroscopy (XANES), analyzing the
signal within the first few tens of electronvolts above the
absorption edge, provides information mainly on the density of
empty states of the investigated sample. In contrast, the extend-
ed energy range X-ray absorption fine structure (EXAFS), up to
a few hundred electronvolts above the absorption edge, is sensi-
tive to the local atomic structure around the absorbers.

A polarization-dependent Ce L3-edge EXAFS study of ultra-
thin epitaxial cerium oxide films on Pt(111) demonstrated the
influence of the substrate in 2 monolayer (ML) films. Figure 4a
shows the Ce—O in-plane and out-of-plane distances obtained
from the analysis of EXAFS data acquired on a 2 ML and on a
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Figure 4: (a) Ce—O interatomic distances for 2 ML and 10 ML CeO. films evaluated by fitting Ce Lz-edge EXAFS with the electric field parallel

(dce—o pPAR) and perpendicular (dce_o peR) to the sample surface. The value expected for a bulk (red dot) and assuming in-plane 3aceo2 = 4ap; and
5ace02 = 7apt coincidence are also shown. Reprinted with permission from [41], Copyright 2013 American Chemical Society. This content is not
subject to CC BY 4.0. (b) Contraction of the Ce—O interatomic distance in CeO» NPs of different diameter as function of the reciprocal average diame-
ter evaluated by fitting Ce Lz-edge EXAFS. The solid line is a linear fit of the data. Used with permission from [42] (“Contraction, cation oxidation state
and size effects in cerium oxide nanoparticles”, by J. S. P. Cresi et al., Nanotechnology, vol. 28, issue 49, article no. 495702, published on 13
November 2017; https://iopscience.iop.org/article/10.1088/1361-6528/aa926f; © 2017 IOP Publishing Ltd; permission conveyed through Copyright

Clearance Center, Inc. All rights reserved. This content is not subject to CC BY 4.0.
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10 ML ceria film. Figure 4a also reports the values expected for
bulk ceria and for epitaxially distorted ceria, assuming that the
film adopts an in-plane 3aceop = 4ap; or a Sacep2 = 7ap; coinci-
dence to compensate from the large lattice mismatch with the Pt
support. The values of the expected out-of-plane Ce-O dis-
tances in the two cases are calculated assuming the bulk elastic
constants. The 2 ML film adopts an epitaxial in-plane compres-
sion to match the substrate in a dominant 3acegr = 4ap;
(Figure 4a). The out-of-plane Ce—O bonds in the ultrathin film
appear shorter than expected considering the bulk elastic con-
stants, possibly because of the reduced dimensionality of the
system. In contrast, the epitaxial compression is completely
relaxed in the 10 ML film, which assumes interatomic dis-
tances compatible with the bulk value (Figure 4a) [41].

In analogy, for CeO, NPs of different diameters prepared using
physical synthesis the analysis of Ce L3-edge EXAFS data
demonstrated a progressive contraction of the Ce—O distance
with respect to the bulk value with decreasing diameter
(Figure 4b). The contraction showed a linear dependence on the
surface-to-volume ratio (Figure 4b), and it was ascribed to a
compressive strain arising from reduced dimensionality [42].
This effect was theoretically predicted [43], but it was never ex-
perimentally observed on chemically synthesized NPs, where an
expansion typically occurs [44-46], possibly due to the higher
Ce3* surface concentration compared to physically synthesized
NPs.

The short- and long-range structural modifications associated
with thermal reduction in CeO,/Pt(111) films, as well as the in-
fluence of the Pt substrate’s proximity, were investigated using
XANES/EXAFS combined with surface X-ray diffraction
(SXRD) [47]. A strong interaction between cerium oxide and
platinum was identified and associated to the formation of a
Ce-Pt alloyed interfacial phase exhibiting a (2 x 2) periodicity
[47]. The influence of the substrate on the stability and reactivi-
ty of supported ceria nanoislands has also been investigated by
Ce M5 XANES in the case of Au(111) [48]. A loss of redox ac-
tivity accompanied by an irreversible amorphization was ob-
served at high reduction temperatures, while a partial decompo-
sition of the ceria nanoislands to metallic cerium was found to
occur under milder conditions than on Pt(111) or other metal
substrates [48].

High-energy resolution fluorescence detected (HERFD)-
XANES was used to achieve a more detailed understanding of
the processes accompanying thermal reduction in ultrathin
Pt(111) supported cerium oxide nanostructures [49]. In this
technique, the incident photon energy is scanned across an
absorption edge, while a spectrometer selects the energy of the

emitted photons [50]. If a specific fluorescence decay with a
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sufficiently narrow energy bandwidth is selected, an energy
resolution higher than that limited by core-hole lifetime broad-
ening can be achieved. For Ce L3-edge absorption
(5715-5750 eV), the emission spectrometer was tuned to the
Ly channel at 4840 eV to obtain HERFD-XANES, which
showed to be sensitive to the electronic configurations of the Ce
4f levels and 5d band [51,52]. This approach, applied to Pt-sup-
ported cerium oxide films of 2 and 10 ML thickness, permitted
to clearly resolve the fine structure of the two groups of white
lines in Figure 2, ascribed to screened (A1) and unscreened
(A2) 2p-5d transitions with the additional splitting due to the
fine structure of the 5d band due to crystal field effects. As
shown in Figure 2a, the intensity and shape of the A1 feature of
the 2 ML sample are significantly modified by thermal treat-
ment in vacuum up to 770 K. At 1020 K, a new peak, labeled
B1 in Figure 5a, characteristic of Ce3*, appears. The A1 and A2
structures reappear after heating in O;, and recover a shape
close to the initial one after sample cooling to RT in O,. The
spectra of the 10 ML film (Figure 5b) instead show only
minimal changes with the same thermal treatments in vacuum
[49]. The study allowed the authors to conclude that in 2 ML
films vertical confinement and/or charge transfer from the plati-
num substrate, determine a higher reducibility than in 10 ML
films [49]. This is evidenced by the greater Ce3* concentration
formed during thermal treatments in high vacuum up to 770 K
and by the full reversibility of the process upon thermal treat-
ments in O, (Figure 5) [49].

The interaction between cerium oxide and Ag NPs of varying
sizes supported on a cerium oxide film were investigated using
EXAFS at the Ag K-edge [53]. The NPs exhibited an Ag—-Ag
interatomic distance contracted by 3—-4% compared to the bulk
value [53]. The contraction was mainly ascribed to dimension-
ality effects, with epitaxial effects having a minor role. Addi-
tionally, the Ag—O interatomic distance at the interface be-
tween the NPs and the supporting oxide was found to decrease
with decreasing NP size [53], possibly due to a stronger interac-
tion between Ag and cerium oxide in smaller NPs, resulting

from a greater charge transfer per atom [54].

A further possibility offered by synchrotrons is to measure
spatially resolved Ce M-edge absorption spectra in photoemis-
sion electron microscopy (PEEM) mode, in which the photon
energy is scanned across the XAS edge and the intensity of the
secondary electrons is detected using a PEEM. This allowed to
image the shape and size of ceria nanoislands on Ru(0001) and
to probe and compare the oxidation state in selected areas with
sub-micrometer spatial resolution [55]. In addition, the mor-
phology of zirconia—ceria mixed oxides supported on Rh(111)
and the oxidation states of the two oxides, individually and in

the mixed phase, were determined [39].
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Studies at ambient pressure

The identification of active sites in catalysts is a crucial prob-
lem in view of the optimization of catalyst efficiency and selec-
tivity. The possibility of carrying out spectroscopic studies
under conditions as close as possible to ambient pressure has
largely contributed to this goal. The application of these
methods to model systems allowed for a comparison with simu-
lations that were extremely valuable for a reliable interpretation
of the results.

Ambient pressure XPS studies can be performed using a differ-
entially pumped analyzer, which collects electrons at ambient
pressure while the body of the analyzer remains under UHV
conditions. Such instruments, installed at synchrotron radiation
facilities and applied to ceria-based model systems have given
an important contribution to understanding the surface chem-
istry of specific reactions. Coexisting Pt and ceria nanoparticles
supported on TiO,(110) were found to exhibit a unique reactivi-
ty for the binding and dissociation of CO,, not observed on the
TiO,(110) surface, on ceria supported on TiO(110), or on bulk
platinum surfaces [56]. In the same system, the high ability to
bind and activate CO, was exploited for the hydrogenation of
CO; to methanol, with the addition of water facilitating the pro-
duction of ethanol [57].

Given the high penetration depth of hard X-rays in materials,
XAS in the hard X-ray range is much easier than XPS to be
carried out under ambient pressure conditions; it provided valu-
able insight into the working principles of ceria-based catalysts.
In the soft X-ray range, the relatively high absorption of X-rays
by gases or liquids at ambient pressure and the limited inelastic
mean free path of secondary electrons, when total electron yield
is used as a detection mode, put some constraints on the appli-
cation of ambient pressure XAS in the soft X-ray range. Reac-
tion cells with an ultrathin membrane that confines the gas in a
narrow region extremely close to the sample surface were
applied to the study of Cu- and Fe-doped cerium oxide films
during thermal treatments in hydrogen at ambient pressure [58].
The combination of ambient pressure XANES and gas chroma-
tography was employed to correlate in real time the changes of
the chemical state of Cu, Fe, and Ce cations with oxygen
vacancy and water formation during thermal treatments in
hydrogen at ambient pressure [58]. The pure ceria film, in the
Ce** oxidation state with a dominant Ce L3-edge XANES
feature at 881 eV, showed a progressively increasing relative
intensity of the Ce3*-related features at 878.8 and 879.9 eV
with increasing temperature in Hy pressure (Figure 6a
compared with Figure 6d). In Cu-doped films, as the Cu con-

centration increases, the same treatment leads to a progres-
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sively higher intensity of the Ce3*-related features
(Figure 6b,c). This evidence, combined with the evolution of
the Cu oxidation state and with gas chromatography, suggested
that at moderate temperatures, Hy dissociation is favored by the
presence of Cul* sites, and at higher temperatures, water is
desorbed from the surface with the uptake of oxygen from
cerium oxide [58].

The same method was used to investigate the same system also
during exposure to water and to laser light at different tempera-
tures [59]. Also in this case the Cu dopant ions were found to be
active in modifying the electronic structure of CeO, and in
enabling a more efficient hydrogen production at lower temper-
atures, as compared to the pure oxide [59].

Dynamic studies of photoexcited states

The advent of X-ray free electron lasers has opened entirely
new research pathways in the field of oxides for energy applica-
tions. The ultrashort and ultraintense photon beams with vari-
able energy across a broad range can provide an accurate de-
scription of the processes that accompany any perturbation, for
example, photoexcitation, in materials. The element sensitivity
and the time resolution of the order of tens of femtoseconds and
below can be exploited to obtain insight into the processes
following photoexcitation in photocatalysts, important for the
rational optimization of these materials’ efficiency.

In ceria, as well as in other semiconducting oxides, the
formation of photoinduced small polarons after bandgap
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photoexcitation, was hypothesized based on optical
pump—probe spectroscopy experiments [60]. These quasi-parti-
cles, which originate from the coupling between photoexcited
charge and lattice distortions induced by the extra charges
themselves, largely influence the transport properties of the ma-
terial.

A study by Katoch et al. investigated the dynamics of photoex-
cited electron and hole polarons in a cerium oxide single crystal
and in a nanocrystal using FEL-based pump—probe XANES at
the Ce M5 and O K edges detected in total electron yield mode
[61]. The samples contained a non-negligible concentration of
Ce3* sites within the probed depth. The authors found evidence
for electron polaron formation within 0.7 ps, followed by fast
decay within a few picoseconds and remnant effects persisting
for longer than 1000 ps. In nanocrystals, the holes were found
to have longer lifetimes than in single crystals, and they
appeared mainly located close to the surface [61]. A different
study performed on clean and stoichiometric cerium oxide films
by pump—probe XAS at the Ce L3 edge in the XANES and
EXAFS range, detected in the total fluorescence yield mode,
provided proof for photoinduced polaron formation by clearly
demonstrating a time correlation between the electronic and
structural modifications within 500 fs and by finding a struc-
tural distortion quantitatively compatible with the one foreseen
for a photoinduced polaron [62]. The photoinduced polarons
were found to have a lifetime that exceeded 300 ps. The two

studies on samples with different defectivity and using tech-
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niques with different probing depths suggest that defects can act
as polaron trapping and recombination sites and that the excited
charge dynamics can be different on the surface and in the bulk

of the investigated oxide.

The chemical sensitivity of FEL was also exploited to investi-
gate the electron transfer process in a composite plasmonic/
semiconductor system, based on silver NPs embedded in a
CeO; film [63]. Pump—probe XANES measurements were per-
formed at the Ce Ny 5 edge upon photoexcitation of plasmonic
resonances in the metal NPs by visible laser pulses at an energy
lower than the cerium oxide bandgap. The four panels on the
right of Figure 7 show the variation of the transient absorption
as a function of the pump—probe delay time at selected FEL
photon energies across the Ce Ny 5 edge. The left panel of
Figure 7 shows the steady-state Ce Ny 5 XANES acquired using
synchrotron radiation on the composite film and two reference
spectra of Ce** and Ce3* from literature [64]. Also, it evi-
dences the photon energies used for the pump—probe FEL mea-
surements. The transient XANES intensity after pumping the
Ag plasmonic resonance, exhibits an increase by about 10% at
119 and 122 eV and a decrease by about 5% at 130 and 133 eV.
The changes in the transient XANES intensity occur within the
first few hundred femtoseconds and persist up to 1 ps delay
time between the pump and the probe. The observed ultrafast
changes across the Ce Ny 5 absorption edge are compatible with
a transient reduction of Ce ions in the film, as shown by the left

panel of Figure 7, and they demonstrate that the resonantly
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Figure 7: Left: Ce N4 5 XAS absorption spectra measured in transmission mode for the CeO5 film with embedded Ag NPs (solid black line). The spec-
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excited plasmonic Ag NPs transfer electrons to the Ce atoms of
the CeO, film through a highly efficient electron-based mecha-
nism [63]. The importance of this finding is that it provided a
direct explanation for the observed sensitization of wide-
bandgap oxides, such as cerium oxide, to the visible range
through the coupling with suitable plasmonic metal NPs. The
NPs convert the resonantly absorbed visible photons into
excited charges in the oxide, which have similar properties as
the ones induced by direct UV photoexcitation across the

bandgap.

Conclusions and Perspectives

The present review reports the advances brought by the use of
high-brilliance photon beams generated by synchrotron radia-
tion and FEL sources in the study of cerium oxide-based materi-
als in the form of model systems. Synchrotron radiation-based
spectroscopy methods have provided a higher energy resolution
and a higher sensitivity to elements with low concentration than
laboratory sources, allowing for the study of the properties of
ultrathin films, of the effect of low-concentration dopants, and
of the interaction with supported NPs. A quantitatively accurate
description of the material in its static form has thus been
achieved. The possibility to apply ultrashort and ultraintense
FEL pulses has opened exciting perspectives for element-sensi-
tive and time-resolved studies of the photoinduced processes in
cerium oxide-based and related systems. The first results ob-
tained by pump—probe XAS are very encouraging in view of a
more extensive application of other ultrafast FEL-methods, for
example, pump—probe photoemission, pump—probe resonant
X-ray emission spectroscopy, or pump—probe X-ray diffraction,
to more complex systems like highly doped and ternary oxides,
or to systems with variable and well-controlled defect densities
and architecture, also under operando conditions. Optimizing
the lifetime of photoexcited charges, but also understanding the
mechanisms and the extent of their spatial propagation, are
extremely relevant questions in order to design materials with
optimal efficiency.
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Abstract

Controlling high-temperature graphitization of diamond surfaces is important for many applications, which require the formation of
thin conductive electrodes on dielectric substrates. Transition metal catalysts can facilitate the graphitization process, which
depends on the diamond face orientation. In the present work, the role of a nickel coating on the electronic structure and chemical
state of graphite layers formed on the surface of a polycrystalline diamond (PCD) film with mixed grain orientation was studied. A
synthetic single-crystal diamond (SCD) with a polished (110) face was examined for comparison. The samples were coated with a
thin nickel film deposited by thermal evaporation. The graphitization of diamond with and without a nickel coating as a result of
high-vacuum annealing at a temperature of about 1100 °C was studied in situ using synchrotron-based X-ray photoelectron spec-
troscopy (XPS) and near-edge X-ray absorption fine structure (NEXAFS) methods. XPS data revealed the formation of a thin
graphite-like film with low-ordered atomic structure on the surface of the nickel-coated PCD film. The chemical state of sp>-
hybridized carbon atoms was found to be insensitive to the face orientation of the diamond micro-sized crystallites; however, the
layer defectiveness increased in areas with fine-dispersed crystallites. According to NEXAFS and Raman spectroscopy data, the
most ordered atomic structure of graphitic layers was obtained by annealing nickel-coated SCD. The angular dependence of
NEXAFS C K-edge spectra of nickel-coated (110) face after annealing discovered the vertical orientation of sp-hybridized carbon
layers relative to the diamond surface. The observed behavior suggests that sp? carbon layers were formed on the diamond surface

due to its saturation by released carbon atoms as a result of etching by nickel.
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Introduction

Diamond and graphite, both composed entirely of carbon atoms,
exhibit vastly different properties due to their distinct atomic
structures. Diamond is a wide bandgap semiconductor, which
makes it resistant to high voltages and ionizing radiation. In
contrast, graphitic materials demonstrate excellent electrical
conductivity. This divergence in physical properties has encour-
aged significant interest in producing hybrid materials which
combine these two forms of carbon [1-3]. In particular, such
graphene-on-diamond heterostructures have been shown to be
attractive for power electronics [4,5], microelectronic devices
[6,7], and detectors [7,8].

At room temperature and atmospheric pressure, carbon
in sp? hybridization is a metastable material. A significant
activation barrier hampers its relaxation into sp? graphitic
carbon, and this transformation occurs during vacuum heating
in the temperature range of 1500-1800 °C [9]. According
to molecular dynamics simulations, graphitization of
nonterminated diamond surfaces is initiated at 750 °C. A
temperature of about 1500 °C is needed for the formation of ex-
tended graphene-like layers, and temperatures higher than
2000 °C are required for the complete conversion of the
diamond (111) surface to graphitic layers [10,11]. Thermal
stability of diamond crystals depends on the crystallographic
orientation of their faces [12,13]. In particular, the (100) face
exhibits greater resistance to annealing compared to that of
the (111) face [10,13-15], and the (110) face has proven
to be the most unstable when exposed to high temperatures
[14,16].

The coating of diamond surface with a metal catalyst has
been explored to reduce the temperatures required for the initia-
tion of the graphitization process. Nickel [17-24], iron [25-28],
copper [29,30], gallium [31], and molybdenum [32] allow the
fabrication of graphene-on-diamond heterostructures by
annealing. Among those, nickel attracts specific attention since
the 1960s [33] because its lattice parameter is close to that of
diamond. Single-crystal diamond (SCD) substrates were
subjected to nickel-assisted graphitization [17-21]. The transfor-
mation of the SCD surface into graphene requires annealing at
temperatures above 800 °C [21]. The annealing of nanocrys-
talline diamond (NCD) films in the presence of a Ni catalyst
has been recently explored [22-24]. It was shown that
graphitization of Ni-coated NCD films begins at a relatively
lower temperature of about 500 °C [23]. Such a significant de-
crease in the temperature at which graphitization starts
compared to that of the Ni-coated SCD is due to the presence
of multiple grain boundaries, along which the diffusion
of Ni atoms takes place, facilitating the graphitization process
[34].

Beilstein J. Nanotechnol. 2025, 16, 887-898.

The process occurring at the interface between diamond and Ni
nanoparticles was revealed using high-resolution transmission
electron microscopy (HRTEM) [19,24]. During annealing, Ni
nanoparticles etch the diamond surface, resulting in the forma-
tion of a narrow interdiffusion zone. The carbon atoms released
from the diamond surface diffuse across the Ni surface. After
the Ni particles are saturated with carbon, the excess carbon
precipitates to form the sp>-hybridized graphitic layers parallel
to the Ni surface [19,24]. Alternatively, these atoms could
diffuse along the etched diamond surface, saturating the
dangling bonds and producing the sp2 carbon on the free
diamond surface, or diffuse into the Ni bulk, feeding the graph-
ite formation from the side of the catalytic particle [19].
Comparing the morphology of Ni-coated SCDs annealed under
similar conditions revealed the anisotropic nature of both the
diamond etching [35,36] and the graphitization of the diamond
surface [19]. In particular, the (111) face was found to be resis-
tant to etching, producing a thin layer of disordered graphite
that was weakly bonded to the underlying diamond surface but
strongly attached to the Ni particles. In contrast, the Ni nanopar-
ticles penetrate beneath the (110) and (100) surfaces, creating
pits that were partially filled with graphite covalently bonded to
the etched diamond surface.

From prior works, it can be seen that the Ni-assisted graphitiza-
tion of diamond has been studied on either SCDs, which have
better properties but high cost, or on more affordable NCD
films, whose properties are notably inferior to their monocrys-
talline counterparts. In this regard, microcrystalline diamond
(MCD) films could serve as a more suitable alternative to
SCDs. Therefore, the Ni-assisted graphitization of MCD films
requires a detailed study. HRTEM has proven very useful for
investigating the graphite-diamond interface [19,24]. However,
it provides information about local morphology and ordering of
diamond surface and graphite layers. X-ray photoelectron spec-
troscopy (XPS) and near-edge X-ray absorption fine structure
(NEXAFS) methods are noncontact and nondestructive methods
to investigate the chemical state of the elements on the surface
and in the bulk of solids. The signals collected over a large sur-
face area provide overall insight into the surface state. More-
over, the polarization-dependence of NEXAFS spectra provides
information about the spatial orientation of 7 and o orbitals rela-

tive to the photon incidence.

In the present work, we focused on the changes in the surface
state of Ni-coated polycrystalline diamond (PCD) films
composed of micron-sized grains with (110) and (111) faces
during high-vacuum annealing at a temperature of about
1100 °C. To exclude the influence of impurities from the air,

the annealed samples were examined in situ using XPS and
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NEXAFS without contact with the air. XPS and NEXAFS spec-
troscopy investigations of heat-induced transformation of the
surface of bare and Ni-coated PCD films were conducted at the
experimental station of the Russian-German Beamline using
the BESSY II synchrotron radiation facility. To achieve vari-
able depth sensitivity, XPS spectra were collected at two excita-
tion photon energies, and NEXAFS spectra were recorded using
two registration modes. Additionally, angle-resolved NEXAFS
spectra of annealed Ni-coated SCD were measured to reveal the
orientation of the formed graphitic layers. After synchrotron
measurements, the samples were exposed to air and further
analyzed using Raman spectroscopy and scanning electron
microscopy (SEM). The obtained results revealed detailed
information about the morphology of the graphitized layer
formed on the PCD film surface during annealing in the pres-
ence of nickel. We were also able to determine the texture of
these graphitized layers relative to the (110) face of SCD.

Results and Discussion

Surface transformation of bare and nickel-
coated polycrystalline diamond films under
high-vacuum annealing

The PCD film was produced by plasma-enhanced chemical
vapor deposition (PE CVD) using acetone (CH3),CO, hydro-
gen, and air as the precursor gases for the plasma [37]. The film
consists of crystallites with nonuniform geometry, dimensions,
and orientation (Supporting Information File 1, Figure Sla—c).
The large diamond micro-sized crystallites, measuring about
100 um, have a complex cuboctahedron shape with facets that
have straight and acute angles. Electron backscatter diffraction
(EBSD) analysis detected (110) and (111) crystallographic
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TEY mode
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9
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planes on the surface of the PCD film (Supporting Information
File 1, Figure S1b). The mapping did not show regions with the
(100) orientation, although cubic faces are visible in the SEM
images. The signal from these faces is probably weakened due
to the tilt of the crystallites and the rough PCD film. Various
growth defects, including pits, cracks, steps, and protrusions are
present on the diamond faces. The secondary nucleation of
diamond caused the formation of submicron-sized diamond
grains and smoothing of the shape of large crystals. Raman
spectroscopy revealed high crystalline quality in the PCD film
at the micron scale (Supporting Information File 1, Figure S2).
Thermal evaporation of nickel and its deposition on the PCD
film surface resulted in the formation of a uniform metallic
layer with a thickness of about 40 nm (Supporting Information
File 1, Figure S1d). The bare PCD film and that with a nickel
coating (denoted Ni-PCD) were placed on the same holder and
simultaneously annealed in the vacuum chamber of the RGL-
PES end-station of BESSY at 1100 °C for 15 min. After
annealing, PCD and Ni-PCD films were cooled to room temper-
ature without contact with air and examined in situ using
NEXAFS and XPS methods. The changes in the chemical state
of the surface of the PCD and Ni-PCD films as a result of

annealing were examined.

The NEXAFS C K-edge spectra were simultaneously recorded
in total electron yield (TEY) and Auger electron yield (AEY)
modes to probe the volume (10 nm) and the surface (3 nm) of
the films, respectively (Figure 1). The C K-edge spectra of the
annealed samples show a sharp peak at 289.3 eV assigned to the
electron transition from 1s to unoccupied o* states within the
sp3—hybridized carbon atoms in the diamond (0*(sp3)) and a

wide dip at 302.2 eV corresponding to a second absolute gap in
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Figure 1: NEXAFS C K-edge spectra of PCD and Ni-PCD films after high-vacuum annealing at 1100 °C, measured in a) TEY mode and b) AEY

mode.
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the diamond band structure [38]. In the TEY spectra of both
PCD and Ni-PCD films, the aforementioned spectral features
are well pronounced, indicating the preservation of the ordered
crystalline structure of diamond in the bulk of the film after
annealing (Figure 1a). In the AEY spectra of both films, the
smoother shape of the 6*(sp?) resonance and the shallower dip
suggest to the presence of structural disorders on the surface of
diamond films (Figure 1b). The amount of these disorders in
Ni-PCD is higher than that in PCD. This result confirms
previous findings that the metal catalyst induces the formation
of disordered carbon on the diamond surface during annealing
[21-23]. All spectra also show a weak feature at 285.5 eV,
which corresponds to the electron transitions from C 1s to unoc-
cupied 7* states in sp-hybridized carbon species (r*(sp2)). It
was found that ls—n*(spz) excitations in the aromatic mole-
cules and graphene also contribute to the spectral region be-
tween 286.0 and 288.5 eV, albeit with a low intensity [39,40].

The 7*(sp) peak is more intense in the AEY spectra than in the
TEY spectra, meaning that the film surface consists of carbon
atoms in sp-hybridized state. The *(sp?) peak in the spectra of
the annealed Ni-PCD film has a much higher intensity than that
in the spectra of the annealed PCD film. Based on this observa-
tion, we can conclude that nickel promotes the conversion of
the diamond film surface into an sp2-carbon coating upon
annealing. This result confirms previously reported findings,
which demonstrated the catalytic role of nickel in the recon-
struction of a diamond surface [17-24]. Based on electron
microscopy and Raman spectroscopy data, the authors of those
studies claimed that graphite or graphene-like layers are prod-
ucts of the diamond annealing process.

The intensity ratio of Tf*(sz)- and 0*(sp2)-resonances in
NEXAFS C K-edge spectra of the annealed samples can be
used for qualitative assessment of structural perfection in a
graphitic-like material. Graphite and graphene have a high
degree of local crystallinity (i.e., high ordering of carbon atoms
in the honeycomb network) and their C K-edge spectra contain
a narrow and intense n*(spz)-resonance [41,42]. However, the
rather low intensity of the 7*(sp?)-resonance in the spectrum of
the annealed Ni-PCD film indicates that annealing of polycrys-
talline films on average leads to the formation of structurally
highly disordered forms of sp® carbon layers. The AEY spectra
of the annealed PCD and Ni-PCD films exhibit an additional
pronounced feature at about 284.0 eV, which can also be
assigned to *(sp?)-resonance and associated with the presence
of large aromatic fragments on the surface of both annealed
films [43]. Moreover, this peak overlaps with the characteristic
C K-edge features of transition metal carbides. Therefore, it can
also be attributed to the presence of Ni—C states in the annealed
Ni-PCD film [44].
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Survey XPS spectra of the annealed samples showed a strong C
Is line at ~285 eV and a weak Ni 3p peak at ~67 eV only for
the Ni-PCD film (Supporting Information File 1, Figure S3).
Oxygen and other elements were not detected on the surface of
the samples. The low surface concentration of nickel (0.1 atom
%) could be associated with the heat-induced reorganization of
the Ni layer into particles, which can penetrate into the diamond
substrate due to the counter-diffusion of carbon and nickel [19].
The immersing of metal particles into diamond was discussed in

detail in previous works [27,28].

The XPS C 1s spectra were measured upon excitation by
photons with energies of 830 and 330 eV to probe different sur-
face depths of the samples after annealing (Figure 2). In these
cases, the inelastic mean free path for electrons emitted from the
C 1s level in diamond is about 1.0 nm (probing depth of 3 nm)
for 830 eV and 0.7 nm (probing depth of 2.1 nm) for 330 eV,
respectively [45]. The C 1s spectrum of PCD after high-vacuum
annealing was fitted with two components. The dominant peak
at 285.2 eV is assigned to sp3-hybridized carbon atoms in
diamond crystals. Additionally, there is a tiny peak at 284.3 eV
assigned to sp2-hybridized carbon atoms. The relative area of
this sp2-peak is 3% in the spectrum measured at 830 eV, and
becomes significantly larger (16%) as the photon excitation
energy decreases to 330 eV. The rather small amount of sp? car-
bon in the 2 nm thick surface layer indicates that the tempera-
ture and duration of the annealing process were not sufficient to
achieve significant graphitization of the PCD surface without a
nickel layer. In contrast, an intense sp2-carbon component is ob-
served in the C 1s spectra of Ni-PCD, confirming that the
diamond surface in the presence of nickel catalyst more readily
transforms to sp2-hybridized carbon. For excitation at 830 eV,
the sp? peak is quite broad (1.1 eV) compared to that in the
spectrum of a highly ordered graphite crystal (0.6 eV) [42]. The
reason for this is the high density of defects in the carbon layer
formed on the Ni-PCD surface during annealing. In the spec-
trum of the annealed Ni-PCD surface, the peak at 285.2 eV can
be assigned to diamond sp-states similar to that in the initial
diamond. However, highly disordered sp> carbon states (Cgjs)
can also give rise to this peak. According to a recent XPS study
of the graphitization process of Ni-coated NCD films, a disor-
dered carbon was found to form on the nickel surface, which
then partially transformed into a graphitic phase at higher tem-
peratures [23]. Moreover, the spectra of the annealed Ni-PCD
film demonstrate an additional peak at a low binding energy of
283.3 eV corresponding to carbon bonded with nickel (denoted
as C-Ni in Figure 2). The amount of C-Ni states decreases as
the probing depth increases. The XPS data are consistent with
the AEY NEXAFS spectrum of the annealed Ni-PCD,
confirming that the Ni coating facilitates the transformation

of the diamond surface upon heating, resulting in the develop-
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Figure 2: XPS C 1s spectra of PCD and Ni-PCD films after high-vacuum annealing at 1100 °C, measured at excitation photon energies of a) 830 eV

and b) 330 eV.

ment of a thin sp? carbon layer over the entire surface of the

sample.

The chemical state of nickel in the annealed Ni-PCD film was
elucidated using XPS and NEXAFS spectroscopy to probe the

local environment of metal atoms on the surface and inside the

bulk (Figure 3). The XPS Ni 3p spectrum was fitted by three
doublets, related to the spin—orbit splitting into Ni 3p3/, and
Ni 3p;/, components, separated by 1.6 eV (Figure 3a). The most
intense doublet with the Ni 3p3/, component at 66.1 eV is attri-
buted to metallic nickel [46]. The high-energy doublet with the
Ni 3p3/; component at 68.1 eV corresponds to the oxidized
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Figure 3: a) XPS Ni 3p spectrum measured at 830 eV and b) NEXAFS Ni L-edge spectra recorded in TEY and AEY modes of Ni-PCD film after high-

vacuum annealing at 1100 °C.
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states of nickel (Ni—O). The appearance of these states may be
due to the interaction of nickel with residual water in the
vacuum chamber or with oxygen desorbed from the silicon sub-
strate during annealing [47]. The low-energy doublet with the
Ni 3p3,, component at 65.0 eV can be referred to nickel bonded
with carbon (Ni—C) [48]. The Ni—O and Ni—C doublets contrib-
ute no more than 14% to the total spectral area (with a surface
content of less than 0.01 atom %). The NEXAFS Ni L-edge
spectra measured in TEY and AEY modes show peaks at 852.7
and 870.4 eV, corresponding to L3 and Lj-edges, respectively
(Figure 3b). According to their energy positions, the metallic
nature of the nickel appears to dominate both in the bulk and on
the surface of Ni-PCD after annealing [49].

After completion of synchrotron investigations, the PCD and
Ni-PCD films were removed from the vacuum chamber for
further SEM and Raman analysis under ambient conditions.
Figure 4 shows SEM images of some large crystallites of about
100 um in size on the surfaces of the annealed PCD and
Ni-PCD. These crystallites have well-defined triangular (111)
faces and truncated rectangular faces, which could be assigned
to either the (110) or (100) planes. Since the (110) orientation of
grains strongly dominates, as shown by the EBSD map, the
rectangular faces will be referred to as (110). The bare film
almost completely preserved its initial morphology after
annealing. A close examination revealed that the diamond faces
are sufficiently flat and show no signs of thermal degradation.
In the annealed Ni-PCD film, the crystallites have a rougher

oy
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surface. SEM images do not allow for a definite confirmation of
whether sp? carbon is present on the surface, even near defec-
tive states, partly due to its fine structure.

Comparison of SEM images taken from two different faces of
the Ni-coated crystallite reveals that the initially solid nickel
layer is rearranged into particles whose shape and distribution
depend on the orientation of the diamond face (bright spots in
bottom panels in Figure 4). In particular, on the rectangular
(110) faces, nickel particles are flatter and more evenly distri-
buted than those on the triangular (111) face. Previous studies
showed that the etching of diamond through the reaction with
Ni during annealing is an anisotropic process [19,35,36]. In par-
ticular, the (100) and (110) faces are etched simply, while the
(111) face is flattened during the process. We assume that small
nickel nanoparticles formed above the (110) faces are embed-
ded in the diamond, while their agglomerates remain on the
(111) faces, appearing as large particles enclosed in carbon
shells. Element mapping analysis based on energy-dispersive
X-ray (EDX) spectroscopy revealed a uniform distribution of
nickel particles in the top layers of all diamond faces after
annealing (Supporting Information File 1, Figure S4). The low
resolution of the EDX instrument used did not allow the detec-
tion of nickel-free areas of diamond surfaces.

Raman spectroscopy was used to compare the different regions

of the annealed PCD and Ni-PCD films (Figure 5 and Support-
ing Information File 1, Figure S5). The spectra recorded for two

X7,000 m E 50KV X7,000

Figure 4: SEM images of crystallites with different faces in annealed PCD and Ni-PCD films.
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Figure 5: Raman spectra of a) PCD and b) Ni-PCD films after annealing in high vacuum at 1100 °C. The spectra were registered from two different
faces of a diamond microcrystal (1 and 2) and from the region between microcrystals (3).

different faces of large microcrystallites in the annealed PCD
film look similar (Figure 5a, Supporting Information File 1,
Figure S5a,b). They demonstrate the main diamond peak at
1333 cm™! corresponding to the first-order scattering of the Fa,
symmetry. The high intensity and small full width at half
maximum (FWHM) of 4 cm™! of this band and the absence of
other Raman features indicate the high crystallinity of the sp3
lattice and the low concentration of nondiamond phases in the
annealed PCD. The spectrum taken from the area between the
microcrystallites, in addition to the diamond band, shows a
weak Raman signal from the sp2-hybridized carbon, namely a
broad G band at 1580 cm™! from C=C stretching vibrations.
This indicates that in our experimental conditions, the partial
graphitization of bare PCD film occurs more actively in the
areas with small crystallites enriched with boundaries and

defects, while large crystallites retain their diamond structure.

The out-of-focus Raman spectrum of the annealed Ni-PCD film
taken from a large area demonstrates intense Raman peaks from
both diamond and sp2-carbon (Supporting Information File 1,
Figure S6). In contrast, the Raman spectra taken from two dif-
ferent faces of large crystallites and from an area with small
crystallites in the annealed Ni-PCD film only demonstrate the
Raman peaks from sp2-carbon and the absence of the diamond
peak at 1333 cm™! (Figure 5b, Supporting Information File 1,
Figure S5c-e). The probing depth of Raman scattering is esti-
mated to be about 90 nm (Supporting Information File 1, Table
S1). This suggests that nondiamond components with a thick-
ness of no less than 90 nm, consisting of sp2-carbon and
Raman-inactive nickel particles, uniformly cover the faces of
large diamond crystallites. In addition to the G band at 1584
cm™!, there are two distinct peaks at 1352 and 2710 cm”L, cor-

responding to the D and 2D bands. The D band represents the

disordered vibration modes of graphitic hexagonal layers, and
the 2D band originates from the second-order double-resonant
scattering process. In general, the quality of graphene layers can
be evaluated by the ratio of the intensities of the D and G peaks
(Ip/Ig). The spectrum recorded from the area containing small
diamond crystallites exhibits the highest Ip/Ig value of 0.43,
which is approximately twice as high as the Ip/lg value of 0.25
for the faces of the large diamond crystallite. This indicates that
the sp2-hybridized carbon layers formed during the catalytic
graphitization of small crystallites contain more defects com-
pared to those formed on the continuous surface of micro-sized
crystallites. The number of graphitic layers in the carbon
coating forming the graphitized surface of the annealed Ni-PCD
film can be analyzed by the ratio of the intensity of 2D and G
peaks (I;p/lg) and the FWHM of the 2D peak [50]. A mono-
layer graphene typically has the I5p/Ig values greater than 2 and
the FWHM of the 2D peak of ~30 cm™!. In all spectra measured
from different areas of the annealed Ni-PCD film, the Ir,p/Ig
value is about 0.6 and the FWHM of the 2D peak is ~90 cm™!.
This suggests the formation of multilayer graphitic stacks on
different faces of the annealed Ni-PCD film.

To summarize this section, diamond microcrystallites are highly
resistant to transformation into sp? carbon as a result of vacuum
annealing at a temperature of 1100 °C. An exception is smaller
diamond crystallites, whose surfaces partially transform into
amorphous sp2-like carbon. The presence of a nickel layer
promotes the conversion of the diamond surface into graphitic-
like thin films with high concentration of structural defects. Al-
though the morphology of nickel nanoparticles varies
depending on the orientation of the diamond face, we did not
observe differences in the chemical state of sp® carbon located

in the same regions. This suggests that the structure of the
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graphitic-like coating formed during Ni-assisted graphitization
depends to a small extent on the crystallographic orientation of
the diamond surface, and is mainly determined by the annealing
temperature. On the other hand, the defectiveness of the sp?
layers is influenced by the crystallite size and the presence of
intrinsic structural defects in the diamond.

Orientation of graphitic layers on the (110)
face of single-crystal diamond after annealing
at 1150 °C

In order to eliminate the role of nickel in the reconstruction of
the (110) diamond surface and the orientation of sp2 carbon
layers, we coated the (110) face of SCD with a thin nickel film
of the same thickness as that on the PCD. Next, we annealed it
and conducted angle-dependent TEY NEXAFS measurements
at the C K-edge.

Figure 6 compares the C K-edge spectra of the bare polished
(110) face of SCD (Figure 6a) and the Ni-coated (110) face of
SCD (Figure 6b) after annealing and subsequent cooling to
room temperature. The spectra display the characteristic fea-
tures of sp3-hybridized carbon, namely, the o*(sp>)-resonance
at 289.3 eV and the second gap at 302.3 eV, as well as the
Tf*(sz)— and 0*(sp2)—resonances at 285.3 and 291.4 eV of the
spZ-hybridized carbon. In the spectrum of the Ni-SCD face, the
ﬂ.’*(sz)- and 0*(sp2)-resonances have lower width and signifi-
cantly higher intensities (Figure 6b) compared to the spectra of
the annealed PCD and SCD, as well as to the Ni-PCD film
(Figure 1b). This data indicates that nickel-assisted transformat-
ion of the (110) face of SCD produced the graphitic-like coating
with a much more ordered structure than that formed on the
nickel-coated polycrystalline film. The Raman spectrum of
the annealed Ni-SCD sample exhibits a weak D-band and a
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narrow G-band with the Ip/lg ratio of 0.15 (see inset in
Figure 6b). This value is lower than that for the annealed
Ni-PCD film. Together with the higher intensity of the 1*(sp?)-
resonance in the NEXAFS C K-edge spectrum, this suggests
that the defectiveness of the formed sp2-hybridized carbon
layers decreases as the size of the annealed diamond face in-
creases.

For the annealed Ni-SCD sample, the spectra were measured at
angles of 90° and 50° between the photon beam and the sample
surface (Figure 6b). This change in the orientation of the
diamond crystal relative to the incident radiation from normal to
tilted leads to a decrease in the intensity ratio of the m*(sp?)-
resonance to the o*(sp2)-resonance (I+/I5+). This is opposite to
the dependence for highly oriented pyrolytic graphite [51], and
is similar to the dependence for a film of vertically aligned car-
bon nanotubes [52]. In layered graphite, there is a separation of
electron orbitals with respect to symmetry: o orbitals lie in the
basal plane of graphite, while m orbitals are oriented perpendic-
ular to this plane [53]. The difference in the polarization of m-
and o-electrons explains the dependence of NEXAFS spectra of
graphitic materials on the angle of incidence of the radiation.
Thus, it can be concluded that the orientation of graphitic layers
is predominantly vertical relative to the diamond surface.

The intensity ratio I;+/I5+ is 0.67 at an angle of incidence of 90°
and decreases to 0.44 with decreasing angle to 50°. These
values can be used to quantitatively estimate the disordering of
graphitic layers in crystallites. An increase in the width of the
angular distribution of graphitic layers results in a weakening of
the angular dependence of NEXAFS spectra. Comparing the
calculated dependences of the intensity ratio I;+/Iy+ [52] with

our experimental results, the width of the angular distribution of
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Figure 6: NEXAFS C K-edge spectra measured in TEY mode for a) bare and b) Ni-coated (110) face of SCD after high-vacuum annealing at
1150 °C. The angle of incidence of the synchrotron radiation was a) 65° for SCD and b) 50 and 90° for Ni-SCD. The inset in panel (b) shows Raman

spectra of annealed SCD and Ni-SCD samples.
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graphitic layers is no more than 5°, meaning a slight deviation

of graphitic layers from the vertical position.

According to [19], graphite layers grow both on Ni particles
parallel to their surface and on the etched (110) face of Ni-free
diamond at a large angle to the diamond surface. The observed
angular dependence of NEXAFS resonances from sp? carbon
indicates that the majority of graphite layers is predominantly
located on the outermost surface of Ni-free diamond at a large
angle, close to a right angle. A similar angular behavior of the
NEXAFS spectrum was previously observed for the iron-coated
(100) face of a polished SCD after vacuum annealing at
1150 °C [27] and for the (111) face of SCD annealed at 1250 °C
[15].

Conclusion

Polycrystalline diamond films with mixed grain orientations
were synthesized by the PE CVD method from hydrogen/ace-
tone/air plasma and coated with a 40 nm thick nickel layer. In
situ XPS and NEXAFS data revealed the difference in the
chemical state of carbon atoms on the surface of bare and
Ni-coated PCD films after annealing in high vacuum at
1100 °C. The temperature used was found to be hardly suffi-
cient to transform the bare surface of the polycrystalline film,
while the presence of the nickel catalyst promoted this process,
causing the formation of the thin graphitic-like coating. Nickel
increases the degree of atomic ordering of the graphite layers
formed as a result of the thermal transformation of diamond.
The SEM images revealed that nickel particles effectively etch
the (110) face, while they mostly stay on the (111) surface, indi-
cating anisotropic diamond etching during heating. Despite
these differences, the Raman spectra recorded from the differ-
ent faces of the annealed microcrystallites were similar, indicat-
ing that the carbon coating consisted of graphitic multilayers
with a similar structure. The (110) face of SCD was covered
with nickel and annealed in high vacuum at 1150 °C.
Comparing the NEXAFS C K-edge spectra and Raman spectra
of the annealed Ni-SCD and Ni-PCD samples indicates that the
amount of defects in the formed graphite layers decreases as the
size of the diamond face increases. The best crystallinity of the
sp? carbon coating was observed in the case of the SCD sub-
strate. Changing the angle between the synchrotron beam and
the flat surface of Ni-SCD revealed a significant increase in the
m*(sp?) peak intensity at normal incidence. This behavior indi-
cates an anisotropic texture of sp® carbon coating, correspond-
ing to the upright orientation of graphitic layers relative to the
(110) face of SCD. Given that the nickel particles coated with
sp? layers are primarily embedded within the diamond bulk, this
suggests that the topmost surface of the annealed (110) face of
diamond is mainly formed through the saturation of bonds on

the etched diamond surface by free carbon atoms diffusing from
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the Ni-diamond interface. This implies that the multilayer
graphitic layers formed on the surface of micro-sized crystal-
lites in the annealed Ni-coated PCD are also oriented perpendic-
ular to the crystallite surface. Our results can be useful for
controlling the growth of graphitic coatings on dielectric
diamond surfaces with a polycrystalline structure and grains of
different sizes and crystallographic orientations.

Experimental

The growth of PCD films on silicon substrates was performed
using PE CVD with a hydrogen/acetone/air mixture. The depo-
sition parameters were typical of those previously employed for
an “Astex” system (2.45 GHz, 4.5 kW): a pressure of 115 Torr,
hydrogen, acetone, and air flow rates of 500, 18, and 0.3 sccm,
respectively, and substrate temperature in the range of
940-980 °C [28,37]. The obtained films were about 500 pm
thick. Synthetic SCD were produced using high-pressure high-
temperature (HPHT) method on a BARS apparatus [54]. The
starting materials included a graphite rod (99.99% purity), a
Nig 7Fe( 3 alloy as a solvent catalyst, and a synthetic diamond
(=0.5 mm) as a seed crystal. The SCD crystals were polished
along the (110) plane to obtain the (110)-oriented crystal face.
The surface of a PCD film and the (110) face of a diamond
crystal were coated with a nickel film using thermal evapora-
tion method (HBA Carl Zeiss Jena setup). The parameters of
similar metal depositions are described elsewhere [27]. Nickel
was deposited onto the surfaces of the samples for 30 s, result-
ing in the formation of metallic films with a thickness of about
40 nm.

The thermal transformation of the samples and XPS and
NEXAFS experiments were carried out at the RGL-PES end
station of the Russian—German dipole beamline (RGBL dipole)
of the Berliner Elektronenspeicherring fiir Synchrotron-
strahlung (BESSY II) operated by the Helmholtz-Zentrum
Berlin fiir Materialien und Energie (Berlin, Germany) [55].
Light polarization at the RGBL dipole is linearly horizontal.
The samples were fixed in pairs to a molybdenum holder using
molybdenum foil strips so that spectra could be recorded from
bare and Ni-covered PCD films and bare and Ni-coated SDC
with the (110) face directed outwardly. Before the measure-
ments, the samples were annealed in ultrahigh vacuum
(107 mbar) in a preparation chamber of the end station. The
annealing was performed at 1100 °C for bare and Ni-coated
PCD films and at 1150 °C for bare and Ni-coated SCD samples
for 15 min to reconstruct the sample surface. After annealing,
the samples were cooled naturally and transferred to an analyti-
cal chamber without breaking ultrahigh vacuum conditions.

The NEXAFS spectra of the annealed samples were registered
using TEY and AEY modes, which provided complementary
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information about the chemical state of carbon in the volume
and at the surface of the samples. The mean probing depth was
estimated to be no more than 10 nm for TEY and 3 nm for
AEY. The TEY spectra were recorded by measuring the leakage
current with a Keithley ammeter. The experimental data were
normalized to the ring current and photon flux measured using a
clean gold crystal. In the AEY spectra, emitted Auger electrons
were measured using a PHOIBOS 150 analyzer. The polar rota-
tion of the annealed Ni-coated SCD on the manipulator was
used to measure the C K-edge spectra at angles of 50° and 90°
between a horizontally polarized photon beam and the sample
surface. The spectra of bare SCD and PCD samples were
measured at angles of 65° and 35°.

The XPS spectra were collected using the PHOIBOS 150
analyzer at photon excitation energies of 330 and 830 eV.
Considering the electron inelastic mean free path in solids, the
probing depth of the XPS spectra is estimated to be approxi-
mately 3 nm for 830 eV and about 2 nm for 330 eV. The energy
calibration of the XPS spectra was performed by referring to the
Au 4f7), line at 84.0 eV measured from a clean Au foil. XPS
data processing was carried out using CASA XPS software
version 2.3.15. Fitting of the core-level spectra was performed
using the sum of Gauss—Lorenz and Doniach—Sunjic functions
after the subtraction of a Shirley’s background.

The morphology of the clean and Ni-coated PCD film after
annealing in high vacuum at 1100 °C was studied using SEM
with a JEOL 6700F microscope (accelerating voltage of 5 kV,
JEOL Ltd., Tokyo, Japan). EDX spectroscopy analysis was
carried out on a Bruker XFlash 6 spectrometer. EBSD analysis
of PCD crystalline orientation was performed using a Hitachi
S-3400N microscope (accelerating voltage of 20 kV, Hitachi
Ltd., Berkshire, UK) equipped with a HKL Advanced EBSD
System Nordlys II S. The diffraction patterns were obtained
using Flamenco software and analyzed using Tango software.
Raman analysis was conducted using a LabRAM HR Evolution
spectrometer (Horiba Ltd., Kyoto, Japan). The spectra were
excited with a 514 nm laser at a power of 1.9 mW. The laser
beam was focused to a diameter of about 1 um using an
LMPlan FL 50%/0.50 Olympus objective. All measurements
were carried out at room temperature.
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Abstract

Transmission X-ray microscopes (TXMs) are now increasingly used for quantitative analysis of samples, most notably in the spec-
tral analysis of materials. Validating such measurements requires quantitatively accurate models for these microscopes, but current
TXM models have only been tested qualitatively. Here we develop an experimental and theoretical framework for evaluation of
TXMs that uses Mie theory to compute the electric field emerging from a nanosphere. We approximate the microscope’s condenser
illumination by plane waves at the mean illumination angle and the zone plate by a thin lens. We find that this model produces good
qualitative agreement with our 3D measurements of 60 nm gold nanospheres, but only if both § and & for the complex refractive
index n = 1 — 9 + ip of gold are included in the model. This shows that both absorption and phase properties of the specimen influ-
ence the acquired TXM image. The qualitative agreement improves if we incorporate a small tilt into the condenser illumination
relative to the optical axis, implying a small misalignment in the microscope. Finally, in quantitative comparisons, we show that the
model predicts the nanosphere’s expected absorption as determined by Beer’s law, whereas the microscope underestimates this
absorption by 10-20%. This surprising observation highlights the need for future work to identify the microscope feature(s) that

lead to this quantitative discrepancy.
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Introduction

Transmission X-ray microscopes (TXMs) operating in the soft
and tender X-ray energy range are valuable tools for structural
analysis in both biomedical and materials science research
[1-4]. These microscopes yield images at a lateral resolution
approaching 25 nm, from which quantitative data are often
extracted. For example, in materials science applications, nano-
scale spectromicroscopy [5-8] is used to examine a sample
around its absorption edges, which provides insights into its
electronic structure. In biomedical applications [9-12], absorp-
tion at selected locations in the sample is used to determine the
amount of a material at those sites.

Validation of these quantitative measurements requires a quan-
titatively accurate TXM model. Such models are also valuable
both for the design of new soft TXMs, which relies on a deep
understanding of the microscope’s image-formation process,
and for the improvement of 3D tomographic reconstruction pro-
cedures [13-16], which are used to produce 3D volumes from a
2D tilt series of TXM images. Over the past three decades,
models for soft TXMs have grown increasingly sophisticated
[17-19], with the two most recent both incorporating the 3D
nature of the imaging process [20,21]. A 3D model is essential
to accurately account for the microscope’s large but neverthe-
less finite depth of focus. Otén et al. [20] developed the first 3D
model, making several assumptions to simplify the analysis, in-
cluding that imaging is incoherent and that only the absorption
component f of the sample’s refractive index needs to be
considered. The latter assumption means that light rays
traversing the sample follow Beer’s law of absorption, and so
we refer to this model as the incoherent Beer’s law (inc-BL)
model.

Not all the assumptions of the inc-BL. model match the TXM
we have used in this study at the electron storage ring BESSY II
in the Helmholtz-Zentrum Berlin. Specifically, the sample illu-
mination is not incoherent, but rather partially coherent because
the sample is illuminated over a narrow angular range of
0.83—1.18° and the numerical aperture (NA) of the condenser is

less than the NA of the zone plate objective.

To improve the inc-BL model, Selin et al. [21] developed a
more sophisticated 3D model that addressed the microscope’s
annular illumination by replacing the full annular illumination
range by its mean angle. This mean angle is less than the accep-
tance angle of the objective and so introducing this into the
model also accounts for the microscope’s partial coherence
arising from the mismatch of the condenser and objective NA’s.
Furthermore, rather than Beer’s law, Selin et al. used the para-
bolic wave equation to propagate light through a sample that

was defined by its 3D distribution of complex refractive indices,

Beilstein J. Nanotechnol. 2025, 16, 1113-1128.

thereby accounting for both the absorption and phase properties
of the sample. We refer to this model as the partially coherent,

parabolic-wave-equation (pc-PWE) model.

In the current study, we continue this effort toward further de-
velopment of 3D models for TXMs. First, we introduce Mie
theory as an alternate approach for light propagation through
the sample. Mie theory provides an exact solution to Maxwell’s
equations but limited to spheres of known refractive index [22]
and so is well suited to the gold nanospheres that we use as test
objects in this study. We therefore name our model the partially
coherent Mie (pc-Mie) model. Second, we compare the theory
for our model to the preceding two 3D models, providing a
deeper understanding of the principles that underlie the differ-
ent models. Third, we perform detailed qualitative comparisons
of the different models’ predictions to the measured data from
the gold nanosphere. This qualitative analysis demonstrates the
importance of accounting for both B and 6 in the sample’s
refractive index, and it also identifies a tilt in the optical train
that requires adjustment of the model. Finally, we perform the
first quantitative comparisons of a 3D model to real data,
revealing that the microscope underestimates the absorption of
the 60 nm gold nanospheres.

In sum, our work not only extends the modelling framework for
TXMs but also identifies two areas for future work that will
improve the quantitative analysis of TXM data. First, our
finding that both f and 8 play a role in TXM imaging high-
lights the need to investigate to what extent d influences quanti-
tative analyses such as those in spectromicroscopy that current-
ly presume a role only for . Second, our surprising finding that
the microscope underestimates absorption underscores the need
to understand how this discrepancy arises such that more accu-
rate quantitative TXM measurements are possible.

Results
1 Overview: microscope configuration

To understand the various 3D microscope models and their
assumptions, we first describe the key features of the BESSY 11
soft TXM. The microscope’s X-ray source begins at the undu-
lator, which produces largely incoherent light (<2% coherence
for the BESSY II third generation synchrotron, p. 32 in [23]).
This X-ray light is then propagated through a beamline about
26 m in length [24], which consists of several mirrors and a
plane-grating monochromator that yields highly monochro-
matic light (E/AE =~ 10000 for the energy of 510 eV used in the
current study).

This monochromator source is then re-focused and demagni-

fied onto the sample plane by a truncated ellipsoidal glass capil-
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lary that acts as an ellipsoidal mirror [4,25] positioned at 9.7 m
from the monochromator exit slit. A central stop is present in
front of this ellipsoidal mirror to prevent zero-order light from
passing directly through the objective. This combination of the
ellipsoidal mirror and central stop produces illumination of the
sample (Figure 1a) over an angular range of 0.83-1.18°.

The final size of the ellipsoidal mirror’s focused spot
(2.7 pm x 0.7 um) is smaller than most samples, and therefore
to generate an image of the sample, the focused spot from the
ellipsoidal mirror is “scanned” by moving the mirror in a spiral
pattern. This light then reaches the microscope’s objective,
which is a zone plate composed of 900 zones with outermost
zone width of dr, = 25 nm. Finally, images from the objective

are acquired with a CCD camera.
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2 Models: partially coherent Mie, partially
coherent parabolic wave equation, and

incoherent Beer’s law

We introduce our new model (pc-Mie) and compare it to the
other two 3D TXM models (pc-PWE [21] and inc-BL [20]). As
in [21], our description of each model is divided into three
steps: (1) illumination of the sample by the condenser; (2) light
propagation through the sample to the zone plate; and (3) light
propagation from the zone plate to the camera. The key fea-
tures of each model and their assumptions are summarized in
Table 1.

2.1 lllumination of the sample by the condenser
Neither of the preceding 3D models considered the spiral scan-

ning of the condenser spot over the sample. This is a reason-

Transmission X-ray Microscope Schematic
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Figure 1: (a) Schematic of the Helmholtz-Zentrum Berlin TXM at the electron storage ring BESSY II. X-ray light from the focal spot produced by the
monochromator beamline is demagnified and re-focused by the capillary condenser (which is an ellipsoidal mirror) onto the sample plane and then
imaged by a zone-plate objective onto the camera plane. Distances between the different planes for operation at 510 eV are indicated in red. A
central stop (black bar) is present in front of the ellipsoidal mirror to prevent zero-order light from reaching the zone plate. The minimum and maximum
polar angles (6) of the condenser illumination are also indicated in red, as is the full circumferential range of azimuthal angle (¢) illumination. (b) The
pc-Mie model with key variables shown is based on an oblique plane wave emanating from the condenser that induces a scattered wave in the nano-
sphere, whose field is calculated using Mie theory. Both the plane and scattered waves are then propagated through the zone plate, which is treated

as a lens, and then to the camera (not to scale).
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Table 1: Comparison of the existent 3D soft TXM models to the actual Helmholtz-Zentrum Berlin TXM.2

BESSY Il Microscope Model 1: Model 2: Model 3:
pc-Mie pc-PWE inc-BL
illumination annular angles mean annular mean annular angle all angles
(0.83-1.18°) angle (1.01°) (1.01°)b (0-90°)P
coherence partial partial partial incoherent?
coherence patch size unknown small° smallP nab
spiral scan pattern yes noP noP no®
sample n absorption (B) absorption (B) absorption (B) absorption (B)
phase (8) phase (d) phase (d) no phase (3 = 0)°
light propagation Maxwell’s equations Mie theory parabolic wave Beer’s lawP
equation®
objective zone plate lens? lens® lensb

apc = partially coherent; PWE = parabolic wave equation; inc-BL = incoherent Beer's law; na = not applicable; Pfeatures that are approximations to the

actual microscope.

able first approximation since the scanning process can be
viewed as producing a patchwork of images that are then added
to produce the final acquired image, which should not be signif-
icantly different from the image that would be produced from a
much larger condenser spot, and so we have also not incorporat-
ed the scanning into our model.

The different models make different assumptions about the
polar angles at which the sample is illuminated, and this relates
to whether the model is incoherent or partially coherent. By
assuming incoherent illumination, the inc-BL model implicitly
incorporates illumination over all possible azimuthal angles
(¢ = 0-360°) spanning the ellipsoidal mirror circumference and
over all possible polar angles (6 = 0-90°). This model therefore
ignores the limited annular polar angle range of the true
condenser (0.83-1.18°). In the pc-PWE model, the sample is
also illuminated from the complete range of azimuthal angles
¢ = 0-360°, but at a constant polar angle 0,,, that corresponds to
the mean angle of the condenser’s annular illumination range
(O, = 1.01° in our case, Supporting Information File 1, Section
S1). We adopt the same assumption in our pc-Mie model of a

mean polar illumination angle.

Since the different polar angles of illumination are related to the
assumptions of either incoherence or partial coherence, these in
turn affect whether fields or intensities are added to produce the
final image. The inc-BL model assumes incoherence and there-
fore calculates the intensities arising at each point in the sample.
Both the pc-PWE and pc-Mie model are partially coherent
because they include the mean polar angle of annular illumina-
tion and so intrinsically account for the mismatch of condenser
and objective NA. These partially coherent models must there-
fore also specify the size of a coherence domain over which

field amplitudes are added before computing intensities.

The coherence patch size arising from our beamline illumina-
tion has not been measured in our TXM. The pc-PWE model
assumed that this size was small, and as discussed later, we
also find that to match our acquired data, the coherence
patch size must be small. Future measurements of the actual
coherence patch size of our TXM will be important to deter-
mine whether the measured size matches the predictions of a
small patch predicted by both our model and the pc-PWE
model.

Finally, all three models also assume that the sample illumina-
tion can be approximated as plane waves impinging on the sam-
ple at the corresponding polar and azimuthal angles (Figure 1b).
This is an excellent approximation as demonstrated by
modeling the ellipsoidal mirror as an annular lens that produces
a converging spherical wave at its focal point in the sample
plane. An angular spectrum decomposition of this lens field
shows that it is very accurately described as a sum of plane
waves spanning the polar angular range (Supporting Informa-
tion File 1, Section S2).

2.2 Propagation of light through the sample to the
zone plate

We first consider light propagation through the sample in our
pc-Mie model and then proceed to a discussion of light propa-
gation in the other two 3D models. Mie theory provides an
exact solution to Maxwell’s equations for a sphere of given di-
ameter and homogeneous refractive index n = 1 — 8 +if [22], an
approach well suited to the spherical nanoparticles examined
here.

Mie theory is one example of scattering theory in which the

time-independent part of the final field is given by the sum of

the incident and scattered fields:
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U(r)=U;(r)+U(r). (1)

At a sufficient distance from the scattering object (in our case,
the distance between the nanosphere and the zone plate), the
scattered field is well approximated by a spherical wave, and
can be written as:

S (w)[ xp(ik]r)
col W @

U (r)=

where S is the scattering amplitude, p the scattering angle from
the sphere to a point in the zone plate, and £ the wave number.
When the incident field Uj(r) is a plane wave of amplitude one
propagating along the optical axis (z, where the subscript “p”
indicates this is a propagation distance), then Equation 1 and

Equation 2 yield the total field at the zone-plate plane:

S(v) exp(ik|r|)
oW ©

U(r)= exp(z‘kzp ) +

and the problem reduces to determination of the scattering

amplitude S(y).

The Mie solution S(y) is given by an infinite series of vector
spherical harmonics that for numerical computations is trun-
cated based on the accuracy required. Conventional Mie theory
is based on plane waves parallel to the optical axis, and we
adapt this by applying a simple geometrical transformation
(Supporting Information File 1, Section S3) to account for
oblique plane waves emerging from the ellipsoidal-mirror
condenser. This yields an expression for the scattered field
Se(x',y") arising due to an oblique plane wave at a polar angle 6
to the optical axis and propagating through a sphere to an arbi-
trary point (x’,y") in the zone plate. To compute S, we have used
Matlab code developed by Mitzler [26].

The scattering amplitude S(y) is a vector with two components,
S1(yp) and So(y). For scattering at small angles, the Mie theory
reduces to a simplified scalar theory known as the anomalous
diffraction approximation (ADA) [27] with S;(p) = Sy(v) =
Sapa(w) given by:

Sana (W)= k2J‘[1_eZik(n—l)«/a2—é2 ]Jo (kew)2de, (o
0
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where € is the radial coordinate in the sphere and Ji the Bessel
function of the first kind. This equation reflects the sum of the
optical path length along different rays parallel to the z-axis
passing through the nanosphere relative to rays passing outside
the nanosphere [27].

This anomalous diffraction approximation holds under two
conditions that should apply in our experiments, namely when
the wavelength A is small relative to the diameter 2a of the
sphere, and when the magnitude of the complex refractive index
n is close to one [27]. These two requirements ensure that light
rays pass through the sphere without significant deflection or
reflection, subject only to the accumulated phase change. We
confirm the validity of the anomalous diffraction approxima-
tion for 60 nm gold nanospheres imaged with 2.4 nm light in
Supporting Information File 1, Section S4, where we demon-
strate that the full Mie solution for either S(y) or Sy(w) is iden-
tical to the anomalous diffraction solution Spopa(w).

We then show in Supporting Information File 1, Section S5,
how the anomalous diffraction solution of the Mie theory is
equivalent to a simplified form of the parabolic wave equation
known as the eikonal approximation in light scattering [28]:

a ) 2_)/a2_2
(\u)zkzj l—ek( 1 : Jo(ké\u)édi- (@)

0

SEA

The eikonal approximation Sga(y) for the parabolic wave equa-
tion holds under the same two conditions required for the Mie
theory to reduce to the anomalous diffraction theory, namely
when the wavelength is small relative to the size of the object,
and when the magnitude of the complex refractive index n is
close to one [28]. Note that the only difference between the
anomalous diffraction approximation for the Mie theory (Equa-
tion 4) and the eikonal approximation for the PWE (Equation 5)
is 2(n — 1) vs n2 — 1 in the exponent of the exponential, and this
difference is negligible when n ~ 1 (Supporting Information
File 1, Section S5). We also demonstrate this explicitly in
Figure S5 in Supporting Information File 1, Section S4, where
we calculate SApa(w) and Sga(w) and show that the curves
overlap for the 60 nm gold nanospheres examined in this study.
Thus, for our sample, the Mie theory is equivalent to the para-
bolic wave equation, and therefore light propagation through
the nanosphere is equivalent in the pc-Mie and the pc-PWE
models.

Light propagation in the inc-BL model is a simplified version of

that in the preceding two models. The simplification arises

when the phase term J in the refractive index is set to zero and
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intensities instead of field amplitudes are measured. With d = 0
then n = 1 + if, and the argument in the integral of Equation 4

becomes
| g 2kBya? &

This reflects the loss in the field amplitude passing through
the sphere at a distance & from its center, and so the loss in
intensity is given by the squared amplitude of the exponential
term leading to Beer’s law for the absorption A(#) as a function
of the distance ¢ = 2\Ia2 —§2 that the ray travels through the
sphere:

A(r)=1- L 2 ©

In sum, we have shown that the Mie theory can be simplified
for the experimental case considered here, namely a sphere
whose refractive index # is close to one and whose diameter is
much larger than the wavelength A. Then we show that this
simplified form of the Mie theory is essentially equivalent to a
simplified form of the parabolic wave equation, which applies
under precisely the same conditions, that is, a sphere with n ~ 1
whose diameter is much larger than A. Thus, the pc-Mie
and pc-PWE models provide equivalent procedures for light
propagation through the nanosphere. Finally, we show that
light propagation in the inc-BL model, namely via Beer’s
law, arises from a further simplification of the pc-Mie and
pc-PWE procedures in which the phase component of the
refractive index is ignored and intensities instead of fields are

calculated.

2.3 Propagation of light through the zone plate to
the detector plane

Zone plates are diffractive optics with a defined periodic pattern
of clear and opaque rings whose transmission function Z(x',y")

can be written as a cosine series [17]:

Z(x,y")=
2,2
12 & mﬁ(x Y ) 2., .2 2
—+= —cos "y <y
2 nm:%”_m v i BN
0 x'2+y'2>rzp2

where Tzp is the radius of the zone plate, which defines its NA.
Expanding the cosine function in Equation 7 in terms of com-

plex exponentials yields:
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imﬁ(x’2 +y'2)
- - (8)
—imn(x'2 +y'2)

M

Ms

1 1
Z(X,,y'):E‘l‘;

.§|>—

exp

The odd integers m correspond to the different diffraction
orders of the zone plate, each producing a focus with focal
length f,,, = f/m, where f is the focal length of the zone plate’s
first diffraction order. The intensities of these different foci
therefore go as 1/(mm)2.

Most TXMs operate in first order by using a hollow-cone illu-
mination to remove the zero-order light and by positioning the
camera to detect the image produced by the first-order focus.
Setting m = 1 in Equation § yields two exponential terms
corresponding, respectively, to the first-order divergent and
convergent foci of the zone plate. The convergent term
exp(—in(x'2 + y'2)/Af)) is exactly the standard quadratic phase
shift term exp(—ik(x'2 + y'2)/2f)) that arises from a conventional
lens, and this is the term we and the other two 3D models have
used to approximate the zone plate as a lens.

This is an excellent and widely used approximation [20,21,29]
because it has been shown that zone plates with a sufficient
number of zones (>200) yield diffraction-limited Airy disk
patterns at each focus f;,, = f1/m [30,31]. Indeed, we have shown
by numerical computation that the diffraction pattern produced
by the zone plate used in this study (900 zones, with outermost
zone width dr,, = 25 nm) quantitatively agrees with the ex-
pected Airy disk pattern for the lens with the equivalent NA
[32].

2.4 pc-Mie model equations
Combining the preceding steps (2.1-2.3) for our model leads to
equations for both the plane wave and the scattered wave fields

at the camera:

yeam (x,y,z) _

12 2
C d rd ’ UZp I’ !7 _-kx +y
.['l[ x y{ (x y z)} exp| —i —2f X o

2 2 ’ ’
exp _lk& exp _lku
2R, 2R,

Note that x and y refer to camera coordinates here, while the
variable z refers to the z shifts of the nanosphere along the

optical axis relative to the microscope’s true focus position Ry
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(see Figure 1b for definitions of the variables used). The three
bracketed terms in Equation 9 correspond to the three model
components: (1) the field U?P(x',y") arriving at the zone plate for
either the plane wave or the scattered wave, (2) the approxima-
tion of the zone plate as a lens, which yields a quadratic phase
shift with its focal length f corresponding to the zone plate’s
first-order focus, and (3) Fresnel diffraction through the zone-
plate aperture, which also gives rise to the constant C in front of
the integral. A is the circular aperture of the zone plate over

which the double integration is performed.
As derived in Supporting Information File 1, Section S3, the

fields arising at the zone plate U*P(x',y") for the plane and scat-
tered waves are:

Ughy (x,)',z) =exp {ik[(Rf - z)cose —y'sin OJ }, (10)

So (x',")( exp(ikRy; (z))
—ik Ry (z)

Ugyy (x.y',2) = . an

where 0 corresponds to the polar angle of illumination and Ry
is the distance from the nanosphere to a point (x',y") on the zone
plate.

Substitution of Equation 10 into Equation 9 leads to the final
expression for the plane-wave field at the camera, which
depends on the camera coordinates (x, y) and the amount of
defocus z of the sample:

Ué:a—nP?W (xayaz) =

2, .2
i ()
—exp| ik (Rf—z)cose+R0+ X
AR, 2R,
2.2 (12)
”dx'dy’ exp[—ik&] x
2f
A
2 2 4 1 !
+(¥—Rysin0
exp ik—x ry exp —ikxx (y o S )y .
2Ry Ry

Similarly, substitution of Equation 11 into Equation 9 leads to
the final expression for the scattered-wave field at the camera,
but as shown in Supporting Information File 1, Section S6, this
expression can be simplified by a paraxial approximation. This
leads to a solution that takes a standard form [33], namely the
Fourier transform of the lens pupil function (in brackets below)

computed over the lens circular aperture A:
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625w (%.,2) =

2 2)
X +y
eXp ik (Rf_z)+R0 +T X
0

r2+ 2
H dx'dy’s Sg (x', ") exp ik(sz—yz)Z x
A v

exp(_ikmj

13)

Ry

Note that the pupil function is given by the product of a term
accounting for the scattered field in the zone-plate plane,
Se(x',y"), and a term accounting for the defocus wavefront aber-

ration,

2,2
exp(ik W2y,
2Ry

The expressions in Equation 12 and Equation 13 for the plane-
wave and scattered-wave fields at the camera are then added to
produce the total field at the camera:

cam __ cam cam
Ug "~ =Uppw +Up_sw-

(14)
Note that the constant terms in front of the plane and scattered
wave solutions are different in Equation 12 and Equation 13
above, and so these must be incorporated in Equation 14 to
account for the proper proportions of each in the sum. As indi-
cated by the subscript 6, the field at the camera Ug"™ depends
on the oblique angle of plane wave illumination (the polar angle
0) along the ellipsoidal mirror’s long axis.

2.5 inc-BL model equations

The inc-BL model has been previously described [20]. Briefly,
the model assumes incoherent illumination such that the amount
of light absorption at any point in the nanosphere is convolved
with the point-spread function A(r, z) of the objective. As in
both our pc-Mie model and the pc-PWE model, the objective
zone plate is also approximated by a lens. Given the radial
symmetry of the nanosphere, the inc-BL model for the intensity
I°¥™M at the camera can be written as:

197 (My) =1—]1. [p(r,z)exp[—j u(r,ﬁ)d&]] ®, h(r,z)dz, (15)

—a —a

where (r, z) are cylindrical coordinates, M the microscope
magnification, and p the linear absorption coefficient defined

for a nanosphere of radius a by:
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(16)

Note that within the gold nanosphere, the linear absorption
coefficient u(r, z) is a constant and moves outside of the inte-
gral of Equation 15. The remaining exponential term in the inte-
gral reflects the accumulated absorption at different depths in
the nanosphere defined by Beer’s law (Equation 6), which is
then convolved with the point-spread function A(r, z) of a lens
(whose NA equals that of the zone plate). Supporting Informa-
tion File 1, Section S7, provides more details about the model
and its implementation.

3 Comparisons of the models to each other

and to experimental data

3.1 Experimental measurements

To test the models against real data, we collected a series of 2D
images of 60 nm gold nanospheres at different amounts of
defocus to generate a 3D dataset. Thus z values correspond to
the shift of the microscope stage from its true focus location.
We used the Helmholtz-Zentrum Berlin TXM operating at
510 eV at the electron storage ring BESSY II. To assess the
reproducibility of the image data, we initially collected nine dif-
ferent 3D datasets under similar imaging conditions, but under
different adjustments of the beamline due to fluctuations of the
beam. The detailed data collection and pre-processing work-
flow is summarized in the Experimental section, and includes
alignment of the focal-plane series to correct for stage jitter
using larger 270 nm gold shells that were also included in the
sample, plus correction for temporal fluctuations in the X-ray
light source occuring during collection of the focal-plane series.
Other than these basic corrections for jitter and source flicker,
the data were not subjected to any other processing or recon-
sturction procedures. Three representative final 3D images are
shown below in Figure 2.

3.2 Model comparisons: the effects of oblique
illumination and the phase component of the
refractive index

We compared the experimental data to the model predictions
(Figure 2). We used Equations 12—14 above for the pc-Mie
model to compute the predicted partially coherent image of the
gold nanosphere under the condenser illumination conditions
used in the pc-PWE model. Specifically, we assumed that the
sample was illuminated by oblique plane waves at the mean
polar angle of 0, = 1.01° and that the coherence patch size
around the circumference of the ellipsoidal mirror was small, Po
= 1°. To do this, we calculated the field Ug"™,

m>P=
then rotated it through 360° by 1° increments. Then we com-

o(x,»,2) and

puted intensities at each angle and added them to yield the final
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image. Note that under these conditions, as described above
(Table 1), the pc-Mie and pc-PWE models are equivalent, but in
this study we have used our implementation of the pc-Mie
model to compute predicted images, and so use this as the label
for all images. For the inc-BL model, we used Equation 15 and
Equation 16.

We found that the images from the pc-Mie model (Figure 2)
were qualitatively similar to the experimental data in many
respects: (1) After normalization, the images from both the
model and data spanned similar intensity ranges; (2) the com-
plex structure of the xz and yz images were similar showing a
central in-focus region with high absorption that gave rise to a
double-cone pattern of out-of-focus light above and below
focus; (3) a contrast reversal occurred below focus in both ex-
periment and theory, whereas no such reversal occurred above
focus, and instead the absorption at the center of the bead
slowly decayed; and (4) a contrast reversal also occurred around
the nanosphere perimeter in the in-focus image.

As noted before, the pc-Mie model predictions (Figure 2) were
calculated using a small azimuthal coherence patch size of 1°.
We found that larger coherence patch sizes led to increasing de-
viations between the model and the experimental data. Specifi-
cally, as this azimuthal angular patch size increased, the in-
creased coherence in the model led to more and more ringing in
the predicted images (Supporting Information File 1, Section
S8). Our observation is consistent with the pc-PWE model,
which also used a small azimuthal coherence patch size in
comparing their model to a phantom test sample [21].

The inc-BL model showed significantly poorer agreement with
the experimental data. While this model (Figure 2) also yielded
an absorbing nanosphere image in xy, it did not account for
either the axial or in-focus contrast reversals nor the extended
axial elongation of the measured image, and also only faintly
showed the pronounced double cone pattern of out-of-focus
light present in the measured image. Thus, the pc-Mie model
with a small coherence patch delivered significantly more accu-

rate predictions than the inc-BL model.

To understand how these different model predictions arose, we
evaluated the effect of the differing assumptions made by the
models. The inc-BL model presumes incoherent illumination,
implying illumination over the full angular range of the
zone-plate NA, whereas the pc-Mie model accounts for
the mean-angle annular illumination present in the real micro-
scope. To simulate this annular illumination effect in the
inc-BL model, we changed the model’s microscope PSF to
introduce annular collection of light via an apodized objective

lens (Supporting Information File 1, Section S7). We found that
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Figure 2: The pc-Mie model is more similar to the experimental data than the inc-BL model. Shown are xy (a), xz (b) and yz (c) views of the experi-
mental data from three different 60 nm gold nanospheres collected months apart (Datasets #1, #2, and #3), and compared to the model predictions
for a 63.2 nm nanosphere, which is the diameter of the nanosphere in Dataset #2 as measured by SEM. Exposure times were 2 s (Dataset #1), 8 s
(Dataset #3), and an average of 3 x 14 s exposures (Dataset #2). Green arrows point to a contrast reversal around the nanosphere seen in both the
data and the pc-Mie model, but absent in the inc-BL model (black arrow). An axial contrast reversal is also present in both the data and the pc-Mie
model (dashed circles), but absent in the inc-BL model (dashed square). The red dashed circles highlight the lateral asymmetry in the axial images
mostly characteristic of the experimental data, while the blue dashed circles highlight the lateral symmetry characteristic of the axial images from the

models.

this led to an axial elongation of the nanosphere image in the
inc-BL model (Figure 3), suggesting that oblique, annular illu-
mination contributed to the more elongated images in the
pc-Mie model.

Another key difference between the pc-Mie model and the inc-
BL model is that the refractive index of the pc-Mie model
includes both absorption and phase terms, whereas the inc-BL
model neglects the phase term. To simulate this situation, we set
0 = 0 in the pc-Mie model and found that this eliminated the
axial contrast reversal (Figure 3). This demonstrates that this
contrast reversal arises from the phase properties of the sample
and underscores the importance of including this term in the

model to accurately account for the measured data.

3.3 Introduction of condenser tilt into the pc-Mie
model accounts for the lateral asymmetries in the
data

While the pc-Mie model accounted reasonably well for many
qualitative features of the experimental data, it failed to predict
a lateral asymmetry that we consistently observed (highlighted
in Figure 2 with the red and blue circles) and that varied from
day to day in the data. We found we could eliminate the day-to-
day variations by rotating each dataset around the optical axis
by an appropriate angle (Supporting Information File 1, Section
S9). Following this rotation, the experimental data resembled
each other and also the model, except that the data were slightly
tilted in yz views compared to the model (Figure 4a vs

Figure 2).
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Figure 3: Key differences between the pc-Mie and inc-BL models are
the presence or absence of annular illumination and the phase term &
in the refractive index. xy (a) and xz (b) images of the nanosphere are
shown. Simulating annular illumination in the inc-BL model introduces
an axial elongation (red arrows, b). Setting 8 = 0 in the pc-Mie model
eliminates the axial asymmetry (blue arrows). Thus, much of the basic
structure of the inc-BL image can be explained by the lack of annular
illumination and neglect of the phase term & in the inc-BL model.

We obtained a rough estimate of this tilt in the data by drawing
a line along the apparent tilt axis and measuring its angle with
the z axis, which we found was 0.26° (Supporting Information
File 1, Section S10). This tilt could arise from a misalignment
of some optical component, for example, a tilt of the incoming
beam relative to the optical axis defined by the zone plate and
camera (Figure 4¢). In this case, the condenser will be aligned
relative to the tilted incoming beam and will lead to polar
angles 0 of plane wave illumination that vary as a function of
the azimuthal angle ¢ around the ellipsoidal mirror circumfer-
ence (Figure 4d). This dependence 6 = 0(p) can be calculated
based on the tilt angle wj; = 0.26° and the geometry of the
ellipsoidal mirror (see Supporting Information File 1, Section
S11, for the equation and its derivation). We used this depen-
dence 0 = 0(¢) for a tilted condenser to calculate the image
arising from such a tilt by adding the intensities at 1° incre-

ments of the azimuthal angle ¢ using the field U 8?(?)’@ for each

Q.

We found that such a tilt in the condenser (Figure 4) yielded
predicted nanosphere images that were in good qualitative
agreement with the lateral asymmetries observed in the experi-
mental images of the nanosphere. This analysis therefore sug-

gests a misalignment of ~0.26°, which might arise for example
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from a tilt in the incoming beam relative to the zone

plate—camera axis.

3.4 Quantitative comparisons of radial intensity
profiles reveal a discrepancy between the pc-Mie
model and the data

We next evaluated the quantitative accuracy of the pc-Mie
model by computing radial intensity profiles through the center
of the nanosphere images. The nanosphere center was defined
as the minimume-intensity pixel in the 3D dataset. The focal
plane containing this minimum-intensity pixel was defined as
best focus. We then computed an average radial intensity in this
best focus plane. For this analysis, we used the non-tilted
condenser model because its in-focus radial average was the
same as that of the tilted condenser model (Supporting Informa-
tion File 1, Section S12) and the non-tilted condenser model
was much easier to compute. To enable a more precise quantita-
tive analysis, we first extensively characterized the gold nano-
spheres by both scanning and transmission electron microscopy
(SEM and TEM, Supporting Information File 1, Section S13) to
determine the nanosphere’s shape, composition, diameter, and

density.

Both SEM and TEM showed that the nanospheres were indeed
roughly spherical and of similar size (Supporting Information
File 1, Section S13). Specifically, we measured the diameter of
35 nanospheres by SEM and obtained a value of 62.2 £ 2.9 nm.
Furthermore, TEM images showed that the nanospheres were
solid and had roughly similar densities throughout. By TEM,
the interior of the nanospheres did exhibit some lightly shaded
stripes, characteristic of a channeling effect expected to arise
from a crystalline structure. To investigate this further, we per-
formed selected area electron diffraction on the nanospheres,
which revealed the presence of crystalline domains in the nano-
spheres with the lattice spacing of gold (Supporting Informa-
tion File 1, Section S13, Figure S12a). Furthermore, a high-
resolution TEM image showed the crystalline order extended
over the full particle. Fourier transform of a sub-region of this
image yielded a lattice spacing for Au(111) of 0.236 nm, close
to the nominal value of 0.235 nm (Supporting Information
File 1, Section S13, Figure S12b). Finally, an energy-dispersive
X-ray spectroscopy analysis revealed that the principal element
within the nanosphere was gold with very small contributions
from carbon, oxygen, and potassium (Supporting Information
File 1, Section S13, Figure S11d). We conclude the nano-
spheres are solid, nearly spherical and predominantly composed
of crystalline gold, which enables us to accurately calculate
their expected radial intensity profiles and absorptions.

We then collected 3D TXM images of nine different nano-
spheres, each of which had been pre-imaged by SEM to deter-
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Figure 4: Rotation of the experimental data (a) significantly increased both their similarity to each other and to the predictions of the pc-Mie model (b).
Each experimental dataset was rotated around the optical axis by the amount indicated in parentheses (a, see also Figure S7 in Supporting Informa-
tion File 1, Section S9). Note that rotation of the data eliminated the axial asymmetry in the xz views (a, blue dotted circles), and enhanced it in the yz
views (a, red dotted circles). To account for this yz asymmetry, we modified the pc-Mie model by tilting the incoming beam—condenser axis by wyj; =
0.26° relative to the zone plate—camera axis (c), where wyj; was determined by estimating the tilt from the yz views of the experimental data (Support-
ing Information File 1, Section S10). This led to a dependence of the polar illumination angle 8 on the azimuthal angle ¢ (d), which was used to
produce the predicted images (b), which now more closely resembled the experimental data.

mine its diameter. Based on the SEM images, these nine nano-
spheres were selected to exclude the outlier sizes and shapes
that we had also found by TEM. The 3D TXM images thereby
enabled a direct comparison of radial intensity profiles for each
nanosphere with those predicted by the model calculated for
that specific diameter and the density of crystalline gold. For all
nine nanospheres we observed a similar significant undershoot
and a slight overshoot of the pc-Mie model compared to the
data (Figure 5).

This significant undershoot cannot be explained by errors in
estimating the diameters of the slightly oblong nanospheres by
SEM, as these estimation errors lead to only small differences
in the predicted radial intensity profiles (Supporting Informa-
tion File 1, Section S14). The same is true for an error in esti-
mation of the gold density, where we found that to match the
data the nanosphere would require a nanosphere density of 60%
of that for crystalline gold (Supporting Information File 1,
Section S14), a result completely inconsistent with the TEM
analysis of the nanospheres.

3.5 The microscope underestimates the absorption
of the 60 nm gold nanospheres

To understand the consequences of the quantitative discrepancy
in the radial profiles between the model and the data, we calcu-
lated the absorption of each nanosphere, since this is a com-
monly measured parameter in samples imaged by TXMs. An
exact measurement of experimental absorption is non-trivial
because the background around the nanosphere varies slowly
with distance from the nanosphere center. Therefore, to achieve
a robust estimate of absorption, we integrated the experimental
radial intensity profile starting at different points beyond the
central inverted peak of the nanosphere. The absorption as a

function of the integration endpoint is given by:

2n Tend Tend
Hipa) = 40 ] (1=1())rdr =25 ] (1=1(s) ). 17
0 0 0

where I(r) is the radial intensity profile and repq is the endpoint

of the integration, which we increased stepwise to include more
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Radial Intensity Profiles for Different Nanospheres
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Figure 5: Comparison of measured and predicted radial intensity profiles for nine different nanospheres whose diameters were measured by SEM.
An overshoot and undershoot of the pc-Mie model compared to the data are seen in all cases.

and more of the tails of the intensity profile. This yielded
multiple absorption estimates from a single nanosphere’s best-
focus image, enabling an estimate of the mean absorption and

its standard deviation.

We performed an analogous measurement of absoprtion from
best-focus images produced by the pc-Mie model, and finally
we also calculated the absorption predicted by Beer’s law:

Agy = 275(1 - exp(—4k[3\/a2 —g? D&d&,
0

(13)

where & is the radial coordinate in the nanosphere and a is the

radius of the nanosphere as measured by SEM.

We found that the predicted absorption from the pc-Mie model
was nearly identical to Beer’s law (Figure 6). However, consis-
tent with the radial profiles in Figure 5, we found that the
measured absorption from each nanosphere was always signifi-
cantly less than that predicted by either the model or Beer’s law.

This discrepancy between Beer’s law and the measured data

was much larger than the standard deviation of the data. As de-
scribed above, the discrepancy between the model and the data
cannot be attributed to uncertainties about the nanosphere ge-
ometry. We conclude therefore that the microscope is likely to
significantly underestimate the nanosphere’s absorption, and so
our results suggest that there is some feature of the actual
microscope not incorporated into the model that reduces the
measured nanosphere absorption.

Discussion

We have developed a 3D soft TXM model and compared it to
the two most recent soft TXM models, both of which also incor-
porated 3D imaging on the microscope (Table 1). We showed
that, for the case of the gold nanosphere examined here, the
simplest form of our pc-Mie model was essentially identical to
the pc-PWE model [21]. This is because we showed that Mie
theory and the parabolic wave equation yield virtually identical
predictions for soft X-ray light propagation through a 60 nm
gold nanosphere.

Our pc-Mie model however yielded predictions very different
from the other 3D TXM model, namely the inc-BL model [20].
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Figure 6: Absorptions from the nine nanosphere images are signifi-
cantly less than predicted by either the pc-Mie model or Beer’s law.
This suggests that the microscope may reduce the actual absorption
due to some as yet unidentified feature that must ultimately be incorpo-
rated into the model.

A key difference was that our model included the phase compo-
nent d of the sample’s refractive index, and this led to predicted
axial images with a marked contrast reversal consistent with the
experimental data. By comparison, when we set d = 0 in our
pc-Mie model, the predicted axial images were completely sym-
metric, as also predicted by the inc-BL model, where the phase
component is also not incorporated. This result demonstrates
that phase must be included in any soft TXM model for an
accurate description of 3D imaging. This is significant because
both spectromicroscopy and the most commonly used tomo-
graphic reconstruction procedures for TXMs ignore the phase
term in the refractive index and presume instead that the image
arises solely from absorption, namely Beer’s law. Thus, future
work should focus on exactly how the phase term d influences
these different imaging applications to enable more accurate
measurements.

We identified both qualitative and quantitative discrepancies be-
tween our model and the measured data from 60 nm gold nano-
spheres. Our qualitative comparisons revealed a lateral asym-
metry consistently present in the measured data that was absent
in the model. We could account for this lateral asymmetry by
introducing a small tilt (0.26°) between two axes, the first
defined by incoming beam and condenser and the second by
zone plate and camera, but other small misalignments in the
microscope’s optical train could also play a role. In itself, the
presence of a small tilt is not surprising given the difficulty in
precisely aligning all optical components. Importantly, howev-
er, we consistently observed a similar amount of tilt in all

datasets collected, and therefore an accurate model for tomo-

Beilstein J. Nanotechnol. 2025, 16, 1113-1128.

graphic reconstruction should also incorporate this tilt in order

to achieve optimal 3D reconstructions.

Beyond this qualitative difference due to a slight misalignment
in the actual microscope, our quantitative comparison of the
model’s predictions to the measured data also revealed a
surprising discrepancy: The model consistently overestimated
the amount of absorption in the real data. Strikingly, however,
the model’s predictions agreed with Beer’s law whereas the
measured data did not. This discrepancy did not appear to be
due to uncertainties in the geometry of the nanospheres exam-
ined as both SEM and TEM analysis of the nanospheres indicat-
ed a reasonably well-defined spherical geometry composed of
crystalline gold. These results suggest that the microscope
imaging process itself may introduce some additional compo-
nent such that measured absorptions are 10-20% lower than
predicted by Beer’s law.

Our model suggests that this discrepancy might arise because
the theoretical data exhibited significantly larger overshoots and
undershoots compared to the experimental data. One possible
explanation for this is that there is a small background in the
microscope images that is currently not accounted for in the
model. Such a background would reduce both the over and
undershoots in the measured data, but other explanations are
also possible. Therefore, it will be important in future work to
identify exactly what feature(s) of the actual imaging process
introduce this absorption discrepancy, such that it can be
corrected.

This goal can be achieved by extending our current pc-Mie
model to account more accurately for all of the features in the
actual microscope (Table 1). This should include incorporation
of (1) the zone plate and its accompanying non-ideal features
such as struts [34], rather than the approximation as an ideal
lens; (2) partial coherence that is based on future measurements
of the microscope’s coherence patch size and incorporates the
full angular range of illumination rather than just the mean
angle; and (3) the spiral scanning of the condenser focal spot
rather than a stationary condenser. It is likely that at least one of
these three features is responsible for the quantitative discrepan-
cies that we have measured here between the data and the
model. Identifying the source of this discrepancy will be impor-
tant not only for producing an accurate imaging model for im-
proved reconstruction procedures but also for ensuring accurate

quantitative measurements with the microscope.

Future work should also explore how our model could be ex-
tended from soft to either tender or hard X-rays. At these higher
energies, both the Mie theory for light propagation through a

sphere and the lens model for the zone plate should still be
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valid. However, with increasing energy, the ratio of 8/f progres-
sively increases, indicating that phase effects increasingly domi-
nate. With hard X-rays, phase effects are so dominant that
Zernike phase contrast is required, and so our model would
have to be extended to account for this imaging modality. With
tender X-rays, there is still some absorption if the nanosphere is
large enough. However, given a larger object, our simple mean-
angle model for the condenser might no longer be valid, and a
more general model accounting for the full angular range of
condenser illumination is likely to be required. Thus, further
comparisons between theory and experiment will be needed to
properly extend our model to tender X-rays, and the model
itself must be extended to phase contrast imaging for hard
X-rays.

Conclusion

We have developed an experimental and theoretical framework
to evaluate transmission X-ray microscope models. We find that
a relatively simple model of the microscope yields very good
qualitative agreement with experimental data, which can be
further improved by incorporating a small tilt between micro-
scope components. To achieve this reasonable qualitative agree-
ment with the data, we found that the model must account for
both B and 8 of the sample’s complex refractive index. Howev-
er, we also showed that this simple model has a deficiency: It
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does not agree quantitatively with the measured data because
the data exhibit less absorption than predicted by Beer’s law.
Achieving quantitative agreement will require first identifying
why the microscope underestimates absorption and then incor-
porating this feature(s) into the model. This will then enable
more quantitatively accurate measurements in both spectromi-
croscopy and biomedical imaging.

Experimental

The measured data [35] were obtained by allowing both 60 nm
gold nanospheres and 270 nm gold shells from a colloidal gold
suspension to dry onto holey carbon-coated gold finder grids
(Quantifoil). 3D volumes from selected regions of the grid were
then collected using the Helmholtz-Zentrum Berlin TXM oper-
ating at 510 eV at the electron storage ring BESSY II. A 25 nm
zone plate was used with the microscope configured for a
magnification of ~3600x. This led to a pixel size in each 2D
image of 5.5 nm. A 3D volume was generated by collecting 301
2D images that were separated from each other in z by 40 nm,
thereby yielding a final voxel size for the 3D volume of
5.5 nm x 5.5 nm X 40 nm. Finally, these raw 3D images of the
60 nm nanospheres were processed to reduce stage jitter and
flickering of the X-ray light source (Figure 7). Supporting Infor-
mation File 1 contains additional information for all other ex-
perimental procedures and analyses.

Data Processing Workflow
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Figure 7: Data processing workflow. A full-field in-focus image is shown from the 3D image stack. Large circles are holes in the carbon foil of the grid.
Red arrows point to selected 60 nm gold nanospheres and blue arrows to selected 270 nm gold shells (containing a silicon core). A sub-image (yellow
box) around an isolated 60 nm gold nanosphere was extracted to produce a 3D volume, whose xy, xz, and yz cuts are shown (b). Stage jitter and drift
were corrected (c) using the StackReg plugin in imagej applied to the 3D stack defined by the dotted blue rectangle in (a), which includes several of
the 270 nm gold shells that are essential for good alignment of the stack. Plane-to-plane variation in the X-ray illumination (flicker) was corrected by
normalizing the sum of intensities in each plane to a constant (d). A false-color scale (“autumn” in Matlab) was used to better visualize the intensity
range, with red corresponding to regions of highest absorption and yellow to regions of highest transmission (e). Scale bar = 300 nm.
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Matlab was used to compute all model predictions. Here we
summarize the computational approach for calculating the
pc-Mie model. Supporting Information File 1 contains detailed
descriptions for all other model calculations. We validated the
code for computing the fields Ugipy and Ug'gy, for the
pc-Mie model Equations 12 and 13 by comparing results for
several approaches including numerical integration by the
trapezoidal rule, numerical integration by steepest descent
contour deformation designed for highly oscillatory integrals
(a custom version of the PathFinder code [36]), and, in the
case of the plane-wave field, using a change of variables to
convert Equation 12 into Lommel’s integral, which can be
solved by a sum of Lommel functions [37]. With vectorized
Matlab code, these integrals could be computed in less than
5 min using an Intel core i9 processor. All code is available

upon request.

Supporting Information

The Supplement is a single document with multiple
sections listed according to their order of citation in the
main text. The different sections provide (1) detailed
explanations of the different models: S1 — Mean angle
condenser; S2 — Plane-wave model of the condenser; S3 —
Extension of the Mie theory to oblique plane waves; S4 —
Simplification of the Mie theory to the anomalous
diffraction approximation; S5 — Equivalency of the Mie
theory and the parabolic wave equation; S6 — Calculation of
the nanosphere’s plane-wave and scattered-wave fields at
the camera; S7 — Incoherent Beer’s law model; S11 —
Calculation of polar tilt angle as a function of azimuthal
angle in a tilted condenser; (2) calculation of specific model
predictions: S8 — Effect of coherence patch size in the
mean-angle condenser model; S12 — Radial intensity
profiles of the tilted vs. non-tilted theory; S14 — Sensitivity
of radial intensity profiles to deviations in nanosphere
geometry; and (3) descriptions of experimental procedures
and measurements: S9 — Rotation of the experimental data
around the optical axis; S10 — Estimation of the axial tilt in
the data; S13 — Structural characterization of the 60 nm
gold nanospheres by SEM and TEM.

Supporting Information File 1

Supplement.
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Abstract

Ambient pressure X-ray photoelectron spectroscopy (APXPS) has emerged as an important technique for investigating surface and
interface chemistry under realistic conditions, overcoming the limitations of conventional XPS restricted to ultrahigh vacuum. This
review highlights the capabilities and scientific impact of APXPS at the MAX IV Laboratory, the world’s first fourth-generation
synchrotron light source. With the APXPS beamlines SPECIES and HIPPIE, MAX IV offers state-of-the-art instrumentation for in
situ and operando studies across a broad pressure range, enabling research in catalysis, corrosion, energy storage, and thin film
growth. The high brilliance and small beam size of MAX IV’s synchrotron light are essential for pushing the time-resolution
boundaries of APXPS, especially in the soft X-ray regime. We discuss representative studies at MAX IV, including investigations
of single-atom catalysts, confined catalysis, time-resolved catalysis, atomic layer deposition, and electrochemical interfaces, show-

casing the role of APXPS in advancing material and surface science.

Review
Ambient pressure XPS

Electron spectroscopy has significantly contributed to the
understanding of chemical and physical processes that govern
the complex interactions between a solid surface and its envi-
ronment. These processes play crucial roles in phenomena such
as heterogeneous catalysis, corrosion, and thin film growth.
Given that surfaces are heavily influenced by their surround-

ings, it is essential to study them in situ, while exposed to real-

istic reaction conditions, or operando, when producing reaction
products under realistic conditions. X-ray photoelectron spec-
troscopy (XPS) is a powerful surface science technique that
enables the investigation of modifications in the chemical envi-
ronment of a sample surface and its electronic states, owing to
its exceptional surface sensitivity. However, the requirement for

ultrahigh vacuum (UHV) conditions previously limited the use
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of XPS in reactive environments. Ambient pressure XPS
(APXPS) with soft X-rays addresses this limitation by enabling
surface chemical analysis at pressures up to the millibar range,
bridging the gap that restricts conventional XPS to UHV. This
allows for in situ and operando investigations of material inter-
faces under more realistic conditions, which is a critical
advancement in material research, gaining increasing popu-
larity across various fields. APXPS is crucial for studying
dynamic processes in catalysis, environmental science, and
energy materials, where reactions typically occur at or near

ambient pressure.

Fourth-generation synchrotron light sources, characterized by
their unprecedented photon flux, provide a key advantage for
APXPS, enabling rapid data acquisition with low signal-to-
noise ratio and facilitating the study of transient phenomena.
This capability is essential for tracking surface chemical pro-
cesses in real time.

Due to the scattering of the photoelectrons in a gas environ-
ment at millibar pressures, APXPS is intrinsically a photon-
hungry technique. Although pioneering work on gases and
liquids performed by Kai and Hans Siegbahn date back to the
1970s [1], it was only at the turn of the century that APXPS
instruments were developed, thanks to the high flux of the third
and then, particularly, fourth generation of synchrotron radia-
tion light sources. At the same time, the development of differ-
entially pumped electron energy analyzers (EEA) with higher
transmission also played a crucial role [2]. The technical devel-
opment of APXPS was driven forward in particular by groups at
BESSY II (Berlin, Germany) and ALS (Berkeley, US) [3.,4].
Today, APXPS is a consolidated technique, and instruments are
widely available both in synchrotron radiation facilities and in

university laboratories [5].

MAX IV Laboratory in Lund is a Swedish national laboratory
inaugurated in 2016; it was the first fourth-generation synchro-
tron light source worldwide [6,7]. The accelerator complex
comprises a linear accelerator as well as a 1.5 GeV and a 3 GeV
storage ring for electrons. MAX IV offers access to 16 beam-
lines, soon 17; among them, SPECIES and HIPPIE are dedi-
cated to APXPS and are located on the two rings, respectively.
Both beamlines offer a portfolio of experimental setups that
allow one to explore different aspects of scientific research
dedicated to the investigation of solid—gas, solid—liquid, and

liquid—gas interfaces in situ and under operando conditions.

In this review, we highlight exemplary APXPS experiments
conducted in different environments to study solid—gas and
solid-liquid interfaces. APXPS at MAX IV is making a consid-

erable contribution in various scientific fields including cataly-
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sis, energy materials, and corrosion, to name a few. As an ex-
ample in catalysis research, we will discuss experiments on
solid—gas interfaces about single-atom catalysts, catalysis in
confined space, time-resolved catalysis, and photocatalysis.
Remaining in the solid—gas environment, atomic layer deposi-
tion (ALD) is another field particularly developed at MAX IV.
Also, the ultrahigh brightness of MAX IV ring, joined with
in-house developments, make feasible in the soft X-ray regime,
experiments accessing liquid layers and their interfaces with
solids, opening up to completely new research fields with
respect to traditional surface science, such as corrosion and
battery research, with specifically designed electrochemical
cells suitable for APXPS measurements [8].

The SPECIES & HIPPIE beamlines

SPECIES is a soft X-ray beamline on the 1.5 GeV ring. It
covers a wide photon energy range of 30-1500 eV with vari-
able polarization and high photon flux in the low photon energy
range [9]. The optics provide a moderately focused beam
(~100 um). The beamline covers an energy resolution typical
for soft X-ray beamlines of resolving power values of the order
of 5000-10000 over nearly the entire photon energy range. The
main instrument of the APXPS endstation is the Phoibos 150
NAP electron energy analyzer from SPECS GmbH, equipped
with a delay line detector (DLD). The APXPS endstation is
used to study solid—gas interfaces and has sample environments
allowing for experiments in the fields of, among others, cataly-
sis research, material characterization, and thin film deposition,

utilizing dedicated cells.

HIPPIE, on the 3 GeV ring, covers a wider photon energy range
than SPECIES (250 to 2500 eV), also with variable polariza-
tion [10]. It has two branches, each with its own permanently
installed endstation dedicated to APXPS, that is, one for
solid—gas experiments (SGE) and one primarily, but not limited
to, for solid-liquid studies (SLE). The optics provide a spot size
of 65 pm X 25 um on the SGE and 60 um x 50 um on the SLE
and a resolving power up to 35000. The SGE branch features a
Scienta Omicron HiPP-3 analyzer with microchannel plate
detector and camera up to 120 Hz frame rate (soon to be
upgraded to a DLD). The SLE branch employs a SPECS
Phoibos-NAP spectrometer equipped with a 2D DLD. Both the
SGE endstation at HIPPIE and the APXPS endstation at
SPECIES, use the so-called “cell in cell” method, whereby a
small ambient pressure cell is inserted into the UHV chamber
where it makes a seal-tight connection to the lenses of the elec-
tron analyzer, from which is separated via a small aperture cone
[11]. This allows for the creation of the ambient pressure envi-
ronment inside the cell while still maintaining UHV conditions
on the outside, which enables the connection to the synchrotron

beamline. The synchrotron radiation enters the cell through a
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thin membrane, which can hold the necessary pressure in the
millibar range inside the cell. The endstations are also equipped
with complementary instruments (e.g., mass spectrometers)
mainly allowing researchers to probe gas phase products and
connect this information easily to the XPS data acquired from
the surface. Common in-vacuum surface preparation tools (e.g.,
Ar ion sputtering and sample annealing) are additionally avail-
able, which allows for preparing sample surfaces before
commencing the APXPS experiments. Both beamlines have
other external light sources (e.g., to provide solar radiation or
UV light) available to all users in order to perform photocataly-
sis experiments. HIPPIE offers also a catalytic reactor to expose
samples up to 1 bar gas atmosphere and 900 °C connected to the
main UHV system. In addition, a polarization modulation infra-
red reflection absorption spectroscope (PM-IRRAS) is also
available, enabling simultaneous APXPS and IRRAS measure-
ments.

The SLE at HIPPIE is designed as a large back-filled vacuum
chamber with two manipulators and base pressure in the
107 mbar range. Access to the chamber is realized via a large
front door. This offers a versatile and flexible system where
various custom setups and sample environments can be
installed. The primary setup used at the SLE is an electrochemi-
cal (EC) cell; a liquid microjet is also used to a smaller extent.
In the EC setup, a three-electrode setup is immersed and
retracted from a beaker of liquid electrolyte, forming a thin,
electrochemically active meniscus on the working electrode that
can be probed using APXPS or XAS, see Figure 1. Electro-
chemistry is controlled via a Biologic SP200 potentiostat.

Figure 1: Picture of the electrochemical APXPS setup at HIPPIE. The
EEA on the left is facing the working electrode. The three-electrode cell
is then further composed of reference and counter electrodes. The
electrodes are immersed in a beaker with a liquid electrolyte. The
system is at equilibrium at the vapor pressure of the liquid. The picture
was taken by Robert Temperton. This content is not subject to CC BY
4.0.
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Catalysis

Heterogeneous catalysis is one of the most prominent and long-
standing applications of APXPS and one of the primary drivers
of its development [4,5,12]. APXPS extends the tradition of
UHV-XPS surface science by enabling direct, operando obser-
vation of catalytic surfaces under reaction conditions. This
allows for full life cycle characterization of catalysts, offering
insights into surface structure, composition, and dynamic be-
havior during catalysis. Thanks to its intrinsic surface sensi-
tivity, APXPS is uniquely positioned to probe the active sites on
catalytic materials. These surface sites, often structurally under-
coordinated and electronically distinct from the bulk material,
drive the transformation of reactants into products. While cata-
lysts regenerate at the end of each cycle, their surfaces can be
highly sensitive and unstable under ambient conditions, necessi-
tating time- and environment-resolved measurements to capture

their true reactive state.

Particularly important is the combination of APXPS with com-
plementary techniques that could simultaneously explore the
sample. At HIPPIE, PM-IRRAS can be performed in situ and
operando. With IRRAS, vibrational information is available,
which greatly complements the electronic information obtained
by photoelectron spectroscopy. This combination enables a
more complete picture of surface reaction mechanisms. The ex-
amples discussed here focus on “model catalysts”, that is,
systems where the active phase is well defined and often pre-
pared on single crystals. While studies on industrial catalysts
are limited by charging effects (insulating oxide-supported sam-
ples) and higher pressure requirements, model systems remain
invaluable for fundamental insights.

We now turn to specific case studies from MAX IV’s APXPS
beamlines. We will not concentrate on the typical reactions
(e.g., CO oxidation, ethylene epoxidation, and methanol oxida-
tion) already deeply reviewed elsewhere [5,12,13]. We will
instead discuss a few catalysis niche cases dealing with com-
plex catalytic reactions and instrumentation development which
highlight better the use of advanced light sources in probing the
structure and dynamics of nanostructured materials and instru-
mental developments that enable novel investigations of materi-
als under operando conditions. We will therefore discuss scien-
tific examples about single-atom catalysts and progressing to
confined catalysis, time-resolved measurements, photocatalysis,

and atomic layer deposition.

Single-atom catalysts

Single-atom catalysts (SACs) have emerged as a frontier in
(electro)catalysis, combining exceptional catalytic activity with
optimal utilization of precious metals such as Rh, Pd, and Pt

[14,15]. Their atom-level dispersion maximizes surface expo-
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sure and minimizes metal consumption, which is critical for
both economic and environmental sustainability. However, their
inherently low site density and metastability under reaction
conditions present significant challenges for both synthesis and
in operando characterization. In particular, photon-hungry tech-
niques like APXPS require the high brilliance provided by
fourth-generation synchrotron sources to probe such dilute

systems.

From a synthetic perspective, stabilizing isolated metal atoms
against agglomeration, especially at elevated temperatures,
requires advanced strategies. Accordingly, diverse approaches
have been developed to realize stable SACs across a wide range
of metals and supports. Among these, site-selective atomic layer
deposition [16], supported catalytically active liquid metal solu-
tions (SCALMS) [17,18], and cluster encapsulation via strong
metal-support interaction (SMSI) [19] have shown promise.
While these methods have been successfully characterized
using APXPS, the systems themselves were not investigated
under catalytic turnover conditions and are therefore not dis-

cussed further here.

Instead, we focus on a study by Vesselli and co-workers
that directly addresses catalytic activity in a biomimetic SAC
system [20,21]. In their work, a cobalt single-atom biomimetic
model catalyst is based on a self-assembled monolayer of
Co-porphyrins grown on an almost free-standing graphene
sheet. This well-defined platform mimics the structure of
metal-nitrogen—carbon catalysts used in oxygen reduction reac-
tions (ORRs).

Using a combination of results obtained from APXPS at
HIPPIE and pump—probe infrared—visible sum-frequency gener-
ation (SFG) in a dedicated setup at the Department of Physics
of the University of Trieste [22], and supported by DFT, the
authors demonstrated that the Co-porphyrin SAC stabilizes a
hydroperoxyl-water (O,H-H,O) cluster in O+H,O atmo-
sphere at room temperature [21]. This is considered the
fundamental reaction intermediate in the ORR. In particular,
the configuration of the O,H radical could drive the selectivity
for 2e” vs 4e” pathway ORR. The APXPS measurements
revealed distinct changes in the Co 2p and O 1s core levels
consistent with the formation of this reactive intermediate.
Figure 2 shows spectroscopic evidence for the OoH-H,O/Co
complex, highlighting the power of operando APXPS to capture
chemically relevant intermediates on SACs under realistic
reaction environments. This example highlights the unique
ability of APXPS, particularly when combined with comple-
mentary vibrational spectroscopies, to provide molecular-level
insight into active sites and mechanisms in single-atom cataly-

sis.
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2D confined catalysis

Confined catalysis is an emerging field that investigates how
spatial constraints can influence the efficiency, selectivity, and
performance of catalytic reactions. This approach leverages the
principles of confinement within various nanostructures (pores,
cavities, or interlayer regions of materials) to create unique
reaction environments that can significantly alter the behavior
of catalytic processes. The confined environment can affect
how reactants approach each other, stabilize reaction intermedi-
ates, and influence transition states, often lowering activation

energies and altering reaction pathways [23-25].

A particularly interesting case is “undercover catalysis”, where
the void space between a 2D material and a catalytic surface is
exploited. Materials such as graphene [26-28], hexagonal boron
nitride (hBN) [29], and transition metal dichalcogenides [30]
are widely studied for this purpose. Boix, Knudsen and collabo-
rators combined APXPS with gas pulsing with varied composi-
tion to repeatedly form and remove undercover reaction prod-
ucts. Specifically, they studied CO and H; oxidation below
oxygen-intercalated graphene flakes partially covering an

Ir(111) surface, as illustrated in Figure 3 [28].

Although the reaction products (H,O and CO,) were below the
APXPS detection limit, the C 1s signal proved sensitive enough
to monitor the dynamics of undercover catalysis during gas
pulsing (see Figure 4). Their results revealed that H, promotes
the formation of a dense OH-H;O phase below the graphene. In
contrast, CO alone showed minimal intercalation and instead
scavenged oxygen. When CO and H, were pulsed together,
hydrogen modified the undercover chemistry: the formation of
the OH-H;O phase lifts the graphene flake and allows the CO to
intercalate and then oxidize.

Rather than studying the reaction below 2D materials, Scar-
damaglia et al. investigated graphene and hBN as protective
layers for copper metal surfaces in a reactive environment [31].
In operando experiments with a linear temperature ramp in
2 mbar O, bare copper rapidly oxidized to Cu,O at room tem-
perature and further to CuO at ~200 °C. However, with hBN or
graphene layers, oxidation was significantly delayed. Both 2D
materials retard the oxidation of Cu by more than 120 °C, but
with different kinetics. The behavior of hBN/Cu is relatively
simple: the hot copper surface is well shielded from oxygen,
and even if some oxygen penetrates through wrinkles or bound-
ary areas, the insulating nature of hBN prevents rapid copper
oxidation. This protection remains effective until the coating
layer is fully and quickly etched away (up to 300 °C). Beyond
this point, the exposed hot copper surface undergoes rapid oxi-
dation, transforming from metallic Cu to Cu,O, and, eventually,

to CuO within a small temperature range. In contrast, with

1680



IR-Vis SFG_

Beilstein J. Nanotechnol. 2025, 16, 1677-1694.

@ S,
£ 5
=) O
s - :
s £ z
> = o,
= o 2
@ CoTPyP CoTPyP § Gunnarsson & 1

Cs - Cp) d(pyridy! Q . - S
2 v(Cq - Cg (pyridyl) 9 | schonhammere Multiplet Splitting -
O Graphene g Screening m UHV
& G Phonon < = NAP O,+H,0
1]
Y :
- Z B a2 e Sl T E

1 | 11 | 1l L — ) N (S N N N NN (N N S
1600 1700 ; 785 780 775 535 530

IR wavenumber (cm )

Binding energy (eV)

Figure 2: Spectroscopic and geometric characterization of the hydroperoxyl-water complex. (a) IR-vis SFG spectra of the pristine CoTPyP/GR layer
in UHV (bottom) and in 10~3 mbar O, +10~" mbar H,O at room temperature (top); experimental data (markers) are reported together with the best fit
(continuous lines) and deconvolution envelopes (filled profiles). (b) NAP-XPS spectra of the Co 2p3/» (left, hv = 910 eV) and O 1s (right, hv = 660 eV)
core levels corresponding to the same conditions as in (a); red vertical lines indicate the binding energies obtained for the optimized OoH-H,0O com-
plex on CoTPyP/GR from ab initio DFT calculations for different O 1s core levels, as labeled in (e): 1 — physisorbed/ wetting water, 2 - OOH, 3 -
OOH, 4 - gas phase water. (c) Top view of the DFT-optimized model of the OoH-H>O/Co/TPyP/GR system. (d,e) Side views of the same system with
an additional water molecule in the gas phase from two different points of view, to show the order-2 rotational symmetry of the CoTPyP, with a saddle
shape macrocycle and peripheral pyridyl groups alternatively rotated by +39° and —39° with respect to GR. Figure 2 was reproduced from [21] (©
2022 F. Armillotta, et al., published by American Chemical Society, distributed under the terms of the Creative Commons Attribution 4.0 International

License, https://creativecommons.org/licenses/by/4.0).

graphene/Cu, although the protective layer degrades at a
slightly higher temperature than hBN, oxygen begins to interca-
late beneath graphene at around 220 °C, initiating a slower,
undercover oxidation of copper to Cu,O. This process is a
galvanic reaction facilitated by graphene’s high conductivity,
enabling electron transfer from copper to oxygen atoms. How-
ever, the graphene/Cu,0O hybrid structure slows further oxida-
tion to CuO due to limited oxygen availability, as the reaction
occurs beneath the surface. This is significant because it offers a
method to stabilize the CuyO phase at high temperatures,
preventing its conversion to CuO. As the temperature increases
further, CuO formation and graphene etching occur simulta-

neously. This is summarized in Figure 5 where the 2D intensity

plot vs temperature of O 1s and N Is or C 1s, for hBN or
graphene, respectively, are reported.

Time-resolved catalysis

Catalysts are inherently dynamic systems. The optimal catalyst
should have a nanostructure that enhances activation kinetics,
contain active sites that are dynamically stabilized, and be in a
state of deviation from chemical equilibrium under reaction
conditions. Therefore, fully describing a functional catalyst
requires addressing a range of dynamics across multiple
temporal scales. To examine such a dynamic at the atomic level,
we must ensure a well-controlled environment that is relevant to

catalytic conditions. This includes enhancing the temporal reso-
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undercover structure), (b) a CO-rich mixture resulting in the removal of intercalated oxygen, and (c) a combined H»:CO-rich mixture resulting in the
hydrogen-assisted intercalation of CO. Figure 3 was reproduced from [28] (© 2022 V. Boix et al., published by American Chemical Society, distribut-
ed under the terms of the Creative Commons Attribution 4.0 International License, https://creativecommons.org/licenses/by/4.0).
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Figure 4: Hydrogen oxidation reaction under ~0.5 ML Gr on Ir(111) at 370 K and 1 mbar total pressure. (a, b) 2D image plots of (a) O 1s and (b) C 1s
during one hydrogen-rich pulse (50 s of a hydrogen-rich mixture Ho/O2 9:1 sccm). (c) Average spectrum of 10 individual C 1s spectra recorded before
and during the pulse. (d) Schematic representation of the five Gr/Ir(111) intercalation structures that define the five components used to fit the data.
The position of each C 1s component is indicated with a line to the binding energy axis in panel (b). See main text for exact values. Figure 4 was
reproduced from [28] (© 2022 V. Boix et al., published by American Chemical Society, distributed under the terms of the Creative Commons Attribu-
tion 4.0 International License, https://creativecommons.org/licenses/by/4.0).
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Figure 5: (Top) hBN and graphene protected Cu foils. (a, b) O 1s and
(c, d) N 1s and C 1s 2D intensity plots as a function of temperature for
hBN/Cu (a, c) and graphene/Cu (b, d). The spectra are recorded in

2 mbar O, with a photon energy of 1070 eV. The intensity is normal-
ized to the background at lower binding energy with respect to the
peak. The fingerprint of Cu,0 is the O 1s peak at about 530 eV, while
CuO is at 529 eV. (Bottom) Sketch of the surface at 250 °C. Figure 5
was reproduced from [31] (© 2021 M. Scardamaglia et al., published
by American Chemical Society, distributed under the terms of the
Creative Commons Attribution 4.0 International License, https:/
creativecommons.org/licenses/by/4.0).

lution of APXPS measurements. Ultimately, the goal is to
understand the heterogeneity of a catalytic system with greater

specificity regarding site, time, chemistry, and environment.
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Recent years have seen growing interest in time-resolved
APXPS studies, particularly those enabled by DLDs [32-37].
These detectors offer microsecond-scale time resolution,
unlocking the ability to track fast chemical transformations. In
this section, we focus on ultrafast measurements that are
possible with the new DLDs at the HIPPIE and the SPECIES
beamlines. These DLDs are built like a very tight check pattern
of electrical wires. Every impinging electron sends an electrical
signal along two orthogonal wires and its location is deter-
mined by the readout electronics based on the time of flight.
This architecture allows for high-speed acquisition (only limited
by the speed of the readout electronics), either as continuous
time-resolved data or in pump—probe mode. In continuous
mode, spectra are recorded in sequence without scanning the
analyzer’s retardation voltage. To observe quick, periodic
changes in the APXP spectra, we apply fast gas pulses to the
catalyst surface [38-40]. During continuous acquisition, APXP
spectra are measured one after the other with a high time resolu-
tion and for many gas pulses. This enables ultrafast capture but
results in the measured signal being convoluted with the

analyzer’s transmission function.

During pump—probe acquisition, a synchronization signal trig-
gers spectral acquisition with each external perturbation (e.g.,
gas pulse). This makes it possible to assign a time difference be-
tween gas pulse and spectrum acquisition to every measure-
ment. Thus, scanning of the retardation voltage becomes
possible, that is, the analyzer transmission is accounted for.
Since event averaging over many gas pulses is done in the
analyzer, the measurement can be run very fast. A significant
difference in the direct analysis can immediately be observed
when comparing the data measured with the two acquisition
techniques in Figure 6. The spectroscopic changes induced by
the modulation can often be directly seen in pump—probe data,
while post-processing is necessary for continuous measure-
ments to obtain similar information. Examples of the two
different measurement schemes are presented below. The
data are taken from two experiments performed at the
SLE of the HIPPIE beamline, while exposing a catalyst to gas
pulses.

Ammonia oxidation (microsecond time-resolution,
pump-probe mode): This experiment used 150 ps wide 170 V
voltage pulses with a repetition rate of 5 Hz to control O, gas
injection (piezoelectric valve) in a background of NHj
(15 sccm) and O, (10 sccm) achieving 3.8 mbar (the local pres-
sure at the sample surface is much higher) total pressure at
460 °C on a PtRh(100) catalyst. Spectra were acquired at
200 kHz (5 ps time resolution), averaging over 720,000 pulses.
One measured spectrum is sorted into the 2D image shown in
Figure 7 by using the time difference between the pump signal
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and the probing signal. The 2D image averages over 720,000

gas pulses.

Using the O 1s and N 1s core levels (Figure 7A-D), it is
possible to follow both the surface composition and the catalyst
selectivity by observing the gas phase (with a slightly retracted
sample). The time evolution of NO and N, taken from curve fits
of the N 1s gas phase spectra (Figure 7D) is shown in
(Figure 7F) while the evolution of the dominant surface adsor-
bate taken from curve fits in the O 1s (Figure 7A) and N 1s
(Figure 7B) spectra is shown in Panel (Figure 7G). The main
conclusion here is that the selectivity of the catalyst towards NO
formation increases, similar to the increase in coverage
of the surface with oxygen. Likewise, an increasing coverage
of adsorbed nitrogen leads to an increased selectivity towards
N,.

Previously, Resta et al. [41] could correlate the production of
NO with the formation of surface RhO; for four different NH3-
to-O, ratios. In the presented example, studying the reaction in
a time-resolved manner, it was possible to study a continuous
range of different reactant ratios and their effect on the product
composition within one experiment, which makes them inher-
ently comparable. Thus, this pump—probe acquisition mode
enables structure—activity correlations with high time resolu-

tion.

Ethylene oxidation (millisecond time-resolution, continuous
mode): In a second experiment, 200 ps pulses of CoH4 were
introduced into a 10 sccm O, flow over a polycrystalline Pd
catalyst at 365 °C with a repetition rate of 10 Hz and a total
pressure of 3.7 x 1073 mbar (the local pressure at the sample
surface is much higher). The resulting APXP spectra shown in
Figure 8 were measured continuously in time-resolved snap-
shot mode with an acquisition frequency of 1 kHz (1 ms time
resolution). One measured spectrum covers approximately
100 pulses.

While the raw data showed no visible modulation (Figure 8A),
Fourier analysis of the spectra as described in detail elsewhere
[42,43] revealed an oscillatory response as highlighted by the
black arrows in (Figure 8B) at the driving frequency of the gas
pulses and higher harmonics. If the magnitude and phase of the
Fourier transform at the fundamental frequency (i.e., 10 Hz) are
extracted and plotted (Figure 8C), a clear footprint of oscil-
lating components can be seen in the blue phase signal at
335-337 eV. Magnification of the oscillation magnitude even
reveals three different oscillating components within the broad
Pd 3ds/, peak seen in the time average in (Figure 8C). Here, the
phase signal shows that the middle component (2) oscillates in

antiphase with the other two (1,3); when 2 increases, 1 and 3
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Figure 8: (A) Pd 3d core level spectra measured in continuous mode
during experiment 2 in surface sensitive position. (B) Magnitude of the
Fourier transform as a function of frequency and binding energy.

(C) Oscillation amplitude and phase at the fundamental frequency

(10 Hz), together with the time average of the spectra. (D) Magnified
oscillation amplitude.

decrease and vice versa. Thus, even though the oscillating
signal picked up during the measurement is small in compari-
son to the time average of the spectra, Fourier analysis can

reveal the periodic spectroscopic answer.

Comparing continuous and pump-probe acquisition:
Pump-probe mode offers higher sensitivity to transient signals
and smaller datasets but requires precise periodic modulation. It
is ideal for fast, repeatable processes. Continuous acquisition, in
contrast, is suitable for systems with self-sustained or aperiodic
oscillations. Fourier analysis allows for selective extraction of
oscillating signals, removing static background contributions.
Both modes have proven indispensable in revealing the real-
time dynamics of catalytic reactions, and they have only
become possible with the recent advances in detector develop-
ment. Their availability at HIPPIE and SPECIES is a major
asset for APXPS studies.
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Photocatalysis

Utilizing solar energy to drive chemical reactions is a central
focus of sustainable energy research. Replacing fossil fuels with
clean and renewable energy sources is one of the most impor-
tant challenges for modern human civilization. Reactions such
as water splitting, CO; reduction, and pollutant degradation rely
on photocatalysts that absorb light, generate electron—hole pairs,
and drive redox reactions at interfaces. For the rational and
methodical design of a more sophisticated photocatalyst, it is
essential to combine the photocatalyst’s performance with
mechanistic knowledge under operando reaction conditions.

APXPS is uniquely suited to investigate such systems. Its sur-
face sensitivity enables the detection of charge transfer pro-
cesses, reaction intermediates, and active sites under operando
conditions. Additionally, the kinetics of charge transfer and the
role of specific chemical species or components functioning as
charge donors or acceptors during photocatalytic reactions can
be clarified using APXPS. At MAX IV, external light sources
(e.g., UV lamps or solar simulators) are coupled to the HIPPIE
and SPECIES endstations to allow for photoirradiation in both
UHYV and ambient pressure environments (Figure 9) [44].

The most environmentally friendly alternative to fossil fuels is
green hydrogen; however, producing it at a reasonable price
remains challenging. A prominent application is photocatalytic
water splitting for green hydrogen production. Urpelainen and
colleagues clarified the mechanisms of photocatalytic hydrogen
evolution reaction (HER) in a new prospective model system,
the Ni@NiO/NiCOj3 photocatalyst, under dark and illuminated
conditions at 1 mbar of HyO [45]. Figure 10a illustrates how the

Beilstein J. Nanotechnol. 2025, 16, 1677—1694.

complex Ni 2p spectrum is caused by multiplet splitting, shake-
up, and plasmon loss structures. When the catalyst surface is
dark, the Ni 2p3), structure can be well matched with three main
components assigned to Ni%, NiO, and NiCOj3. Upon illumina-
tion, the Ni® peak vanishes, and the main Ni 2p peak broadens
due to the emergence of an additional peak at 857.4 eV attri-
buted to NiOOH. This indicates that photoexcitation triggers
oxidation and structural changes, consistent with plasmon-
driven electron excitation at the Ni/NiO interface. The authors
propose a mechanism where photoexcited holes migrate to NiO
and are trapped, facilitating water oxidation via an intermediate
NiOOH species (Figure 10b).

APXPS thereby provides mechanistic insight into photoin-
duced surface chemistry, enabling rational catalyst design. Sim-
ilar approaches can be extended to CO, reduction, pollutant
remediation, and other light-driven processes.

Atomic layer deposition

Atomic layer deposition (ALD) is a critical thin-film technolo-
gy widely used in semiconductors, nanoelectronics, energy
storage, catalysis, and advanced coatings. It enables atomically
precise control over film thickness and composition, even on
topologically complex surfaces, making it essential for the fab-
rication of next-generation devices [46-48]. In the semiconduc-
tor industry, ALD enables the creation of nanoscale transistors
and high-k dielectric materials, essential for shrinking transistor
dimensions and enhancing performance in integrated circuits.
Its precision, scalability, and ability to produce conformal films
on intricate surfaces make ALD a cornerstone in the pursuit of
miniaturization and enhanced performance in technology.

window

Figure 9: Schematic layout showing the alignment between external light sources, beamline, and analyzer nozzle in the analysis chamber with AP
cell at the SPECIES beamline at MAX IV Laboratory. Figure 9 was reproduced from [44] (© 2023 A. Klyushin et al., published by the International
Union of Crystallography distributed under the terms of the Creative Commons Attribution 4.0 International License, https://creativecommons.org/

licenses/by/4.0).
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ALD achieves such high levels of growth control by a well-sep-
arated alternating exposure of a surface to precursors and
co-reactants. Each reaction with the surface should be saturated
and self-limiting, thus allowing the deposition of one mono-
layer to progress in a highly conformal layer-by-layer way, even
on nanostructured materials of high aspect ratios. Traditional
insights into ALD surface chemistry have come from ex situ or
in vacuo XPS, often complemented by other surface characteri-
zation tools, used to characterize the resulting film [49-51], as
well as to investigate chemical mechanisms cycle-to-cycle
[51,52]; the latter procedure is often termed in situ XPS. How-
ever, such approaches are blind to the time-dependent dynam-
ics that govern film nucleation and early growth. Operando
APXPS overcomes this limitation, enabling direct observation

of surface reactions cycle-by-cycle in real time [53].

ALD typically operates in the 107 to 1 mbar pressure range,
ideally matched to the working range of APXPS. Time-resolved
APXPS has proven especially powerful for studying the initial
ALD cycles, where the chemical interactions at the surface are
most critical [54-60]. At MAX 1V, the SPECIES beamline has
led the development of ALD studies using APXPS. A
dedicated reaction cell was designed to replicate commercial
ALD conditions, including independent pulsing of precursor
gases, laminar flow across the sample, and substrate heating.
The setup allows for independent control of precursor
and co-reactant exposure and supports a variety of chemistries

[60].

ALD is a key technology for the future development of smaller
and more power-efficient devices. One step in this develop-
ment is the replacement of silicon, which cannot reach the de-
velopment goals set by international technological roadmaps
[61]. A potential replacement for silicon oxide is a high-k oxide
material such as HfO,, which allows for the creation of much
smaller gate sizes. Another suggested change is to substitute the
silicon channels with a III-V semiconductor material such as
InAs, which, among other properties, has a narrower band gap
[62]. However, one challenge to overcome with the InAs/HfO,
material is to obtain a clean interface between the materials,
which is critical for the proper function of the potential devices.
In situ and operando APXPS has been utilized in many works to
study the deposition of HfO, on InAs to elucidate the chemical
reactions that occur as those layers are grown in order to better
understand how to create sharp interfaces between the materi-
als [55,57,58,63].

In one study by D’Acunto et al., the surface composition and
thickness of the initial growth of HfO, on InAs was investigat-
ed using tetrakis(dimethylamido)hatnium(IV) (TDMAHY) as
the hafnium precursor [63]. Four InAs samples with varying
native (samples A, B, and C) or thermal oxide (sample G)
layers were exposed to TDMAHT at ~200 °C under ~1073 mbar
pressure. Results showed that TDMAHT{ interacts with the sur-
face oxide to produce HfO, already in the first half-cycle, a
“self-cleaning” effect that removes native oxides from InAs and

transfers oxygen to Hf. The resulting interface contained an
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In—O-Hf layer limited to approximately one monolayer. The
second half-cycle is often done using water as the co-reactant
and is the principal source of oxygen for the creation of HfO; in
the later ALD cycles. Figure 11 shows high-resolution photo-
electron spectra of As 3d, In 4d, and Hf 4f core levels before
and after the first TDMAHT{ half-cycle on the four samples. The
oxide peaks of As and In disappear for all the thermal oxide
(samples A-C), and HfO, peaks emerge consistently across
samples with differing initial oxide thicknesses. The only
exception was the native oxide sample (G); it showed stronger
Hf 4f intensity, but still the formed HfO, thickness was esti-
mated to be limited to one monolayer of approximately 5.6 A.
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Figure 11: Sample A was initially cleaned by bombarding it with
elemental hydrogen, thus removing all of the oxide components. Sam-
ples B and C were characterized to have 0.05 L, and 6.0 L of O, expo-
sure, respectively; sample G was treated with a water bath and is re-
ferred to as having a native oxide. (a) As 3d core level spectra of four
different InAs samples with varying As oxide thickness measured
before TDMAHf deposition. (b) In 3d spectra of the same samples
showing the In oxide. (c) As 3d spectrum of sample C after the first
TDMAHf half-cycle. (d) In 4d and Hf 4f spectra (which overlap in
energy) acquired after the first TDMAHf half-cycle. Figure 11 was
reproduced from [63] (“Oxygen relocation during HfO2 ALD on InAs *,
© 2022 G. D'Acunto et al., published by The Royal Society of Chem-
istry, distributed under the terms of the Creative Commons Attribution
3.0 Unported Licence, https://creativecommons.org/licenses/by/3.0).

Time-resolved APXPS (Figure 12) confirmed that the removal
of surface oxides and the formation of HfO, occur simulta-
neously during precursor exposure. These results suggest that
HfO, can form even without an external oxygen source during
the first half-cycle, using the available oxygen content on the
surface, challenging traditional ligand-exchange descriptions of
ALD chemistry.
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Figure 12: Time-resolved XP spectra acquired during the TDMAHf
deposition on InAs showing (a) the As 3d core level and (b) the
combined In 4d and Hf 4f region. The green dotted line indicates the
time when the TDMAHf valve was opened. Figure 12 was reproduced
from [63] (“Oxygen relocation during HfOo ALD on InAs “, © 2022

G. D'Acunto et al., published by The Royal Society of Chemistry, distri-
buted under the terms of the Creative Commons Attribution 3.0
Unported Licence, https://creativecommons.org/licenses/by/3.0).

Electrochemical APXPS

Another field where APXPS has opened entirely new experi-
mental possibilities is the study of electrochemical interfaces.
Traditional XPS, limited to ultrahigh vacuum environments, has
historically been unable to access solid—liquid interfaces, crucial
for understanding electrochemical reactions in batteries, fuel
cells, corrosion, and electrocatalysis. With the advent of
ambient pressure setups and specially designed sample environ-
ments, APXPS now allows for direct probing of the chemical
and electronic structure at solid-liquid interfaces under realistic
conditions. This capability provides unique insight into surface
reactions, charge transfer, and interface stability, which are
central to the performance and degradation mechanisms of elec-
trochemical systems. Electrochemical interfaces can be studied
by APXPS using two primary cell types, namely, membrane-
based flow cells and “dip-and-pull” systems. While flow cells
are ideal for large currents and gas evolution, dip-and-pull cells,
whilst more compromised from an electrochemical cell perspec-
tive, are more flexible and compatible with well-defined materi-
als such as single crystals or layered structures [64]. Here, we
outline some case-studies that use the dip-and-pull method
available at HIPPIE.

The measurements can be performed in situ or operando. In the
first, easier, case, the electrochemical reaction is performed with
the sample immersed in the electrolyte, then all potentials are
dropped, and the sample is pulled for APXPS measurements at
the vapor pressure of the electrolyte. This method is used
mostly for corrosion studies. In the second case, the potential is
held during the XPS analysis, and a thin electrolyte film

(meniscus) is maintained at the interface of the working elec-
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trode (WE) during measurement. This meniscus must be thin
enough to allow photoelectrons to escape, yet thick enough to
maintain electrical contact. The meniscus thickness depends on
factors such as the wetting properties of the WE, liquid
viscosity, surface tension, and pulling speed. This geometry
enables true operando studies of solid—liquid interfaces and is
particularly relevant for battery research.

Corrosion

Nanometer-thin and spontaneously formed oxide layers, also
known as passive films, play a crucial role in the corrosion
resistance of many advanced alloys. The current knowledge of
the passive films’ structure and composition is largely derived
from ex situ surface analysis using XPS and scanning tunneling
microscopy. However, the findings of UHV-XPS do not accu-
rately represent the genuine passive film/electrolyte interface.
APXPS is essential to observe the onset and progression of
corrosion and to gain a fundamental understanding of corrosion
mechanisms.

Lundgren’s and Pan’s groups studied in situ, in 17 mbar of
water vapor, the electrochemical oxide growth and breakdown
on Ni-Cr-Mo industrial alloys in a NaCl solution at different pH
values, by following the anodic growth of the oxide film at
potentials up to 700 mV vs Ag/AgCl [65,66]. The oxide,
natively rich in Cr>*, undergoes a dynamic change and becomes
enriched in M06+, with a chemical environment similar to that
of pure MoO3. The accumulation of Mo in the passivated oxide
film is believed to result from the depletion of Cr and the
concurrent enrichment of Mo just beneath the native oxide
layer, as reported in Figure 13.

Photoelectron analyzer

Photoelectrons
P

Water vapor le
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The Ni-Cr-Mo alloy exhibited activity towards the oxygen
evolution reaction (OER), which is responsible for initiating
passivity breakdown due to the dissolution of Mo in its Mo®*
state. This mechanism contrasts with the typical transpassive
breakdown behavior observed in Cr-containing alloys, where
Cr%* dissolution occurs at high anodic potentials, compro-
mising the integrity of the passive layer. However, in this case,
Cr%* dissolution was not observed. Furthermore, at high current
densities, the OER contributes to the localized acidification near
the alloy’s surface, exacerbating metal dissolution. The passive
film breakdown has been studied for different acidities of the
electrolyte solution, as reported in Figure 14. A parallel study
extended these findings to martensitic stainless steel, offering
further insights into the chemical evolution of passive films

under electrochemical stress [67,68].

Batteries

The dip-and-pull method allows for surface-sensitive XPS mea-
surements of interfaces that are typically hidden inside batteries.
Whilst the cell geometry obviously differs dramatically from
that of any conventional cell, the approach can provide a valu-
able model system to study fundamental chemical processes.
Experiments can take two forms. First, dip-and-pull can be used
to measure a “thick” film (greater than the ~10 nm information
depth of XPS) of electrolyte solution. Kallquist et al. have
shown that measurements of these thick liquid films can be used
to infer charge transfer processes, since the emitted kinetic
energy of a photoelectron is dependent on the potential of the
probed liquid relative to the grounded working electrode
[69,70]. Specifically, the interfaces of gold, copper oxide, and
LiNij;3Mn/3Co1,30, with 1 M LiClOy4 in propylene carbonate
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Figure 13: (Left) Layered model of surface region illustrating the metal substrate, oxide layer, hydroxide layer, liquid water layer, and the surrounding
water vapor. Quantitative analysis. (a) Oxide and hydroxide thickness for different exposure conditions. (b) Total oxide composition for different expo-
sure conditions. All potentials are reported against Ag/AgCl reference electrode. Figure 13 was reproduced from [66] (© 2023 A. Larsson et al.,
published by Elsevier, distributed under the terms of the Creative Commons Attribution 4.0 International License, https://creativecommons.org/

licenses/by/4.0).
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Figure 14: Passive film breakdown. (a) In situ APXPS spectra of Ni 2p3/2, Cr 2p3/2, and Mo 3d measured at pH 7 for the potential range of

700-900 mV. (b) In situ APXPS spectra of Ni 2ps/s, Cr 2pa/», and Mo 3d measured at pH 2 for the potential range of 700-900 mV. (c) Mo®* oxide
content and current density after 10 min vs potential at pH 7. (d) Mo®* oxide content and current density after 10 min vs potential at pH 2. Arrows indi-
cate the axis corresponding to the data. (e) Comparison of Mo®* oxide content at pH 7 and pH 2 vs potential. Figure 14 was reproduced from [65]
(©2023 A. Larsson et al., published by Wiley, distributed under the terms of the Creative Commons Attribution 4.0 International License, https://
creativecommons.org/licenses/by/4.0).

have been studied. When there is no lithiation/delithiation, the
expected 1:1 ratio of changes in photoelectron kinetic energy
and applied potential are observed. However, when high enough
potentials are reached to induce lithiation/delithiation, a devia-
tion from this ratio is observed. These measurements demon-
strate how APXPS, through its sensitivity to potential changes,

can be used to probe interfacial chemistry without direct access

to the interface.

The second form of experiment studies the solid-liquid inter-
face directly, which, in the case of batteries, is where
solid—electrolyte interphases (SEIs) form. Having stable SEIs
formation is critical for the performance of a battery. A stable
SEI stops the electrode from degrading, but uncontrolled
growth can, in the extreme case, lead to short-circuit conditions
inside the cell. Dip-and-pull XPS has been used to study the
growth of SEIs at the interface between a 1 M LiPFg in propy-
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lene carbonate electrolyte solution and a glassy carbon working
electrode in a two-electrode cell with a Li metal counter elec-
trode [71]. Here, XPS of the electrode—solution interface was
measured at series of voltage steps. First, the electrodes were
dipped into the solution, and the cell voltage was swept to the
desired voltage. Then the electrode was pulled up under a
potential hold for XPS measurements, and, due to the favorable
wetting properties of this choice in materials, it was possible to
find an area at the top of the liquid meniscus that was thin
enough for photoelectrons generated at the electrode surface to
escape and be measured. By repeating this dip-and-pull process
at different potentials, the evolution of the carbonate and hydro-
carbon SEI components could be observed (Figure 15). Similar
studies have been performed on sputtered LiCoO, cathodes,
demonstrating the broader applicability of this technique to

conventional battery materials [10].

Conclusion and Perspectives

Ambient pressure X-ray photoelectron spectroscopy has
emerged as a powerful and versatile technique for probing sur-
face and interface phenomena under realistic environmental
conditions. At MAX IV, the synergy between fourth-generation
synchrotron source brightness and beamline-specific develop-
ments, such as advanced electron analyzers, tailored AP cells,
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and time-resolved detection schemes, has enabled operando and
in situ investigations with unparalleled time resolution. These
capabilities have pushed the boundaries of surface science,
allowing for direct insights into reaction mechanisms in cataly-
sis, electrochemistry, thin film growth, and corrosion.

The examples presented throughout this review, ranging from
single-atom catalyst stabilization and confined 2D reactivity, to
time-resolved studies of gas—solid reactions, photocatalytic
water splitting, atomic layer deposition, and electrochemical
interfaces, demonstrate the breadth of scientific questions that
APXPS can now address. MAX IV’s SPECIES and HIPPIE
beamlines have contributed to this development, not only by
offering high-performance instrumentation but also by fostering

integrated experimental strategies and user-driven innovation.

Looking ahead, one of the most significant challenges for the
APXPS community is the transition from simplified model
systems to realistic, complex materials operating under industri-
ally relevant conditions. Achieving this shift will require further
innovations in sample environments, pressure compatibility,
and surface sensitivity, especially for systems that exhibit
spatial or chemical heterogeneity at the micro- and the nano-
scale.
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Figure 15: (a) C 1s spectra of the interface between glassy carbon and a 1 M LiPFg/propylene carbonate electrolyte as a function of cell potential.
(b) Trends of the binding energies of the various spectral components. Figure 15 was reproduced from [71] with permission of the Royal Society of

Chemistry. This content is not subject to CC BY 4.0.
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A key direction for the future lies in the multimodal integration
of APXPS with complementary surface-sensitive and bulk-
sensitive techniques. Combining APXPS with vibrational spec-
troscopies (such as IRRAS and Raman), structural probes (such
as X-ray absorption spectroscopy or X-ray diffraction), and
mass spectrometry will enable a more holistic understanding of
structure—function relationships at working interfaces. Addition-
ally, the development of correlated, spatially resolved measure-
ments, potentially via photoemission electron microscopy
(PEEM) or scanning probe methods, could further bridge the
gap between fundamental surface studies and application-rele-
vant complexity.

Another promising frontier is the coupling of APXPS with ad-
vanced data acquisition and analysis, such as machine learning
for spectral interpretation, real-time kinetic modeling, and high-
throughput experimentation. These approaches will be instru-
mental in interpreting the large, multidimensional datasets pro-
duced by time-resolved and pressure-dependent measurements,

especially in dynamic systems with multiple reaction pathways.

Ultimately, the goal is to move beyond the use of APXPS as a
purely observational tool and to establish it as a quantitative,
mechanistic probe that directly informs materials design and
process optimization. By continuing to refine its resolution,
sensitivity, and integration with complementary modalities,
APXPS is positioned to contribute to pressing societal chal-
lenges, including clean energy conversion, sustainable catalysis,
environmental remediation, and next-generation electronic and

electrochemical devices.

Through its unique ability to reveal buried, reactive, and
dynamic interfaces under realistic conditions, APXPS will not
only remain a cornerstone of modern surface science, but
increasingly, a bridge between fundamental understanding and
functional performance.
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