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Abstract
Previous work has shown the ReactorSTM and ReactorAFM, capable of studying materials under industrially relevant conditions.
Here we show current developments of the ReactorAFM/STM, implementing a qPlus sensor to add the ability of combining atomic
force microscopy (AFM) and scanning tunneling microscopy (STM) techniques to study the geometric and electronic structure of
materials under reaction conditions. We demonstrate this by imaging a Pd(100) single crystal at 450 K with combined AFM/STM.
The surface is compared under ultrahigh vacuum and under 0.5 bar O2 pressure showing a notable increase in RMS current, which
we attribute to oxidation. Also, we study cobalt nanoparticle catalysts on an aluminum oxide support, industrially relevant in the
Fischer–Tropsch synthesis. The catalysts are imaged before and after reaction at 430 K as the current maximum temperature of the
qPlus sensor used falls just below the reaction temperature. Quadrupole mass spectrometry data show the reaction taking place by
monitoring product gases during heating and cooling of the sample under CO and H2 gas pressures of 2 bar. The monitored gases
include H2O as byproduct and the hydrocarbons ethane (m/z = 30), propane (m/z = 44), and hexane (m/z = 86), which all show in-
creases in counts while between 490 and 550 K. The added ability to scan various surfaces with combined AFM/STM while moni-
toring the reaction products demonstrates the versatility offered by the ReactorAFM/STM to study catalysts under realistic indus-
trial conditions.
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Introduction
Operando catalysis is the field of research that monitors the
structure, composition, and morphology of a catalyst while si-
multaneously investigating its activity, reactivity, and selec-
tivity under industrially relevant conditions. While much
research has been conducted at room temperatures (or below)
and under ambient to ultrahigh vacuum (UHV) conditions,
industrial conditions expose catalysts to 1000 K and beyond in
pressures ranging from ambient to 100 bar [1,2]. This differ-
ence in pressure, which influences whether a given catalyst
becomes reactive, is referred to as the pressure gap. To provide
an interpretive framework for catalysts under industrial condi-
tions, new experimental and theoretical analysis tools are re-
quired. While recent years have witnessed a tremendous effort
in this direction [3], many of these techniques are photon-based
[4-9]. Even though they provide valuable insights, the develop-
ment of surface-sensitive techniques that can image the catalyst
at the atomic scale under high-pressure and high-temperature
conditions remains crucial.

In attempting to close the pressure gap, a high-pressure Reac-
torSTM has been developed [10,11]. The pressures in the scan-
ning tunneling microscopy (STM) reactor are orders of magni-
tude above UHV (up to several bar), rendering gas–catalyst
interactions very significant and leading to differences in reac-
tion mechanisms [12-15]. Alongside the pressure gap, the exis-
tence of the materials gap refers to the complexity and hetero-
geneity of real catalysts. Such catalysts are compounds that pos-
sess a special complex mixture consisting essentially of metals,
oxides, and promoters, supported on refractory oxides. The
requirement of a conductive substrate limits STM techniques in
relevant industrial applications involving such more complex
catalysts. For this reason, an atomic force microscopy (AFM)
version of the high-pressure STM employing a quartz tuning
fork (QTF) was introduced to overcome this limitation [16].
Unlike STM, which uses the electric tunneling effect, AFM
probes the forces of the tip–sample interaction. This makes
AFM independent of surface conductivity and therefore a pow-
erful tool to bridge the materials gap. The drawback of this
high-pressure AFM setup is that it could not be combined with
STM. While STM provides insights of the electronic state and
structure of the surface, AFM offers structural and electrostatic
information. Therefore, combining AFM with STM brings the
best of both techniques together and offers a more precise
understanding of catalytic systems.

In this paper, we present the design of a combined AFM/STM
integrated in a high-pressure gas flow reactor. The combined
technique is based on the state-of-the-art tuning fork sensor in a
qPlus configuration with three contacts, two for AFM and one
for STM [17]. In order to illustrate the applicability of the tech-

nique, operando oxidation of Pd(100) under 0.5 bar of oxygen
at 450 K was carried out using nc-AFM while simultaneously
recording the electrical current signal of the formed oxide.
Furthermore, we show high-temperature and high-pressure
images just below our current temperature limit for an industri-
ally relevant catalyst undergoing Fischer–Tropsch synthesis
(FTS).

Challenges while applying a tuning fork as
force sensor
A drawback of the QTF as a force sensor is that its temperature
sensitivity increases with increasing temperatures; in fact, it can
even serve as a micro temperature sensor [18]. As a result, tem-
perature fluctuations while scanning cause shifts in resonance
frequency, which could be misinterpreted as a force signal. A
QTF’s resonance frequency changes with temperature accord-
ing to the following equation:

(1)

where Δf is the shift in resonance frequency, f0 is the natural
resonance frequency of the tuning fork (with tip glued on, at
T0), c refers to the parabolic temperature coefficient, T is the
temperature, and T0 refers to the maximum where the tuning
fork is designed to be the least temperature-dependent. Since
tuning forks have originally been mass-produced for time
keeping in watches, T0 is designed to be at room temperature
(RT). Using a QTF as a force sensor implies that temperature
fluctuations can be interpreted as height features and ultimately
results in losing contact with the surface when these fluctua-
tions exceed the setpoint of the scanner. When scanning at tem-
peratures farther from T0, this effect becomes larger.

The QTF’s resonance frequency depends on pressure according
to the following equation:

(2)

where μ is the added mass due to the interaction with surround-
ing gas molecules, ρ is the density of the quartz tuning fork, and
A is the area of the cross section [19]. Basically, the pressure
dependence is due to dampening of the prong with respect to
the gas molecules around it. While we do encounter reductions
in scanning quality with increasing pressure, this effect is less
prominent than the limitations caused by increased tempera-
tures.
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Figure 1: Schematic overview of the experimental setup (left side) and the gas cabinet (boxed in on the right) for gas mixing and analysis. Up to four
reactive gases and a carrier gas can be mixed via a computer-controlled manifold, consisting of rotating valves, several mass flow controllers, and two
back pressure controllers (BPC).

Experimental setup
Overview
A simplified diagram of the experimental setup is shown in
Figure 1. The apparatus is composed of two chambers main-
tained at UHV conditions and separated by a gate valve. The
preparation chamber is devoted to sample preparation and char-
acterization, while the other accommodates the AFM/STM
reactor. The sample can be introduced into the setup by means
of a load lock and transferred throughout the chambers with a
transfer stick. The preparation chamber accommodates stan-
dard surface preparation techniques including an ion sputter
gun, an e-beam evaporator, a quadrupole mass spectrometer, as
well as a combined low-energy electron diffraction/Auger elec-
tron spectroscopy system to verify the cleanliness, structure,
and composition of the surface. The UHV system is supported
by four pneumatic air legs resting on a concrete slab, which is
separated from the foundation of the building, and isolated from
the main floor in an ultramicroscopy hall.

The AFM/STM is contained in a high-pressure cell and sealed
off from the UHV chamber by a Kalrez elastomer seal, which
exhibits outstanding thermal stability and chemical resistance

together with improved sealing performance in both high-pres-
sure and high-temperature environments. Being in direct con-
tact with the sample surface, the seal’s maximum temperature
poses a reaction temperature limitation of 600 K [11]. The
vacuum is maintained by a corrosion-resistant turbo pump as
well as an ion pump. A gas cabinet for gas mixing, consisting of
several rotating valves, mass flow controllers, and back pres-
sure controllers, is connected to the AFM/STM reactor, permit-
ting pressures of up to 20 bar. Four gases plus a carrier gas can
be mixed and transported to and from the reactor by capillaries
at gas mixing ratios ranging from 1:1 up to 1:100 with a flow up
to 40 mL/min controlled via a Python script. A separate quadru-
pole mass spectrometer (QMS) at the exhaust of the reactor
chamber is equipped with its own turbo pump allowing for a
direct correlation between surface morphology and catalytic
properties by measuring the gases that leave the reactor.

AFM/STM reactor
The main objective in the design of the AFM/STM reactor is
the possibility to observe the structural and electronic proper-
ties of the surface at high gas pressures and temperatures, inde-
pendent of its conductivity. The extension from STM-only and
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Figure 2: (a) Detailed schematic of the scanner assembly with vibration isolation, mounted on a CF-200 flange. Figure 2a was reproduced from [11],
© 2014 C. T. Herbschieb et al., published by AIP Publishing, distributed under the terms of the Creative Commons Attribution 3.0 Generic License,
https://creativecommons.org/licenses/by/3.0). (b) Detailed schematic of the ReactorAFM/STM cross section. The qPlus sensor is contained within a
small high-pressure volume in the reactor body. The sample forms one side of the reactor while the remaining reactor walls are chemically inert
(Zerodur). High-temperature-resistant and inert Kalrez O-rings seal off the high-pressure volume from the UHV system. Figure 2b was reproduced
from [16], © 2015 S. B: Roobol et al., published by AIP Publishing, distributed under the terms of the Creative Commons Attribution 3.0 Generic
License, https://creativecommons.org/licenses/by/3.0).

AFM-only to the combined AFM/STM reactor is an ongoing
development of the existing ReactorSTM and ReactorAFM
[11,16]. Therefore, in this section we will only go briefly
through the main aspects of the reactor setup. The AFM/STM
insert, as shown in Figure 2a,b, demonstrates the following con-
figuration:

• The microscope (highlighted in red in Figure 2a is
suspended by springs and eddy current damping for
vibration isolation.

• The sample holder (highlighted in blue in Figure 2a is
inserted by locking the spring mechanism with the
locking bellow and then fixed to the microscope by
inflating the “reactor” bellow.

• The substrate can be heated from behind by electron
bombardment using a tungsten heating filament.

• The qPlus sensor is mounted to a three-contact slider and
controlled by a piezotube. The piezotube is outside of the
reactor volume.

Figure 2b shows a schematic cross section of the AFM/STM
reactor together with the sample holder. For high-pressure ex-
periments, the reactor volume needs to be sealed off from the
UHV surrounding. This is achieved by inflating the upper
bellow with pressurized air against the Kalrez O-ring, which is
located on top of the reactor body sealing off the sample. This
ensures that only the AFM/STM sensor and its holder are inside
the reactor, while the other microscope components, such as the
piezoelement, are under UHV conditions. The reactor volume is

connected to two gas capillaries that transport gas in and out of
the sealed reactor. The gas is then analyzed during the reaction
by means of a QMS, which is directly connected to the exit
channel of the reactor. In order to make the setup catalytically
inert, the materials that make up both the reactor and the sam-
ple holder have been chosen to be chemically inert. For further
details of the STM and AFM reactor design and performance,
we refer to [16,20].

qPlus-sensor-based AFM/STM
The core of our AFM/STM scanner incorporates a third-genera-
tion QTF in a qPlus configuration with one prong fixed and the
other one carrying a metallic tip positioned at the very end [17].
The main reasons for employing this kind of sensor are its very
high sensitivity to short-range forces, simultaneous acquisition
of the tunneling current, and its small oscillation amplitudes
(10 pm to 100 nm) [16]. The fundamental limits of the quartz
tuning fork as a force sensor in scanning probe microscopy have
been discussed in detail by Grober and colleagues [21]. More-
over, conventional AFM requires an optical detection method
with a laser diode, which is not compatible with the design limi-
tations of a reactor volume of 95 μL.

Figure 3a shows a zoomed-in image of a third-generation M5B
qPlus sensor (purchased from Nanosurf). The sensor has four
gold electrodes of which three are used for AFM drive and
readout, and current signal. The fourth electrode (on the back) is
connected to one of the AFM contacts. The sensor is glued to a
ceramic block with a non-conductive glue (EpoTek H770E),

https://creativecommons.org/licenses/by/3.0
https://creativecommons.org/licenses/by/3.0
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Figure 3: (a) M5B qPlus sensor mounted to and connected through a 3-contact slider for AFM drive, AFM readout, and STM readout. (b) Scanning
electron microscopy image of a 25 μm wide chemically etched Pt/Ir wire tip.

which is mounted on the slider. The slider is made of a high-
speed steel rod, which is partitioned in three and isolated by
non-conductive epoxy. The metallic sections are then coated
with gold to ensure catalytic inertness and slide over tracks that
serve as electrical feedthrough. The wiring from the QTF elec-
trodes to the holder is made with 25 μm-diameter gold wire
glued with conductive epoxy (EpoTek H20E). The holder with
the QTF is magnetically held inside the piezotube that consists
of a single tube and performs both the coarse approach and the
fine scanning motion. The piezoelement, made of lead zirconate
titanate, is placed outside the reactor and rests on an aluminum
tube, which is part of the reactor wall and serves as a protection
against the high-pressure gases, as well as a shield from high
piezovoltages. The scanner range can go up to 3.6 μm × 3.6 μm
and does not have a coarse range in the x and y directions.

Tip preparation
Tips are fabricated by electrochemical etching of a 25 μm Pt/Ir
wire immersed in a CaCl2 electrolytic solution (CaCl2 5 g, H2O
30 mL, acetone 2 mL). An alternating current (AC) voltage
(50 Hz, 1–10 V) is applied between the tip and a gold ring elec-
trode with the etching solution in suspension resulting in a sharp
tip, which serves as the probe. In a second step, the etched Pt/Ir
tip is washed with isopropanol, then by Milli-Q water and dried
with pure nitrogen gas. In the third step, the etched tip is cut to
length and glued on by hand with silver epoxy to the free end of
the tuning fork prong. Tip lengths are cut to approximately
200 μm to prevent unwanted potential lateral tip displacement
and vibration modes that might occur for tip heights longer than

400 μm [22]. A Pt/Ir tip is chosen such that it does not oxidize
in reaction conditions.

Electronics and data acquisition
The tunneling current is collected using a preamplifier
(DLPCA-200 preamp, Femto Messtechnik GmbH, Germany)
with the bias applied to the sample. The tuning fork is driven by
an AC voltage, and its deflection is measured by the resultant
current. The qPlus signal preamplification is provided by a
Femto HQA-15M-10T high-frequency charge amplifier with a
high gain of 10 V/pC, before it is fed to the signal analyzer. The
tip motion and the feedback loop are controlled by electronics
from RHK technology. A phase-locked loop is employed for
locking the phase between the AC drive signal to the QTF and
the signal input. When the phase is locked, the resonance fre-
quency of the tuning fork will shift as the tip interacts with the
surface. Amplitude, frequency, and phase are measured. These
signals are then fed into the electronics for monitoring and feed-
back options. The RHK software (R9 plus) allows for various
user controls, that is, setpoint (frequency shift for AFM feed-
back or current for STM feedback), amplitude, and phase as
well as the current images can be recorded separately or in
several combined modes and compared in real time.

Results and Discussion
To demonstrate the capabilities of the combined ReactorAFM/
STM, we show results from two different types of experiments.
In the first, we show operando combined AFM/STM images of
a clean Pd(100) single crystal that undergoes oxidation of the
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surface. The oxidation happens at 450 K under 0.5 bar of
oxygen atmosphere. The second experiment is a FTS experi-
ment, where we show AFM images of catalytic cobalt nanopar-
ticles. The nanoparticles are deposited on an oxide layer repre-
senting realistic and relevant industrial catalysts. Here, the reac-
tion conditions exceed the temperature limit of the qPlus sensor
used in that measurement. Therefore, we show AFM images
taken below the reaction temperature, before and after the reac-
tion takes place, with QMS data of the product gases during
reaction. In this experiment, the substrate is an aluminum oxide
layer through which electrons cannot tunnel and, thus, cannot
be studied by STM methods. Before presenting these high-tem-
perature, high-pressure experiments, we show the temperature
dependence of the qPlus sensor used in these experiments.

Figure 4 shows the resonance frequency of the qPlus sensor as a
function of the temperature. The thermocouple used to measure
this temperature is intended to indicate the substrate tempera-
ture on the sample holder. This means that it is situated at a
certain distance from the qPlus sensor and that we cannot be
certain of the sensor’s exact temperature. For this reason, we at-
tribute a rough 15 K temperature uncertainty to these measure-
ments, which is represented in the x error bars. Typically, after
increasing the temperature, a minimum wait of 4 h is required
for the resonance frequency to stabilize because of temperature
fluctuations. The error bars in the y direction are calculated by
error propagation on the temperature uncertainty to demon-
strate the spread in resonance frequency shifts while the temper-
ature stabilizes. The purpose of this graph is to determine the
temperature range at which we can operate the tuning fork and
to illustrate the degree of difficulty while scanning at high tem-
perature. Beyond 500 K, no resonance was measured for this
specific sensor as the signal became too weak. The fitted func-
tion follows Equation 1 with fitting parameters f0 = 38.38 ±
0.02 kHz, c = 0.018 ± 0.002 K−2, and T0 = 330 ± 10 K. The
slope of the curve at a given temperature indicates the sensor’s
sensitivity to temperature fluctuations. Near room temperature,
where the slope is 0, it is relatively insensitive to temperature
fluctuations, while at increasing (and decreasing [23]) tempera-
tures, the slope is steeper; hence, it becomes more important to
have a stable temperature while scanning. The data in this graph
were collected under UHV conditions; increasing the pressure
will affect the Q-factor [19] and, in turn, the signal-to-noise
ratio.

To demonstrate the performance of the AFM/STM reactor, we
show in Figure 5 images of an as-prepared Pd(100) single
crystal, taken at 450 K under UHV conditions (Figure 5a) and
under oxidation reaction conditions (Figure 5b). Scanning at
high temperature and pressure is performed with the same feed-
back settings as in UHV and at RT; however, long waiting

Figure 4: qPlus resonance frequency (black dots) as a function of the
temperature ranging from room temperature to 500 K. The red curve is
a fit corresponding to Equation 1 with fit parameters f0 = 38.38 ±
0.02 kHz, c = 0.018 ± 0.002 K−2, and T0 = 330 ± 10 K. Error bars in the
x direction are based on an estimated temperature uncertainty of 15 K
(except at room temperature). Error bars in the y direction are calcu-
lated by error propagation from the temperature uncertainty. The slope
of the function at a given temperature indicates the feedback’s sensi-
tivity to temperature fluctuations.

times are required and feedback might be lost because of the
higher sensitivity to fluctuations in pressure and temperature
while scanning. The images were taken in combined nc-AFM/
STM mode using the frequency shift dF as feedback, while
recording the tunneling current simultaneously (Figure 5c,d).
Consequently, the tip–sample distance will be maintained
throughout the image while the current signal will be a direct
indication of the conductivity of the surface. The Pd(100) sur-
face has been prepared using the standard recipe of repeated
cycles of Ar-ion sputtering (3 μA, 1 kV, 30 min) at room tem-
perature followed by annealing at 1000 K for 5 min.

In Figure 5a,c, taken at 450 K under UHV conditions, we recog-
nize steps in the vertical direction, which correspond to the
Pd(100) steps. In the current signal image, the same steps are
visible and defined more distinctly than in the topographic
image. After the introduction of 0.5 bar oxygen in the reactor,
and once the qPlus sensor had stabilized (with a 30 Hz drop in
resonance frequency), the tip was re-approached to the surface
and scanning was started, as shown in Figure 5b with the corre-
sponding current signal in Figure 5d. At a different field of
view, we observe Pd(100) steps angled slightly off the vertical
direction and less well-defined than under UHV conditions.
Most notably is the appearance of high-density, insulating
islands illustrated in the current signal image (appearing as dark
spots with the same color contrast as in Figure 5c). By
observing the root-mean-squared (RMS) surface roughness (Rq)
under UHV conditions of 0.17 nm in topography and 50 pA in
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Figure 5: Combined AFM/STM images taken with the ReactorAFM/STM of a Pd(100) single crystal in UHV and at 450 K before reaction (a, c) and
during oxidation (b, d). The top two images are topography images, and the bottom two images show the simultaneous current signal. (a) and (c) were
taken under UHV conditions with dF = 7 Hz and bias voltage of −500 mV applied to the sample. (b) and (d) show the surface under 0.5 bar of O2
pressure and were taken with dF = 5 Hz and bias voltage of −1 V applied to the sample. RMS surface roughness and RMS current for each image
are, correspondingly, (a) 0.17 nm, (b) 50 pA, (c) 0.63 nm, and (d) 760 pA.

the current signal, we determine that the surface is rather
smooth and flat. In contrast, under oxidation conditions, the sur-
face roughness in topography is increased to 0.63 nm because
of the more challenging scanning conditions. However, the cur-
rent signal surface roughness increases by an order of magni-
tude to 760 pA with respect to Figure 5c. This significant
increase in surface roughness, which can be observed as the ap-
pearance of dark spots, is due to the formation of islands with
reduced conductivity, which we attribute to oxidation of the sur-
face.

To further demonstrate the ReactorAFM/STM capabilities, we
show results from a FTS investigation. FTS is a series of reac-
tions where CO and H2 gas react to form various hydrocarbons
CnH2n+2, with water as byproduct [24]. We have investigated
the reaction on Co nanoparticles deposited on an Al2O3 support,
grown on a NiAl(110) single crystal. The NiAl(110) surface has
been prepared by repeated cycles of Ar-ion sputtering (3 μA,
1 kV, 30 min) at room temperature followed by annealing at
1000 K for 5 min. The oxide is deposited ex situ (in a nearby
setup, transfer is done in air) by physical vapor deposition using

an aluminum oxide sputter target and NiAl(110) as substrate.
The deposition was performed at a 10−3 mbar argon pressure
for a duration of 40 min. Once placed back in the main setup,
the sample is annealed at 800 K in 10−6 mbar of O2 to remove
carbon impurities and replenish the oxygen in the oxide layer.
The composition of the surface was verified by AES (not shown
here). The cobalt nanoparticles were deposited by e-beam evap-
oration with a Co rod, an emission current of 6 mA, and beam
energy of 2 kV for 7 min. Figure 6a shows an AFM image at
room temperature and high vacuum (≈10−7 mbar) of the pre-
pared surface in the closed reactor. The Co nanoparticles appear
as bright dots on the surface with an average diameter of
≈20 nm.

Figure 6b shows the surface at 430 K under 2 bar of CO and H2.
Due to significant changes in temperature, the tip had to be
retracted and re-approached after recording the image in
Figure 6a, which means that we have a new field of view. We
observe that the surface otherwise looks similar to Figure 6a
with respect to the density and size distribution of the particles.
While maintaining the gas flow, the sample’s temperature was
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Figure 6: AFM images of cobalt nanoparticles on a thick (50 nm) Al2O3 film taken (a) before reaction, at RT and high vacuum, (b) at 430 K and 2 bar
CO and H2 pressure before reaction, and (c) after reaction has occurred, at 430 K and 2 bar pressure of CO and H2. (a) and (c) were taken in con-
stant signal mode of the RHK controller with setpoint 40 and 58 pA respectively, (b) is taken in constant drive mode with setpoint dF = 3 Hz.

Figure 7: Operando QMS data of various product gases as a function of time during heating and cooling cobalt nanoparticles on a 50 nm thick Al2O3
film. Data shown for masses of m/z 18, 30, 44, and 86, which correspond to water (as byproduct), ethane, propane, and hexane, respectively.

increased with a rate of 1 K per 10 s up to 550 K; at this temper-
ature FTS takes place. This is outside the possible temperature
window of scanning with our tuning fork, as explained above.
Therefore, we were only able to scan at 430 K before
(Figure 6b) and after the reaction occurred (Figure 6c). As can
be seen, the surface has undergone a change due to the reaction.
The particle size distribution has changed; it appears that
smaller particles are no longer visible and that there is an
increase in larger particle sizes.

Despite not being able to image the surface during the FTS
reaction at 550 K, it was possible to measure possible reaction

products using QMS at higher temperatures, as shown in
Figure 7. During the heating process, at around 490 K, we
observe a strong increase in the counts of water (m/z 18) indi-
cating that the FTS reaction has started. After ≈1200 seconds,
the water signal reaches a maximum. Hereafter, the tempera-
ture decreases, until reaching 490 K, where the reaction com-
pletely stops and the number of counts starts to significantly de-
crease. At 490 K, at which point the Co catalyst ceases its reac-
tivity, the reaction stops. Furthermore, we observe maxima in
masses of m/z 30, 44, and 86, representing ethane, propane, and
hexane, respectively, in the same time frame as that for the ob-
servation of water formation.
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Conclusion
The developments in the ReactorAFM/STM design prove it to
be an instrumental tool to study (catalyst) materials under
industrially relevant conditions. We show that at present, we
can operate the qPlus sensor at temperatures of up to 500 K
while exposing the surface to reactive gases of a few bars. With
combined AFM/STM, we were able to visualize the electronic
structure changes of the surface under reaction conditions. Vari-
ations in the root-mean-squared current signal verifies that the
surface is undergoing oxidation. Furthermore, with an industri-
ally relevant example of cobalt nanoparticles on an oxide
support, we were able to image the catalyst before and after
reaction at high temperature and pressure. Quadrupole mass
spectrometry data of H2O as byproduct and the hydrocarbons
ethane (m/z 30), propane (m/z 44), and hexane (m/z 86), con-
firmed that Fischer–Tropsch synthesis has occurred and demon-
strated the abilities of the setup.

Further developments of the ReactorAFM/STM could benefit
from increasing the temperature range of the quartz tuning
forks. This could be achieved by further investigating the tem-
perature limitation and considering one designed with a higher
T0, offering greater stability at elevated temperatures. Addition-
ally, exploring the effects of varying support thicknesses and
materials, as well as size distributions of metallic nanoparticles,
and identifying which product gases are favored under specific
reaction conditions, could extend our understanding of FTS.
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Abstract
We present multifrequency heterodyne electrostatic force microscopy (MFH-EFM) as a novel electrostatic force microscopy
method for nanoscale capacitance characterization at arbitrary frequencies above the second cantilever resonance. Besides a high
spatial resolution, the key advantage of the multifrequency approach of MFH-EFM is that it measures the second-order capacitance
gradient at almost arbitrary frequencies, enabling the measurement of the local dielectric function over a wide range of frequencies.
We demonstrate the reliable operation of MFH-EFM using standard atomic force microscopy equipment plus an external lock-in
amplifier up to a frequency of 5 MHz, which can in principle be extended to gigahertz frequencies and beyond. Our results show a
significant reduction of signal background from long-range electrostatic interactions, resulting in highly localized measurements.
Combined with refined tip–sample capacitance models, MFH-EFM will enhance the precision of quantitative studies on dielectric
effects in nanoscale systems across materials science, biology, and nanotechnology, complementing established methods in the
field.
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Introduction
Technological progress in fields including electronics, energy
storage, photonics, and biomedical devices would not have been
possible without the development of new materials. Progress in

these areas requires a detailed understanding of material proper-
ties, particularly at the nanoscale, where phenomena such as
quantum confinement, interface effects, and defect dynamics
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play a critical role. Innovations in characterization techniques
have enabled researchers to explore these properties with
unprecedented precision, paving the way for the design of mate-
rials with tailored functionalities [1-6].

Dielectric properties are fundamental for understanding the be-
havior and performance of various material systems, as they
directly influence charge storage, polarization, and energy dissi-
pation mechanisms. For instance, in microelectronic devices,
high-κ dielectric materials such as HfO2 and ZrO2 are critical
for minimizing leakage currents and enhancing gate capaci-
tance in transistors [7-9]. In energy storage systems, the dielec-
tric constants of polymer–ceramic composites determine the
efficiency and reliability of capacitors [10]. Similarly, in next-
generation photovoltaic devices, the dielectric properties of
absorber layers, such as lead-halide perovskites, affect carrier
recombination and electric field distribution, thereby influ-
encing power conversion efficiency [11].

At the nanoscale, the importance of dielectric properties
becomes even more pronounced. Many advanced materials ex-
hibit nanoscale structural heterogeneity, where quantum
confinement, phase composition, and interfacial effects cause
significant deviations in dielectric behavior compared to bulk
materials [12,13]. These nanoscale variations influence key
properties such as charge transport, polarization dynamics, and
defect distributions, directly impacting the performance of
microelectronic and energy systems [14,15]. Understanding
these effects requires correlating nanoscale dielectric properties
with structural and morphological features.

Scanning probe techniques have revolutionized nanoscale mate-
rial characterization. Since the invention of scanning tunneling
microscopy (STM) [16] and atomic force microscopy (AFM)
[17], various electric force-based methods, called electrostatic
force microscopy (EFM) methods, have emerged to study mate-
rials such as perovskite solar cells [18-20] and Li-ion batteries
[21-23]. AFM enables simultaneous acquisition of topographic
and electronic data by applying AC or DC voltages across the
tip–sample gap, allowing for the detection of capacitive forces
[24,25] or contact potential difference (CPD) [18]. Its excep-
tional spatial resolution, ranging from sub-micrometer [24,26]
to atomic scales [27,28], makes AFM a powerful tool for nano-
scale analysis.

Scanning probe-based capacitance mapping methods can be
divided into two categories: Methods measuring the tip–sample
capacitance directly are referred to as scanning capacitance
microscopy (SCM) [29-54], whereas methods measuring the
capacitive tip–sample force are referred to as scanning capaci-
tance force microscopy (SCFM) [24,25,55-73]. Compared to

optical ellipsometry or reflectance spectroscopy, SCM and
SCFM can map surface properties such as film thickness
[35,39] and dielectric constants [35,74], with superior spatial
resolution. However, in particular, SCM techniques face limita-
tions due to nonlocal stray capacitances [40] from cantilever, tip
cone, and the electrical connection, which hamper precise mea-
surements and decrease resolution [55,61].

The advantage of SCFM methods is that capacitive forces
depend on the first- or higher-order capacitance gradients with
respect to the tip–sample distance, automatically canceling out
the background capacitance caused by electrical connections
and – to some degree – by the cantilever and the tip cone
[24,25,55-73]. For example, Cherniavskaya et al. and Crider et
al. laid the groundwork for EFM-based nanoscale dielectric
measurements such as SCFM [68,69]. Generally, EFM methods
using higher-order capacitance gradients exhibit superior lateral
resolution [75].

An interesting extension of SCM and SCFM is the possibility to
vary the electrostatic excitation frequency, enabling broadband
dielectric nanospectroscopy experiments. While it is relatively
straightforward to measure the frequency-dependent capaci-
tance in SCM [29,54,76,77], force-based SCFM measurements
are usually coupled to the cantilever resonances, limiting the
available frequency space. Single-pass second-harmonic EFM
in the attractive regime has been used to detect the cantilever
response at the second harmonic of the electrostatic force (2ω)
[68-70,72] generated when Δωe spans the range from 8 kHz to
2 MHz [70]. SCFM in the megahertz regime has been imple-
mented [70,71] as well as a heterodyne-based EFM mode
[59,72,73,78]. By using a low-frequency modulation of a high-
frequency electrostatic drive, the response can be picked up
either via a frequency shift or by an electrostatic response at one
of the cantilever’s resonance frequencies. Thus, the dielectric
response can be studied at almost arbitrary frequencies. Using
this method, Gramse et al. have demonstrated broadband spec-
troscopy of dielectric layers in air [72] and water [59].

Building on this idea, we propose a novel, multifrequency
AFM-based method for nanoscale capacitance characterization
at arbitrary frequencies above the second cantilever resonance.
Our approach measures the second capacitance gradient,
enhancing localization by minimizing stray capacitance contri-
butions [65]. This method enables high-frequency capacitance
gradient spectroscopy without requiring specialized equipment
beyond a lock-in amplifier (LIA).

The following sections introduce the theoretical framework of
multifrequency EFM, demonstrate its resolution enhancement
experimentally, and validate its spectroscopic capabilities by
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measuring nanoscale dielectric properties of microfabricated
SiO2 samples. Finally, we compare its performance with
established techniques through capacitance imaging of a
model microcapacitor system and a perfluoroalkyl-alkane
F(CF2)14(CH2)20H (F14H20) sample.

Theory
Multifrequency electrostatic force microscopy
The electrostatic force FES between tip and sample can be
understood in terms of the gradient of the energy, WC, stored in
the tip–sample capacitor C with respect to the tip–sample sepa-
ration z, as given by

(1)

where Vtip−sample specifies the electrical voltage across the
tip–sample gap. In conventional EFM with single-frequency ex-
citation, Vtip−sample is given by Equation 2 [18]:

(2)

with VDC the DC voltage offset applied to the tip, VAC the AC
voltage amplitude with the frequency ωAC at a certain time t
and VCPD the CPD, which corresponds to the difference in tip
and sample work function [18]. Inserting Equation 2 into Equa-
tion 1, we obtain the following expression:

(3)

(4)

(5)

Alongside a static component in Equation 3, the electrostatic
force has periodic time-dependent components at frequencies
ωe and 2ωe, which correspond to Equation 4 and Equation 5, re-
spectively. In the case of an oscillating AFM tip, the tip–sam-
ple distance z and, thereby, the tip–sample capacitance and its
gradients are changing periodically. This periodic fluctuation of
the capacitance gradient  adds an additional
dynamic component to Equations Equation 3–Equation 5. Using
a Fourier expansion for the capacitance gradient 
yields [18]:

(6)

By inserting Equation 6 into Equations Equation 3–Equation 5,
we find that frequency mixing between C′(t) and the electro-
static excitation leads to sidebands at frequencies ωSB,1 = (ωm ±
ωAC) and ωSB,2 = (ωm ± 2ωAC) besides the mechanical oscilla-
tion at ωm[18]. The amplitude of the first harmonic frequency
components is used in conventional amplitude modulation
(AM) and sideband or heterodyne Kelvin probe force microsco-
py (KPFM) [18,26,79]. The second harmonic signals are
proportional to the local capacitance gradients, providing infor-
mation about the local tip–sample capacitance. To ensure a
sufficient signal-to-noise ratio, the resulting frequencies should
coincide with one of the cantilever’s resonance frequencies,
limiting the choice of excitation frequencies.

We can avoid this limitation by using a multifrequency excita-
tion approach. With a double-frequency excitation, we can write
the tip–sample voltage as

(7)

In the case of two drives with identical amplitude VAC,1 =
VAC,2 = , Equation 7 can be rearranged as

(8)

Thus, the waveform can be viewed as a high-frequency oscilla-
tion at (ωe,1 + ωe,2)/2 = ωmod/2 with a low-frequency amplitude
modulation at frequency (ωe,1 − ωe,2)/2 = Δωe/2. This effect is
also known as “beating” and is utilized in the AFM context for
example in intermodulation AFM [80-83].

By inserting Equation 6 and Equation 8 in Equations
Equation 3–Equation 5, we obtain the full expression for the
electrostatic force. Here, we will focus on the DC force compo-
nent in Equation 3 and set VDC − VCPD = Δ:

(9)

(10)
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Figure 1: Schematic illustration of the excitation and detection frequencies in MFH-EFM. The lower part shows the transfer function of the cantilever,
where the amplitude is plotted as function of the logarithmic angular frequency. The upper part shows the excitation frequencies ( ) and the detection
frequencies ( ) of the applied frequencies. The red arrow corresponds to topography, and the blue arrow corresponds to the electrical signal. The
representation of Figure 1 was inspired by [18,26]. A comparison of heterodyne Kelvin probe force microscopy (H-KPFM) and MFH-EFM can be
found in Figure S1, Supporting Information File 1.

(11)

In addition to a static force term identical to Equation 3, Equa-
tion 10 contains a term proportional to C′ at frequency 2ωmod =
Δωe. This force has been used for AM-based dielectric spectros-
copy [63,69,74,84-88]. The second term, Equation 11, contains
a force component at the mechanical drive frequency ωm and at
a sideband frequency ωm ± 2ωmod. The latter one is indepen-
dent of the local CPD, making it interesting for dielectric mea-
surements. As the magnitude of this force component depends
on C″, we can expect a superior lateral resolution through a
reduction of long-range force contributions from tip cone and
cantilever. As in the case of conventional EFM, signal-to-noise
is greatly improved by choosing Δωe such that one of the in-
duced sidebands falls on one of the cantilever’s mechanical
resonances. We call this method multifrequency heterodyne
electrostatic force microscopy (MFH-EFM).

To calculate the second capacitance gradient, we need to calcu-
late the electrostatic force from the detected amplitude signal,
Adet, taking into account the cantilever’s frequency-dependent
spring constant or transfer function, k(ω):

(12)

Interestingly, the forces in Equation 11 only depend on the fre-
quency difference, Δωe, of the electrical drive frequencies.

Thus, the experiments can be performed at almost arbitrarily
high AC frequencies. The lower limit for the frequency range is
given by the second resonance of the cantilever. Towards higher
frequencies, the impedance of the electrical connection will
introduce a damping of the excitation signal that has to be
considered in Equation 12. By using appropriate means of cou-
pling the electrical excitation into the tip–sample gap, experi-
ments at microwave or even at optical frequencies are possible.
In our setup, the two excitation frequencies can be varied in fre-
quency from ≈600 kHz up to at least 50 MHz, limited by the
bandwidth of the LIA. To reach a nanoscale-sensitive measure-
ment of the dielectric constant in media besides air, a detection
at higher excitation frequencies in the megahertz regime is
strictly necessary [59].

The indirect detection of local capacitance variations by means
of an electrostatic force has the advantage that it does not
require additional devices for the measurement except for the
LIA similar to that in the work of Gramse and colleagues [56].
Nevertheless, quantifying the total tip–sample capacitance will
require varying the distance, for example, by force–distance
spectroscopy.

Methods
Multifrequency heterodyne electrostatic force
microscopy to measure the second
capacitive gradient C″
We perform MFH-EFM using a conductive AFM cantilever in
tapping mode with a mechanical drive near the fundamental
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Figure 2: Topography of the five different capacitors C1 to C5 that were produced to have specific capacitors with known capacitance. Raw C″
pictures measured in MFH-EFM mode are shown in Figure S2, Supporting Information File 1. The topography measurement was conducted with a
MikroMasch HQ:NSC18/Pt cantilever and analyzed with Gwyddion 2.61.

cantilever eigenmode ωm,1 with a mechanical amplitude Am.
Additionally, we apply two high-frequency electrical excita-
tions of identical magnitude (VAC,1 = VAC,2) at the frequencies
ωe,1 and ωe,2 (see Equation 7). A schematic of the excitation
frequencies is shown in Figure 1.

We select the excitation frequencies at the n-th and the
(n + 1)-th multiple of the frequency gap Δω = (ωm,2 − ωm,1)
(see Figure 1). Note that the use of integer multiples is a tech-
nical limitation coming from our LIA. In principle, any combi-
nation of frequencies with Δω = (ωm,2 − ωm,1) would work. We
then use lock-in detection to measure the induced mechanical
excitation exactly at the second mechanical resonance of the
cantilever (ωm,2).

Single-frequency electrostatic force
microscopy to measure the first capacitive
gradient C′
To obtain a quantitative comparison of the signal contributions
to the signals based on the first and the second capacitance
gradient, we performed single-frequency excitation EFM (SF-
EFM) measurements as comparison to the multifrequency ap-
proach described above. In the fixed-frequency configuration,
we use lock-in amplification to detect the second harmonic
force component at 2ωe induced by a single-frequency (ωE)
stimulus (see Equation 5).

To enhance the signal, we select ωE such that 2ωE coincides
with the second resonance of the cantilever (2ωE = ωm,2). We
connect the numerical value of the capacitance gradient to the
detected amplitude using the cantilever’s frequency-dependent
transfer function or spring constant k(ω) by

(13)

For the variable-frequency detection of C′, we apply two AC
voltages of the same magnitude (VAC,1 = VAC,2) at frequencies
n and (n + 1) times the second resonance frequency ωm,2. Ac-
cording to Equation 10, this will excite an oscillation at ωm,2
with an amplitude proportional to C′.

Silicon microcapacitors
To generate structures with a defined dielectric response, we
prepared a series of microcapacitors. We used these structures
to compare the C′ and C″ distance dependencies from several
force–distance curves with model calculations using tip–sam-
ple models from the literature, as well as for dielectric
nanospectroscopy experiments. The microcapacitors were pro-
duced by focused ion beam (FIB) milling on a silicon wafer
with a 300 nm layer of SiO2 and a 14 nm sputtered layer of Pt
on it (Figure 2).
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Results and Discussion
To investigate whether the C″-sensitive detection leads to an
improved spatial resolution of MFH-EFM as compared to
conventional methods, we calculate the distance dependence of
the first- and second-order capacitance gradients in an ideal
cantilever. We compare our calculations to experimentally ob-
tained force–distance curves. We then show the first practical
examples of high-frequency capacitive spectra obtained by this
method on etched SiO2 microcapacitors, along with high-reso-
lution high-frequency capacitance images obtained over self-
assembled molecular F14H20.

Tip–sample capacitance
The total capacitance between sample and cantilever consists of
contributions from tip apex, tip cone, lever, and some addition-
al stray capacitance caused by the signal cables in the AFM
head (Figure 3). In the case of a dielectric sample, the tip-,
apex- and lever-surface capacitors are connected in series with
capacitors formed by the sample dielectric layer. The exact con-
figuration for these capacitors depends strongly on the local
electric field distribution around tip apex, tip cone, and cantile-
ver. Whereas the apex capacitance contains the desired local
information, the stray capacitance from cone, lever, and cables
produces a background signal that effectively reduces the lateral
resolution of the local capacitance measurement. Practically,
these signal contributions can be discerned by their respective
distance dependence.

Figure 3: Schematic illustration of tip apex, tip cone, lever, and stray
capacitances. The contribution of the tip apex contains the most local-
ized part of the overall capacitance signal. The mesoscopic tip cone
and the macroscopic cantilever, in contrast, contribute to the long-
range stray capacitance, effectively delocalizing the signal.

To further investigate this distance dependence, we compare ex-
perimental force–distance spectra to analytical and numeric
models from the literature. In particular, we combine the
models for the apex contribution of Hudlet et al. [89] with the
cone and lever contributions from Colchero and colleagues

[90,91]. The full equations for the force together with the result-
ing capacitance used here are given in the Appendix section
(see Equations Equation 16–Equation 21 and Figure 10 below).

In Figure 4, we compare the respective contributions to the first
and second capacitance gradients together with the correspond-
ing electrostatic forces during a typical AFM experiment as
functions of tip–sample distance z. For the force calculations,
we used Equation 12 together with the parameters of a regular
EFM cantilever (NuNano SPARK 70 Pt) and an electrical drive
of V = 2 V and a mechanical amplitude of Am = 10 nm.
Comparing the graphs, we can immediately see that the total C′
signal retains a significant long-range contribution even at a
tip–sample separation of 3000 nm (Figure 4a). In contrast, the
C″ signal drops more rapidly over a short distance z (Figure 4b),
indicating a reduced influence of long-range contributions to the
force signals.

Figure 4: Contributions of the respective components to the (a) first
numeric derivative C′ and (b) second numeric derivative C″ of the ca-
pacitance as functions of the distance z between tip and sample. Addi-
tionally, the respective forces (a) F(C′) and (b) F(C″) were plotted as
functions of z. A NuNano SPARK 70 Pt cantilever (w = 30 μm,
l = 225 μm, α = 11°, h = 12 μm, θ = 25°, r = 18 nm, and δ = 3.7·10−7)
was used for the calculations with an mechanical amplitude of
Am = 10 nm, an excitation voltage of VAC = 2 V, and a total amount of
calculated points of 100,000. The blue line marks the apex, the green
line the cone, the red line the lever, and the black line marks the entire
system of the three components in parallel.
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Figure 5: Comparison of the C″ and the C′ single force curves (b) of a microcapacitor (a) while doing MFH-EFM (see Equation 11 and Equation 12)
and compared with the detection of 2ω (see Equation 5 and Equation 13). The measurement was conducted with a NuNano SPARK 70 Pt cantilever.

A measure of how much the signal is disturbed by non-local
long-range contributions is the apex contribution to the total
signal at a given distance z. At a typical tip–sample separation
of 10 nm, the apex signal makes up more than 82% of the com-
plete C″ signal, while the apex contribution to the first capaci-
tance gradient only makes up less than 10% of the total C′
signal. In closer proximity of 1 nm distance to the sample, the
apex contribution to the C″ signal increases to 99.8%, whereas
the C′ signal still contains a significant amount of non-local
signal contributions with 62% apex vs 38% cone and lever
signal. Another way to quantify the “locality” of a force signal
is to investigate the tip–sample separation at which the tip apex
contribution surpasses the lever-plus-cone contributions within
Figure 4. This is true in Figure 4a for distances smaller than
≈3 nm, while in Figure 4b, this is the case even for distances
smaller than ≈20 nm. Comparing the absolute values of the
forces, however, we see that MFH-EFM yields much weaker
forces: At a tip–sample distance of 10 nm, the AM-based opera-
tion leads to a force of FES(C′) = 6.7 nN, as compared to
FES(C″) = 280 pN for MFH-EFM. Hence, the resulting electro-
static force and, thereby, the expected force is by more than a
factor of 24 lower for MFH-EFM. Thus, the improved lateral
resolution comes at the price of a reduced signal-to-noise ratio.

To reproduce these findings experimentally, we performed
force–distance spectroscopy on the etched microcapacitors
shown in Figure 2. The resulting curves of the C′ and C″ signals
qualitatively reproduced the simulation results (Figure 5).
Whereas the C″ signal only emerged from the noise at distances

of less than 500 nm, the C′ signal shows a monotonic decrease
over the full 3 μm of vertical travel. Compared to the simula-
tions, the experimental C′ signal shows a slower decrease, indi-
cating a stronger influence from the tip cone. The direct com-
parison of the model and the data of the second and first capaci-
tance gradients can be found in Figure S16 and Figure S17,
Supporting Information File 1, respectively. These results
clearly show that the MFH-EFM method produced an electro-
static force signal that is highly local with suppressed stray
contributions from cone and lever.

Dielectric nanospectroscopy
The advantage of the multifrequency excitation approach of
MFH-EFM is that we can choose arbitrary frequencies above
the detection frequency for the electrostatic excitation. As the
tip–sample capacitance is influenced by the dielectric proper-
ties of the material in the tip–sample gap (see Figure 3), the fre-
quency-dependent electrostatic force represents the local dielec-
tric function. To demonstrate the feasibility of dielectric
nanospectroscopy, we performed MFH-EFM frequency spec-
troscopy at three different locations on the microcapacitor sam-
ple. The first spectrum was recorded on one of the microcapaci-
tors (C3, see Figure 2). Then, we measured in one of the FIB-
etched trenches around the capacitors. Here, we assume that the
bare silicon surface is covered by a thin native oxide layer (Si).
Last, we measured on a particle of unknown origin (Dirt, visible
in Figure 2). The frequency sweeps were performed by keeping
the tip position and amplitude fixed, varying the two hetero-
dyne excitation frequencies while keeping their separation
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fixed, and recording the resulting excitation amplitude at the
second mechanical resonance. All spectra were normalized
against a reference spectrum recorded on the bare substrate far
away from the capacitors to compensate any frequency response
arising from the stray capacitance in the signal paths and canti-
lever. The electrostatic signal of the capacitor C3 showed a drop
at around 2 MHz in Figure 6. When considering the capaci-
tance of C3 of 183 ± 1 aF and the drop-off frequency ωd of the
capacitance at 1.7 MHz, we can calculate the resistance R via
the RC time (RC = 1/ωd) as R ≈ 3200 MΩ. This value is much
smaller compared to the calculated value of the resistance of
SiO2, which is 25·1021 Ω, taking into account the electrical
resistivity of silicon dioxide of  [92] and a
thickness of the SiO2 layer of 300 nm on an area of 9 μm2. The
observed discrepancy may be attributed to the increased
conductivity of the microcapacitors, which is a result of the in-
corporation of Ga+ ions into the SiO2 layer.

Figure 6: Comparison of the normalized C″ (red colors on top) and
normalized C′ (blue colors at the bottom) frequency sweep on one of
the capacitors (C3, see Figure 2, cross symbols), on milled silicon (Si,
triangle symbols), and on a particle of unknown origin (Dirt, square
symbols). This experiment was conducted with a MikroMasch
HQ:NSC18/Pt cantilever. The non-normalized data, as well as normal-
ized data over a wider frequency range, can be viewed in Figures
S3–S6 and S9–S12, Supporting Information File 1.

The C″ signal of the bare Si was stable over the whole range of
excitation frequencies and only dropped at a much higher fre-
quency around 24 MHz (see Figure S5, Supporting Information
File 1). The dielectric response of the undefined particle was
significantly lower compared to the response of the capacitor
structures. In the frequency response, we found little to no
signal response, even at low excitation frequency. A rise of the
signal at around 6 MHz could be observed in all the C″ signals
at that frequency (see Figure S3, Supporting Information
File 1), which we attribute to a capacitive singularity in the
electrical connection to the sample. We observed a similar be-

havior in the frequency range between 5 and 10 MHz and
around 17 MHz. We want to point out that we used standard
AFM equipment with no special means to control the imped-
ance of the electrical connections. To obtain more trustworthy
data in the frequency range above 5 MHz, specialized sample
and cantilever holders with coaxial electric connections will be
required.

To compare these results with the conventional AM-based EFM
approach, we repeated the spectroscopy experiments for the C′
signal based on the second term in Equation 10 (Figure 6, non-
normalized data in Figures S9–S11, Supporting Information
File 1). In comparison to the MFH-EFM data, the C′ frequency
sweep looked very similar on the different structures. We think
that this reduction in contrast is caused by the stronger influ-
ence of the long-range interactions from tip cone and cantilever
in the C′ signal. Thus, the overall impact of the local surface
dielectric properties under the tip apex is reduced as compared
to the impact of the dielectric properties probed by tip cone and
cantilever (see Figure 3).

Imaging C′ versus C″
To demonstrate the capabilities of MFH-EFM as an imaging
method, we performed experiments on self-assembled nano-
structures consisting of the amphiphilic molecule F14H20
(Figure 7). F14H20 exhibits a strong dipole moment of 3.1 D
oriented along the chains consisting of fluorinated and hydro-
genated parts [93], leading to a strong nanoscale contrast in the
dielectric signal.

On the silicon substrate, F14H20 formed groups of spherical
particles with a diameter of 40 ± 5 nm (Figure 7a) [94,95]. Si-
multaneously with the topography, we recorded the C″ ampli-
tude and phase at electrical excitation frequencies of 1.59 and
1.98 MHz. In the dielectric spectroscopy images, we see a sharp
contrast between the F14H20 particles and the silicon substrate,
both in C′ (Figure 7b,c) and C″ (Figure 7d,e). Within all images,
the particles exhibit a lower amplitude signal than the surround-
ings [95]. The latter is formed by a thin fluoroalkane layer with
molecules lying along the sample surface [95]. The contrast
within the particles correlates with variations of dielectric
permittivity, and the latter is related to averaged dipole values
[95]. Similar work [96] indicated that the response increases
with an increase of sample permittivity [95,96]. We measured a
CPD difference between Si and F14H20 of −0.72 ± 0.08 V (see
Figure S15, Supporting Information File 1), which is close to
the literature value of −0.8 V [97].

Interestingly, the image of the C′ signal (Figure 7c,e) showed a
more blurry structure (compare the insets in Figure 7b,c).
Another effect that can be observed in the C′ phase images is
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Figure 7: MFH-EFM images taken on F14H20. (a) Topography image. (b) C′ image detected at ωm,2 under excitation at 235.579 kHz. (c) Electric
phase φel of the C′ signal detected at ωm,2 under excitation at 235.579 kHz. (d) C″ image detected at ωm,2 under excitation at frequencies of 1.59 and
1.98 MHz. (e) Electric phase φel of the C″ signal detected at ωm,2 under excitation at frequencies of 1.59 and 1.98 MHz. (f) Profiles of the phase
images shown in (c) and (e) with 128 pixels width and the same resolution. The full picture can be found in Figure S15, Supporting Information File 1.
The measurements were conducted with a MikroMasch HQ:NSC18/Pt cantilever.

that the individual contrast on the particles changes when going
towards the center of the particle agglomerate (upper graph in
Figure 7f). While there is only a very shallow contrast for the
first two to five particles, both the contrast and the baseline
signals increased towards the center of the agglomerate. In the
C″ images, however, the dielectric contrast remained the same
across the particle agglomerate, demonstrating once more that
MFH-EFM provides more local information and is less affected
by long-range electrostatic effects.

Conclusion
We have presented a novel method for high-resolution nano-
scale capacitance characterization based on multifrequency
electrostatic force microscopy, complementing established
methods in the field. The key advantage of the multifrequency
approach of MFH-EFM is that it allows for measurements of
higher-order tip–sample capacitance gradients at almost arbi-
trary frequencies above the second cantilever resonance,
enabling the measurement of the local dielectric function over a
wide range of frequencies. In comparison to many existing
SCM operation modes, MFH-EFM leads to a significant reduc-
tion of signal background, which results in higher locality of the
measurements with less cross talk. This is due to the fact that
the second capacitance gradient is less affected by long-range

interactions, such as those from tip cone and lever. We demon-
strate the reliable operation using standard AFM equipment
together with an external LIA up to a frequency of 5 MHz. At
higher frequencies (up to 50 MHz in our case), the signals were
dominated by impedance effects from the signal connections.
Thus, to move towards reliable measurements at higher
frequencies, specialized high-frequency equipment with coaxial
signal connections will be required.

Our analytical simulations of the distance-dependent tip–sam-
ple capacitance showed that current models are not able to fully
simulate the experimental data. Thus, to enable quantitative
measurements of the tip–sample capacitance, further measures
such as improved tip–sample models or full numerical simula-
tions will be required. Here, the suppression of long-range elec-
trostatic interactions in MFH-EFM could simplify the simula-
tions. Thus, MFH-EFM could further improve quantitative
studies on dielectric effects in nanoscale systems across materi-
als science, biology, and nanotechnology.

Experimental
Polymer blend samples
We used F14H20 samples that we bought from SPM Labs LLC,
Tempe, AZ, USA.
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Figure 8: Schematic setup of the MFH-EFM apparatus. Additionally to a regular AFM, two different voltages with different frequencies are applied to
the cantilever.

Microcapacitors
Si wafers “CZ” were bought from “Si-Mat” with a diameter of
150 mm, ⟨100⟩ surface orientation, a thickness of 675 ± 20 μm,
a resistivity of 1.5–4.0 Ωcm, and with p-type doping with B
atoms. These wafers were thermally oxidized with 300 nm
SiO2. A compact coating unit 010/LV with the sputter head
SP010 was used to sputter 14 nm of Pt on top of the wafer. The
microcapacitors were then milled out of the surface using a FEI
Nova600 Nanolab FIB apparatus with a dual Ga+ ion beam.

Multifrequency heterodyne electrostatic force
microscopy
MFH-EFM was measured on an Oxford Instruments/Asylum
Research MFP-3D Infinity AFM in a nitrogen glovebox (level
of humidity below 0.3%, level of oxygen below 0.1%). The
typical resonance frequency of the Pt/Ir-coated conductive can-
tilevers (NuNano SPARK-150Pt and MikroMasch HQ:NSC18/
Pt) was ≈75 kHz; the levers had a spring constant of 2–3 N·m−1,
a tip radius of 18 nm, and a tip height of 10–18 μm. The topog-
raphy feedback measurements were performed with amplitude
modulation on the first eigenmode ωm,1, and the oscillation
amplitude was kept to 70–90 nm for all measurements. The
force spectroscopy measurements were done with a z rate of
0.2 Hz and a force distance of 8 μm for all samples.

We used a Zurich Instruments HF2 LIA for all experiments.
The electric drive amplitude of the VAC,1 = VAC,2 signal varied

between 3 and 5 V, depending on the obtained signal from the
sample. We grounded the sample via the sample holder with an
external wire to ground level of the LIA. The VAC was applied
to the tip directly, while the AFM head connections were
switched off. The setup of the AFM is shown in Figure 8. The
electrical connection from the LIA to the cantilever with the
two excitation voltages was realized by using a direct cable
connection.

Focused ion beam milling
FIB milling of the cantilever was conducted using a LEO
Gemini instrument from Zeiss. It was used with an acceleration
voltage of 3 kV.

Appendix
Equations to calculate the C″ and C′ signal
from the voltages
Equation 14 shows a detailed expression of Equation 12. The
detected amplitude from the LIA, Adet, contains the voltage
from the LIA (VMFH−EFM) and Ξamp,d2C, the amplification
factor of this voltage from the LIA in MFH-EFM mode. The
frequency-dependent spring constant k(ω) in Equation 12
contains the inverse optical lever sensitivity (InvOLS) of the
second harmonic (InvOLS2), the spring constant of the second
resonance (k2), and the Q-factor shown in Equation 14. It is im-
portant to note that the InvOLS and the spring constant on the
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second resonance are not the same as measured on the first
resonance by the method of Sader and colleagues [98]. It is
rather necessary to calculate the properties of the cantilever for
the respective eigenmodes [99].

(14)

Equation 15 shows a detailed expression of Equation 13. Again,
the expression Adet contains the detected voltage from the LIA
(VSF−EFM) and an amplification factor Ξamp,dC of the signal
captured with the LIA in SF-EFM mode. The frequency-de-
pendent spring constant k(ω) is the same as above and consists
of InvOLS2, k2, and the Q-factor.

(15)

Full double excitation force equations
This section gives a full overview of the electric amplitude
contributions at various frequencies while activating the MFH-
EFM mode. For simplicity, we will use the following substitu-
tions: , ωet = E, ωmodt = M, VCPD − VDC = Δ, ,
and . Table 1 shows the overview of the force compo-
nents at various frequencies for the resulting static ω and 2ω
force components acting on the cantilever.

Table 1: Overview of the components of the multifrequency electro-
static force microscopy.

Frequency Amplitude

DC 1/2 C′ [Δ2 + U2/4]
2M 1/8 C′U2

O 1/2 C″A[Δ2 + U2/4]
O ± 2M 1/16 C″AU2

E ± M 1/2 C′UΔ
O ± (E ± M) 1/4 C″AUΔ
2E 1/8 C′U2

2(M ± E) 1/16 C′U2

O ± 2E 1/16 C″AU2

O ± 2(E ± M) 1/32 C″AU2

Tip–sample capacitance model
We used the model of Hudlet et al. [89] for the tip apex and, in
addition, used the sum of cone and lever distribution of
Colchero and colleagues [90,91]. The cantilever can be modeled
as a tilted plate capacitor with a truncated cone at the end of the
cantilever and with a sharp round tip apex at the end of the tip
cone. This is shown schematically in Figure 9.

Figure 9: Sketch of the capacitance model of the truncated cone with
spherical apex. Here h is the height of the tip, r is the radius of the
sphere, ϑtip is the opening angle of the tip, δ is the truncated part of the
cone, and z is the distance between sample and tip apex with respect
to the surface normal of the sample. α is the angle between the sur-
face and the lever of the cantilever.

In this case, the electrostatic force for the lever is given by
Equation 16[90,91]:

(16)

Integration taking into account Equation 1 yields:

(17)

where ε0 is the dielectric constant of the vacuum. The dimen-
sions of the lever are given by its width w, its length l, and the
height of the tip cone h. The lever is tilted by the angle α =
ϑlever.
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The tip cone can be approximated by a truncated cone
(Figure 9). The electrostatic force as a function of the distance
between tip cone and sample is given by Equation 18[90,91]:

(18)

with the open angle of the tip cone (ϑtip) and the height of the
truncated part of the cone (δ = r/tan2(ϑtip/2)) [90,91]. Integra-
tion of this equation to obtain the capacitance yields

(19)

where  and f2 = 2z + δ.

The tip apex is approximated as a sphere over an infinite sur-
face (Figure 9). The corresponding electrostatic force between a
tip apex and the surface is given by Equation 20[89]:

(20)

Hence, the capacitance is given by

(21)

When the capacitance of the cantilever is plotted as function of
the distance between the tip and the sample, z, Figure 10 is ob-
tained. The parameters were taken from the website of the
producer of the NuNano SPARK 70 Pt cantilever: w = 30 μm,
l = 225 μm, α = 11°, h = 12 μm, ϑcone = 25°, r = 18 nm, and
VAC = 2 V.

In order to get the first, C′, and second capacitance gradient, C″,
of the relevant parts of the cantilever, we used the onward and

Figure 10: Contributions of the respective components to the numeric
capacitance C as a function of the distance z between tip and sample.
The properties of the NuNano SPARK 70 Pt cantilever (w = 30 μm,
l = 225 μm, α = 11°, h = 12 μm, θ = 25°, r = 18 nm, and δ = 3.7·10−7)
with a mechanical amplitude of Am = 10 nm, an excitation voltage of
VAC = 2 V, and a total number of 100,000 calculated points, were used
for the calculations. The blue line marks the apex, the green line the
cone, the red line the lever, and the black line marks the entire system
of the three components in parallel.

backward differentiation given in Equation 22 and the central
differential quotient of the second order given in Equation 23,
respectively. The step size was chosen to be 1·10−10 m with a
total number of 1,000,000 steps. Models of the first and the
second capacitance gradient can be found in Figure 4a and
Figure 4b, respectively.

(22)

(23)

Supporting Information
Supporting information features a comparison of the
working principles of H-KPFM and MFH-EFM, all the raw
and normalized data of the MFH-EFM frequency
spectroscopy measurements, the full comparison of the
MFH-EFM, SF-EFM, and H-KPFM images on the F14H20
structures, and finally a comparison of the model data and
the measured data on the microcapacitors.

Supporting Information File 1
Additional experimental data.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-16-49-S1.pdf]

https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-16-49-S1.pdf
https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-16-49-S1.pdf
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Abstract
Selective charge transport layers have a strong influence on the overall efficiency and stability in perovskite solar cell devices.
Specifically, the charge extraction and recombination occurring at the interfaces between the perovskite and these materials can be
a limiting factor for performance. A lot of effort has been put into improving the conductivity of selective contacts, as well as the
junction quality and energetic alignment with the absorber. On the hole extracting side, organic semiconductors have been exten-
sively used due to their flexibility and favorable properties. Two of such compatible materials that have yielded high performing
devices are the small molecule 2,2',7,7'-tetrakis[N,N-di(4-methoxyphenyl)amino]-9,9'-spirobifluorene (spiro-OMeTAD) and the
polymer poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amine] (PTAA). In this work, we investigate the impact of hole transport layer
doping on the performance and potential distribution in solar cells based on these materials. To do so on operating solar cells, we
created samples with exposed cross-sections and examined their potential profile distributions with Kelvin probe force microscopy
(KPFM), implementing our comprehensive measurement protocol. Using the Lewis acid tris(pentafluorophenyl)borane (BCF), we
enhanced the hole extracting material/perovskite junction quality in spiro-OMeTAD and in PTAA based devices. Measurements
under illumination show that the improvement is caused by a reduced recombination rate at the perovskite/hole transporter inter-
face.

678

Introduction
Perovskite solar cells (PSCs) are a promising class of photo-
voltaic material that exhibits high power conversion efficien-
cies and relies on a low-cost solution-processed fabrication

method [1-4]. At the core of their success lies the perovskite
absorber material, which exhibits impressive bulk properties,
such as long carrier lifetimes and low recombination rates [5-8].
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However, the granular nature of perovskites and the layered
structure of their solar cells, introduce complications such as
grain boundaries and interfacial defect states that hinder perfor-
mance. Specifically, since the interaction of adjacent layers at
the interfaces of a solar cell is an important limiting factor for
its operation, there is a need for dedicated studies regarding
interfacial behavior. Kelvin probe force microscopy (KPFM) is
an important tool for conducting such studies, enabling the mea-
surement of the perovskite’s surface potential by monitoring the
electrostatic force between the surface and a conductive probe
(See Supporting Information File 1, Section 1). This measure-
ment can provide insights about charge generation and trans-
port within the absorber material, as well as charge extraction to
the relevant interfaces [9-12].

The details of interfacial electronic carrier extraction at the
junctions of the perovskite with the electron and hole transport
layers (ETL, HTL) define the ability of a solar cell to generate
electrical current effectively. Particularly, the relative capa-
bility of the two interfaces to properly extract and block charges
is critical, since issues such as energetic misalignment, trap
states, and interfacial recombination may lead to an uneven ex-
traction and therefore a charge accumulation within the
perovskite. Initial studies suggested that this asymmetrical
charge carrier behavior indicates an unfavorable hole extraction
and a promoted electron extraction [9,13,14], but the migration
and interaction of mobile ions (such as I− ions interacting with
2,2',7,7'-tetrakis[N,N-di(4-methoxyphenyl)amino]-9,9'-spirobi-
fluorene (spiro-OMeTAD) [15,16] and Li+ ions interacting with
TiO2 [17,18]) has also been proposed to explain the asymmet-
rical distribution of charges within the perovskite [19,20].

Many research endeavors involve the optimization of ETLs in
terms of passivation, post-fabrication treatment, and choice of
optimal materials [21-23], leaving research on HTL optimiza-
tion vastly overlooked. In regular n-i-p architecture devices
mostly two organic semiconductors have been used as HTL in
the past: spiro-OMeTAD and poly[bis(4-phenyl)(2,4,6-tri-
methylphenyl)amine] (PTAA) [24]. These compounds exhibit
favorable solubility, reasonable energetic alignment with most
perovskites, and an amorphous nature. The main issues that
arise from their usage involve poor conductivity and mechani-
cal stability [25], the existence of pinholes, and a poor adhesion
with the adjacent perovskite. There have been many studies
trying to address these points and advance PSC performance
through HTL optimization, with conventional approaches
mainly focusing on the doping strategies applied to these two
materials [26-29].

The organic semiconductors spiro-OMeTAD and PTAA are
traditionally doped with the ionic p-dopant bis(trifluoro-

methane)sulfonimide lithium salt (LiTFSI) and 4-tertbutylpyri-
dine (tBP). In the case of spiro-OMeTAD, in presence of
oxygen, LiTFSI promotes its oxidation reaction by stabilizing
its radical cation, resulting in the generation of mobile holes
[30-32]. For PTAA, under illumination, a similar mechanism is
proposed, whereby the oxidation of PTAA raises the conduc-
tivity of the polymer [33]. For both HTLs, the inclusion of tBP
promotes a better distribution of the HTL on the perovskite,
preventing organic semiconductor/LiTFSI phase segregation
[34], thus leading to an improved morphology and uniformity of
the resulting layer. However, its unfavorable long-term impact
on stability indicates that new doping strategies might be re-
quired in the future [35,36]. For this, there have been efforts for
finding cheap hydrophobic acidic substances with good solu-
bility in solvents orthogonal to the underlying perovskite active
layer. Such an alternative compound is tris(pentafluoro-
phenyl)borane (BCF), which is an electrophilic Lewis acid that
interacts with the organic semiconductor and increases its
conductivity.

Here, we performed a dedicated study for the HTL/perovskite
interface, in order to evaluate the effects of dopants such as
BCF on the interfacial potential landscape in working devices.
In this work we chose four HTL doping configurations that
have been reported for high-performing solar cells [24,37,38]:
(i) spiro-OMeTAD doped with LiTFSI and tBP, (ii) spiro-
OMeTAD doped with BCF, (iii) PTAA doped with LiTFSI and
tBP, and (iv) PTAA doped with BCF. All the cells from all the
batches were nominally identical, except for the HTL. We ex-
amined the potential distribution in all configurations via
KPFM. We cleaved the devices and prepared smooth cross-
sections by means of argon ion polishing. To get results that
closely simulate the operation of working devices, we used a
comprehensive static KPFM measurement protocol (See Sup-
porting Information File 1, Section 2) and measured potential
profiles across all layers while applying a voltage or under illu-
mination. Our results indicate that the inclusion of BCF has a
passivating effect on iodide defects within the devices. Particu-
larly, a major improvement on the diode character of the HTL/
perovskite interface was observed, in both spiro-OMeTAD and
PTAA cells. The details of device fabrication, ion milling pa-
rameters, and KPFM procedure are reported in the Experimen-
tal Section.

Results and Discussion
Efficiency characterization
Whilst BCF (Figure 1) has an advantageous impact on the
conductivities of both spiro-OMeTAD and PTAA, when simi-
lar dopant concentrations are used, the effect on PTAA is more
pronounced, which implies dissimilarities in the underlying
doping mechanisms (See Supporting Information File 1, Section
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Figure 1: The structures of (a) spiro-OMeTAD, (b) PTAA and (c) BCF.

Table 1: Solar cell device photovoltaic parameters employing different HTL doping strategies.

HTL doping strategy Jsc (mA/cm2) Voc (V) FF (%) PCE (%)

Batch 1: spiro-OMeTAD without BCF 22.3 ± 0.3 0.98 ± 0.15 74.1 ± 0.8 16.2 ± 0.3
Batch 2: spiro-OMeTAD with BCF 23.0 ± 0.8 1.04 ± 0.16 75.6 ± 2.6 17.3 ± 0.4
Batch 3: PTAA without BCF 23.3 ± 0.7 1.00 ± 0.14 75.4 ± 0.9 17.6 ± 0.4
Batch 4: PTAA with BCF 23.6 ± 0.6 1.01 ± 0.12 78.5 ± 0.2 18.7 ± 0.2

3). Nevertheless, we decided that for our BCF batches the best
approach was to dope both spiro-OMeTAD and PTAA solely
with BCF and forgoing using further additives LiTFSI and tBP.
This was in order to more directly evaluate the effect of BCF
compared to the more traditional doping path of LiTFSI and
tBP. The BCF concentration used in both cases was 8 wt %
with respect to the polymer repeating unit (PTAA), or molecu-
lar weight (spiro-OMeTAD).

To confirm the beneficial effect of the doping of the HTL with
BCF, we initially characterized the photovoltaic performance of
each of the four solar cell batches with a solar simulator under
1 Sun irradiation (1000 W/m2). The corresponding parameters
are reported in Table 1 and they refer to a statistical analysis of
backward scans from ten devices of each batch. A slow scan
rate of 60 mV/s was used for the current density–voltage (J–V)
curves so as the ion distribution within the cell is under quasi-
equilibrium [39].

We notice that BCF had a beneficial effect on both spiro-
OMeTAD and PTAA in terms of photovoltaic parameters.
Whilst the positive effect on short-circuit current (Jsc) and
open-circuit voltage (Voc) is marginal, the increase on the fill
factor (FF) is more substantial, and is reflected on the elevated
average power conversion efficiencies (PCE) of the batches.
The average increased efficiency observed in the cells of
batches that incorporated BCF can be attributed to the im-

proved conductivity of the HTL material, as well as the passiva-
tion of mobile ionic defects. Specifically, these defects are
prevented from drifting and accumulating at the interfaces of
the perovskite and giving rise to non-radiative recombination
sites, which diminish the HTL/perovskite junction quality
[40,41]. To investigate the microscopic origins of these effects
at the interfaces, we performed cross-sectional KPFM.

A well-performing solar cell was selected from each batch and
after cleaving, it was subjected to argon ion milling in order to
get a smooth cross-section. This is useful for getting stable
KPFM images, without electrostatic cross-talk. At every step of
this procedure, the current–voltage characteristics were being
monitored, as shown in Figure 2. By carefully selecting the pa-
rameters of the ion milling, we can ensure that the exposed
interfacial structure is not damaged and the cells remain opera-
tional. Additionally, in order to more accurately interpret inter-
facial measurements, a precise characterization of the positions
of the different solar cell layers is required. We identified the
thickness and uniformity of the layers by comparing scanning
electron microscopy (SEM) and atomic force microscopy
(AFM) images (See Supporting Information File 1, Section 4).
The lateral resolution for both AFM and SEM measurements is
a few nanometers. The AFM channel that exhibited the clearest
contrast between the layers was the amplitude error signal
during the amplitude modulation topography scan. Supporting
Information File 1, Figure S4 and Table S1, show the layered
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Figure 2: Current–voltage characteristics for the four solar cells that were chosen to be cleaved and polished for cross-sectional KPFM measure-
ments. The plots show that the cells (that were ultimately measured with cross-sectional KPFM), survived both cleaving and consecutive ion milling
without significant alteration to their performance. The paradoxically improved performance that is seen in some cleaved or ion milled cells can be at-
tributed to either the well-documented self-healing of PSCs [42], or to difficulties accurately determining the active area of a cleaved solar cell.

structure and layer thickness for each of the ion polished
devices from the four batches. An important note that is high-
lighted by these measurements is that the optimal HTL thick-
ness indicated by most spiro-OMeTAD PSC recipes is
200–370 nm, whereas that number for PTAA layers is much
lower, around 40 nm [24]. The reduced bulk series resistance
that comes with a thinner layer is reflected in superior Jsc values
of PTAA cells. On the other hand, thinner HTLs pose a greater
challenge in avoiding shunts, which makes device characteriza-
tion via SEM essential.

To study the effect of different HTLs on the HTL/perovskite
interfaces and how their choice affects charge extraction and
recombination in our solar cells, we employed cross-sectional
KPFM, more specifically our measurement protocol for static
KPFM, which allows us to evaluate the response of our cells
under both applied voltages and under illumination.

Kelvin probe force microscopy
characterization with an applied voltage
When charges get generated, they drift to the sides of the device
to externally recombine, or in the case of open circuit, to accu-

mulate, leading to forward biasing of the solar cell. Therefore,
the surface potential profile of a forward biased device can be
correlated with the potential distribution under illumination and
open circuit [43-45] (See Supporting Information File 1,
Section 2). By forward biasing, we bypass the open-circuit
conditions and have a continuous charge flow within our
devices, which operate with an external source of voltage.
Consequently, charge transport can be studied, which depends
on the diode characteristics of the interfaces. By biasing our
devices with a voltage value close to Voc, we can plot the poten-
tial distribution across the layers of our solar cells and evaluate
the charge extraction at their interfaces.

The CPD profile graphs under dark and short circuit depend on
the relative work function of the materials comprising the dif-
ferent layers of the devices. In particular, the CPD value of the
perovskite layer is influenced by the composition and the
doping of the perovskite [15,46]. In Figure 3, the potential
profiles plotted for the four devices exhibit features that deviate
from the ideal profiles of a p-i-n junction (See Supporting Infor-
mation File 1, Section 1), with voltage drops and rises being
apparent because of the band bending introduced by mobile
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Figure 3: (a–d) SEM images showing the position of the hole and electron transport layers (HTL, ETL). (e–h) The CPD results of the cross-sectional
KPFM measurement under dark/short circuit (black curves) and with an applied voltage of +1 V on the Au side (red curves, FTO side grounded). We
apply +1 V because Voc ≈ 1 V. (i–l) The electric field difference built-up at the perovskite interfaces induced by the applied voltage.

ions or surface defect states caused by the cleaving. Further-
more, the CPD decrease (black curves) on the HTL side rela-
tive to the perovskite when BCF is included in both cases
reveals the p-doping of the HTL by the Lewis acid [47], whilst
the increase of the perovskite CPD indicates an indirect
n-doping induced by BCF. When subjecting the devices to a
forward bias of 1 V (red curves), which is approximately the
value of the open-circuit voltage, we were able to observe
potential profile distributions indicative of p-i-n junctions in all
devices, with a lower CPD on the ETL side where the electrons
accumulate under bias. Subtracting the first measurement from
the second, we filter out all information from the data that does
not pertain to potential changes due to charge separation and
accumulation at the perovskite junctions because of the applied
bias (like the aforementioned defect-state and relative work
function contributions).

Consequently, we use these bias-induced potential profiles (that
result from the aforementioned subtraction of CPD profiles) to
plot electric field profiles (Figure 3i–l) that reflect the junction
quality of the perovskite absorber with its adjacent transport
layers. We chose to present the results as electric field differ-
ences and not as bias-induced voltage profiles, since the elec-
tric field peaks provide a more intuitive way of immediately
identifying the position of the built-in fields that enable charge
separation. These profiles that are being referred to as “electric
field difference” are presented in Figure 3i–l.

To extract the electric field difference profiles, we applied the
following equation:

Here, E is the electric field difference, V is the measured poten-
tial under 1 V bias minus the potential at dark/short-circuit
conditions and x is the distance.

For these measurements, we applied +1 V to the Au electrode to
forward bias the device (Figure 3e–h and Supporting Informa-
tion File 1, Section 5). The resulting magnitude of the electric
field difference profile reflects the relative competition of the
two junctions on either side of the perovskite to efficiently
extract charges [48], as described by our model in Figure 4.

By applying a forward bias of approximately Voc, we bring our
cell into the same configuration as the open-circuit and illumi-
nated case and we have a sufficient diffusive current flowing
through the two junctions, but smaller in magnitude compared
to the current flowing through an ohmic contact. Therefore, the
junction exhibiting the more pronounced rectifying behavior
will still limit the current flow. For our model, the influence of
the resistance of the active layer is omitted, as it remains the
same for all devices tested. If the rectifying capability of the



Beilstein J. Nanotechnol. 2025, 16, 678–689.

683

Figure 4: A schematic depicting a simple representation of the two
interfacial resistances of the perovskite diode-junctions, as resistors in
a voltage divider. Whilst KPFM is a more complex experiment, we can
juxtapose the two measurements because they both result in quanti-
fying the potential characteristics of a system, where current flows
through resistive elements. A resistor represents the ability of a diode
junction to efficiently block current in reverse bias. (i) If R1 > R2 (here:
HTL shows better rectifying properties and a better diode quality than
ETL), the voltage mostly drops at R1 (HTL). (ii) If R1 < R2 (here: HTL
exhibits a more ohmic behavior than ETL due to a decreased charge
extraction and more interfacial recombination), the voltage mostly
drops at R2 (ETL). Given the identical ETLs of the four device batches
we fabricated, we can directly compare the four different HTLs we
used. The potential profiles are measured with cross-sectional KPFM
and the electric field profiles are derived by the equation E = −dV/dx,
since electrostatic fields are conservative.

HTL/perovskite junction is poor, then under the applied bias,
more current will readily flow through it and the voltage will
mainly drop on the ETL interface, where the diode quality is
better and less saturation current flows. This larger voltage drop
corresponds to a larger electric field difference magnitude on
the ETL side (Figure 4).

Any improvement in charge extraction at one interface does not
necessarily increase the total (bias-induced or photo-) voltage,
but rather, it redistributes how this voltage is shared between
the HTL and ETL interfaces (for the following explanation
bias-induced voltage and photovoltage can be thought of as
equivalent, as explained in Supporting File 1, Section 2). That is
because under open-circuit conditions, the total photovoltage
across the device is fundamentally limited by the quasi-Fermi
level splitting (QFLS) in the perovskite absorber, meaning that
the overall voltage is mainly constrained by the recombination
processes in the absorber. An improved interfacial behavior
cannot overcome bulk recombination limits, even though poor
alignment at defective interfaces creates additional losses that

compound the problem. Our results show that under equilib-
rium, an improved HTL (better energy alignment with the
perovskite, reduced interfacial recombination) only has a sec-
ondary effect on QFLS, which means that bulk recombination
predominantly defines the Voc.

Since our data (Table 1) indicates that Voc remains mainly un-
changed after replacing the original HTLs with BCF including
ones, this suggests that the total QFLS does not increase with
the inclusion of BCF, in both the spiro-OMeTAD and PTAA
cases. However, the improved FF in both types of cells
(Table 1) reveals that BCF doping plays a critical role in im-
proving the charge transport and interfacial properties of the
devices. Firstly, by increasing the conductivity of the organic
compound it is doping, BCF reduces the series resistance of the
HTL and improves charge transport to the terminal. Further-
more, as a strong Lewis acid, BCF passivates mobile iodide
defects at the perovskite/HTL interface, which act as recombi-
nation centers, thus reducing non-radiative recombination losses
and improving hole extraction efficiency. These beneficial
effects lead to a redistribution of the voltage drops at the HTL
and ETL junctions, with them being increased and decreased re-
spectively, while the total voltage drop is maintained around the
value of Voc. All the above become apparent when plotting the
electric field difference profiles (Figure 3i–l), by differentiating
the bias-induced voltage profiles, where the aforementioned
voltage drops are now expressed as electric field peaks.

For the interpretation of the electric field peaks, both their
widths and their heights should be taken into consideration, as
they both define the area under the peaks, which corresponds to
the total voltage drop across the interfaces of the perovskite
layer. Specifically, the peak widths depend on the span of the
voltage drop, which depends on the thickness of the transport
layers, which is variable along the cell, (as can be seen in Figure
S4 and Supporting Information File 1, Section 6). Since our
graphs refer to just a specific line across the cell layers, that
might be a source of inconsistency for the plotted peak width.
Correspondingly, that affects the peak height, since a broader
voltage drop would give a smaller height of electric field for the
same drop magnitude. Therefore, for a complete understanding
of the electric field difference plots (Figure 3), an analysis of
their integrals which take into account both the peak heights and
widths is required (see Supporting Information File 1, Section
7). Results show that the areas under the electric field peaks of
the HTL side are smaller than those on the ETL side for devices
1 and 3, whereas the peaks of the HTL side shows a larger area
than that of the ETL side for devices 2 and 4. This shows that,
given that the ETLs remained the same, the BCF dopant had a
beneficial effect on the rectifying properties of the HTL/
perovskite junction, in accordance with our proposed explana-
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tion regarding the improvement of the HTL properties when
BCF is added.

Another problem may arise from the fact that the perovskite
layers do not adhere completely smoothly and uniformly to the
transport layers, so whilst they have statistically similar widths
in the four devices, for a specific measurement, the junction dis-
tances may vary between the four solar cells. Also, whilst the
electric field peaks are indicative of the diode junction posi-
tions, these may not coincide with the two perovskite interfaces,
since the exact position where charge extraction takes place
might be affected by factors such as ion accumulation. In a
previous study, we demonstrated that the position of the poten-
tial drop can be significantly shifted into the transport layers,
due to ionic interactions [15].

In the case of the cells incorporating spiro-OMeTAD, from the
J–V characterization, we expect the potential profiles of the
cells with BCF to reflect the increased efficiency compared to
the ones with LiTFSI/tBP. Indeed, from Figure 3i,j we can see
that in the spiro-OMeTAD cell without BCF, the ETL/
perovskite junction exhibits a marginally better diode quality
relative to that of the HTL/perovskite interface. This is due to
the fact that even though its peak is comparatively smaller in
magnitude, the area under that peak is slightly larger, as shown
in Supporting Information File 1, Figure S7. However, the situ-
ation reverses in the cell from the BCF batch. A diode with
higher quality at the HTL side leads to a more efficient charge
extraction/charge blocking on that interface relative to the other.
Therefore, there is a larger and broader electric field difference
peak due to the higher value of extracted charges at that inter-
face. A similar circumstance arises in the PTAA solar cell when
LiTFSI/tBP is replaced by BCF. Then, we notice a strong
increase in the HTL field strength relative to the ETL, which
reflects the improvement in the HTL/perovskite diode quality
when BCF is incorporated (Figure 3k,l and Supporting Informa-
tion File 1, Figure S7). This result is associated with improved
charge transport properties and a reduction in the number of
trap states at that interface. We propose that BCF, as a Lewis
acid electron acceptor, efficiently coordinates with under-
coordinated iodide defects and passivates them, increasing
junction quality, promoting p-doping, and diminishing
recombination at the HTL interface. This, in conjunction with
the superior PTTA/perovskite interaction and the favorable
morphological properties of PTTA, leads to a considerable
increase in the voltage drop at the hole extracting side of the
device.

We also noted the iodide passivation as a main source for the
discrepancy between the CPD profiles of devices 1–2 and 3–4
in Figure 3e–h, as the existence of iodide ions and their accu-

mulation at the interfaces has an effect on the measured poten-
tial profiles.

Kelvin probe force microscopy
characterization under illumination and open
circuit
To study the quality of the HTL interfaces regarding recombi-
nation of photo-generated charge carriers, we illuminated the
solar cell under open-circuit conditions and subtracted the dark/
short-circuit profile, in order to extract the photo-carrier
voltage. The resulting profile is independent from effects
coupled to the built-in field, as well as from the aforementioned
contributions of the relative work functions of the materials
and possible surface defect states created from cleaving (See
Supporting Information File 1, Sections 8 and 10). This
time, the voltage is generated within the active area of the
solar cell and the charge carriers are induced by the illu-
mination. Unlike the previous experiment, where we consid-
ered charge transport as the reason for our results, we now
force our devices to operate in open circuit under a net zero
charge flow condition. Therefore, charge recombination
becomes the limiting factor that defines Voc and device perfor-
mance.

For devices 1 and 3 (without BCF), we can identify two diode
junctions on either side of the perovskite absorber, which are
almost equal in magnitude, whereas in devices 2 and 4 (with
BCF) the HTL/perovskite junction clearly becomes the domi-
nant one, as shown in Supporting Information File 1, Figure
S10. Judging from the photo-charge built-up at the interfaces of
the perovskite layer, for the solar cells that incorporate LiTFSI
and tBP, there is not a single operation defining voltage drop,
but rather both perovskite interfaces are approximately equal in
their voltage drop magnitude and therefore contribute equally to
charge extraction. Devices that exhibit two charge separating
junctions are more prone to charge recombination compared to
devices with just one junction [46]. On the contrary, devices
that incorporate BCF-doped HTLs, exhibit one large drop at the
perovskite/HTL interface, indicative of the dominant diode
junction that exists there. In order to further understand charge
separation within the solar cells, we can use these photopoten-
tial profiles in order to examine charge extraction and accumu-
lation within the solar cells.

By plotting charge density profiles we can more clearly point
out the sum of photo-charge that has been extracted at the
perovskite interfaces and accumulated under open-circuit condi-
tions. Unlike the measurements under bias, here we excited a
large number of charges within the absorber, which diffuse, get
extracted, and aggregate at the interfaces, giving rise to a large
charge density magnitude we can plot. In order to generate the
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Figure 5: (a–d) Plots of the photo-charge density profiles (ρphoto(x)/ε0ε) across the three inner device layers (HTL, perovskite, and ETL), with nota-
tions for positive and negative charge accumulation under open-circuit conditions. The full graphs are presented in Supporting Information File 1,
Figure S11.

photo-carrier density profiles, we applied the Poisson’s equa-
tion:

Here, ε0 is the permittivity of free space, ε is the relative permit-
tivity of the perovskite material, and Vphoto is the photopoten-
tial profile measured with KPFM.

Under open-circuit conditions, photo-generated free carriers are
generated within the absorber material and diffuse to their cor-
responding side of the cell: electrons towards the ETL interface
and holes towards the HTL interface. The relative ability of
these interfaces to efficiently extract (and block) charges
depends on the energetic alignment with the perovskite and the
defect-induced interfacial recombination that occurs there.
These factors determine the charge density that will ultimately
accumulate on the cell edges under open-circuit conditions.

In Supporting Information File 1, Figure S11a–d we can iden-
tify that in the case of the spiro-OMeTAD cell, there is an
increase in the perovskite dark CPD, indicative of n-type
doping, indirectly induced by the BCF additive. For the PTAA
cell, the perovskite dark CPD also exhibited an increase rela-
tive to the CPD of the HTL. When the illumination is turned on,
the BCF-doped spiro-OMeTAD cell exhibits a linear CPD, in-
dicative of a homogeneous electric field within the perovskite
and a p-i-n junction, where charges can drift inside the
perovskite to the corresponding interfaces. We have reported

such uniform potentials, without significant local variations, in
a previous study [15]. In the case of the PTAA cell, the CPD
within the perovskite remained flat, indicating that the charge
carriers have to diffuse to the interfaces and separate under the
influence of the local fields there. In addition, when BCF was
introduced in both spiro-OMeTAD and PTAA cells, the open-
circuit photovoltage built up more strongly at the HTL/
perovskite interface. This indicates the increased charge separa-
tion potency of the junction due to decreased charge recombina-
tion rates (Supporting Information File 1, Figure S10).

In Figure 5a–d we again identified the charge separating junc-
tions in each cell, as calibrated by the AFM and SEM images
(Supporting Information File 1, Figure S4). In the cells that use
spiro-OMeTAD as HTL, we can identify that positive charges
get separated at the HTL/perovskite interface, whereas negative
charges get separated within the mesoporous TiO2. In the tradi-
tionally doped cell, we notice that on the HTL side there is a
comparable amount of electrons and holes on each side of the
junction. On the ETL side, however, there are more positive
charges on the perovskite side than ETL-extracted negative
charges, which leads to a positive charging of the perovskite.
On the contrary, when BCF is added in the spiro-OMeTAD pre-
cursor solution, the HTL/perovskite interface extracts charges
more efficiently and becomes the dominant junction relative to
the one on the ETL side. A previous study of our group [15] has
associated the charging within the perovskite absorber under
open-circuit conditions with unbalanced recombination rates of
electrons and holes at its two interfaces. More specifically, a
positive charging of the perovskite was connected with a prefer-
ential recombination of electrons at the HTL side. The elimina-
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tion of this magnitude of positive built-up indicates that BCF
has improved the junction quality in terms of charge carrier
leakage. In addition, it has diminished defect-induced interfa-
cial recombination by passivating iodide interstitials within the
perovskite, which can transport to the interfaces and act as non-
radiative recombination centers [49,50].

In the cells that use PTAA/BCF as HTL, we noticed a large
increase in the number of charges that get separated at the HTL
junction compared to the ETL junction (in relation with the
traditionally doped PTAA cell). This indicates an improvement
in the junction quality on the HTL side enabled by the BCF.
Again, we propose that BCF is forming a Lewis adduct with
under-coordinated halide ions that have migrated towards the
HTL side and passivates them, diminishing interfacial recombi-
nation and increasing charge extraction [51,52]. In both cases of
spiro-OMeTAD and PTAA cells, the charge magnitude at the
HTL interface overtook that at the ETL interface, which is
proof of the increased HTL/perovskite junction quality
and reduced recombination rates when BCF is included as addi-
tive.

Moreover, in the past, our group proposed the existence of an
interlayer between HTL and perovskite, created by spiro-
OMeTAD – iodide complex formation, which reduced the effi-
ciency of solar cells [15]. Results showed that this was visible
in cross-sectional KPFM results by way of a slight shift
(≈70 nm) of the interfacial electron blocking layer into the
spiro-OMeTAD. This interaction was said to de-dope spiro-
OMeTAD and introduce a resistive layer that acted as a barrier
for charge extraction. Such interaction between spiro-OMeTAD
and iodide ions, as well as PTAA and iodide ions has also been
reported elsewhere in the literature [53,54]. In Figure 5a–d
(vertical red lines) we can see that both devices that do not
include BCF exhibit this shift of the electron blocking interface
(≈40 nm for the spiro-OMeTAD device, ≈45 nm for the PTAA
device), which indicates the negative interaction of the mobile
iodide defects that have diffused towards the hole extracting
interface. On the contrary, the devices that incorporated BCF do
not exhibit such shift, which suggests the successful passiva-
tion of iodide defects by the Lewis acid. We note that the spatial
resolution of cross-sectional KPFM is sensitive enough to
distinguish these slight shifts of tens of nanometers. This micro-
scopically observed result translates to the macroscopic effi-
ciency characterization, specifically the increased FF, which
directly relates to a decrease in series resistance close to the
HTL side of the corresponding devices.

Conclusion
In conclusion, we incorporated BCF, an electrophilic substance
with passivating properties, in the two most popular HTL semi-

conductors for PSCs. Current–voltage characterization indicat-
ed that the inclusion of BCF had a beneficial effect on the per-
formance of both spiro-OMeTAD and PTAA cells. By applying
our comprehensive static cross-sectional KPFM measurement
protocol, we showed an increased junction quality and a
reduced recombination rate for the HTL/perovskite interface of
the selected characteristic devices from the batches that
included BCF, compared to the ones from the batches that used
the traditional doping method. Furthermore, for the devices that
incorporated BCF, there is strong indication that the Lewis acid
has a passivating effect on iodide defects, which accentuates the
positive impact of BCF as an HTL additive for PSC perfor-
mance enhancement. Cross-sectional KPFM provides a valu-
able tool for locally evaluating that impact and our set of mea-
surements can act as a standard for evaluating devices for indi-
vidual layer optimization.

Experimental
Solution and device preparation
For device fabrication, we mainly used the recipe of Klasen et
al. [21]. We patterned fluorine-doped tin oxide (FTO) sub-
strates on thin (1.1 mm) glass from Ossila (11–13 Ω/cm2) with
Zn powder and a 2 M HCl solution. Then, we brushed it thor-
oughly using a liquid alkaline concentrate (Hellmanex), fol-
lowed by a 30 min argon plasma cleaning (200-G TePla Plasma
System, Technics Plasma GmbH, at 0.14 mbar and 280 W).
Consequently, we deposited a compact layer of TiO2 via an
aqueous 0.75 M TiCl4 solution (Sigma-Aldrich, 99.99% trace
metal basis). A volume of 80 μL of the solution was spin-coated
at 5000 rpm for 30 s, and the resulting films were annealed at
500 °C for 30 min. Afterwards, we deposited a mesoporous
TiO2 layer from a (transparent) titania paste solution (Aldrich,
16.67 wt % in ethanol) via spin coating and annealed it (same
parameters as in the previous step). After each of these titania
deposition steps, we subjected the films to a UV-ozone cleaning
step (FHR UVO 150) for 30 min, with an oxygen flow of
10 L/min. Then, a 1 M methylammonium lead iodide (MAPI)
precursor solution was prepared (lead iodide 99.99% trace
metals basis from TCI, methylammonium iodide >99.99% from
Greatcell solar) with the materials dissolved in a DMF/DMSO
(4:1) solvent and spin-coated using a two-step deposition
method (500 rpm for 10 s and 4000 rpm for 25 s). A volume of
150 μL of toluene was used as anti-solvent 10 s into the second
step. The perovskite was crystalized during a 100 °C annealing
step for 30 min. For the cells that incorporated spiro-OMeTAD,
we used a solution containing 72.3 mg spiro-OMeTAD, 28.8 μL
tBP, and 17.5 μL LiTFSI solution (520 mg in 1 mL
acetonitrile), all dissolved in 1 mL chlorobenzene (or BCF in
chlorobenzene at an 8% mol ratio with spiro-OMeTAD, for the
corresponding devices) and spin coated 80 μL at 4000 rpm for
30 s. For the cells that incorporated PTAA, we used a solution
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containing 15 mg PTAA, 7.5 μL, LiTFSI solution (170 mg in
1 mL acetonitrile), and 7.5 μL tBP solution (1:1 in acetonitrile),
dissolved in 1 mL toluene. For the BCF batch, instead of
LiTFSI and tBP, BCF was added in at an 8% mol ratio to
PTAA. After the HTL deposition, an Au electrode was evapo-
rated as a back contact under vacuum (Edwards FL 400 Au
evaporator). The devices were characterized in terms of effi-
ciency with a solar simulator (Abet Technologies, SunLite)
under AM1.5 illumination.

Cross-section preparation
To create solar cells with exposed cross-sections, we mechani-
cally cleaved the solar cells along the direction perpendicular to
their active layers, thus exposing their interfaces for direct mea-
surement. In order to get a smooth cross-section, we employed
argon ion milling (Hitachi IM4000, discharge current: 130 μA,
acceleration voltage: 2.5 kV, discharge voltage: 0.75 kV). Since
argon is inert and the process occurs under vacuum, we mini-
mized the possibility for chemical contamination of our solar
cells.

Kelvin probe force microscopy
Mapping the surface potential of the samples was conducted via
an Asylum Research MFP3D microscope (Oxford Instruments)
and an HF2LI-MOD lock-in amplifier (Zurich Instruments), in
an argon atmosphere glove box (less than 1% ppm O2 and
negligible humidity). The cantilever used was SCM PIT V2
(resonance frequency: 75 kHz, spring constant: 3 N/m, Bruker).
The scan rate of the measurement was 0.5 Hz. To increase the
reliability of our data, we employed heterodyne-KPFM [55],
whereby we mechanically excited the cantilever at its first reso-
nant frequency, f1, and electrically excited at a frequency of
(f2–f1), where f2 is the second resonant frequency [56]. Frequen-
cy mixing between the mechanical vibration at f1 and the elec-
trostatic force generates a sideband signal at frequency f2, which
is used as input for the KPFM feedback loop. For the extraction
of the electric field and photocarrier density profiles from the
surface potential data, we applied the definitional voltage equa-
tion for a conservative electric field and the Poisson equation,
respectively. The profiles were smoothed with a 30 point adja-
cent-averaging method, to get smooth derivative curves with
negligible noise.

Supporting Information
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Abstract
We investigate the impact of tip changes on atomic-scale non-contact atomic force microscopy (NC-AFM) contrast formation when
imaging a CaF2(111) surface. A change of the atomic contrast is explained by a polarity change of the tip-terminating cluster or by
a polarity-preserving tip change via the re-arrangement of the foremost atoms. Based on the established understanding of the unique
contrast patterns on CaF2(111), polarity-preserving and polarity-changing tip changes can be identified unambiguously. From
analyzing a large set of images, we find that the vast majority of tip changes tend to result in negative tip termination. This analysis
delivers hints for tip configurations suitable for stable imaging of CaF2(111) surfaces.

944

Introduction
Non-contact atomic force microscopy (NC-AFM) [1] is a sur-
face science tool that has been used to atomically resolve sur-
faces of semiconductor and insulator materials in real space
with unprecedented spatial resolution [2-6]. Besides high-reso-
lution imaging of molecular structures [7], NC-AFM has
demonstrated its ability to identify sublattices of atomic sur-
faces [8-10]. In these studies, the knowledge of the tip’s atomic
structure plays a vital role as the tip-terminating cluster
uniquely interacts with the different surface atoms. At cryo-
genic temperatures, the use of functionalized tips such as as

CO-terminated tips [6,11], Xe-terminated tips [12-14] and
O-terminated Cu tips [15-17] has become the state-of-the-art for
structure elucidation and identification of surface sites.

However, this approach is presently not feasible for measure-
ments performed at room temperature as the required control
over the tip termination is challenged by thermal motion. For
room-temperature measurements, it is common practice to bring
the tip apex in slight contact with the surface under investiga-
tion to form a tip cluster yielding atomic contrast [18]. As struc-
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ture and chemical composition of the resulting tip-terminating
cluster are not known, the understanding of contrast formation
with non-functionalized tips has been developed over many
years based on theoretical simulations of NC-AFM data for a
variety of plausible tip models [9,19-22]. Through further
endeavors, a qualitative distance-dependent approach involving
electrostatic interactions and Pauli repulsion has recently been
exemplified on CaF2(111) [10]. As a central result, gradual
atomic contrast transitions as a function of the tip–sample dis-
tance have been introduced as criteria for identifying a positive-
ly and a negatively terminated tip [10]. Still, a crucial aspect in
sublattice identification studies is to distinguish between
contrast changes caused by a change of the tip-terminating
cluster (i.e., a tip change) and a distance-dependent contrast
evolution for a stable tip. Tip changes are inevitable in
NC-AFM experiments with non-functionalized tips, especially
as commonly used silicon tips are very reactive and readily pick
up various entities. This particularly concerns the transfer of
surface species to the tip when the tip is subject to intentional or
unintentional contact with the surface. Furthermore, ambient
species like native oxides, hydrogen ions, or residual water can
adsorb on the tip apex during scanning. Additionally, the fore-
most tip atom may rearrange to minimize the tip surface energy
in response to increasing tip–sample interaction forces.

Here, we perform an experimental investigation of tip changes
during NC-AFM imaging of a CaF2(111) surface with non-
functionalized tips at both room temperature (RT) and low tem-
perature (LT). We identify atomic contrast changes resulting
either from a polarity change of the tip-terminating cluster or
from a polarity-preserving tip change. Following the recently
developed model for contrast formation on CaF2(111) surfaces
[10], we adopt the contrast mode notations C1, C3, and C4* for
a positively terminated tip and C2 and C4 for a negatively
terminated tip. The distance-dependent contrast evolution [10]
is summarized along the vertical columns in Figure 1. This
figure additionally includes markers for tip changes as demon-
strated in this work: Black solid arrows mark contrast changes
exhibiting a change in tip polarity demonstrated in this work,
while polarity-preserving tip changes are indicated by grey
arrows. In addition, dashed arrows denote polarity changing tip
changes that were observed during our experiments but are not
discussed in the following as they represent the reverse direc-
tion of presented cases.

The contrast modes C4 or C4* are cyclic members of the same
contrast mode, as introduced in [10]. Consequently, the assign-
ment of NC-AFM image data to these contrasts modes requires
the acquisition of systematic distance-dependent measurements
[10]. Without such distance-dependent data, the contrast mode
assignment is questionable.

Figure 1: Distance-dependent contrast formation on CaF2(111) for
positively and negatively terminated tips (vertical columns) as well as
transitions between contrast modes due to tip changes. The contrast
modes C1, C3, and C4* (C2 and C4) are assigned to a positive (nega-
tive) tip termination [10]. Solid black arrows indicate experimentally ob-
served changes of the tip polarity, while grey arrows denote polarity-
preserving tip changes. Dashed black arrows indicate tip changes that
were observed but are excluded from the discussion herein.

Experimental
RT experiments were performed on a bulk CaF2 crystal after
preparing a clean CaF2(111) surface by cleaving the crystal in
ultra-high vacuum (UHV) [23]. For the LT experiments, a
CaF2/CaF/Si(111) thin film sample was used. The sample was
prepared in situ by first degassing a p-type Si (B-doped) sam-
ple (Institute of Electronic Materials Technology, Warsaw,
Poland) for several hours after introduction into the vacuum.
Second, the Si(111)-(7 × 7) termination was formed by flash
annealing cycles. Third, CaF2 material (99.9% purity) was
deposited on the Si(111)-(7 × 7) surface from an EFM3T
e-beam sublimator (Focus GmbH, Huenstetten, Germany) at
substrates temperatures of 550 °C. Under these conditions, a
CaF interface layer is formed, which removes the Si (7 × 7)
reconstruction and allows for growing multilayers of well-
ordered CaF2(111) [24,25], see [26] for further preparation
details.

RT experiments were performed with a UHV 750 AFM system
(RHK, Troy, MI USA) operated at a base pressure of
7.0 × 10−11 mbar. An Ar+ ion-sputtered silicon cantilever with
an eigenfrequency of around 300 kHz and a quality factor of
22000 was used. The NC-AFM was operated in the frequency-
modulation mode with an oscillation amplitude of 7.4 nm, and
images shown herein were acquired in the quasi constant-height
mode [18]. Frequency shift values printed in the respective
images correspond to the setpoint of the feedback loop. LT ex-
periments were performed at 77 K using a LT UHV STM/AFM
(ScientaOmicron, Taunusstein, Germany) operated at a base
pressure of 5 × 10−10 mbar. NC-AFM measurements were con-
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Figure 2: Examples of polarity-preserving tip changes on CaF2(111) at room temperature. (a, d) Δf data acquired at (a) Δfset = −109 Hz and
(d) −82.1 Hz with a top view CaF2(111) surface model overlaid. (b, c) and (e, f) Contrast profiles extracted along the  direction of the unit-cell
averaged data from image regions indicated by the square brackets.  represents the distance between equivalent atoms along ⟨11−2⟩
directions, where a0 is the bulk lattice constant of CaF2. Atomic assignment follows the model introduced in [10], with the solid line in panels (b, c, e, f)
representing a polynomial fit of degree seven as a guide to the eye.

ducted with a quartz cantilever based on a tuning fork [27] and
a chemically etched tungsten tip attached to the end of the
active prong. The tip was further prepared in situ using common
STM-based approaches on the bare Si surface after introducing
the sensor into the vacuum system [28]. The NC-AFM micro-
scope was operated in the frequency-modulation mode with an
oscillation amplitude of 60 pm, and images were acquired in the
true constant-height mode using an atom-tracking and feed-
forward system for instantaneous drift compensation [29].

All frequency shift (Δf) images are presented with regions of
strong attractive tip–sample interaction depicted as ‘bright’ and
regions of weak attractive or repulsive interaction reproduced as
‘dark’. In NC-AFM, the frequency shift Δf is proportional to the
weighted average of the tip–sample interaction force gradient
[30]. Attractive forces mostly exhibiting a positive force
gradient are considered as negative and yield a negative Δf ac-
cording to a generally accepted convention. When acquiring
data in the constant height mode, we invert Δf images so that a
steeper force gradient appears as a brighter feature correspond-
ing to an elevation in an image of the same feature taken in the
constant frequency shift (topography) mode. Arrows in the
upper right corner of Δf images represent the fast (horizontal)
and slow (vertical) scan directions.

The surface directions for the bulk crystal exposing the (111)
surface can be determined by cleaving the crystal along another
surface from the {111} family [31]. For CaF2 thin films grown
on Si(111) surfaces, it has been established that the film grows
in type-B epitaxy [24,25,32]. This implies that the  direc-
tion of the silicon crystal surface points in opposite direction of
the  direction of the CaF2 thin film. The  direction of
the pristine Si(111) (7 × 7) surface was determined by identi-

fying the faulted and unfaulted halves of the (7 × 7) recon-
structed unit cell from STM imaging [33]. With the surface ori-
entation established, the sublattices can be identified through a
distance-dependent analysis of NC-AFM images [10], and cor-
responding model drawings of the CaF2(111) surface geometry
are superimposed on the image data.

To improve the signal-to-noise ratio of the Δf data in the RT ex-
periments, unit cell averaging is performed as described in [10].
From the unit-cell averaged data, contrast profile lines Δf⟨uc⟩ are
extracted along the diagonal of the unit cell in the  direc-
tion, with the resulting data included as traces next to the
respective NC-AFM images.

Results and Discussion
In Figure 2, we present RT data showing two examples of
abrupt contrast changes where the polarity of the tip is main-
tained (polarity-preserving tip changes) but a different atomic
contrast appears. The occurrences of tip changes are marked by
the two chevron arrows framing the respective scan line. The
nature of these changes as polarity preserving can be assessed
from the contrast profiles shown in Figure 2b,c,e,f based on the
conclusions in [10]. The image in Figure 2a maintains contrast
mode C1, yet with an abrupt change in intensity (see
Figure 2b,c), while the contrast change present in Figure 2d
represents a transition from contrast mode C4 (see Figure 2f) to
contrast mode C2 (see Figure 2e). The assignment of the
contrast mode C4 follows a distance-dependent analysis of the
data acquired prior to this image (data not shown). Positioning
the CaF2(111) surface models in Figure 2a and Figure 2d rela-
tive to the NC-AFM data is based on the sublattice analysis of
the contrast profiles shown in Figure 2b,c and Figure 2e,f, re-
spectively. This positioning indicates that there is no lateral
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Figure 3: Examples of polarity-changing tip changes on CaF2(111). (a) Δf data acquired at Δfset = −30.9 Hz (RT) and (d) Δf data acquired on a thin
film sample at Δfset = −12.0 Hz (77 K). Top-view CaF2(111) surface models are overlaid. (b, c) and (e, f) show line profiles extracted along the 
direction of the unit-cell averaged data in the regions indicated by the square brackets.  represents the distance between equivalent
atoms along ⟨11−2⟩ directions, where a0 is the bulk lattice constant of CaF2. Atomic assignment follows the model introduced in [10], with the solid
line in panels (b, c, e, f) representing a polynomial fit of degree seven as a guide to the eye.

shift involved during the tip changes as the same lattice fits well
before and after the tip changes. While this is true for the
NC-AFM images shown here, images indicating a lateral shift
upon a tip change are commonly observed. The assignment to a
polarity-preserving tip change is based on the finding that for
Figure 2a, the contrast mode C1 is related to a positively termi-
nated tip, whereas for Figure 2d, the contrast modes C2 and C4
are both explained by a negatively terminated tip.

Next, we discuss tip changes that modify the tip polarity with
exemplary data for negative-to-positive and positive-to-nega-
tive transitions reproduced, respectively, in Figure 3a and
Figure 3d. In particular, the image data in Figure 3a recorded at
RT and the corresponding contrast profiles (Figure 3b,c) exem-
plify a contrast change from C2 (associated with a negatively
terminated tip) to C3 (associated with a positively terminated
tip). In contrast, the image data in Figure 3d acquired at LT and
the corresponding contrast profiles (Figure 3e,f) show an abrupt
change from contrast mode C1 to C4, implying a change from a
positive to a negative tip termination. To maintain stable
imaging, the tip was retracted by about 100 pm immediately
after the tip change, explaining the abrupt change in image
contrast. Based on the sublattice identification in the contrast
profiles in Figure 3b,c and Figure 3e,f, we superimpose the
CaF2(111) surface model to the data in Figure 3a and Figure 3d
and furthermore find that the tip change clearly goes along with
a change in polarity of the contrast forming tip cluster in both
cases.

A tentative explanation for the positive-to-negative tip change is
a pickup of a fluorine ion from the surface by the tip, resulting
in a negative tip termination. As a consequence, the tip inter-
acts strongly attractively with the surface Ca2+ ions, explaining
the contrast enhancement induced by the tip change.

During the analysis of 213 images acquired at RT, we observed
32 tip changes, with repeated evidence for polarity changes in
both directions. Among these, 72% resulted in negatively termi-
nated tips, while 28% ended in positively terminated tips.
Across all 213 analyzed images, 67% exhibited contrasts asso-
ciated with negatively terminated tips and 33% with positively
terminated tips. This consistent trend suggests that negative tip
termination is the more stable configuration when imaging fluo-
rite surfaces.

An intriguing example involving a sequence of tip changes to
eventually arrive in contrast mode C4 is shown in Figure 4.
Images in Figure 4a–c and Figure 4g–i represent image data
acquired while step-wise decreasing the frequency shift
setpoint. Such a reduction of the tip–surface distance eventu-
ally triggers tip changes. Contrast profiles for identifying the
respective contrast modes are shown in Figure 4d–f and
Figure 4j–l. It is found that the tip first yields contrast C1 (asso-
ciated with a positively terminated tip) but experiences a
polarity-changing tip change (Figure 4b) upon approach to the
surface from contrast C1 to C2 (negatively terminated tip).
Further approach reveals an unsteady C2 contrast (Figure 4c) as
evidenced by the difference in contrast strength of the contrast
profiles in Figure 4f, whereby the C2 contrast in the upper part
(red contrast profile) is slightly weaker compared to that in the
lower image half (blue contrast profile). A second polarity-
preserving tip change is identified in the subsequent image in
Figure 4g. Upon further decreasing the frequency shift setpoint,
the C2 contrast stabilizes in Figure 4g to Figure 4h and eventu-
ally develops to contrast C4 (negatively terminated tip) in
Figures 4i,l at further reduced tip–sample distance. While the
evolution of contrast mode C2 to C4 is readily explained by the
distance-dependence of imaging CaF2(111) with a negative tip
[10], this series clearly shows the change from a previously pos-
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Figure 4: Tip changes leading to a successively stabilizing negative tip termination. (a–c) and (g–i) Δf data acquired while step-wise decreasing the
tip–sample distance (Δfset = −60.2 Hz to −78.0 Hz). (d–f) and (j–l) Line profiles extracted along the  direction of the unit-cell averaged data.

 represents the distance between equivalent atoms along ⟨11−2⟩ directions, where a0 is the bulk lattice constant of CaF2. Atomic assign-
ment follows the model introduced in [10], with the solid line in panels (d–f) and (j–l) representing a polynomial fit of degree seven as a guide to the
eye.

itively terminated tip to a negatively terminated tip finally
attaining a stable configuration.

Unlike in the RT data, where we observe both polarity-
preserving and polarity-changing tip changes, at low tempera-
ture, so far no polarity-preserving tip changes were observed.
This is a plausible result as tip stability is generally considered a
merit of LT measurements. However, conclusions drawn from
LT data are based on a much smaller number of measurements
than those for RT data, and we anticipate that polarity-
preserving tip changes at low temperature would be found as
rare events in a sample of measurements with higher statistical
significance.

Conclusion
In conclusion, we present NC-AFM data demonstrating tip
changes on a bulk CaF2(111) surface at room temperature and
on a CaF2/CaF/Si(111) thin film surface at 77 K. We demon-
strate the effect of tip changes on the contrast formation and
find, as a key result, routes for a discrimination between

polarity-preserving tip changes and tip changes associated with
a change in tip polarity. Experimental evidence of both cases is
found, with a tendency for negative tip termination to be the
more stable configuration. We tentatively interpret this finding
as a result of picking up a surface fluorine ion by the tip.
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Abstract
In this study, we employed traditional methods and deep learning models to improve resolution and quality of low-resolution AFM
images made under standard ambient scanning. Both traditional methods and deep learning models were benchmarked and quanti-
fied regarding fidelity, quality, and a survey taken by AFM experts. The deep learning models outperform the traditional methods
and yield better results. Additionally, some common AFM artifacts, such as streaking, are present in the ground truth high-resolu-
tion images. These artifacts are partially attenuated by the traditional methods but are completely eliminated by the deep learning
models. This work shows deep learning models to be superior for super-resolution tasks and enables significant reduction in AFM
measurement time, whereby low-pixel-resolution AFM images are enhanced in both resolution and fidelity through deep learning.
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Introduction
The capability of atomic force microscopy (AFM) to achieve
high resolution at the nanometer level in plane (xy) and at the
angstrom level in height (z), on a variety of surfaces, is one of
its major advantages. AFM topographical imaging enables high-
resolution imaging of simple and complex surfaces that capture
the sensitive features, details, and information of the surface
structure.

Whereas many manifestations of AFM are in use, including
remarkable sub-molecular resolution for specialized systems
working under low temperatures and high vacuum [1], the
majority use remains that performed on commercial instru-
ments working in ambient (or liquid) environments using one of
several operating modes [2,3]. Achieving high-resolution
images in such cases is hampered by a few shortcomings. First,
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the scanning speed of traditional AFM is slow, and several
minutes are typically required for each scan. Second, AFM
scans can contain inherent artifacts in the captured image due to
the operating system settings or the sample and its interaction
with the tip. In principle, tip–surface contact should be care-
fully controlled to avoid damage due to these interactions. Scan-
ning distortions due to non-linearities in the scan are also
trickier to correct and harder to avoid in fast scanning. Some of
these artifacts can be eliminated or attenuated by image process-
ing techniques [4-12]. Another resolution-limiting factor in
AFM is the tip size. In the well-established algorithm of blind
reconstruction [13], “certainty maps” are provided, showing
clearly where the tip does and does not measure each point. The
sharper the tip relative to surface features, the more points it can
access. Having said that, blind reconstruction has been used to
map the surface to scales below the measured image feature size
by “erosion” [14]. It is also important to note that recently
machine-learning based methods have been applied to blind
reconstruction to reconstruct true surface images from AFM
images experimentally broadened by the tip [15]. Although
these methods can sharpen images and remove certain tip arti-
facts, they are not as general in that they cannot upscale the
image pixel resolution. Neither these nor the methods presented
in this work can provide absolutely true information on parts of
the surface the tip does not access.

One approach to obtain high-resolution images and overcome
the slow scanning times is to apply image manipulation tech-
niques to upscale low-resolution images to high (pixel) resolu-
tion. In a set of studies [16-19], traditional methods and deep
learning models were successfully used to reconstruct high-
resolution AFM images. In those studies, fidelity metrics were
applied to quantify the quality of the reconstructed images. The
most common fidelity metrics include peak-signal-to-noise-
ratio (PSNR), which is based on pixel-to-pixel differences of
the reference and reconstructed images and structural similarity
index measure (SSIM), which avoids pixel-to-pixel comparison
but instead compares changes in structural information between
the images. In the research reported here, in addition to image
fidelity metrics, we also incorporate “no-reference image
quality metrics” that in some cases may be better aligned with
the human perception evaluation and can be even inversely
related to fidelity metrics [20]. These metrics are based, for ex-
ample on contrast, texture richness, and feature frequency. This
is of heightened importance for AFM images that may suffer
from ubiquitous artifacts and blurring effects in their reference
images. Specifically, we calculated here the perceptual index
(PI) [20], which combines no-reference image quality measures
of Ma et al. [21], which relate to human subjective scoring of
super-resolution (SR) images, and the Natural Image Quality
Evaluator (NIQE) [22], a blind no-reference image quality

metric based on the collection of “quality aware” image statis-
tical features. Note that we use the term super-resolution here,
as it is accepted in ML terminology, to refer to upscaling of
images by at least a factor of four as was done in the research
reported here. This is different from the usage in microscopy
where the term refers to resolution beyond the classical physi-
cal limitations. Importantly, these no-reference metrics do not
use reference images, as the name suggests. It means that they
can result in an optimal quality score but do not account for the
fidelity of the generated image. For this reason, it is always im-
portant to combine metrics from both domains, to first assess
the fidelity of the reconstructed image with respect to a refer-
ence image and then its quality when attempting to quantify the
performance of the upscaling methods and models.

An important distinction between this work and other imple-
mentations of deep learning for image enhancement is that in
many cases, high-resolution images that are obtained from
AFM scans are used to generate low-resolution counterparts by
down-sampling to images that then serve as input to traditional
methods and deep learning models. This approach is widely
used in the community, with the advantage that it saves time
and resources. That said, low-resolution images formed in that
way are not comprised of physically accessed measurement
pixels, simplifying both the experimental and computational
components, which may affect the reported metrics. Further-
more, deep leaning models, as a rule of thumb, perform better
when they are trained on large data sets. Since we had a rela-
tively small number of images, we opted out of training a
custom model and instead chose to use state-of-the-art pre-
trained deep learning models trained on a large data set of real-
world high-quality images.

In this study, we collected data sets from two different relative-
ly complex surfaces that contain unique but pseudo-repeating
structures, which are typical of those seen over a wide range of
images spanning common materials and biological surfaces.
The data sets contain low-resolution images of 128 × 128 pixels
each and their counterpart high-resolution images of
512 × 512 pixels, which serve as the ground truth (GT). Impor-
tantly, both low- and high-resolution images are real scans of
the surface and neither of them were obtained by image manip-
ulation of the other. Then, we applied a set of traditional
methods and SR pre-trained deep learning models on the low-
resolution AFM images to obtain their enhanced-resolution
image pairs. We performed a comparative study between tradi-
tional methods and SR pre-trained deep learning models and
quantified their validity and performance by fidelity and quality
metrics that were further supported by a survey taken by AFM
experts. We found that, overall, the pre-trained SR deep
learning models accurately retain the information from the low-
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Figure 1: Low- and high-resolution fast-AFM scans of two different locations on a Celgard® 2400 membrane surface, as well as the upscaled images
using a traditional method (bilinear interpolation) and a deep learning model (RCAN). The aligned cropped image (94 × 94 and 370 × 370 pixels for
low and high resolution, respectively) is displayed along with a corresponding zoom (20 × 20 and 80 × 80 pixels for low and high resolution, respec-
tively) below it (Detail), marked with the white square in the full image. The light blue scale bar in the top-left image corresponds to 0.9 and 0.23 μm on
full image and detail, respectively. The red arrows highlight the AFM artifacts, that is, “streaks” in the GT image that may be attenuated in the tradi-
tional bilinear method and have been removed in the deep learning model.

resolution images when compared to the GT while also result-
ing in significantly higher image quality compared to the tradi-
tional methods. These findings were supported by appropriate
statistical testing.

Importantly, some of the high-resolution GT images suffer from
common AFM artifacts that rarely appear in their low-resolu-
tion counterparts. Hence, an important outcome of this work,
besides resolution enhancement of low-resolution images with
the SR deep learning models was the elimination of artifacts in

the resulting AFM images. This can serve as a non-destructive
method to obtain high-quality SR images of sensitive and soft
materials.

Results and Discussion
In this study, 4× upscaled images were obtained from real
measured low-resolution AFM images of Celgard® 2400 mem-
brane and high-roughness titanium film used for tip characteri-
zation (Figure 1 and Figure 2, respectively). 4× upscaling
means upscaling both the x and y directions and transforming an
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Figure 2: Low- and high-resolution AFM scans of two different locations on a titanium film, as well as the upscaled images using a traditional method
(bilinear interpolation) and a deep learning model (RCAN). The aligned cropped image (94 × 94 and 370 × 370 pixels for low and high resolution, re-
spectively) is displayed along with a corresponding zoom (20 × 20 and 80 × 80 pixels for low and high resolution, respectively) below it (Detail),
marked with the white square in the full image. The light blue scale bar in the top-left image corresponds to 0.9 and 0.23 μm on full image and detail,
respectively.

image of 128 × 128 pixels to 512 × 512 pixels, amounting to
16 times the total number of pixels. We note here that for some
modes, such as contact mode or intermittent contact mode, the
data is collected continuously and there is no acquisition time
price paid for increased pixels in the fast scan direction (here,
x). However, in some modes, such as peak force and
photothermal off-resonance tapping as used here, unless the
data is significantly oversampled, decreasing the number of
pixels in both x and y scan directions will lower acquisition time
proportionately. We therefore sample here with equal number
of pixels in both x and y. The 4× upscaled images were ob-

tained using traditional methods [23-25] (bilinear, bicubic, and
Lanczos4 interpolations) and SR deep learning models [26].
Seven different SR deep learning models were chosen (NinaSR-
B0, NinaSR-B1, NinaSR-B2, RCAN, CARN, RDN, and EDSR)
[27-31]. The model architectures are built of residual convolu-
tional neural network blocks while each of them integrates a
unique algorithmic component (see “Methods”, “Computa-
tional Pipeline” section: “Traditional methods and deep learning
super-resolution models”). For each low-resolution image, a
corresponding AFM high-resolution image was measured and
served as the GT. This enabled us to evaluate the 4× upscaled
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Figure 3: p-Values for six different metrics (PSNR, SSIM, Fourier Sharpness, PI, Ma, and NIQE) for the two data sets, (a) Celgard® 2400 membrane
and (b) titanium film, generated using Tukey’s range test. For clarity, only the lower triangular matrix values are presented as the matrices are sym-
metric. The diagonal represents a value with itself and is therefore always equal to one. Below the diagonal, values closer to zero (blue) represent
statistically significant differences between the corresponding method/model performances.

image fidelity with respect to its GT high-resolution AFM
image. Due to drift between acquisition at the two different
resolutions, it was often necessary to align and crop the images
so that corresponding low- (or the model-reconstructed high-
resolution image) and high-resolution GT images were perfectly
aligned. In addition to reference-based fidelity methods,
no-reference methods were used to assess the quality of the 4×
upscaled images. In this study, we evaluated the image fidelity
and quality obtained with each method and model.

Image fidelity
The fidelity of the upscaled images was assessed by using
established metrics such as PSNR and SSIM (see further expla-
nation in the Methods section). For both metrics, the 4×
upscaled images were compared to the GT. There was no
statistically significant difference between the performance
of deep learning models compared to the traditional methods, as

shown by the p-value Tukey’s range test matrix comparisons in
Figure 3 (all p-values are bigger than 0.98, except for that
of the bilinear method, which performed worse than the
other traditional methods, as well as some of the deep learning
models for the SSIM metric with the smallest p-value of
0.12. Importantly, although this value is conventionally consid-
ered statistically insignificant, in some cases it could be suffi-
cient, depending on the stringency required). This is also
evident from the metrics values in Table 1 and Table 2 for both
data sets.

Both PSNR and SSIM are based on comparison between the 4×
upscaled images and the GT. Since there is no significant statis-
tical difference between the traditional methods and the deep
learning models fidelity metrics, image quality metrics remain
the key determining factor when comparing any given method
or model.
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Table 1: Comparison of method/model performance across metrics for the Celgard® 2400 membrane data set. Higher values indicate better perfor-
mance, except for PI and NIQE, where lower values are better. Values in bold represent metrics for which SR deep learning models are statistically
significantly better than all traditional methods. Values in parentheses are the range of standard deviation for each metric.

Method/Model PSNR
(4.30–4.76)

SSIM
(0.054–0.068)

Fourier
sharpness
(0.11–0.19)

PI
(0.42–0.97)

Ma
(0.39–0.66)

NIQE
(0.67–1.91)

Bilinear 29.02 0.901 5.194 9.990 2.217 12.20
Bicubic 28.90 0.900 5.246 9.161 2.533 10.85
Lanczos4 28.88 0.900 5.232 9.201 2.603 11.00
NinaSR0 28.58 0.888 5.483 8.885 3.138 10.91
NinaSR1 28.53 0.889 5.489 8.923 3.173 11.02
NinaSR2 28.60 0.890 5.462 8.896 3.148 10.94
CARN 28.57 0.888 5.465 8.776 3.123 10.67
RCAN 28.56 0.889 5.485 8.996 3.149 11.14
EDSR 28.57 0.889 5.465 8.771 3.131 10.67
RDN 28.52 0.887 5.467 8.871 3.167 10.91

Table 2: Comparison of method/model performance across metrics for the titanium film data set. Higher values indicate better performance, except
for PI and NIQE, where lower values are better. Values in bold represent metrics for which SR deep learning models are statistically significantly
better than all traditional methods. Values in parentheses are the range of standard deviation for each metric.

Method/Model PSNR
(2.22–2.82)

SSIM
(0.016–0.022)

Fourier
sharpness
(0.09–0.16)

PI
(0.16–0.25)

Ma
(0.24–0.37)

NIQE
(0.22–0.57)

Bilinear 32.43 0.915 5.323 9.316 2.892 11.52
Bicubic 33.11 0.93 5.382 7.964 3.6 9.53
Lanczos4 33.17 0.931 5.365 7.829 3.664 9.32
NinaSR0 32.76 0.929 5.824 6.476 4.539 7.49
NinaSR1 32.38 0.925 5.997 6.447 4.592 7.49
NinaSR2 32.71 0.93 5.913 6.529 4.546 7.6
CARN 32.83 0.93 5.86 6.44 4.591 7.47
RCAN 32.59 0.928 5.914 6.515 4.561 7.59
EDSR 32.65 0.929 5.895 6.42 4.58 7.42
RDN 32.61 0.928 5.924 6.408 4.573 7.39

A final comment on fidelity is that there are some cases where
small features generated by the deep learning models do not
appear in the ground truth. It is not always possible to assess
whether these features are genuine or artifacts, as we note that
ground truth is also not completely immune to artifacts. These
questionable features can be treated as any potential artifact in
microscopic images and benefit from verification by indepen-
dent means, when possible. Minimally, sufficient statistics
should be acquired to verify the existence of unusual, important
features. A good protocol would be to zoom in and collect a
small number of sample images at higher pixel resolution to see
whether the features are properly interpreted by the upscaled
images. Sometimes, as with all AFM work, it is beneficial to

authenticate results using other microscopies such as electron
microscopy, or spectroscopic techniques, where relevant.

Importantly, computationally, PSNR average values are very
close to 30 for the Celgard® 2400 membrane surface and above
32 for the titanium film, putting them within the acceptable
range of values to demonstrate the reliability of the suggested
method.

Image quality
The image quality results show conclusively that the deep
learning SR models outperform their traditional counterparts.
Figure 1 and Figure 2 provide a comparison of the image
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quality for both data sets along with the full image as well as
image zoom details. These differences in quality between the
images obtained with the deep learning models (RACN model)
and those obtained with the traditional methods (Bilinear
method) are clearly seen.

Quantitative metrics were also used to assess image quality.
Natural images are composed of sharply delineated edges,
whereas low-quality upscaled images are often characterized by
blurred edges. Therefore, measuring the sharpness of an image
can act as a proxy for image quality. One way to measure the
sharpness is by measuring the gradient between neighboring
pixel values.

Additionally, some methods exist that rely on extracting image
features. These methods have become increasingly popular, and
many variations of such methods have been published [20-
22,32-34]. Several such methods were tested; the results were
consistent across all of them and are given for PI, Ma, and
NIQE. PI is a no-reference image quality metric [20] that incor-
porates the image feature extraction calculation of Ma and
colleagues [21] as well as the NIQE metric [22]. The former
relies on human subject studies of SR images and the latter is a
blind, no-reference image quality metric based on the collec-
tion of “quality aware” image statistical features. PI is thus
given by the formula PI = 0.5 × ((10 − Ma) + NIQE).

While Table 1 and Table 2 show the exact values of the differ-
ent metrics for each method/model (values in bold represent
metrics in which all SR deep learning models are statistically
significantly better than all traditional methods), Figure 3 illus-
trates the statistically meaningful differences in performance be-
tween the methods/models with respect to image quality
metrics, in favor of the deep learning models. While the metrics
of the reference-based methods, PSNR and SSIM, show no
statistically significant differences between the traditional
methods and the deep learning models for image fidelity, the
no-reference methods for image quality, Fourier Sharpness, PI,
Ma, and NIQE exhibit such differences. Importantly, while for
the titanium film data set, all SR deep learning models are
statistically significantly better than the traditional methods for
all of the no-reference image quality metrics, this is not the case
for the Celgard® 2400 data set, for which only the Fourier
Sharpness and Ma metrics are statistically significantly better
for all SR deep learning models in comparison to the traditional
methods. This could arise from the difference between fast and
traditional AFM scanning as Celgard® 2400 was measured with
fast AFM and titanium film with standard, slow AFM. The fast-
scanning is often achieved at the expense of somewhat worse
resolution or associated scanning artifacts. The better quality of
the latter (titanium film) is reflected in better performance

Figure 4: AFM expert survey results. Three experts were asked to
judge a blind set of samples and to score each sample’s fidelity and
quality compared to the high-resolution ground truth image. The scores
are discrete and in the range of 1 (low image fidelity and quality) and 6
(high image fidelity and quality). An example of a data set provided to
the surveyors for each sample is presented below in Figure 5. Here,
super-resolution models outperformed traditional methods in both
quality and fidelity ratings by statistically significant amounts.

metrics. Nevertheless, this highlights the utility of SR deep
learning models for obtaining high-resolution and high-quality
upscaled images from low-resolution AFM images. We should
also note that the absolute values for PI, Ma, and NIQE are not
optimal, since the metrics were designed and constructed for
image populations different from AFM images. Nevertheless,
the values are adequate for this comparative study.

Expert survey
AFM experts were presented with a blind test to assess both the
fidelity and quality of samples generated using traditional
methods and deep learning models (RCAN and RDN models)
from both data sets. Figure 4 shows the mean results of the
AFM experts and their standard deviations. The experts were
asked to rank image fidelity and quality with discrete scores
ranging between 1 (for low image fidelity and quality) and 6
(for high image fidelity and quality). The results agree with the
other quantitative metrics in that the quality of the deep learning
models ranked significantly higher than that of the traditional
methods. Importantly, while there was no significant statistical
difference in fidelity metrics calculated for the images obtained
from traditional methods and deep learning models, in the field
experts’ evaluation, there is a statistically significant difference
in favor of the deep learning models (with p-values below
2.9 × 10−7).
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Pre-trained vs training and fine-tuning deep
learning models
For best performance on new, unseen data, deep learning
models usually require large amounts of data for training. To
avoid this requirement, pre-trained models can be applied. A
pre-trained model is a model that has been already trained on
the data to perform a given task, here returning SR images from
low-resolution images. Then, the pre-trained model can be used
for inference without any further fitting procedure on new data
such as that used in this research. This approach may work
ideally when the target population is similar to the trained data
population. Since it was not feasible here to obtain a large
amount of data for training a deep learning model, we used pre-
trained models supplied by the GitHub repository by
Gabriel Gouvine [26]. Importantly, although the models
were trained on natural images, which are different from the
AFM population images, it yielded satisfactory results in terms
of metrics values and AFM field experts. In addition, while
EDSR is known to yield the most accurate results, it can be
seen that for the pre-trained models, smaller models can yield
better results than the EDSR for some of the metrics, as seen in
Table 1 and Table 2. Finally, having a custom data set of a spe-
cific modality, such as AFM images, may result in an opti-
mized trained or fine-tuned deep learning model which could
outperform those employed here. Since our data sets were too
small for this purpose, we did not examine this approach here
but plan to address it in future work.

From low- to high-resolution artifact-free AFM
images
Some of the high-resolution GT AFM images suffer from
common artifacts as can be seen in Figure 1 (red arrows), in
particular, in images that were captured at high scanning rates.
These artifacts are almost invisible in the low-resolution
images. It can be seen that these artifacts do not exist in the 4×
upscaled deep learning models that excel in creating sharper
natural images. This is in line with the reported ability of the
RCAN SR deep learning model to recover images from arti-
facts [28]. When compared to the traditional methods, these
artifacts may disappear as well, but, in some cases, they are
only attenuated. This suggests another aspect in which the deep
learning models are beneficial. Also, low-resolution images
should contain enough information to capture the meaningful
image features to ensure that the upscaled high-resolution
images will be valid.

Conclusion
In this study, 4× upscaled high-resolution and high-quality
images were obtained from low-resolution AFM images
through the use of traditional methods and deep learning
models. The effectiveness of these methods and models was

then quantified using metrics to gauge the fidelity and quality of
their outputs as well as through a survey taken by AFM experts.
We found that the deep learning models yield better results in
comparison to the traditional methods. In addition, common
AFM artifacts such as streaking often appear in the GT high-
resolution images. These artifacts are attenuated in the tradi-
tional methods while being fully eliminated in the deep learning
models. These factors support our conclusion that deep learning
models are the method of choice for upsampling low-resolution
AFM images to yield high-resolution and high-quality images.
Additionally, the application of the suggested procedure can
greatly reduce AFM measurement time, enabling the introduc-
tion of a faster and more effective procedure into the AFM-
based pipeline.

Methods
The Methods section is composed of Experimental and Compu-
tational Pipeline sections.

Experimental
AFM image acquisition
For this study we conducted our research on two separate image
data sets. For each set, two different image resolutions were
captured on overlapping surface areas both at low resolution of
128 × 128 pixels and high resolution of 512 × 512 pixels. The
first set is composed of 52 pairs of low- and high-resolution
images of a Celgard® 2400 membrane (Celgard, LLC - North
Carolina, USA). Images of 5 μm × 5 µm were captured at
8–10 Hz scanning speed, using a fast-scan AFM system, oper-
ated by using photothermal off-resonance (at 10 kHz) tapping
[35] and small cantilevers, which fit on the base of a commer-
cial MultiMode AFM system (Nanoscope V electronics, Bruker
AXS SAS, Santa Barbara, CA). The fast-scanning AFM head
and control electronics were designed in-house and built ac-
cording to the details in [36-38]. Images were acquired using
LabView-based software as described in [39]. Scans were made
with a silicon tip on a silicon nitride cantilever (FASTSCANC,
Bruker). The second set is composed of 25 pairs of low- and
high-resolution images of a titanium film, which is used for
AFM tip characterization (TipCheck, Aurora Nanodevices, BC,
Canada). Images of 5 μm × 5 µm were captured at 1 Hz scan-
ning speed by using a MultiMode AFM with Nanoscope V elec-
tronics (Bruker AXS SAS, Santa Barbara, CA) controlled with
Nanoscope 9.2 software (Build R2Sr1.130547). Scans were
made in PeakForce tapping mode at 2 kHz tapping frequency
using a PNP-TRS pyrex-nitride probe formed from silicon
nitride (NanoWorld). Images were subject to plane leveling
and alignment using Gwyddion 2.62, an open-source software
for SPM data analysis [40]. The Gwyddion files were con-
verted to Python .npy files for input to the computational
pipeline.
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Computational Pipeline
The research aims to apply traditional methods and SR deep
learning models on low-resolution images and increase their
resolution to a 4× scale. Increasing the resolution to the 4× scale
will make the images the same size as the high-resolution GT
images gathered by AFM. A computational pipeline was estab-
lished to take the low-resolution images, prepare them as input
for the various traditional methods and deep learning SR
models (Image normalization), apply those methods and models
(Traditional methods and deep learning super-resolution
models), transform the values to a standard form (Image value
transformation), perform alignment along all images (Image
alignment), and finally assess the quality of the algorithms
using reference and no-reference metrics as well as an expert
survey (Metrics) followed by statistical analysis (Statistical
analysis).

Image normalization
The AFM images had a single height channel in units of nano-
meters. The values of the low-resolution images were normal-
ized to be in the range between zero and one using min–max
normalization and expanded equally across RGB color chan-
nels as part of the image preprocessing phase for the SR deep
learning models. To prepare the normalized low-resolution
images for the traditional methods they were converted to pixel
values ranging from 0 to 255.

Traditional methods and deep learning super-
resolution models
The choice of SR techniques was aimed at assessing the quality
of advanced deep learning approaches and comparing their per-
formance to the traditional methods. Bilinear, bicubic, and
Lanczos interpolation were employed using the implementa-
tions of Python’s openCV library [41].

The SR deep learning models were all part of the torchSR
GitHub repository supplied by Gabriel Gouvine. Five distinct
model architectures were used, all of which were built using
principles of residual neural network (ResNet) architectures as
their backbones. Enhanced deep super-resolution networks
(EDSR) make some modifications such as removing batch
normalization [31]. Residual dense networks (RDN) employ the
use of custom residual dense blocks. This sets them apart from
prior dense block techniques, which fail to use additional local
dense connections across blocks [30]. Another modification is
the cascading residual network (CARN), which uses a
cascading mechanism at local and global levels to combine fea-
tures from both levels [29]. Additionally, SR deep learning
models leverage attention along feature channels. This atten-
tion is incorporated into residual channel attention blocks,
which are stacked to make up deep residual channel attention

networks (RCAN) [28]. The torchSR repository also includes a
scalable neural network for the SR task, NinaSR [27]. Three
different models were supplied (NinaSR-B0, NinaSR-B1,
NinaSR-B2), ranging from lighter to heavier sizes. The NinaSR
model utilizes local attention blocks and a wide expansion ratio
of the residual blocks, and it was initialized using methods
adapted from NFNet [27,42].

Image value transformation
Images generated from the deep learning models were RGB
images, and the distribution of pixel values reflected those of
the input images. The pixel values of the SR images were
clamped to be between zero and one and then were converted to
values between 0 and 255. The RGB images were then trans-
formed into greyscale images. The high-resolution GT images
were also normalized and converted to values ranging from 0 to
255.

Image alignment
During the AFM image capture, the low-resolution and
high-resolution GT image pairs were taken sequentially
over the same area of the sample, resulting in a high
image overlap across image pairs. Nevertheless, the overlap
location is not perfect due to typical AFM drift. This is
also projected on the corresponding images obtained by the
traditional methods and SR deep learning models. Hence, it was
necessary to first align the obtained images with respect to
their corresponding high-resolution GT images to assess
the accuracy and quality of the different methods and models
used.

We employed a multistep approach for image alignment using
OpenCV. First, the scale-invariant feature transform (SIFT) was
utilized to detect and describe local features, ensuring invari-
ance to scale and rotation [43]. These features were then
matched across images using a brute force matching algorithm,
followed by k-nearest neighbors to refine the matching process
based on Euclidean distance [44]. The best corresponding pixel
matches were used to compute the homography matrix,
allowing for perspective transformation [45]. The borders of the
transformed images and the high-resolution GT images were
cropped to ensure precise pixel alignment across the image
pairs.

Metrics
Assessing the effectiveness of traditional methods and SR deep
learning models can be divided into two main domains, namely,
reference and no-reference metrics. Reference metrics measure
the correctness of a method or model by comparing the images
obtained from a given method or model against their corre-
sponding GT images. In this study, the images obtained by the
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different methods and models were compared to their experi-
mentally captured GT counterparts.

No-reference metrics measure the quality of the images ob-
tained by different methods and models. Such metrics try to
reflect quality as interpreted by human perception. They often
extract features from an image and transform them into a calcu-
lated metric. For example, calculating the gradients of an image
enables the calculation of edge magnitudes in the image and
consequently its sharpness. As the domain name suggests, these
metrics do not rely on the presence of GT reference images.
These metrics can score optimally but do not account for the
fidelity of the generated image. For this reason, it is always im-
portant to use methods from both domains to first assess the
fidelity of an image using reference metrics and then its quality
when attempting to quantify the performance upscaling
methods and models.

In addition to the use of algorithmic assessments, a blind and
subjective evaluation was conducted, polling AFM experts for
their opinions on both image fidelity and image quality.

Reference metrics
The first comparison of the SR images to the GT references was
to take the peak-signal-to-noise ratio (PSNR). This is done by
taking the logarithm of the maximum value of the reference
and dividing that by the root-mean squared error between the
image and the reference. The PSNR is then multiplied by a
coefficient to conveniently scale the metrics output to the
decibel scale.

Other methods attempted to avoid pixel-to-pixel differences and
instead assess image similarity on a structural basis. This was
the motivation for formulating the structural similarity index
measure (SSIM) [46]. SSIM has become a widely used refer-
ence metric when quantifying image fidelity.

No-reference metrics
One intuitive approach to quantify the quality of an image is
calculating the sharpness of that image. In some sense, sharp-
ness quantifies the clearness of an image. Nonetheless, high
sharpness values can be due to the spikes typical of noise, and
values should be interpreted carefully. One way to determine
sharpness is by calculating first-order derivatives (gradients) of
pixel values along the horizontal and vertical axes of the image
(x, y) and averaging the absolute value of the gradients. A
second approach is to transform the image to the frequency
domain with the discrete Fourier transform (DFT) when high-
frequency regions correspond to the sharp edges. Also here,
high-frequency regions may represent noise, and values should
be interpreted carefully. Here, we calculated the Fourier sharp-

ness by the mean of the logarithm of the absolute value shifted
DFT.

Additionally, there are other no-reference metrics that rely on
image features extracted from the images [20-22,33,34]. In this
study, the PI, Ma, and NIQE methods were used as no-refer-
ence metrics [20-22]. In Ma, low-level statistical features are
extracted from super-resolution images in the spatial and fre-
quency domains. The super-resolution images are scored by
humans to reflect the human visual perception. Then, a regres-
sion model is trained to map between the extracted low-level
statistical features and the human scores and is available for
inference on new images. NIQE, in contrast, is not based on
human scoring and, in that sense, is a completely blind,
no-reference, image quality metric. It extracts statistical fea-
tures in the spatial domain that are associated with image
quality from a collection of natural images. A multivariate
Gaussian model is fitted to the extracted features and serves as a
reference model. Then, the same procedure is applied to new
images, resulting in a second fit. The fit is compared to the
reference fit, and the deviations from it yield the NIQE score. PI
is derived from the combination of Ma and NIQE and is given
explicitly by PI = 0.5 × ((10 − Ma) + NIQE).

Experts survey
In addition to the algorithmic approaches, three experts in AFM
assessed image fidelity and quality. They were provided with all
images in each data set. For each image, a set of images was
supplied. Each set contained four images aligned in a row. The
left most image was the GT image taken experimentally
and was labeled as such. The other three (unlabeled) images
were all outputs of traditional methods and SR deep learning
models: specifically, those from images generated by bicubic
interpolation as well as by two deep-learning models (RCAN
and RDN). For each image set, the three images were shuffled
and labeled 1, 2, and 3. Figure 5 presents an example image
that was shown to the AFM experts. The AFM experts
did not have the key and, therefore, did not know which of the
algorithms corresponded to which of the labeled images
for every set. The experts were asked to rank the SR image
fidelity and quality from a discrete scale of 1 (lowest) to 6
(highest).

Statistical analysis
To methodically compare statistical significance between all the
various traditional methods and SR deep learning models for
each of the metrics listed above, the Tukey’s honestly signifi-
cant difference (HSD) test [47] performed pairwise comparison
of means for the set of all methods and models used. Individual
methods and models were compared using box plots, and full
comparisons were done using adjacency matrices.
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Figure 5: Example of an image set given to AFM experts as part of the survey. The dpi was set to 1000 to ensure that the survey takers could zoom-
in to properly assess the results. The left most image is the ground truth image, and the images labeled 1, 2, and 3 are the shuffled outputs of the
algorithms used (bicubic interpolation, RCAN, and RDN). The light blue scale bar on left image corresponds to 0.9 μm.

Code
In this study, all code was written in the Python programming
language [48]. In addition to its common packages, we used,
OpenCV (v. 4.7.0) [41], PyTorch (v. 2.1.2) [49], PYIQA (v.
0.1.11) [50], Scikit-Image (v. 0.23.2) [51], SciPy (v. 1.13.1)
[52], and torchSR github repository for the pre-trained deep
learning models [26].
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Abstract
Atomic resolution scanning probe microscopy, and in particular scanning tunnelling microscopy (STM) allows for high-spatial-
resolution imaging and also spectroscopic analysis of small organic molecules. However, preparation and characterisation of the
probe apex in situ by a human operator is one of the major barriers to high-throughput experimentation and to reproducibility be-
tween experiments. Characterisation of the probe apex is usually accomplished via assessment of the imaging quality on the target
molecule and also the characteristics of the scanning tunnelling spectra (STS) on clean metal surfaces. Critically for spectroscopic
experiments, assessment of the spatial resolution of the image is not sufficient to ensure a high-quality tip for spectroscopic mea-
surements. The ability to automate this process is a key aim in development of high resolution scanning probe materials characteri-
sation. In this paper, we assess the feasibility of automating the assessment of imaging quality, and spectroscopic tip quality, via
both machine learning (ML) and deterministic methods (DM) using a prototypical tin phthalocyanine on Au(111) system at 4.7 K.
We find that both ML and DM are able to classify images and spectra with high accuracy, with only a small amount of prior sur-
face knowledge. We highlight the practical advantage of DM not requiring large training datasets to implement on new systems and
demonstrate a proof-of-principle automated experiment that is able to repeatedly prepare the tip, identify molecules of interest, and
perform site-specific STS experiments using DM, in order to produce large numbers of spectra with different tips suitable for statis-
tical analysis. Deterministic methods can be easily implemented to classify the imaging and spectroscopic quality of a STM tip for
the purposes of high-resolution STM and STS on small organic molecules. Via automated classification of the tip state, we demon-
strate an automated experiment that can collect a high number of spectra on multiple molecules without human intervention. The
technique can be easily extended to most metal–adsorbate systems and is promising for the development of automated, high-
throughput, STM characterisation of small adsorbate systems.
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Introduction
Scanning tunnelling spectroscopy (STS) extends the capability
of scanning tunnelling microscopy (STM) beyond topographic
imaging, allowing for the direct measurement of the electronic
properties of surfaces and molecules with atomic precision.
This opens up the ability to map the local density of states
(LDOS) of a sample with high spatial resolution [1-3]. Peaks
within a map of the LDOS correspond to increases in conduc-
tance at specific bias values, revealing the energy levels of key
features (e.g. molecular orbitals in the case of molecular sam-
ples) within the material.

As for STM imaging, the sharpness and overall tip shape is
crucial in optimising the spatial resolution of STS measure-
ments; sharp tips result in localised tunnelling through a single
position, whereas blunt or misshaped tips cause averaging of
contributions over larger areas, reducing the spatial resolution
and potentially blending the electronic features between differ-
ent sites. However, even for tips with high spatial resolution,
different tip structures and probe terminations are known to in-
fluence these results [4-7].

STS measurements are the result of an integration over the
available density of states (DOS) in both the tip and the sample,
with the current measured therefore being proportional to the
convolution of two. To isolate the DOS of the sample, it is
crucial that the tip has a nominally “flat” DOS, which is typical-
ly achieved by using a purely metallic tip. However, most tips
do not demonstrate a perfectly flat local density of states
(LDOS) as they have a complex electronic structure governed
by the geometry of the metallic cluster at the tip apex [8-12].
Non-metallic contaminants can also strongly perturb the elec-
tronic structure of the tip.

Methods of optimising the probe state for ideal STS are slow
and laborious, involving indentation into a metal surface and
bias pulses applied to the tip, manually checking spectra and
imaging after each probe shaping attempt. The automation of
this process could result in a more rapid and reproducible
method for performing spectroscopy measurements.

To classify the state of the probe for STS experiments, spectra
are usually taken over bare areas of a metallic substrate. On
coinage metal surfaces, these  spectra typically exhibit a
characteristic feature corresponding to the surface state, which
appears as a step function around a specific bias value, which
for the Au(111) surface appears at around −0.48 V [13,14].

One notable attempt to automate this classification using
machine learning (ML) was carried out by Wang et al. [15].
This work aimed to classify the state of a STM tip based on

STS measurements of the Au(111) surface. Using a total of
1789 archived  spectra, a ML model was trained which
aimed to classify new spectra into one of five categories, based
on the similarity of each the spectrum to an idealised surface
state.

This schema achieved final precision in classification of 84%
and a recall of 74%. Similarly to image classification in scan-
ning probe microscopy (SPM) [16-18], the availability of such a
large amount of data for training is usually very low, making
ML-based classifiers troublesome to train. In addition to the
lack of data, ML models require careful labelling and a high
level of knowledge from the labeller to be able to train such a
model. Switching to a new substrate system is likely to require
retraining of the model, and furthermore, even after a success-
ful training, it is still often unclear what the model is learning
from the input data, a problem which leads to these models
being referred to as a “black box”. Because of these limitations,
there is a strong case to develop methods which do not rely on
ML, circumventing these drawbacks whilst still being able to
make precise classifications of the tip quality for use in automa-
tion.

In the following work, we use the prototypical system of tin
phthalocyanine (SnPc) on Au(111) to investigate the feasibility
of a DM automated classifier and compare it to ML methods.
This molecular system has the advantage that the SnPc adsorbs
on the surface in two distinct configurations, one with the tin
atom facing up (SnUp), and the other with the tin facing down
(SnDown) (Figure 1), providing a variety of molecular configu-
rations to challenge the automated molecular identification.

In addition to the classification of the probe quality based on the
surface state, we use a DM-based cross-correlation (CC) fea-
ture finding method [19] in order to also assess the imaging
quality of the tip, and also automatically locate various mole-
cules on the surface. Combining these methods, it is possible to
conduct a fully automated experiment, where a large number of
STS measurements can be obtained over various molecules
automatically with optimised tips and the quality of the spectra
and image assessed automatically.

Methods
Experimental details
We used a third-generation commercial low-temperature (LT)
STM NC-AFM instrument (Scienta Omicron GmbH), which
was operated using an RC5 Nanonis controller, with all experi-
ments carried out in UHV (base pressure ≤5 × 10−11 mbar)
cooled to 5 K. Gold and silver crystals (spl.eu) were prepared
via repeated sputter–anneal cycles, sputtering under an argon
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Figure 1: (a) Structure of tin phthalocyanine (SnPc). Side-on view of SnPc, illustrating its non-planar nature in the (b) SnUp and (c) SnDown configu-
rations. (d) and (e) show constant-current STM images of the SnUp and SnDown configurations respectively, taken at 5 K, −100 mV, 50 pA.

pressure of ≈5 × 10−5 mbar, with a beam energy of 1.5 kV for
30 min, measuring a drain current of ≈7.0 μA, before annealing
at 500 °C for 30 min and then placed into the scan head for
imaging. Platinum–iridium STM tips were used throughout this
work and were prepared by standard STM methods (voltage
pulses, controlled contacts with the sample) until good atomic
resolution was obtained in STM feedback.

SnPc was deposited onto the Au(111) surface using a custom-
built evaporator, where the powdered source material is
contained within a glass crucible using glass wool, around
which a coil of tantalum wire is wound, providing a source of
heat for the crucible. The target temperature for SnPc deposi-
tion was 360 °C; once reached, the cryostat shields were opened
for 1 h, before closing and checking the coverage in STM. Once
deposited, the sample was cold annealed to room temperature,
which has the effect of driving the molecules preferentially to
the “elbow” sites of the herringbone structure.

An STS spectrum (differential conductance) can be obtained in
practice using one of two methods. Both begin by positioning
the STM tip at a desired lateral position on the surface whilst
scanning in STM feedback. At this point, the feedback loop is
disabled, keeping the tip–sample distance constant throughout
the spectroscopy measurement. The voltage is then swept
through a range of values whilst measuring the current, which is
obtained as a function of the varying voltage, I(V). This curve
can then be differentiated with respect to the voltage to obtain
the differential conductance, , spectra.

Alternatively, the derivative signal, , as a function of
voltage, can be directly measured using the lock-in technique.
In this method, an AC signal is generated by applying a small

modulation voltage, VMcos(ωt), to the bias. Due to this modula-
tion, the measured current is expressed as

(1)

where VM is the modulation amplitude and ω is the frequency.
Applying this modulation around a central voltage creates a cor-
responding modulation in the measured tunnel current with an
amplitude proportional to the gradient of the  curve at that
bias. Therefore, once the tip is in position, the bias can be swept
through a range whilst applying the modulation. The resultant
current can then be detected by a lock-in amplifier, where its
amplitude for small values of VM is proportional to , there-
fore directly measuring the differential conductance of the sam-
ple. Throughout the work presented here, the conductance was
measured directly using the lock-in technique.

Results
To create the ML-based classification models needed for this
work, a large amount of data was needed in the form of STS
spectra taken with a variety of different tip shapes and configu-
rations. The dataset generation procedures were created using
LabVIEW, which interfaces directly with the Nanonis
controller. The process of the dataset generation was performed
in a manner similar to that described in Barker et al. [19], with
some minor alterations, as described below.

The process of the automated dataset generation is shown in
Figure 2. One addition to this method compared to the auto-
mated data gathering method described in Barker et al. [19] is
the addition of I(z) classifications prior to performing imaging
to ensure a tunnelling junction. This acts as a rapid “pre-
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Figure 2: Schematic for the automated data gathering script. The script starts by taking an initial I(z) spectrum, (a), which is classified based on its
exponential dependence. If the I(z) is classified as “good”, the script then obtains a scan of a specific area, (b), followed by a CC-based classification,
(c). If the CC image classification determines the tip to be “good”, the script moves onto another I(z) classification, (d), followed by an analysis step to
find a clean substrate area, (e). Using the area found in (e), the script obtains 15 I(V) spectra over different positions, (f). The script then locates the
different configuration of molecules present in the scan, (g), before obtaining I(V) spectra over the centre positions of each molecule, (h). In the classi-
fication steps (a), (c), and (d), if the tip is classified to be “bad”, the script will move on to either an in situ tip preparation step, (j); if the number of
shaping attempts without a “good” tip has exceeded a pre-determined threshold, (i), the tip is moved away macroscopically, (k), under the assumption
that the area is not suitable for classification. Throughout the schematic, green arrows show positive classifications and red arrows indicate negative
classifications.

filtering” step, eliminating tips that do not show a stable
tunnelling junction (and hence are not suitable for STS) with-
out the need to perform a complete image to characterise the tip.
The classification of the state of the probe based on imaging is
performed via the CC method as a key feature of a “good” tip
for STS is also the sharpness of the probe, in order to ensure
high spatial resolution in the acquired data. Further details on
the CC and I(z) classification as implemented for the SnPc
models is provided in the online supporting information.

Once the imaging classification is complete, the I(z) classifica-
tion is performed again to check that a tip change did not occur
during the scan. The obtained topograph is then analysed to find
both a large area of clean metal substrate, over which I(V) spec-
tra can be obtained, and to find the location of the molecules in
various configurations, over which additional I(V) spectra are
taken.

After completing this data gathering step, the tip moves away
from the imaging area for a tip preparation event, in order to
change the apex substantially before repeating the entire process
to collect another dataset with a different tip. Throughout, if the
tip is classified as “bad” in either of the I(z) classifications or

the CC-based imaged classification, the script moves onto a tip
preparation event. If the tip fails in being classified as “good”
more than a set number of times in a row, the tip is moved away
macroscopically, under the assumption that the current area of
the surface is not suitable for classification; this typically occurs
due to the area being damaged from prior tip preparation, or the
absence of an SnUp molecule in the frame which is used in the
CC classification of the image.

The CC classification is carried out as described in Barker et al.
([19]), with the reference image used being a cropped image of
an SnUp molecule as is shown in Figure 1d. SnUp molecules
were chosen for classification as in this configuration, the Sn
atom in the molecule presents a higher aspect ratio than in the
SnDown configuration, and so is more sensitive to the sharp-
ness of the tip. Using this method with a threshold of >0.98, the
model was able to reliably generate and identify sharp tips.

Dataset summary
Using the data generation method described above, we ob-
tained a total of 2604 individual spectra on the bare Au(111)
surface, 86 of which were used for our classification models. In
order to use this data for training and evaluation of models, the
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Figure 3: Samples of 50 normalised spectra (grey lines) taken over the clean Au(111) surface, mean (blue line) and standard deviation (shaded area)
for (a) surface state “step visible”, (b) surface state “good” and (c) binary “good” labels.

dataset required labelling. We note that labelling of the dataset
is non-trivial as for ML models the model can only attempt to
learn to evaluate spectra based on the ground truth provided by
the labelling.

Labelling was carried out using a similar process to [19]. A
custom Python script was written with a graphical interface.
The script would show each spectrum individually, with a
choice of four labels depending on the visibility of the surface
state (SS): SS “good”, SS “step visible”, SS “peak visible”, and

SS “not visible”. When classifying the data, the region around
the surface state step was focused on, with the “good” label
being attributed to a spectrum where the step was clearly visible
at the correct position, showing few features before and after
the step.

Whilst it was clear which data fell into each category, we note
that even the data with the most visible surface state contained a
background slope, as seen in Figure 3c. It is well understood
that different suitable STS tips can produce considerable varia-
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Figure 4: Samples of 50 normalised spectra (grey lines) taken over the clean Au(111) surface, mean (blue line) and standard deviation (shaded area)
for (a) surface state “peak visible”, b) surface state “not visible” and (c) binary “bad” labels.

tion in the features observed in spectra taken over a bare sub-
strate, including slopes through the bias range [10,20]. There-
fore, the classification of what constitutes as a “good” tip is in a
sense somewhat arbitrary and dependent on what the end user is
interested in investigating. For the purposes of this work, we
chose the primary point of interest for classification as the visi-
bility of the surface state step at the correct bias. Our data were
therefore classified with this trend in mind, with the final
“good” classifications often containing a trend in the region

below −0.5 V. The SS “step visible” label was given to spectra
whose curves show the step in the correct position, but where a
general trend (slope) was also visible throughout the data. The
SS “peak visible” label applied to spectra where there was an
apparent feature at the correct position for the step, but not nec-
essarily a step, and the final SS “not visible” label was given to
spectra where no feature resembling the surface state could be
observed. A representative sampling of spectra from each
labelling category are shown in Figure 3 and Figure 4, with all
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spectra obtained shown in Supporting Information File 1,
Figure S2.

For the final classification, the SS “good” and SS “step visible”
categories were combined into a single “good” category, and
the SS “not visible” and SS “peak visible” were combined into
a “bad” category. This was done to allow for a simple binary
classification on the basis that further distinction between the
classes is unlikely to improve the final model and would greatly
increase the complexity of the problem.

Table 1 shows the number of spectra in each category after
the labelling step. For ML training, the data were split into
training, validation, and test sets at a ratio of 70:10:20. This left
1823 spectra for training, 260 for validation, and 521 for final
testing.

Table 1: Number of spectra in each category.

Labels Count

SS “good” 384
SS step visible 482
SS peak visible 1169
SS not visible 569
binary “good” 866
binary “bad” 1738

Classification methods
Machine learning classifier
With the labelling completed, it was possible to train a series of
1D convolutional neural networks (CNNs). In total, 72 models
were trained, varying the number of convolutional layers be-
tween 1 and 3, the number of dense training layers between 1
and 3, the number of kernels in the first convolutional layer (32
and 64 kernels were used, doubling in successive layers),
kernels of sizes 3 × 3 or 5 × 5, and dropout layers with rates of
either 0.3 or 0.5, including all combinations of these. The
training was carried out on the training dataset containing 1823
spectra, validating the model after each epoch on the validation
set of 260.

After training, each of these models were evaluated on a test set
of 521 spectra, with their final accuracies, precisions, and
recalls compared. We note the recall is defined as the
percentage of all data labelled as “good”, which is then
also classified as “good”. This metric therefore places more
weight on false negatives than the precision metric and is also
not as largely skewed by imbalanced datasets as the accuracy
metric.

The model which achieved the best balance between the three
metrics was one which contained two convolutional layers
starting with 5 × 5 kernels, 32 in the first layer and 64 in the
second, a single dense training layer, followed by a dropout rate
of 0.3. The architecture of this model is shown schematically in
Supporting Information File 1, Figure S1. This achieved an
over-all accuracy of 86%, a precision of 85%, and a recall of
70%.

Deterministic classifier
For the deterministic classifier, we required a method which is
able to adapt to the entire dataset with a clear set of rules,
outputting a metric describing how close any individual spec-
trum is to an idealised surface state spectrum. To this end, we
implemented a simple model to calculate the difference be-
tween the surface state step at −0.48 V with a perfect step func-
tion, both normalised between 0 and 1.

In principle, for an “ideal” metallic tip, the step function would
be clearly visible within the spectrum at the correct bias. How-
ever, as noted above, the majority of the data we acquired were
not completely flat and showed a noticeable slope even when
the SS was clearly visible. Therefore, in order to make a com-
parison between these tips and the ideal step function, addition-
al processing is needed.

First, the spectra were cropped to remove features outside of the
categorisation window, which for this dataset was the bias range
from −0.55 to 0.5 V. From here, any general trend/slope visible
in the data needs to be found and subtracted from the step.
Commonly in our data, it seems that the trend is a linear offset
in the , and hence a linear function after the step can be fit to
the data, and then subtracted from the original spectrum. The
specific location of the turning point of each spectrum is ob-
tained by finding the minimum of the differential of the curve
within a small range around −0.48 V, and the step is assumed to
be contained within the categorisation range, following this
determined turning point. From this, a linear function is fit
to the window, an example of which is shown for both a
“good” and “bad” classified tip in Figure 5a and Figure 5c, re-
spectively.

Once the linear trend is found, it is subtracted from the original
spectrum, the result of which is shown in Figure 5b and
Figure 5d. For a “good” spectrum, the resultant curve should
appear roughly as a step function, and so by direct comparison
to a perfect step function, starting at the turning point found
earlier, a deterministic classification measure can be made. The
specific metric output as the difference between these two
curves is the root mean squared (RMS) error between the two,
which is described by Equation 2:
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Figure 5: (a) and (b) show the categorisation window on a “good” and “bad” spectra, respectively. The red crosses show the automatically located
turning point of the step, and the dashed gray lines show the linear fit found past the step. (b) and (d) show the spectra in (a) and (b) with their respec-
tive linear fits subtracted. The black dashed curves show the ideal surface state step function.

(2)

Here,  are the perfect step function data points, and y are the
spectra for classification. To evaluate the optimal thresholds for
classification, a stacked histogram was plotted, showing the
spread of the RMS in each category. This histogram is shown in
Figure 6. From this, the final threshold was chosen <0.25, with
all spectra resulting in a value within this range classified as
“good”.

Using this method, the deterministic model was able to achieve
an overall accuracy of 82%, a precision of 86%, and a recall of
53% when evaluated on the same test set used for the ML
model.

Results and Discussion
Both the deterministic and ML-based models were tested on the
same isolated test set of 521 spectra, with the final results as
given in Table 2. Both models achieve very similar accuracies

and precisions; however, the recall for the deterministic model
is significantly lower than in the ML model. In practise, this
lower recall would mean that more tips which a human may
classify as “good” would be misclassified as “bad”, slowing
down the overall tip preparation process. However, since the
precisions of both the ML and deterministic models are very
similar, the probability of an automated tip preparation script
exiting with a “bad” tip would be roughly the same using either
model. Since both models show comparable results in the preci-
sion of the final classification, the main advantage to using the
deterministic model over ML is that the classifier requires much
less labelled data for its creation, and hence is easier to apply to
a new system.

Our ML accuracies are consistent with the prior work
undertaken by Wang and colleagues [15]. Their highest
ML-based classifier was able to achieve a precision of 84%
and a recall of 74%, whereas our DM-based results are substan-
tially better than the DM approach they trialled, which used
correlation-based metrics and only achieved a final precision of
41% and a recall of 53% (no accuracies were given for this
work).
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Figure 6: Stacked histogram made from labelled spectra, calculating the RMS error between each processed spectrum and an ideal step function. (a)
shows the full range of RMS, with (b) showing the values between 0.1 and 0.4.

Table 2: Table showing the accuracy, precision and recall obtained
using deterministic and ML models to classify probe tips based on
spectroscopy measurements.

Deterministic ML

accuracy 82% 86%
precision 86% 85%
recall 53% 70%

It should be noted, however, that Wang et al. attempted to make
a classification between five different labels of spectra, where-
as our dataset was split into a binary “good” or “bad” before
training. In general, binary classifiers are expected to achieve
higher accuracies as the differences between the two categories
are less subtle.

Automated experiment discussion
In addition to automatically classifying the tip quality via STS
on the Au(111) substrate, the script automatically located each
SnPc molecule on the Au(111) surface, identified the different
configurations of the molecule, and carried out lock-in  mea-
surements over the centre of each. In this section, we will
discuss the STS data taken on the molecules, discuss the impact
on the STS data quality due to the quality of the tip and high-
light the advantages of automated assessment of tip quality and
statistical categorisation of the data in STS.

Molecule location and identification
Once a series of Au(111) surface spectra had been obtained for
use in the classifier training, the script continued to obtain STS
measurements over the centre of each located SnPc molecule,
whilst also distinguishing between the two configurations

(SnUp and SnDown) prior to measurement. The identification
of each molecular configuration was determined using the CC
method with two separate reference images as shown in
Figure 1d,e.

For the final distinctions on the Au(111) surface, the CCR
thresholds used for the SnUp and SnDown molecules were
0.983 and 0.980, respectively. Using these thresholds on a small
test set of 13 images, the script was able to locate the positions
of SnUp molecules with 100% accuracy and precision, whereas
on the SnDown molecules the accuracy achieved was 95% with
a precision of 96%.

Once located, lock-in  curves were obtained over the central
atom of each molecule located, using the same range of −1.5 V
to 1.5 V as for the bare surface.

Note on SnPc switching instability
The adsorption of SnPc on coinage metal substrates is well
studied, and the molecule is known to undergo an irreversible
switch from the SnUp to the SnDown state on the Ag(111) sur-
face [21] under hole injection. This is usually carried out inten-
tionally by positioning the tip over the centre of an SnUp mole-
cule, and applying a bias pulse via the tip of less than −1.9 V.
On injection, the Sn atom within the molecule is transiently
oxidised to Sn3+, which favours a new position closer to the
surface, where the atom binds to the Ag(111), at which point
charge transfer from the substrate to the molecule will return it
to its neutral state [21].

Whilst carrying out bias spectroscopy over these SnPc mole-
cules, it was found that a switch could occasionally be induced,
even if the bias range used did not reach −1.9 V. With moder-
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Figure 7: Gray curves show 49 normalised STS measurements taken over the centre of SnDown molecules taken with a “good” tip. The blue curve
shows the mean and the standard deviation is shown in shaded purple.

ate negative bias (e.g., −1.5 V) a switch would commonly
occur, and even with parameter adjustments to reduce the prob-
ability of switching (i.e. reduced integration times), there was
still a chance that the switch would be induced, as can be seen
in Supporting Information File 1, Figure S4.

In the automated experiment, an image would be taken, the
molecules located based on this image, and then spectra would
be obtained, saving each spectrum with a label indicating which
configuration of molecule the spectrum was taken over. Unfor-
tunately, due to this switching occurring over specifically the
SnUp molecules, spectra labelled SnUp had the potential to be
unreliably labelled. Additionally, it was observed that these
switches could occur at the start of the measurement in the
initial setting of the bias, or during the bias sweep itself,
meaning identifying if a switch had occurred could not be reli-
ably inferred from simple analysis of the STS spectrum. For this
reason, the results shown in the next section will only consider
spectra taken over the SnDown configuration, as the labelling of
these was reliable.

Results
Using our STS spectra surface state classification method as
described previously, we were able to process the entire
dataset collected and to categorise the spectra taken on mole-
cules as being acquired with either a “good” tip, or with a “bad”
tip.

Throughout the data gathering, a total of 86 images (and so
probe tips) passed the I(z) and CCR pre-classification steps and
were used to obtain molecular STS measurements. Of these 86
tips, 30 were classified as “good” and 56 as “bad”, based on the
analysis of the final STS spectra on Au(111). These 30 “good”
tips were used to obtain spectra over a total of 49 SnDown mol-

ecules. The mean of these curves is shown in Figure 7, where it
can be clearly seen that there is a peak at roughly 0.8 V, which
is not present in the bare surface spectra seen in Figure 3c.

Previous STS data of SnDown molecules show a clear increase
in conductance at both −0.85 and 0.75 V when imaging at a
setpoint of 50 pA [22]. These peaks in conductance correspond
to the lowest unoccupied molecular orbital (LUMO) and highest
occupied molecular orbital (HOMO), respectively. The cited
work, however, was carried out on the Ag(111) surface, as
opposed to Au(111) used here, which could explain the slight
shift in the position of the HOMO from the literature value of
0.75 V to our consistent measurement of roughly 0.8 V. In addi-
tion, the work also suggests a current dependence on the posi-
tion of the HOMO, which could be a contributing factor to the
difference.

When comparing the “good”  spectra taken over the mole-
cules (Figure 7) to the binary “good” bare surface spectra
(Figure 3c), the surface state and general increase in conduc-
tance at biases below −0.5 V can be seen in both. However,
unlike the HOMO, which is clearly visible in the molecular ,
the LUMO is not visible at the expected bias value of −0.85 V.
This is possibly due to the peak being obscured by the shoulder
in the negative portion of the spectra. Comparing the region be-
tween −1.5 and −0.5 V in both spectra, it can be seen that the
mean curve for the molecular spectra contains an additional fea-
ture which is not present in the mean bare surface state spec-
trum. The features contained within this could contain the
LUMO, but this is difficult to ascertain without completely
deconvolving the tip and sample LDOS.

Figure 8 shows the mean and standard deviation of the 
spectra taken over SnDown molecules taken with a “bad” tip.
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Figure 8: Gray curves show 71 normalised STS measurements taken over the centre of SnDown molecules taken with a “bad” tip. The blue curve
shows the mean and the standard deviation is shown in shaded purple.

By comparing this to Figure 7, it is clear that the HOMO peak
at 0.8 V is much less prominent. In addition to this, the features
throughout the spectra have become less evident. This clear
difference between the molecular STS taken with a “good” and
a “bad” tip, with the former showing expected features, rein-
forces that the tip state classification was successful in produc-
ing higher quality spectra, and highlights the importance of
appropriately charactering the tip state before STS experiments.

A clear advantage to performing automated experiments with a
large number of different tips and over a large number of mole-
cules in different surface positions is that, statistically, varia-
tions in the spectra due to the changes in the tip or small
changes in the molecular adsorption, will be averaged out, and
better approach those from ensemble techniques. As can be seen
in both Figure 7 and Figure 8, there is a substantial variation in
the individual spectra around the mean curve. This is most
likely due to variations in the quality of the tip or slight differ-
ences in the molecule itself. However, with a large enough
aggregate of different tips, and taking STS measurements over
different molecules, when averaged, these small variations
should be dominated by the consistent features present in all the
data. This can be seen particularly well in Figure 7, where some
of the individual molecular spectra (grey curves), which here
were all taken with tips classified as “good”, show a featureless
region around the HOMO, whilst others clearly show a strong
peak. With individual spectra, it is possible that specific fea-
tures in the  could remain unobserved due to spurious prob-
lems with the tip.

For a human operator, taking a large number of spectra, with
different, yet still “good” tips, on different instances of the same
molecule is extremely time-consuming. However, with the en-

tire process being automated, this can be carried out very
simply, and without any need for constant monitoring.

We note that while we collected data using both types of tip in
order to highlight the differences in quality, in a real use case
data collection would be improved by using the proposed
method of classifying the tip based on a  spectrum taken
over the bare surface, such that the script would only take mo-
lecular spectra using probes which have been classified as
“good” based on the surface state spectra. An example flow
diagram with data taken from a generation run where the sur-
face state spectrum was classified as “good” is shown in
Figure 9.

Conclusion
We have shown that it is possible to perform a fully automated
experiment, carrying out STS measurements over targeted areas
of specific organic molecules, including the ability to modify
and characterise the state of the tip, by both analysis of its spec-
troscopic characteristics and imaging quality, without the use of
machine learning. This enables the ability to obtain a large
number of spectra over various features on a surface, with a
variety of characterised tip states, without the need for an oper-
ator to be present, and to perform statistical analysis of the spec-
troscopic data, via the automated labelling of the state and the
location of the spectrum.

Importantly, the ability to carry this out without machine
learning means that this method can be easily adapted to differ-
ent adsorbate/substrate systems without the need for extensive
data collection to train ML models. This methodology can aid
in the rapid characterisation of new materials via automated
probing of different features in a system, taking numerous mea-
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Figure 9: Example flow of an automated spectroscopy experiment taken over various SnPc molecules on the Au(111) surface. (a) An initial I(z) mea-
surement is taken, where an exponential dependence is observed and so moves onto imaging, (b). The tip is then classified to be “good” based on
imaging, and so a clean area of the substrate is located (marked by a green cross), where a surface STS measurement is taken, (c). This is then clas-
sified to be “good”, at which point the various orientations of SnPc are located (SnUp in pink boxes and SnDown in blue boxes), where STS measure-
ments are taken as shown in (d–g). (d) and (e) correspond to measurements taken over SnUp molecules, while (f) and (g) correspond to SnDown.
The script would then change the tip and repeat the steps, over different areas, varying the tip after each set of STS measurements (formed through
in situ tip preparation).

surements over different areas, only requiring an operator once
the experiment is complete, to process the resultant data for
analysis.
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Abstract
Contact resonance atomic force microscopy (CR-AFM) has been used in many studies to characterize variations in the elastic and
viscoelastic constants of materials along a heterogeneous surface. In almost all experimental work, the quantitative modulus of the
surface is calculated in reference to a known reference material, rather than calculated directly from the dynamics models of the
cantilever. We measured the cantilever displacement with very high sampling frequencies over the course of the experiment and
captured its oscillations that result from thermal energy. Using short-term Fourier transformations, it was possible to fit the thermal
resonance peak of the normal displacement to track the frequency and Q-factor of the cantilever during an experiment, using a simi-
lar process to that used to calibrate the normal bending stiffness of cantilevers. With this quantitative data, we have used the
dynamic mechanics models relating the contact stiffness of the tip/cantilever pressing into a surface with the oscillation frequency
of the cantilever and show that they did not accurately model the experiment. Several material combinations of tip and sample were
examined; tip size and cantilever stiffness demonstrate that existing models cannot capture the physics of this problem. While
concrete solutions to use analytical models to interpret CR-AFM data have not been found, a possible solution may include revis-
iting the analytical model to capture a potentially more complex system than the current model, improved matching the cantilever/
sample stiffness to obtain a larger variation in contact stiffness with frequency, or investigating the use of higher-order modes that
may achieve this improved match.

1952

Introduction
Atomic force microscopy (AFM) has become an indispensable
tool for imaging the surface topography on a variety of surfaces
[1]. Since the invention of the AFM [2], several other modes of

AFM have been developed, including friction force microscopy
[3], tapping mode AFM [4], and contact resonance AFM (CR-
AFM) [5], each providing unique advantages or insights into a
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surface and the materials that comprise it. Alongside the devel-
opments of the experimental technique, there have been a num-
ber of modeling techniques created that can be used to bring
physical values or interpretation to the data that is collected by
the AFM, allowing operators of the technique to compare their
measurements across fields [6].

CR-AFM is a technique that was established in 2008, allowing
for the measurement of mechanical properties (elastic modulus
and viscoelastic modulus) of surfaces [5]. It is particularly use-
ful for the measurement of heterogeneous surfaces, character-
istic of composite and biological materials, where under-
standing the interplay between microstructure and mechanical
properties of the constituent materials is critical for the perfor-
mance of the overall structure. Analytical models for inter-
preting the vibrational modes of cantilevers were developed
prior to the invention of the technique [7,8]. This model or vari-
ations of it are often presented in manuscripts to explain the
interpretation of experimental data, but are not used to bring
physical meaning to the experimental data. Instead, in almost
every example in the literature, the frequency variation is
normalized to what is measured on a surface having known me-
chanical properties [5,9,10].

Alongside the development of CR-AFM and the analytical
models used to describe the technique, spectral analysis of the
thermal motion in the deflection of AFM cantilevers has shown
promise as a lower-cost, less equipment-intensive mechanism to
access the dynamic and time-evolving oscillatory characteris-
tics of the cantilever [11-16]. In these techniques, the cantilever
deflection signal is acquired at rates several times greater than
the first normal resonant frequency (typically greater than
1 MHz) for several seconds, as the cantilever is approached, and
the tip is pressed against, and finally removed from, a surface.
In a significant number of studies, a Fourier transform, or trans-
formation of the time-based AFM deflection into the frequency
domain is conducted. In the majority of studies examining the
thermal oscillations of AFM cantilevers, the cantilever’s dis-
placement is measured for a specific length of time and then
converted to frequency space over the entire length of the mea-
surement [14-16]. This calculation results in a single measure-
ment of the cantilever’s oscillation frequency and other oscilla-
tion parameters, but can also result in high frequency/spectral
resolution that can allow for the determination of quantifiable
results for parameters such as elastic modulus or viscoelastic
properties when the duration of the cantilever’s thermal motion
was measured for sufficiently long times [15]. However, the
drawback of this type of measurement is that, with such infre-
quent measurements of the cantilever’s oscillation characteris-
tics, it is difficult to measure mechanical properties of hetero-
geneous surfaces as the cantilever is scanned over the surface,

or to measure how mechanical properties of the surface evolve
with time as the cantilever is pressed against the surface.
Furthermore, the analysis assumes that the cantilever’s oscilla-
tion characteristics are static over the measurement period,
which often is not the case. To solve this issue, wavelet trans-
formations of the AFM cantilever’s deflection signal have been
conducted, allowing for several frequency spectra at defined
time intervals to be calculated over the course of the experi-
ment [11-13].The drawback to most wavelet transforms applied
to analyze AFM thermal deflection signals is that these mea-
surements suffer from insufficient spectral resolution, which
limits the ability to accurately quantify cantilever oscillation
characteristics, as well as making it difficult to obtain quantita-
tive measurements from the frequency of the AFM cantilever’s
bending mode.

In this manuscript, we bring together the analytical models that
describe cantilever oscillations in AFM experiments where a tip
is oscillated and pressed into contact with a solid surface [7,8]
with the spectral analysis of the thermal motion of the cantile-
ver using short-term Fourier transforms (STFTs). Similar to
wavelet transforms, STFTs allow one to calculate the time-
varying spectra of the cantilever’s deflection signal over the
measurement time with a simpler way of controlling the spec-
tral/frequency resolution, supporting the end goal of quantifi-
able mechanical property data. Here, we observe the thermal
oscillations of the AFM cantilever rather than an externally
excited cantilever. An advantage to observing and analyzing the
thermal oscillations of the cantilever is that the oscillations of
the cantilever have sub-angstrom amplitudes regardless of if the
tip is in contact with the sample or far from the surface. When
the tip is in contact with the surface, these small oscillations of
the AFM cantilever are much smaller than atomic bonds in our
materials, which then can be interpreted as a small perturbation
to the system that is examined. We also avoid disturbance of the
medium surrounding the sample, as occurs with piezoacoustic
excitation of the cantilever, without requiring expensive modifi-
cation of our existing AFM system. Finally, by avoiding the use
of a phase-locked loop to track the frequency of the cantilever
oscillation and rather using STFTs to calculate time-varying fre-
quency spectra, we are able to monitor the oscillation of the
cantilever as it transitions from free out-of-contact to in-contact,
changing the oscillation mode of the cantilever. Additionally,
spectral analysis allows for the measurement and tracking of all
resonant modes simultaneously, which would otherwise require
a separate phase-locked loop for each mode to be tracked.

To examine and validate the use of spectral analysis of the ther-
mal motion of AFM cantilevers as an alternative approach to
CR-AFM, we conducted AFM experiments on well-character-
ized surfaces, such as highly ordered pyrolytic graphite
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(HOPG), using silicon cantilevers with integrated probes. To
examine the time evolution of the AFM cantilever’s oscillatory
modes during an experiment, STFTs, rather than wavelet trans-
forms, of the thermal motion of the AFM cantilever were calcu-
lated. Once calculated, the resonant peak corresponding to the
cantilever’s first oscillatory mode was fit, yielding the time-
evolving parameters of the AFM cantilever be to tracked over
the course of the experiment, such as the resonant frequency.
CR-AFM models were used to determine the size of the
tip–sample contact, assuming the relevant material parameters
of the system examined. Finally, the same experiment and data
analysis was performed with other substrates and AFM tip ma-
terials to further explore the analytical CR-AFM models.

Methods
Experimental design
An Agilent Keysight 5500 AFM was used in all experiments
with measurements conducted under ambient laboratory condi-
tions of 20–40% humidity. Four samples were analyzed in the
experiments, namely, a silicon wafer, freshly-cleaved HOPG,
poly(ethylene oxide) (PEO), and polydimethylsiloxane
(PDMS). The mechanical properties of these samples are provi-
ded in Table 1.

Table 1: Mechanical properties of the examined samples. Values for
silicon, HOPG, and platinum are from [17], [18], and [19], respectively.
The values for PEO and PDMS were measured using a Hysitron
Premier Nanoindenter.

Material Young’s modulus (GPa) Poisson’s ratio

silicon 160 0.3
HOPG 20 0.25
platinum 140 0.38
PEO 0.22 ± 0.03 0.5
PDMS 0.0025 ± 0.0002 0.45

Silicon wafers were ultrasonicated in acetone and ethanol for
10 min each. HOPG samples were cleaved using the Scotch
tape method within 30 min of beginning an experiment. Finally,
the PEO and PDMS samples were not surface-treated following
their polymerization/deposition. The topography of the surface
was measured before acquiring a force-versus-distance mea-
surement to ensure that these measurements were acquired on
clean and flat regions of the substrate. To observe how the reso-
nant frequency of the AFM cantilever changes as the attached
tip is pressed against a substrate, force-versus-distance measure-
ments were conducted. In these measurements, the sample was
moved up and down at a rate of approximately 100 nm·s−1

while recording the cantilever deflection over the course of the
measurement. In addition to the AFM’s own control software

measuring the deflection of the cantilever and moving the sam-
ple during the experiment, the cantilever deflection was
measured by a National Instruments BNC box (NI-USB-6341)
via an unfiltered connection direct from the photodetector at a
sampling rate of 2.0 MHz and for a duration of 1 s of the exper-
iment, unless otherwise noted. The data from this instrument
will be referred to in the paper as the “high-sample rate” data.

Three types of uncoated cantilevers were used all experiments,
that is, soft cantilevers with an integrated tip (Nanosensors PPP-
CONT), soft tipless cantilevers (Nanosensors TL-CONT), and
harder cantilevers with an integrated tip (Nanosensors PPP-
NCL). The soft cantilevers have a nominal stiffness in the
normal bending direction of 0.2 N·m−1, and the hard cantile-
vers have a nominal stiffness of 40 N·m−1. For each cantilever
used, the spring constant of the cantilever in the normal bending
direction was determined through the Sader method [20], with
the plan-view dimensions and the setback of the tip from the
end of the cantilever measured in an optical microscope. To
convert the voltage signal measured by the photodetector, the
slope of the force versus distance curve generated from the
manufacturer’s software was determined, having a unit of volts
per meter. Four different tip materials were used in experi-
ments, namely, conventional silicon cantilevers (Nanosensors
PPP-CONT), conductive diamond-coated probes (Nanosensors
CDT-CONTR), platinum silicide-coated probes (Nanosensors
PtSi-CONT), and borosilicate glass colloids (Sigma-Aldrich
440345-100G) attached to the tipless cantilevers (Nanosensors
TL-CONT). The borosilicate glass colloids had a diameter of
8–11 μm and an elastic modulus of 60 GPa.

Data analysis
Following completion of experiments, post processing of the
high-sample rate data was performed. This data was windowed
into segments of data having lengths of 2N in number of data
points, with N ranging from 10 to 20. These windowed seg-
ments were convolved with the Hanning window to reduce
spectral leakage. For each window, a Fourier transform was
calculated and stored. Subsequently, for each window gener-
ated, the resonant peak of the first normal mode was fitted using
Equation 1,

(1)

where f is the frequency, T is the temperature, kB =
1.3806 × 10−23 m2·kg·s−2·K−1 is Boltzmann’s constant, Qn is
the quality factor of the cantilever for the n-th mode, Dn is the
stiffness of the n-th oscillation mode, and y0 is an offset value
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Figure 1: (a) Schematic diagrams of the cantilever models used in determining the dispersion curves to convert measured cantilever oscillation fre-
quency to contact stiffness of the tip–sample contact. Three models are typically used. Model (i) shows the tip at the end of the cantilever, model (ii)
shows the tip set back from the end of the cantilever, and model (iii) shows a cantilever tilted with respect to the surface and the tip set back from the
end of the cantilever. L is the overall cantilever length, L′ is the distance that the tip is set back from the end of the cantilever, k* is the contact stiff-
ness, α is the tilt angle of the cantilever with respect to the surface, h is the distance between the tip apex and the cantilever base, and κ = 8G*a ([23])
is the lateral stiffness of the tip–sample contact. (b) Dispersion curves providing a lookup table for the conversion of measured resonant frequency to
tip–sample contact stiffness. Model (i) is shown in black, model (ii) in blue, and model (iii) in red.

[21]. Fits of these resonant peaks using the non-linear least
squares method yielded the parameters fn, Qn, and Dn. To
ensure accurate fits to the resonance peak, the window size N,
impacting the frequency resolution (fΔ) of the calculated Fourier
transform, was carefully chosen to ensure that β in Equation 2
was much larger than 1 [22]:

(2)

Fitting of the first resonant peak of the cantilever in contact
with the surface during the force-versus-distance measurement
thus provides the evolution of the f1, Q1, and D1 values as func-
tions of time during the experiments. These values can be
related to the displacement of the sample, force, or other param-
eters that are time-averaged over the window size.

Analytical models of cantilever dynamics
Several analytical models of cantilever dynamics have been de-
veloped, with the basis of most models originating from the
work by Rabe et al. [7], and are schematically shown in
Figure 1a(i) and Figure 1a(ii). More advanced models that
include the tilt angle of the cantilever relative to the surface
[23], to better reflect the typical 12.5° or 22.5° angles of the
cantilever relative to the surface, have been subsequently de-

veloped and are shown in Figure 1a(iii). To relate the oscilla-
tion frequency of the cantilever to the contact stiffness, equa-
tions of motion for the schematic have been developed in [7,23]
and are provided in Supporting Information File 1 for reference.
These equations are used to develop the dispersion curve shown
in Figure 1b. The dispersion curve shows how the measured fre-
quency changes as the contact becomes stiffer, which occurs in
the previously described experiments when the tip is pressed
against the surface with a larger normal force. Typically,
CR-AFM experiments are conducted at a constant normal force
(increasing the tip–sample contact size); thus, changes in the
contact stiffness result from variations in the elastic modulus, E,
along the surface. The relation between elastic modulus, con-
tact size, and contact stiffness is found in Equation 3 [24],

(3)

(4)

where a is the size of the contact between the tip and sample,
E* is the reduced elastic modulus defined in Equation 4, ν is the
Poisson ratio of tip or sample, and E is the elastic modulus of
tip or sample.
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Figure 2: (a) Force-versus-displacement curve using the high-sample rate acquisition system. (b) Fourier transform of the out-of-contact portion of
(a). (c) Fit (red line) of the first resonant mode peak (black squares) with Equation 1. (d) Fourier transform of the out-of-contact portion of (a) shown in
black and the in-contact portion shown in red, highlighting the change in the resonant peak locations and shapes between these two stages of the
measurement. Data was acquired at 1 MHz for approximately 4.5 s.

Results and Discussion
Figure 2a shows an exemplary force-versus-distance measure-
ment acquired with the high-sample rate acquisition system for
a soft silicon cantilever on a HOPG substrate. Both the normal
force and the cantilever displacement values are shown as most
AFM studies report normal force values, but the power spec-
trum calculation requires the cantilever displacement values.
Figure 2b shows the calculated Fourier transform/power spec-
trum of the cantilever displacement in the out-of-contact portion
of Figure 2a, that is, the data acquired from approximately 0 to
2 s of the experiment. The power spectrum clearly shows the
first four oscillation modes of the cantilever, with the first oscil-
lation mode having the largest amplitude. Figure 2c shows the
quality of the fit obtained using Equation 1 to the first oscilla-
tion mode, yielding values of f1 = 12.627 ± 0.003 kHz, Q1 =
19.84 ± 0.20, and D1 = 25.67 ± 0.02 mN·m−1. We note that the
fit value obtained from Equation 1 is not the same value as the
one obtained using the Sader method (74.3 mN·m−1 for this
cantilever in Figure 2) [20]. Similar observations were made for
the other cantilevers used in the experiments conducted within
this paper, with the difference between the value of D1 and the
normal spring constant calculated using the Sader method

ranging between a factor of 2 and 10. This difference is likely a
result of the plan-view dimensions of the cantilevers having
dimensions beyond the 10% variation of the manufacturer’s
specifications, observed in other experiments we have con-
ducted outside this study. Viscous damping from the ambient
environment is not accounted for in Equation 1 and may also be
responsible for a small percentage of the difference between the
two calculations of the spring constants. However, our results
highlight that the measurement of the cantilever’s plan-view
dimensions and using these dimensions in the determination of
the Sader spring constant or other calculations of the normal
spring constant are important. Finally, it has been demonstrated
that the Sader method can consistently show a difference com-
pared with the thermal noise method used above, particularly
for soft cantilevers as used in this study [25]. We take the Sader
spring constant, which has been widely used in other studies
and is less sensitive to variations in the calculated cantilever
sensitivity [25], as the spring constant of all cantilevers in the
calculations in subsequent sections of this manuscript.

Figure 2d shows two power spectra, the black spectrum calcu-
lated from the time ranging from 0 to 2 s, and the second in red
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from the time ranging between 2.5 and 4.5 s. These two spectra
highlight the change in the location and shape of the normal
resonant peaks for the cantilever from when the cantilever was
out of contact to when it was in contact. We are able to esti-
mate the values of the various modes, as Rabe et al. showed that
the value of fn/(knL)2 is a constant for the cantilever, which also
allows us to distinguish between higher-order oscillatory modes
of the cantilever and pinning of the free end of the cantilever
[7]. With the first resonant peak out of contact having a center
frequency of 12.62 kHz and using model (i) to estimate the
location of subsequent resonant peaks, the expected second
resonant mode of a free cantilever would be approximately
79.1 kHz, in contrast to an expected frequency of 55.3 kHz in
the first resonant mode if the end of the cantilever was com-
pletely pinned. The measured value of the cantilever resonant
frequency when the tip was pressed into the surface was
58.15 kHz, which is much closer to the expected value of
pinned cantilever than the second resonant mode. Beyond iden-
tifying and fitting the first pinned mode of oscillation, it is also
possible to observe several of the higher modes within the
in-contact power spectrum compared with the out-of-contact
spectrum. Finally, we note that the full width at half maximum
increases slightly for the first oscillation mode when the cantile-
ver makes contact with the surface, but shows significant scatter
during the force curve measurement, making a statement
regarding the variation of the Q-factor difficult with the present
analysis technique.

Figure 3a shows the variation of the frequency of the first
normal mode as a function of normal force during the in-con-
tact period of the force curve. A sub-linear variation is ob-
served with increasing applied normal force. Figure 3b shows
the variation of the quality factor with normal force, simulta-
neously determined with the frequency of the first normal oscil-
latory mode. Here, the variation in the Q-factor is less clear than
for the resonant frequency. An initial increase is observed,
which plateaus around 0 nN applied force. However, signifi-
cant scatter in the Q-factor is observed, in particular compared
with the variation in the frequency of the first normal oscilla-
tory mode. Significantly more scatter is observed for the last fit
parameter, D1, which, in the case of a free oscillation, repre-
sents the spring constant of the single-harmonic-oscillator
mode. Additionally, the physical meaning of D1 is less clear
when the tip/cantilever is in contact with the surface than when
it is free. Thus, how D1 varies over the course of the experi-
ment has been included in Supporting Information File 1,
Figure S1 for completeness but is not further analyzed within
the manuscript.

Figure 4 shows the dispersion curves generated for the three
cantilever models, with the data obtained from all material com-

Figure 3: (a) Resonant frequency versus normal force determined
from fits of the first normal resonant mode peak in the power spectra of
the contact portion of Figure 2. (b) Q-factor (Q) versus normal force
similarly determined from the power spectra of the contact portion of
Figure 2. N = 17 in (a) and (b).

binations evaluated in this study in each of the models. For ex-
ample, Figure 4 shows that for soft materials, such as the
Si–PDMS combination (silicon cantilever and PDMS
substrate), all three models can be used to translate the oscilla-
tion frequency variation into a contact stiffness. However, for
harder materials, such as Si–HOPG or diamond–Si, model 1
(Figure 1a(i)) has a frequency response in the dispersion curve
that saturates at a reduced frequency (f1/f0) that is lower than the
measured reduced frequency. We note that the PtSi–PEO com-
bination showed a high frequency response, which is unex-
pected for a soft material such as PEO. We attribute this to a
very high elastic modulus measured a low penetration depths in
PEO samples [26]. Model 3 (Figure 1a(iii))) in this case does
not saturate as early, but the plateau in the dispersion curve
translates into a wide variation in contact stiffness values
assigned for very small changes in frequency. Thus, model 3
does not have sufficient accuracy for contact stiffness determi-
nation for these material systems. Model 2 (Figure 1a(ii))
slightly improves upon this issue, with the dispersion curve
shifted more significantly to lower values of contact stiffness
and a higher frequency plateau than model 1, such that im-
proved accuracy in translating the measured cantilever frequen-
cy to a stiffness is possible. The additional benefit of model 2
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Figure 4: Experimental data for four sample combinations tested (silicon tips on HOPG, diamond-coated tips on silicon, silicon tip on PEO, and silicon
tip on PDMS) plotted for the three cantilever models.

over model 3 is that the model is much simpler and a friction
coefficient, κ, between the tip/colloid and the substrate does not
need to be assumed or calculated to generate the dispersion
curve. However, as shown in Figure 1, the value of κ does not
significantly change the positioning of the dispersion curve.

It has been suggested that careful selection of the cantilever
stiffness is required when performing CR-AFM measurements
[27]. Within the context of Figure 1, increasing the value of kc,
while keeping all other material parameters constant, should
shift the measured reduced frequency (fn/f0) left or to lower
values, to a region of the dispersion curve where a more linear
variation between frequency and stiffness is expected. In other
words, with a very soft cantilever and a very hard sample, the
saturated variation of the reduced frequency changes very little
with contact stiffness, k*. We attempted to use cantilevers with
a higher kc value, ranging from 20 to 40 N·m−1, and perform the
same analysis as done previously. As shown in Supporting
Information File 1, Figure S2, the issue becomes that, with the
stiffer cantilever, the magnitude of the resonance peak for the
first normal mode, particularly when the tip contacts the sur-
face, is much smaller than for the softer cantilevers. At this
time, the base noise of our AFM system and electronic
sampling of the deflection signal is too large to automate the
fitting of the resonance peak with reasonable successful fits,
limiting the application of our method to cantilevers having a
lower spring constant.

With the frequency data translated to contact stiffness, the
Derjaguin–Muller–Toporov (DMT), Johnson–Kendall–Roberts
(JKR), and Carpick-Ogletree-Salmeron (COS) contact

mechanics theories can be used to relate tip size, elastic
modulus, and normal force. The relationship between contact
stiffness, k*, and normal force for the DMT, JKR, and COS
models are then given by Equation 5, Equation 6, and
Equation 7, respectively [24,28]:

(5)

(6)

(7)

where R is the tip radius and Fa is the adhesive force. In Equa-
tion 7, we use the transition parameter λ to bridge the two con-
tact streams. We then denote

and
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Table 2: Tabor and transition parameters calculated for each material pairing.

Probe material Sample material Tabor parameter μT transition parameter λ

silicon HOPG 0.4567 0.5284
diamond silicon 0.1600 0.1851
glass colloid HOPG 7.1923 8.3214
steel colloid silicon 1.8955 2.1931
PtSi PEO 3.1966 3.6985
silicon PDMS 283.961 328.543

Figure 5: Contact stiffness versus normal force for (a) a silicon probe on HOPG sample (yellow squares) (b) a silicon probe on PDMS sample (green
triangles), (c) a borosilicate glass colloid probe on a HOPG sample (red circles), and (d) a diamond-coated silicon on silicon sample (blue circles). A
red dashed line in each figure shows a fit to the experimental data using Equation 7.

and γ is the work of adhesion, which can be calculated from the
pull-off force in experiments. We calculated the Tabor parame-
ter, μT, and the transition parameter, λ, for each material pair,
which are given in Table 2. Rather than fitting data with Tabor
parameters smaller than 0.1 with the DMT model and greater
than 5.0 with the JKR model [29], we use the COS model,
which has been shown to more accurately fit contacts having
material properties between the DMT and JKR extremes. The
fits to the experimental data are provided in Figure 5. In each
case, all materials for tip and substrate were pure amorphous/
polycrystalline and, thus, had isotropic elastic moduli across the
surface. Further, these materials were chosen as they are well
characterized in the literature and often used in AFM experi-
ments. Thus, rather than fitting the elastic modulus of the sub-
strate, we took the elastic modulus values from literature for tip

and substrate and fitted the radius of the probes using contact
mechanics models. In many cases, the fits did not converge, so
we used the best fit values near convergence and plotted the ex-
pected model variations for k* and normal force in Figure 5
with a red dashed line, with the experimental data overlayed in
the graph. In each case, as stated previously, either the fits did
not converge or yielded unphysical values for the tip radius.
More specifically, Figure 5a and Figure 5b show converging fits
to the experimental data, resulting in fits of 0.02580 ± 0.00002
nm and 17.42 ± 0.13 nm, respectively. Figure 5c and Figure 5d
show results where the fits did not converge, with the experi-
mental results clearly not following the predicted trend for con-
tact stiffness by the MG model. In these cases, the radii esti-
mated for the fits shown in Figure 5c and Figure 5d were
0.0011 and 0.0920 nm, respectively. This is a result of the very
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Figure 6: (a, b) Scanning electron microscopy images of the borosilicate glass colloid glued onto the tipless silicon cantilever. (c, d) Scanning elec-
tron microscopy images of the PtSi-coated AFM cantilever with integrated tip.

high stiffness of the contacting materials, which resulted in the
reduced frequency having a value near the asymptote of the
dispersion curve in models (ii) and (iii). Work by Killgore and
Hurley identified that the analysis of stiff materials, or those
having an elastic modulus greater than 10 GPa, with soft canti-
levers such as those used in this experiment will not provide
accurate results [30]. This finding is emphasized by the non-
convergent fits observed in Figure 5c,d. However, the conver-
gent fits in Figure 5a,b suggest that the CR-AFM models are
valid, yet they result in unphysical values of the fit parameters.
Therefore, our findings suggest that the CR-AFM models used
are not applicable for a wider range of stiffness than previously
thought. Finally, only by processing the cantilever deflection
signal with STFT, such as here, or other time–frequency spec-
tral analysis techniques, can sufficient temporal resolution of
the oscillatory changes in the AFM cantilever within a single
experiment be captured to perform such mechanical analysis

and allow for the limits of the analytical models to be better
validated.

Figure 6 shows SEM images of two of the tips used in the
study, that is, a borosilicate glass colloid glued onto a tipless
silicon cantilever and a PtSi-coated silicon cantilever. In each of
these cases, the tip radius was estimated to be much larger than
what was fitted in Figure 5. While it is possible that, in particu-
lar with the colloidal probe, local surface roughness will yield a
much smaller contact radius than the overall probe shape, it is
still significantly larger than predicted by the models in
Figure 5.

In summary, we have used longstanding analytical models to
convert the measured variation in cantilever resonant frequency
with applied normal force into contact stiffness. While the mea-
surement process is very similar to what is typically done in
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CR-AFM studies, it becomes more clear as to why these studies
normalize their results to a section or area of the surface with
known mechanical properties: The analytical models that have
been developed do not accurately describe the variation of can-
tilever frequency when the tip is pressed against the surface. At
this time, no better models were developed to describe the link
between cantilever frequency and contact stiffness, and we
believe that normalization of the surface properties is the only
method that makes it possible for experimentalists to provide
some understanding of a quantitative value of the surface elastic
modulus and other mechanical properties.

Conclusion
High-data rate acquisition of the cantilever deflection signal
from the photodiode of an AFM allows for the capture of the
thermal motion of the AFM cantilever during a force-versus-
distance measurement. STFT analysis was used to produce
power spectra at regular time intervals during the experiments,
with the frequency resolution varied to balance a faster time
response of the cantilever’s oscillation parameters against the
necessary frequency resolution to accurately fit the resonant
peak of the first normal oscillation mode of the AFM cantilever.
The resonance mode was fitted to a Lorentz peak to extract its
center frequency and quality factor at each time point, provid-
ing similar information as to what is generated in a CR-AFM
experiment. The cantilever resonant frequency was converted
into contact stiffness using analytical models of cantilever
vibrations, which could then be compared with contact
mechanics models relating the applied normal force to contact
stiffness. It was shown that those commercially available canti-
levers, which provide enough signal for analysis in a standard
AFM, push CR-AFM into a regime where small variations in
frequency result in large variations of derived contact stiffness.
This relationship between frequency and contact stiffness
makes correlating experimental contact resonance data with
contact stiffness, or other mechanical property assessments,
very difficult. Thus, our findings show that, while high-fidelity
data of the changing oscillatory behavior of AFM cantilevers
can be obtained with high sampling rates and subsequent STFT
analysis, quantitative analysis is not possible without measuring
a calibration curve or normalizing data on a known material
pair. These observations confirm why most CR-AFM studies
report normalized data, despite providing information on the an-
alytical models to convert frequency to contact stiffness in most
cases, or only show qualitative frequency data. Further, we have
been able to produce high-fidelity data that accurately captures
the cantilever’s oscillation frequency and Q-factor over the
course of the experiment, such that it can be compared directly
with analytical models of cantilever oscillations and contact
mechanics models, which had not been previously captured in
the literature. Our study also shows that the current model used

to describe CR-AFM experiments may not be complex enough
to capture the physical experiment. However, choosing the can-
tilever stiffness knowing in advance what the expected material
stiffness is may result in larger variations of contact stiffness
with frequency than was captured in our study. Analysis of
higher-order modes, having higher stiffnesses, may also
improve the determination of contact stiffness from the
measured resonant frequency.

Supporting Information
Supporting Information File 1
Equations of motion of the cantilever dynamics models and
additional experimental data.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-16-136-S1.pdf]
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Abstract
To achieve precise measurements of small displacements in non-contact atomic force microscopy, it is crucial to control the posi-
tion of moving parts with high accuracy. This is commonly accomplished by piezo actuators, for instance, in the form of tube
piezos for positioning the tip or optics. For their calibration, we propose an approach based on the dynamic response signal from a
fiber interferometer used for cantilever displacement detection. The fine-positioning z-piezo of the fiber is calibrated by the analy-
sis of measurements of the dynamic interferometer response signal recorded for various cantilever oscillation amplitudes and varied
distances between the cantilever and the fiber end. Furthermore, we demonstrate the cantilever oscillation amplitude calibration
under conditions of various amounts of tube piezo contraction and extension. The merits and limits of accuracy for such type of
calibration are discussed.
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Introduction
Interferometric displacement detection stands as a cornerstone
in high-precision techniques employed in cantilever-based
atomic force microscopy (AFM), since its early days [1-6]. This
method of cantilever displacement detection is specifically well
suited for non-contact atomic force microscopy (NC-AFM)
operation in an ultrahigh-vacuum (UHV) environment at low
temperature and has been developed tremendously over the last
three decades [7-12].

In frequency-modulated NC-AFM, the cantilever is kept at
oscillation with constant amplitude, yielding an interferometric
signal that is a periodic function of time. However, it is general-
ly not a harmonic oscillation due to the convolution of the
(quasi)-harmonic oscillation of the cantilever with the spatially
modulated light field in the interferometer cavity [13]. Dynamic
interferometric signals have been studied in the context of
NC-AFM using the interferometric concepts of Michelson and
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Fabry–Perot interferometers [14,15]. Both interferometers rely
on the precise alignment of a single-mode optical fiber deliv-
ering the light and receiving the optical signal generated in the
optical cavity formed by the cantilever and the fiber end.
Controlling and stabilizing the fiber–cantilever distance is of
principal importance for the accurate operation of the interfero-
metric detection system [16]. Here, we address the aspect of
calibrating the z-motion of the fiber tube piezo [17,18] with
high accuracy to ensure full control over the interferometer
cavity. Measurements involve the expansion and contraction of
the piezo tube by an amount of the order of 100 nm, raising the
issues of piezo nonlinearity [19], hysteresis [20], and creep [21].
Therefore, we address systematic errors in tube piezo calibra-
tion and explore to what extent the cantilever amplitude calibra-
tion [13] is affected by the actual extension or extension history
of the tube piezo.

Experimental
Experiments are performed with a NC-AFM interferometric
setup, and the methods of interferometer signal analysis are as
described in [13]. The schematic setup of the system elec-
tronics and relevant voltages is detailed in Figure 3 of [16]. We
investigate the dynamics of the free cantilever excited to oscilla-
tion at constant amplitude A and frequency fexc, which is always
kept at the fundamental cantilever eigenfrequency f0.

Initially, the interferometer is stabilized so that the working
point is the inflection point and center of symmetry of the time-
dependent interferometer signal [16], implying that the mean
cavity length is d0 = , where m is an odd integer and λ is the
vacuum wavelength of the light used for interferometer opera-
tion in a UHV environment. As long as the respective stabiliza-
tion loop of interferometer alignment is active [16], this adjust-
ment is maintained even in the presence of drift or piezo creep
by the automatic adjustment of the voltage applied between the
fiber tube piezo inner electrode and the common potential of the
tube piezo voltage sources . To contract or expand the
tube piezo, the automatic control loop action is frozen and an
appropriate voltage  is added to , yielding an incre-
mental change derr of the mean cavity length to  = d0 + derr.
This quantity can be extracted from the time-domain interfero-
metric signal by a two-step fit method based on Equation 1 as
detailed in [13].

(1)

Here, VDC represents the DC part of the interferometer signal
voltage, V0 is the voltage amplitude of the modulated signal,
and φ is the phase shift introduced by the electronics in the
signal path, which may be determined from the fit. Experi-

ments are performed with laser light of wavelength λ = λvac =
780.41 nm and the excitation frequency is kept at the cantilever
eigenfrequency fexc = 169.667 kHz determined at the beginning
of the measurements.

The piezoelectric tube (PZT-8, EBL Products Inc., East Hart-
ford, CT, USA) used for fiber positioning is specified with a
piezoelectric constant d31 = −0.95 Å/V [22] at 293 K, accord-
ing to the manufacturer’s data sheet [23]. The extension or
contraction of the fiber tube piezo ΔL depends on Vz,f and the
dimensions of the tube [24].

(2)

where L and h are the length of the piezo tube and the wall
thickness, respectively. According to the widely used con-
vention, the piezo tube is poled so that a negative potential
applied to the inner electrode Vz,f < 0 results in an exten-
sion ΔL > 0 that translates into a reduction of the cavity
length Δd = derr = −ΔL < 0. From d31 and the geometry parame-
ters of the tube piezo (L = 31.8 mm and h = 1.40 mm), we
deduce a nominal fiber tube piezo calibration factor of

 = −2.15 nm/V relating the exten-
sion or contraction ΔL of the tube piezo to the applied voltage.

Fiber tube piezo calibration
In our measurements, the fiber is mounted at α = 15° so that it is
directed perpendicular to the cantilever, which is also mounted
at the same angle α to the horizontal [25]. The vertical move-
ment of the fiber in z-direction (zf) changes the cavity length
with . For the measurement of the actual tube piezo
calibration factor , we measure the
contraction and extension of the tube via the change in cavity
length Δd as a function of the change in the added voltage

. Initially, the control loop is frozen at , with
derr = 0 for a long time (many days) to facilitate complete equi-
libration of the piezo tube. After the start of the measurement,

 is varied in positive and negative directions in steps of
20 V, while an accommodation time of 10 min passes before the
extension or contraction is measured. The cantilever excitation
voltage is kept constant at Vexc = 3.50 V, yielding an oscillation
amplitude of A = 111 nm, facilitating convenient interferometer
signal fits.

Results and Discussion
Results are compiled in the four frames of Figure 1, including
linear functions that fit the measurement points. Measurements
have been performed in the sequence of contraction (  =
0 … 120 V, Figure 1b) and then extension (  =
0 … −120 V, Figure 1a). Note that the contraction measure-
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Figure 1: Fiber tube piezo z-movement calibration measured with a cantilever oscillation amplitude of (a, b) A = 111 nm and (c, d) 126 nm. (a, c) Dis-
placement measurements for tube extension (  < 0, ΔL > 0). (b, d) Displacement measurements for tube contraction (  > 0, ΔL < 0).

ment yields a perfect result with the straight line very well
fitting the data and crossing (0,0) in the ( , derr) plane, while
the fit for the following expansion measurement (Figure 1a) is
less precise and exhibits a systematic trend of approach towards
a limiting straight line defined by the last three data points (red
line in Figure 1a). We find that the calibration factors for
contraction (  > 0) and extension (  < 0) reproducibly
differ from each other. From the slope of the straight lines in
Figure 1, we determine  = −(0.741 ± 0.006) nm/V for the
contraction and  = −(0.889 ± 0.020) nm/V for the extension.
Evaluating the calibration factor from the red, straight line
yields  = −(0.826 ± 0.004) nm/V, a value closer but clearly
different from . Further, we note that, in Figure 1a, neither
the first data point of this measurement nor one of the fit lines

crosses (0,0). We attribute this behavior to piezo creep and
hysteresis occurring after switching polarity from positive to
negative. Note that we observe this phenomenon although we
paused the measurement for 25 min between contraction and
extension experiments to give the system time for equilibration.
The deviation of data points from a straight line is a systematic
effect yielding a bow shape that can qualitatively be explained
by the action of creep accumulated over the extension steps.
The striking observation that the bow is not observed for the
contraction measurement points to a significant difference of
the piezo response for contraction and extension.

To clarify if the observation is inherent to the piezo or an arte-
fact of the sequence of measurements or of a lack of accommo-
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Figure 2: Cantilever excitation amplitude calibration performed for fiber tube piezo extension or contraction. Calibration measurements are started
after adjusting the tube piezo z voltage Vz,f to the specified voltage and waiting for 10 min for system equilibration. (a) The interferometer is misaligned
according to the applied negative and positive voltages. (b) The misalignment is compensated with a control loop. Note that data and fit lines are
shifted by an increment of 1 V along the Vexc axis for each calibration to separate measurements from each other. The undulation of data points
around the straight line is due to peculiarities in fitting the data as explained in [13].

dation time between measurements, we repeated the measure-
ment in reverse order and with an extended accommodation
time of 190 min between extension and contraction. The corre-
sponding results compiled in Figure 1c,d qualitatively yield a
perfect reproduction of the previous measurement, while there
is a difference in quantitative results slightly beyond the statis-
tical error of individual measurements. Based on the last mea-
surements that we consider to be the most reliable ones, the
study yields a calibration factor of Sf = −0.722 nm/V without
specified error margins. We keep in mind that the response of
the tube piezo depends in detail on the direction of the move-
ment and that there are slight differences for the directional cali-
bration factors  and . Principally, it might be possible to
reduce the bow effect observed for the tube piezo extension by
leaving more accommodation time between the voltage steps.
However, in this case, thermal drift is likely to deteriorate the
measurement by similar amounts as the observed creep.

The fact that the measured tube piezo calibration factor differs
from the nominal value by more than a factor of two might be
due to the manufacturing tolerance; but, more likely, it can be
explained by a depolarization of the tube piezo material as it has
been subject to many heating cycles for bakeout of the UHV
chamber.

Next, we investigate the influence that the extension or exten-
sion history of the fiber tube piezo might have on the cantilever
excitation. The calibration of the cantilever excitation system
comprising the excitation piezo, the cantilever, their mutual
coupling, and electrical system parameters, further termed
amplitude calibration, is highly accurate when performed with a

perfectly aligned interferometer. A high-precision measure-
ment based on an expanded dataset as described in [13] yields a
value of Sprec = (33.26 ± 0.27) nm/V for the amplitude calibra-
tion factor.

For testing the calibration accuracy for the misaligned interfer-
ometer, various voltages  are applied to the fiber tube
piezo, and, after each step of voltage change, the cantilever ex-
citation voltage is varied from 1 V to 7 V in steps. For each
step, the interferometer signal is analyzed to extract the oscilla-
tion amplitude A corresponding to the respective voltage step.
Figure 2 shows plots of A against the cantilever excitation
voltage Vexc, where the data are fitted by straight lines. Note
that all straight lines should coincide; however, they are shifted
for each step along the Vexc axis for better clarity. The measure-
ments presented in Figure 2a have been performed without acti-
vating the fiber piezo control loop. Hence, for each amplitude
calibration run, the interferometer is misaligned by an amount
defined by the respective voltage . For the measurement
represented in Figure 2b, the misalignment compensation loop
has been activated. Consequently, the interferometer is forced
back to the initial condition of perfect alignment before each
run of amplitude calibration. To allow for piezo relaxation after
significant extension or retraction, a waiting time of 10 min has
been applied between the change in  and the following
calibration measurement.

The amplitude calibration factors determined with the aligned
or misaligned interferometer are compiled in Table 1. The
weighted mean of the calibration factors for the misaligned
interferometer (frozen loop) is determined as  = (30.84 ±
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Table 1: Measured calibration factors for the cantilever oscillation piezo determined for the non-aligned (frozen loop) and well-aligned (active loop)
interferometer.

frozen loop active loop

Si [nm/V] Si [nm/V]

0 V 32.008 ± 0.555 0 V 30.855 ± 0.679
60 V 31.794 ± 0.605 20 V 30.608 ± 0.662
120 V 30.736 ± 0.290 60 V 30.320 ± 0.661
180 V 30.542 ± 0.281 100 V 30.168 ± 0.634
−60 V 31.587 ± 0.537 −20 V 30.135 ± 0.638
−120 V 29.900 ± 0.387 −60 V 30.278 ± 0.672
−180 V 29.325 ± 0.560 −100 V 31.035 ± 0.501

0.15) nm/V, while in the measurements in which misalignment
was corrected before each measurement (active loop), the mean
of calibration factors is  = (30.34 ± 0.24) nm/V.

For the misaligned interferometer (frozen loop), the maximum
and minimum  values for  ≠ 0 differ by 2.470 nm/V and
the  value for  = 0 differs from the mean  by
1.361 nm/V. Both differences are significantly larger than the
standard deviation determined for the individual measurements
and the weighted mean of uncertainties. This points to a system-
atic error in the amplitude calibration factor measurements.
Applying the same analysis to the data of the alignment-
corrected interferometer (active loop), we find that the respec-
tive differences are smaller or close to the relevant standard de-
viations. We conclude that, in the latter case, the loop action
provides the same conditions for each calibration measurement,
allowing for a calibration with 2% relative uncertainty in this
case.

Above observations clearly demonstrate that the misalignment
and the fiber piezo motion history may deteriorate the excita-
tion system calibration. This is probably due to piezo hysteresis
and the fit procedure that has been optimized for the perfectly
aligned interferometer [13] but not extensively tested for the
misaligned interferometer. The slight difference between the Si
values corresponding to  = 0 for frozen and active loops is
a result of a slight change in the interferometer alignment
during about 24 h elapsed between respective measurements.
The differences between both values and Sprec are even larger as
the precision measurement has been performed many weeks
earlier. The difference in calibration results for measurements
taken with significant time elapsed between can be explained by
slight differences in the alignment of the laser spot on the canti-
lever due to manual adjustment or drift. Although, in our
models, light is treated as a plane wave, in reality the light beam
exiting the fiber end has a divergence of about 9°. As a conse-

quence, light diffracted at the edges of the cantilever acts back
on the reflected light sampled by the fiber. Furthermore, the
partially coherent light of the laser produces speckle patterns
[26] depending on minute charges in the beam profile or canti-
lever alignment. Both effects result in a considerable depen-
dence of the lateral intensity distribution in the cantilever plane
[25] on details of the alignment and, in turn, have an impact on
the amount and interference structure of the reflected light,
affecting the amplitude calibration.

Conclusion
Our results demonstrate that a tube piezo, which is part of an
interferometer for cantilever displacement detection, can
precisely be calibrated by dynamic interferometry. However,
care has to be taken in performing and analyzing experiments as
piezo non-linearity and creep may have a considerable impact
on the calibration results. Therefore, the calibration should be
performed under conditions that are as close as possible to the
conditions of the experiment the calibration results are used for.
Generally, the system should be given much time to relax to
avoid the deterioration of results by piezo creep. Also, one has
to keep in mind that the piezo as a complex electromechanical
system can be characterized by a single parameter Sf only in a
limited range of system parameters. We find that, provided
necessary precautions are applied, a valid amplitude calibration
by dynamic interferometry can be performed for the well-
aligned interferometer; however, additional care has to be taken
for an amplitude calibration performed under conditions of a
misaligned interferometer.
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Abstract
Understanding nanoparticle adhesion to substrates is the key for their stability and performance in many applications, including
energy systems, nanofabrication, catalysis, and electronic devices. In this study, we present a methodology for examining adhesion
of copper nanoparticles to silicon substrates deposited under varying conditions using DC magnetron sputter inert gas condensation.
Atomic force microscopy was utilized as a tool for the manipulation of the nanoparticles and to measure lateral forces for their dis-
placement, with cantilever calibration achieved through wedge and diamagnetic lateral force calibrator methods. The work of adhe-
sion was quantified by integrating the obtained lateral forces over the distance moved during manipulation, revealing a non-mono-
tonic dependency on nanoparticle size with maximum adhesion observed for particles between 6 and 12 nm. In addition, an applied
positive substrate bias voltage led to more energetic landing conditions and thus to increased adhesion forces. This study under-
scores the suitability of atomic force microscopy in characterizing adhesion on the nanoscale and offers insights into future strate-
gies for tailoring nanoparticle/substrate interactions.

1

Introduction
Nanoparticles (NPs) are at the forefront of basic research and
technological innovation, captivating researchers and engineers
from various fields such as energy storage [1], electronics [2],
and catalysis [3]. These tiny particles, with sizes typically

ranging from 1 to 100 nm, have fundamentally different proper-
ties compared to their bulk counterparts because of their large
surface-to-volume ratio [4], as well as unique electronic [5] and
physicochemical properties [6]. Among these properties, parti-
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cle adhesion (which is determined by the interaction between
the NP and the substrate) and the interface formed between NPs
and substrate [7,8] play a decisive role. Particularly when the
contact area between NPs and the substrate gets large com-
pared to their volume, adhesion forces become predominant.
Understanding the adhesion of NPs is expected to provide sig-
nificant benefits in many applications [9,10]. A prerequisite for
their application is the ability to measure and to understand their
adhesion to suitable support materials. Low adhesion could be
beneficial for movable parts within micro- and nanoelectro-
mechanical systems to eliminate undesired sticking or friction
[9]. In contrast, when NPs need to withstand external forces
and/or harsh conditions without detachment, for example, in
catalytic applications where NPs are immobilized on supports
like carbon-based materials or TiO2 to prevent aggregation and
to maintain catalytic activity, strong adhesion is required [11].
To improve adhesion, Au NPs have been stabilized on SiO2
substrates by embedding them into an organometallic layer,
effectively immobilizing the NPs and significantly enhancing
their interfacial adhesion. Their mechanical stability was tested
utilizing scanning probe microscopy nanomanipulation [12].
Another approach tested for SiO2 NPs was functionalizing their
surfaces for improved adhesion on epoxy film-covered sub-
strate surfaces [13].

In order to develop strategies for improved NP functionality and
performance, it is necessary to measure and to quantify their
adhesion to the corresponding substrates. With the available
highly sensitive force sensors, atomic force microscopy (AFM)
is well suited for determining the adhesion between individual
NPs and the supporting substrate. Applying controlled forces to
manipulate NPs enables precise quantification of adhesion
forces [14]. Significant progress in AFM manipulating nanome-
ter-scale objects has been achieved, particularly in the last two
decades, enhancing its capabilities and accuracy [15-17]. How-
ever, achieving consistently accurate manipulation of NPs has
inherent limitations due to limited knowledge of the exact ge-
ometry of the AFM tip as well as the complex interactions in-
volving surface contact area and interfacial friction between the
AFM tip, NPs, and the substrate [18], similar to friction studies
on thin films [19]. Therefore, proper calibration of the normal
and lateral force constants of the cantilever is crucial in order to
extract quantitative, accurate, reliable, and reproducible lateral
force values from AFM manipulation experiments [20].

Overall, manipulating NPs of extremely small size (<20 nm) is
still a challenge and consequently limits studies in this area
[9,14]. The majority of studies concerning AFM-based NP
manipulation focuses on establishing reproducible protocols for
the creation of patterns and structures with NPs as building
blocks, but often without detailing lateral forces involved in the

experiments [15,21,22]. Rough estimations of the lateral forces
were suggested to be two thirds of the applied normal force
[23]. In order to assess adhesion properties, there are only a few
studies providing quantification attempts of the lateral forces
acting during AFM nanomanipulation [24-27]. Thus, there is
little information available on the adhesion forces involved,
which is critical for understanding the correlation between NPs’
positional stability and deposition conditions.

In this study, we have investigated the adhesion between Cu
NPs, deposited using different landing conditions, and a Si sub-
strate. Cu NPs were synthesized via magnetron sputter inert gas
condensation at different applied substrate bias voltages to vary
their kinetic energy during landing at the substrate, thereby
influencing their adhesion properties. AFM was utilized as a
tool for the manipulation of the NPs in order to determine the
adhesion forces. The NPs were pushed in normal direction to
the AFM cantilever’s long axis by scanning the surface with the
AFM tip in contact mode. The corresponding lateral forces
necessary to move NPs were determined. The lateral force con-
stant of the AFM probe, comprising the AFM tip mounted on
the cantilever, was calibrated based on the modified wedge and
the diamagnetic lateral force calibrator (D-LFC) method [20].
Both qualitative and quantitative analyses of the measured force
distributions are presented. To provide a reliable measure for
adhesion forces, the mechanical work required to manipulate
NPs was calculated by determining the area covered by the
measured lateral force versus distance curves. The suggested
approach provides insight into the complex interplay between
the NP landing conditions and resulting adhesion forces.

Experimental
Synthesis of Cu nanoparticles
Before deposition, single-crystalline Si(100) wafer substrates,
with a thickness of around 500 µm and covered by a native
oxide, were cleaned in an ultrasonic bath for 10 min with
ethanol, followed by rinsing with isopropanol. Then, the sub-
strates were plasma-cleaned in a Diener electronic Tetra 30
system at a N2 pressure of 50 Pa for 20 min. Immediately after
plasma cleaning, the substrates were loaded in the NP deposi-
tion chamber.

The NP deposition experiments were conducted using DC mag-
netron sputter inert gas condensation in a Moorfield MiniLab
125 vacuum system equipped with a Nikalyte NL-UHV NP
source, described in detail in a previous study [28]. The NP
source is mounted at 45° angle to the deposition chamber and
consists of two components, namely, the magnetron head and
the aggregation zone with an attached quadrupole mass filter
(QMF), both with a diameter of 125 mm. In this study, only one
of the three water-cooled magnetrons, equipped with a Cu target
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(Kurt J. Lesker, 99.999% purity) with 25.8 mm diameter and
3.2 mm thickness, was used. Prior to deposition, the base
pressure in the deposition chamber was pumped down to
6 × 10−7 mbar. Ar was introduced as a sputtering gas, keeping a
constant flow rate of 40 sccm. Sputtering was carried out at a
constant current of 200 mA (≈70 W) applied to the target. The
sputtered atoms start to form NPs and to grow in the aggrega-
tion zone, where the aggregation length was adjusted to
110 mm and the pressure within the aggregation was held con-
stant at 0.5 mbar. The growth of NPs stops after passing
through the orifice, where the pressure difference from the
aggregation zone to the QMF causes rapid cooling. The QMF
allows one to select charged NPs based on their mass-to-charge
ratio. Since it is assumed that NPs are single-charged [5], the
QMF can, on the one hand, be used for scanning the NP mass
distribution and, under the common assumption of spherical
shape and the theoretical density of Cu, the size distribution. On
the other hand, the QMF can be also be employed for filtering
NPs with desired masses. An AC voltage, V = ±250 V, with a
frequency of 4.19 kHz, a DC voltage, U = +2.5 V, and a U/V
ratio of 0.02 were used. In the filter mode, the QMF was set to a
NP diameter of 7 nm. Then, the NPs pass through a mesh grid
with +21.7 V grid bias voltage, enabling to determine the flux
of the negatively charged NPs. It should be noted that also posi-
tively charged and neutral NPs contribute to the NP flux, which
could not be detected by the positively charged mesh grid.
Subsequently, NPs passing the QMF and the grid are deposited
on the Si substrates, which are fixed on the substrate holder
rotating at a continuous speed of 10 rpm. The pressure in the
deposition chamber was set to 1.8 × 10−3 mbar. The NP deposi-
tion time was controlled using a shutter placed in front of the
substrate holder. Before opening the shutter to start NP deposi-
tion on the substrates, a positive DC substrate bias voltage set to
values between 0 V (grounded) and 1000 V was applied to the
substrate holder to affect the NP landing conditions.

For the AFM measurements, a total of ten samples were pre-
pared. For both wedge and D-LFC calibration, five samples
were prepared with bias voltages of 0, 10, 100, 500, and 1000 V
and corresponding deposition times of 60, 45, 10, 5, and 3 s, re-
spectively. The deposition time was reduced for higher bias
voltages to prevent full surface coverage as higher voltages
have been found in our earlier work to increase the deposition
rate [29]. To avoid significant oxidation of Cu NPs in ambient
air, every sample was kept in a separate vacuum chamber until
the AFM measurements.

AFM characterization
After calibrating the cantilever by either the wedge or the
D-LFC method, each sample was immediately measured at the
same day. It should be noted that using a sufficiently sharp tip,

the AFM investigation can proceed with the next sample with-
out the need for recalibrating the cantilever. All AFM measure-
ments were performed using an Asylum Research MFP 3D
microscope at room temperature and under ambient conditions.
AFM probes of type qp-CONT-10 provided by Nanosensors
were applied in contact mode, with nominal force constants of
0.08–0.15 N·m−1 and tip curvature radii smaller than 10 nm.
AFM topography images and lateral force data of the samples
were processed using the open source software Gwyddion
(version 2.63) [30]. For statistical analysis of the measured data,
several independent areas were measured on each sample,
ranging from 1 × 1 µm2 to 10 × 10 µm2. To obtain high-quality
images, the scan speed was set to 750 nm·s−1 with 512 lines per
frame, typically taking 30–35 min for a 10 × 10 µm2 image.
The wedge method measurements were conducted at 60% rela-
tive humidity (RH) and a temperature of 25 °C, whereas the
D-LFC method measurements were performed at 40% RH and
a temperature of 18 °C. All measurements were taken with a
scan angle of 90° with respect to the long axis of the cantilever,
and the z-scale used in Gwyddion for data analysis was set to
14 nm. Note that consecutively recorded AFM images (see
below in Figure 2) usually exhibit a slight thermal drift. Howev-
er, this does not interfere with the data evaluation. During AFM
manipulation, NPs do not always move along straight lines.
Small deviations, jumps, or irregular paths can occur, depend-
ing on local variations in friction and adhesion between the par-
ticle and the surface. Rao et al. studied such behavior and
showed that the stability of NP trajectories decreases with lower
interfacial friction [31]. Their results support our observations
that differences in adhesion and surface conditions influence
how Cu NP move and detach during manipulation. Similar
trajectories as observed by Rao et al. occurred very rarely in our
experiments. In this study, a frequently applied standard
protocol for AFM manipulation was used [32]. The protocol
consists of a two-step method and is schematically illustrated in
Figure 1. First, an arbitrary area with size 5 × 5 µm2 or
10 × 10 µm2 was scanned in contact mode to identify regions
containing a suitable surface coverage with Cu NPs. Subse-
quently, more detailed scans were conducted on smaller areas of
interest, that is, 1 × 1 µm2 or 2 × 2 µm2, with higher resolution.
These scans captured both topography signals from vertical can-
tilever movement and lateral signals from twisting of the canti-
lever (Figure 1a). The vertical bending of the cantilever, which
is linked to the height of the NPs and to their diameter
(assuming spherical NPs), was recorded to provide topography
images. Lateral forces were measured by observing the twisting
of the cantilever during forward and backward scans. If a higher
set point is chosen, that is, a larger normal force is applied to
the cantilever (Figure 1b), the respective NP is pushed from its
original position (as evidenced by the corresponding topogra-
phy images), resulting in differences in the measured lateral
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forces. During NP manipulation, two primary forces dominate:
The lateral force signal will increase when the tip hits the NP to
overcome the NP adhesion strength to the substrate (static
force) and decrease when the tip pushes the detached NP along
a straight line in x-direction (sliding force) [16]. This approach
shares similarities with manipulation of NPs from the side,
known as “tip-on-side” mode [33]. However, in our approach,
the tip is not pre-positioned in front of a NP of interest before
manipulation; instead, it pushes NPs along the scan path on the
substrate.

Figure 1: Schematics of the NP manipulation method using an AFM in
contact mode. (a) The tip approaches and scans the NP when the
normal force of the cantilever is low (low set point). The topography
and lateral force signals are recorded during forward and backward
scans. (b) As the normal force of the cantilever is adjusted to higher
set points, the cantilever bending will increase. The tip comes into con-
tact with the NP and starts to push it from its original position, that is,
no corresponding topography signal of the NP can be recorded. The
lateral force signal will increase when the tip makes contact with the
NP to detach it and then decreases to the sliding friction force, when
the tip pushes the NP along a straight line in x-direction. Note that, in
many cases, it was found that the NP is simply pushed off from the
surface without continuous sliding.

Lateral force calibration methods
In order to quantify NP adhesion and sliding friction, the canti-
levers used need to be calibrated. Several calibration methods
for AFM lateral force have been developed [34-36]. Among
these, the wedge method [37] stands out as the most commonly
utilized and, with subsequently suggested modifications [38],
widely accepted state-of-the-art procedure. In this study, a TGZ
calibration grating from NT-MDT with defined Si slopes of 55°
was used for the wedge calibration. The method is based on
scanning sloped surfaces to extract lateral force calibration pa-
rameters from friction loops. However, achieving precise cali-

bration with this indirect method requires considerable effort
and extensive data processing. It relies extensively on the accu-
racy of the underlying mathematical models, which are based
on the ratio of lateral and normal calibration constants. These
ratios are obtained from the half-width and offset values of the
measured torsion loops (friction loops), which are plots of
lateral force vs displacement, showing frictional resistance as
the tip scans a surface over a range of applied tip loads in
ascending order. In the end, a series of friction loops needs to be
measured for each applied tip load to calculate friction coeffi-
cients and, consequently, the lateral force calibration factor.
This factor depends on the lateral sensitivity of the position-
sensitive photodetector (PSPD), which gauges cantilever deflec-
tion as well as torsional spring constant [39]. However, errors
can arise due to the sensitivity of the PSPD to laser alignment
and a few micrometers offset from the tip shear center, leading
to erroneous determination of the cantilever torsion loop offset.
As a result, there is very low tolerance for measuring lateral
forces with experimental errors in the nanonewton (nN) range
[20]. That is why an alternative calibration method, utilizing a
diamagnetic lateral force calibrator (D-LFC) [20] was de-
veloped, allowing for a direct calibration of the cantilever based
on the independent calibration of the lateral force constant. In
practice, this involves scanning the cantilever tip over the
D-LFC surface to directly relate the deflection signal to the
applied lateral force constant. Thus, the voltage signals provi-
ded by the PSPD are directly related to the lateral force applied
on the tip. The sensitivity of both calibration methods is
restricted by the radius of curvature of the tip, necessitating
very sharp tips for the required high accuracy [20].

In this study, we calibrated the lateral force of the cantilever
using either the wedge or the D-LFC method, based on the spe-
cific requirements of each experimental setup. The normal
spring constant was determined using the thermal sweep
method [40] implemented by default in the Asylum Research
MFP-3D system. Table 1 summarizes the calibration constants
and applied normal forces obtained for both wedge and D-LFC
methods, which were used for all samples deposited at sub-
strate bias voltages of 0, 10, 100, 500, and 1000 V.

Results and Discussion
Before manipulating the NPs on each sample, surface areas of
5 × 5 µm2 or 10 × 10 µm2 were pre-scanned. A sufficiently low
surface coverage of Cu NPs was defined as the criterion for
choosing a suitable area of interest because it allows each NP to
be pushed independently and accurately, thereby enabling
precise determination of the respective lateral force. Then,
within these areas, selected 1 × 1 µm2 areas of interest contain-
ing Cu NPs were scanned. The average lateral force required to
push a Cu NP increases with increasing bias voltage, as will be
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Table 1: Calibration and manipulation parameters determined for different substrate bias voltages and calibration methods.

Substrate
bias (V)

Calibration
method

Lateral spring
constant [N·m−1]

Normal spring constant
(kn) [N·m−1]

Lateral sensitivity
[nN·V−1]

Normal sensitivity
[nm·V−1]

Applied normal
force (Fn) [nN]

0 wedge 0.1 0.1 1 89 2
10 wedge 0.1 0.1 1 89 2
100 wedge 0.1 0.1 1 57 5
500 wedge 0.1 0.5 1 57 5
1000 wedge 0.1 0.1 1 64 3
0 D-LFC 0.2 0.2 2 64 3
10 D-LFC 0.2 0.2 2 72 3
100 D-LFC 0.2 0.1 2 68 2
500 D-LFC 0.2 0.1 2 82 1
1000 D-LFC 0.2 0.1 2 57 9

Figure 2: AFM topography images (1 × 1 µm2) of Cu NPs on Si deposited at a bias voltage of 10 V with a scan angle of 90° and a z-scale of 14 nm.
The red, green, and white circles highlight three NP manipulation examples: (a) the initial scan for imaging Cu NPs, (b) the second scan where the
NPs start to be pushed, and (c) the third scan showing the removal of NPs from the surface area. Corresponding 3D images of the green circles in (a),
(b), and (c) are displayed in (d), (e), and (f), respectively. Note that the black dots in (c) are “holes” left by NPs pushed during the scanning process. A
cropped AFM topography image (5 × 5 µm2, z-scale of 14 nm) of the same region, demonstrating that the displaced Cu NPs accumulate at the edges
of the 1 × 1 µm2 scan area, is provided in Supporting Information File 1 (Figure S1).

discussed in this study. Indeed, at bias voltages of 10 V and
below, NP pushing already during surface scanning was
unavoidable under the applied measuring conditions. Even stan-
dard scanning conditions, which were chosen to be “soft” with
lower set points, resulted in removal of NPs. An example is
demonstrated in Figure 2; Figure 2a–c presents consecutive
scans of the same surface area of Cu NPs deposited at a bias
voltage of 10 V onto Si. The height (which is identical to the di-
ameter for spherical NPs) of the Cu NP within the green circle
in Figure 2a was measured to 7 nm, as evidenced by the corre-

sponding 3D image in Figure 2d. The NP features visible in
Figure 2a appear to have uniform shape and size. This indicates
that the NPs are smaller than the AFM tip (tip radius ≤ 10 nm),
and the tip-convolution effect [41] results in images repre-
senting rather the tip shape than the actual NPs. Figure 2b indi-
cates that the number of NPs is reduced after each scan. The
streaky features at the lower area of the image, highlighted by
red, green, and white circles, represent signatures of pushing
events. These streaks indicate where NPs have been displaced,
vanishing from one scan line to the other. The corresponding
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Figure 3: (a) Relationship between the average lateral force necessary to push Cu NPs on Si and the applied bias voltages for wedge and D-LFC
calibration. (b) Average lateral force necessary to push NPs with a given diameter deposited at a bias voltage of 0 V, where the individual symbols for
wedge and D-LFC calibration each include twelve data points, resulting in a total of 24 data points. Note that some error bars are too small to be
visible.

3D image in Figure 2e indicates a change in the NP’s position
relative to the substrate. The reduction in height from 7 to 5 nm
is interpreted as the initial stage of NP displacement, where the
particle starts moving before the tip has reached the NP’s top.
Also tilting and/or deforming of the NP might occur. After the
third scan, Figure 2c and the corresponding 3D image in
Figure 2f clearly evidence that all NPs were completely re-
moved from the surface area, confirming successful pushing.
The black dots in Figure 2c obviously stem from pushed NPs,
leaving holes with a depth of up to 7 nm in the Si surface. The
origin of these holes still needs to be clarified, but formation
during NP impact (at high substrate voltages) due to plastic de-
formation/tilting, formation of the Cu3Si intermetallic phase
[42], and/or fracturing of the NP/substrate interface [43] might
be possible reasons. In addition, since Si(100) substrates are
naturally covered by a thin native SiO2 layer under ambient
conditions and may form a mixed SiOxNy surface after N2
plasma cleaning, local modification of this oxide or oxynitride
layer by NP impact, such as partial penetration, removal, or
reduction cannot be excluded. We did not detect changes in
the roughness between pristine and plasma-treated surfaces
(RMS < 0.2 nm at 5 × 5 µm area) that would contribute to a
change in friction. Interfacial redox reactions between the
copper NP and the wafer surface might also contribute to this
behavior. However, to the best of the authors’ knowledge, no
description of such reactions has been published so far. In addi-
tion, it should be noted that such pits were only observed in this
specific sample.

Binns describes three distinct energy regimes for NP deposition,
namely, low, medium, and high energies, corresponding to total

energy per atom ranges of 0.1 eV·atom−1, 1–10 eV·atom−1, and
more than 10 eV·atom−1, respectively [44]. In our study, size-
selected Cu NPs with a diameter of 7 nm (i.e., around
15000 atoms, assuming a spherical NP shape and the theoreti-
cal density of Cu) were considered. Assuming an initial velocity
of ≈100 m·s−1 [45] for 0 V acceleration bias, the total energy
per atom increases linearly from 0.003 eV·atom−1 at 0 V to
0.068 eV·atom−1 at 1000 V, placing the single-charged NPs
within the low-energy regime (soft landing) [46]. Note, the term
“soft” just means that the kinetic energy carried with the NP,
equally distributed over the contained atoms, is insufficient to
break the metallic atom–atom bonding in the NP. However,
bond breaking cannot be excluded for multiply charged and,
thus, much more energetic NPs. Nevertheless, the impact can
still result in high forces in the small region at the NP/substrate
interface. However, under such low-energetic conditions there
is a good chance that NPs deposit “softly” at their landing sites,
becoming immobilized with minimal distortion and no signifi-
cant surface damage.

Figure 3 represents an attempt to quantify the interfacial adhe-
sion of Cu NPs on Si substrates as a function of the applied sub-
strate bias voltage. In Figure 3a, the lateral force values re-
quired to push Cu NPs for both wedge and D-LFC methods are
compared, and no clear trend emerges as all data points fall
within the error bars. The significant scatter in the data, with the
exception of the 0 and 500 V biases, prevents establishing a
clear relationship between lateral force and substrate bias. Both
calibration methods provide similar lateral force values,
suggesting that measurement uncertainties are responsible for
the observed scatter. Considering the results for a substrate bias
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voltage of 0 V in Figure 3b, the wedge and D-LFC results are
closely aligned, although the wedge method yields slightly
higher values. The NP size dependence of measurement accu-
racy might be attributed to the variations in contact geometry
arising from the difference of the tip’s radius of curvature and
NP diameter. Further, NP deformation and possible tip-on-NP
gliding may result in additional/altered forces. The relative
contribution of those additional effects is the stronger the
weaker the particle adheres. Environmental factors, such as
humidity and temperature, may also have contributed, particu-
larly through enhanced capillary forces between tip and sample
during AFM characterization. In general, as the NPs size in-
creases, the lateral force required to push NPs is expected to
increase. This expectation is attributed to the larger NP/sub-
strate contact area, which strengthens interfacial adhesion forces
and increases resistance to displacement. However, the interfa-
cial forces are not only influenced by NP size but depend on the
rather complex interplay of a number of parameters such as
impact velocity, impact angle, surface energy, NP surface
termination, relative orientation of the NP upon landing, and
mechanical properties of NP and substrate [46,47]. However, a
very decisive parameter is the impact velocity, which can be
controlled by the substrate bias voltage applied during deposi-
tion. A higher bias voltage results in more kinetic energy of the
NPs, leading to higher impact energy upon landing. The landing
energy can enhance interfacial adhesion, as the NPs may embed
more deeply into the substrate [29]. For larger NPs, this effect
can result in even stronger adhesion; thereby, a higher lateral
force is required to push them. However, plotting lateral force
versus bias voltage, as done in Figure 3a, does not yield mean-
ingful insights. Thus, we focus on the energy needed to move
the NPs, as the energy is a more general and comparable param-
eter across different samples. Therefore, our next attempt
includes the force profile and the distance along which the NPs
are pushed, offering a more robust measure of interfacial adhe-
sion.

To provide a reliable and accurate measure of the energy re-
quired to manipulate the NPs, the total work of manipulation
(Wm) was calculated by taking the integral of lateral force (LF)
over the manipulation distance (lm) in x-direction. The proce-
dure is illustrated in Figure 4. For each NP pushing event, Wm
was calculated using Equation 1:

(1)

The area under the lateral force versus manipulation distance
curve, as indicated by points 1 to 3 in Figure 4b, corresponds to
the total work of manipulation. It should be noted that the

derived values for the total work of manipulation include both
the actual work of separation Wsep and the dissipated work
Wdiss, which does not contribute to the separation. The relation-
ship can be expressed as:

(2)

NP motion on a surface may not necessarily proceed as an ideal
lateral sliding path. Depending on the local contact geometry,
the displacement may also include a rolling component. Ac-
cording to Tafazzoli et al., sliding motion sets in first and is
dominant over rolling motion [48]. When the force exceeds a
critical threshold, rolling and sliding can occur simultaneously.
However, since the maximum forces remain below 40 nN, a
rolling contribution is highly unlikely. In addition, the presented
formalism would not change if rolling motion was present, as it
can be expressed analogously by the product of normal force
and (rolling) friction coefficient. Thus, the overall NP displace-
ment is described as a translation, covering both sliding- and
rolling-like contributions [16]. The work extracted from the
lateral force–distance integral therefore represents the effective
energy required to translate a NP on the surface. For simplicity,
we calculate the work of manipulation as a first approximation
for the work of adhesion as the details in the process of manipu-
lation are rather complex including adhesion, static and
dynamic friction, and humidity [49]. Due to the challenges in
direct calculation of the dissipated work, the work of separation
is approximated using the following equation:

(3)

where Fstatic is the maximum static lateral force, Fcap repre-
sents the capillary force, and Fn is the normal force applied by
the cantilever. μ is the coefficient of friction and ls the separa-
tion distance given by the distance between the first tip/NP con-
tact and the position with the maximum lateral force needed to
separate the NP from the substrate surface [50]. Both Fstatic and
Fcap are typically very small in magnitude, contributing only
minimally to the overall force. The factor 1/2 accounts for the
relevant part of the lateral force vs distance curve, which is to a
good approximation triangular (see green shaded part of
Figure 4b.

An exemplary calculation is provided for the NP marked by the
blue arrow in Figure 4a, where the corresponding lateral force
and height profiles are plotted in Figure 4b. The separation dis-
tance ls is the x-separation between points 1 and 2 indicated in
Figure 4b. A corresponding scheme is provided in Figure 4c.
For the sake of brevity, from now on, we will use the term “dis-
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Figure 4: (a) Cropped AFM image of Cu NPs deposited at a bias voltage of 1000 V onto Si, z-scale of 14 nm. The blue arrow indicates the pushing
direction of the chosen Cu NP and (b) the corresponding graph of the height and the determined lateral force over the distance (the green shaded
area corresponds to the work of separation, whereas the blue area indicates the work needed to overcome friction). Points 1 to 4 indicate the cantile-
ver movements in (c): (1) The tip approaches, but has not yet contacted, the NP; (2) the tip reaches the maximum force required to push the NP;
(3) the NP is moved, causing the cantilever to bend and the measured lateral force to drop to a minimum value; and (4) the tip returns to its original
position, completing the pushing cycle.

tance” synonymously with “separation distance” as used in
Equation 3. In more detail, at point 1, the cantilever approaches
the NP on the Si substrate. Point 2 corresponds to the maximum
lateral force required to initiate NP displacement, as shown by
the green-shaded area, which represents the work of separation.
Beyond this, at points 3 and 4, the NP is already pushed out of
the intimate contact with the surface [49] and, thus, has over-
come the adhesion strength. The blue-shaded area represents the
work dissipated due to sliding friction, which is not included in
the calculation. The approximation of work of separation
assumes a linear NP translation along the scan direction. Minor
deviations from this ideal path may occur, but they remain
within the scatter of the presented data.

While an increase in the work of separation with NP diameter
was expected, the lateral force versus NP diameter in Figure 3b
does not show a clearly increasing trend. Instead, the results

presented in Figure 5 show a different behavior, as exemplified
for a substrate bias voltage of 0 V. Specifically, both work of
separation and distance reach maximum values for NP diame-
ters between 6 and 10 nm. NPs outside this size range exhibited
lower work of separation values as well as shorter distances.
With an AFM tip diameter smaller than 10 nm, it has to be
assumed that the behavior shown in Figure 5 is affected by the
interaction between tip and NPs. This could also explain why
both calibration methods show peak values at certain NP sizes,
suggesting that each method has certain particle ranges where it
performs most reliably.

The relationship between work of separation and distance for
the different NP diameter size ranges and substrate bias volt-
ages is summarized in Figure 6. As the applied voltage in-
creases, the peak values for both work of separation and dis-
tance shift from the 6–10 nm range to 10–12 nm. This indicates
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Figure 5: Work of separation as a function of NP diameter determined for Cu NPs deposited at a bias voltage of 0 V onto Si using (a) the wedge and
(b) the D-LFC calibration methods.

that a larger lateral force, and consequently a higher work of
separation, is required to manipulate NPs in this size range. In
our approach, the work of separation includes both the work of
adhesion and the dissipated energy that is lost via different
channels during the pushing experiment (e.g., deformation
energy of NP and/or surface). Despite this, we consider the
results to still reflect the work of adhesion between the NP and
the surface reasonably well.

As generally expected, the typical work of adhesion increases
with higher substrate bias voltage. For instance, although the
total kinetic energy for 2 nm NPs increases by a factor of
≈390 between 0 and 1000 V bias, the energy per atom
(≈2.8 eV·atom−1) is still clearly below the binding strength of a
bulk Cu–Cu bond (≈3.5 eV·atom−1) [51]. This energy per atom
remains near the upper limit of the soft-landing regime, but ap-
proaches the threshold of the intermediate regime [46]. Larger
NPs (10–12 nm) require higher values of work of separation, as
particularly evident at 100 and 1000 V. This may be due to in-
creased adhesion, although interaction of the tip simultaneously
with several NPs at once cannot be excluded.

Nevertheless, we observed a trend towards increasing overall
translation distances (up to ≈2 µm at 1000 V) at higher acceler-
ation voltages (Figure 6). Even though the work of separation
invested to detach the NPs from their resting positions has no
clear dependence on acceleration bias or NP size, the longer
transition distances might be indicative for stronger NP/sub-
strate adhesion. This is in line with the short translation dis-
tances and smallest work of separation values for the 500 V
case.

Although the dataset shows considerable scatter, the size-de-
pendent behavior can still be discussed on a qualitative level. In
order to deliver a plausibility argument for our observation, we
refer to the approach of Weir and McGavin [8], who developed
an analytic model for describing the coefficient of restitution of
NPs rebounding from an ideally flat and rigid surface. Note that
it delivers just a semi-quantitative trend and is not a rigorous
description of the process. Their model provides a criterion to
determine whether an NP escapes or is captured upon impact.
This condition is expressed as:

(4)

where F0 is the force acting to detach the NP from the surface,
and 6πRγ is the adhesive force trying to hold the NP on the sur-
face. R represents the radius of curvature defining the NP con-
tact region with the surface, and γ is the interface/surface
energy. As previously discussed, the NP/substrate adhesion
represents a complex system involving many parameters, most
of which can only be approximated.

For the calculation, the substrate is treated as ideally flat,
perfectly smooth, and infinitely rigid, and its properties are
therefore not considered in the model. The total velocity of a
NP, vi, can be expressed as follows:

(5)
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Figure 6: Relationship between work of separation and NP diameter at different substrate bias voltages. In addition, the distance (black stars) moved
by the NPs is also indicated. For comparison, two sets of experiments with different lateral force calibration methods are shown (left column: wedge
method; right column: D-LFC method). Each work of separation symbol represents the average of twelve data points. Note that some error bars are
too small to be visible.
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where the first term corresponds to the initial NP velocity as it
exits the NP source orifice, and the second term is the velocity
added due to the substrate bias V. The density ρ was assumed to
be the room-temperature bulk density of Cu with 8935 kg·m−3

[52]. The parameters A and b, taken from the literature, are
188 m1.35·s−1 and 0.35, respectively [45], and d represents the
NP diameter. NP charge states may vary as neutral, single, or
multiple, while only at 0 V substrate bias of all them may arrive
at the substrate. For simplicity, we assumed a single elementary
charge e having a value of 1.6 × 10−19 A·s [53]. Choosing the
mechanical properties of the NPs is not straightforward as their
internal structure is unknown. Nevertheless, the following pa-
rameters were used for the model: γ was taken as 2.3 J·m−2

[54], the Young’s modulus E of copper as 150 MPa [4], and the
yield strength Y of Cu NPs with a diameter of ≈20 nm as
11 GPa [55]. While E and Y are not explicitly included in Equa-
tion 5, both parameters are essential for the model. Y affects the
NP/substrate contact area and the plastic deformation, which
determine F0 and whether the NP will rebound or stick to the
substrate. A high Y limits deformation, reducing F0; a low Y in-
creases deformation and adhesion. E is applied in the calcula-
tion of the elastic energy, which contributes to the deformation
behavior model and the energy balance used to describe the NP/
substrate interaction in the model. For a high E, more elastic
energy is stored, promoting rebound, while at a low E, less
energy is stored, favoring sticking. The values might seem high
compared to bulk or polycrystalline Cu materials, but such
values are common for single-crystalline Cu. In Figure 7 the
theoretical adhesion threshold, F0 − 6πRγ, values are plotted as
a function of the NP diameter. Negative values indicate the
sticking regime, and positive values correspond to NP rebound
(compare Equation 4). As shown in Figure 7, these calculated
values reach their minimum between 6 and 10 nm across all
voltages, suggesting a transition point in NP behavior. Notably,
lower values of F0 − 6πRγ mean a higher probability of
sticking. This theoretical behavior matches well with our exper-
imental observations, particularly with the stronger adhesion
measured for particles in the 6–12 nm range with increasing
substrate bias.

Interestingly, the model predicts a rebound for all NP diameters
at a substrate bias voltage of 1000 V, which appears rather
counterintuitive. This result stems from the oversimplifications
within the model. In reality, the NPs are unlikely to be perfectly
spherical; they likely possess facetted surfaces due to their crys-
talline nature. Consequently, both the interface energy and the
mechanical properties can vary depending on the particle orien-
tation and contacting facet, such as (001) and (111), as shown in
[4]. Further, the yield strength effects are also entirely omitted.
In addition, neither chemical interactions with the substrate nor
its mechanical response are considered. For small NP diameters

Figure 7: Deviation from the adhesion threshold F0 − 6πRγ as a func-
tion of NP diameter under varying substrate bias voltages.

(2–4 nm), the predicted deformation seems clearly overesti-
mated, as the theoretical contact radius exceeds the NP size,
suggesting full flattening of the particle into a disk, which was
not observed experimentally. However, it should be noted that
the AFM tip radius was 7–10 nm, meaning that features smaller
than this remain unresolved, and the true NP shape remains
unknown.

An attempt to recalculate the specific interface energies from
the measured work of adhesion, using theoretically calculated
contact areas, yields values in the range of 6 ± 2 J·m−2 at 500 V
to 30 ± 30 J·m−2 at 0–100 V and 150 ± 150 J·m−2 at 1000 V.
The deviation from the input value of 2.3 J·m2 indicates the lim-
itations of the model in capturing the full complexity of the
interaction. While the case from 0 to 500 V is in fair agreement
with interface energies of sputter-deposited Cu films grown on
SiO2/Si substrates at temperatures of 100–120 °C [56], the
1000 V case deviates substantially. This is most likely to due to
the high impact velocities, which also include a rapid and strong
temperature increase upon impact. Thus, the validity range of
the Weir and McGavin model, which does not include tempera-
ture effects, is exceeded. Such effects could include massive
dislocation activity at the interface and formation of the Cu3Si
intermetallic phase, both leading to interface strengthening.
Future research on local interface formation between substrates
and NPs with different kinetic energies would be necessary to
establish a comprehensive understanding of NP adhesion.
Despite the deviations between theoretically predicted and
measured adhesion energies, the model still highlights a key
point: A higher impact energy does not necessarily lead to
stronger NP adhesion.
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Conclusion
In this study, we examined the adhesion properties of Cu nano-
particles (NPs) on Si substrates, with a focus on varying landing
conditions affected by the applied substrate bias voltages during
NP deposition. The examined NP sizes ranged from 1 to 18 nm.
AFM was utilized to measure the lateral forces required for NP
manipulation, and we explored both lateral force–distance
curves and work of separation as characteristic values to eval-
uate NP adhesion. Lateral force–distance curves alone did not
provide comprehensive understanding of NP/substrate adhesion,
and no clear trends were observed when correlating lateral
forces with bias voltages. In contrast, the work of separation
calculated as the integral of lateral force over the distance
offered more accurate and insightful characteristics for NP
adhesion.

The proposed method highlights the interplay between NP
landing conditions governed by deposition parameters and
NP-specific values like their diameter, surface energy, Young’s
modulus, yield strength, as well as their crystallography-related
anisotropies. Higher bias voltages and increased NP sizes did
not automatically result in stronger adhesion. Typically, the
adhesion was the strongest for NP diameters between 6 and
12 nm and reduced for larger NPs. A simple analytical model
showed qualitative agreement with the AFM-based results,
confirming that the adhesion is not a monotonic function of the
sample bias voltage.

AFM-based manipulation was shown to be a reliable and repro-
ducible method for quantifying NP adhesion, yielding consis-
tent results across different calibration methods. The observed
relationship between deposition parameters and adhesion
strength provides a practical framework for characterizing NP/
substrate interactions. Such understanding is essential for devel-
oping reliable NP coatings, where adhesion directly influences
coating stability, uniformity, and functional performance under
varying environmental and mechanical stress conditions during
the use of functional devices or surfaces. Future studies should
focus on the effects of environmental factors, such as humidity
and temperature, and the exploration of alternative NP/sub-
strate combinations to expand the understanding of the adhe-
sion mechanisms at the nanoscale.
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