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Nanoscience emerged as a field addressing phenomena that are
strongly related to and influenced by their length scale being in
the nanometer range. From the very beginning its interdiscipli-
nary character became obvious. Meanwhile, after nanoscience
had left its infancy, this characteristic feature developed even
further by extension of the contributing disciplines: Initially it
was supported and pushed forward by physics, materials
science and chemistry, with a strong interrelation with semicon-
ductor/information technology with their road maps for the
downscaling of switching and storage devices. Today, biology
and thus, in a natural way, medicine are included, opening new
research areas within nanoscience. As a consequence of this
development towards a real transdisciplinary field of science,
worldwide collaborative research networks have been installed
encompassing physics, materials science, chemistry and biology

as well as various areas of engineering.

One such network with focus on “Functional Nanostructures”
has been successfully active for almost ten years in Baden-
Wiirttemberg (Germany) [1]. Recent results from this network

form the nucleus of the present Thematic Series “Physics,

functional nanostructures
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chemistry and biology of functional nanostructures” in the
Beilstein Journal of Nanotechnology, complemented by contri-

butions from international groups outside this network.

Besides the interdisciplinary approaches of nanoscience, its
ongoing success can be attributed to at least three more neces-
sary conditions:

* Significant progress in fabricating and controlling
nanometer-sized objects and functional systems.
Examples are synthesis and controlled positioning of
various nanoparticles and macromolecules providing,
finally, specific functions if arranged on suitable plat-
forms in an optimized way. In the context of arranging
nanoobjects, the exploitation of self-organization often in
combination with suitable templates plays a major role.
This aspect of the “bottom-up” methods opens routes
towards novel nanolithographies, and due to the prac-
tical importance of the issue, the topic will be addressed
in a number of contributions to the present Thematic

Series.
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* Continuous progress related to analytical tools and
facilities allowing as complete as possible characteriza-
tion of nanoobjects and devices. It is of special impor-
tance to gain information on the structure as well as the
chemical composition and state of nanosytems in order
to relate these to the various sought-after properties.
With respect to tools, immediate examples are the
continuous improvements of scanning-probe measure-
ments such as scanning tunneling or scanning force
microscopy (STM, AFM) [2] and their numerous vari-
ants often combined with scanning electron microscopy
(SEM) or scanning helium ion microscopy (SHIM).
Remarkable also are the breakthroughs in structural
insight due to the advent of Cs-corrected high-resolution
transmission electron microscopy (HRTEM) [3,4] or
spectroscopic imaging in scanning TEM (STEM) [5].
Related to facilities, certainly the worldwide impressive
progress of synchrotron facilities has made an important
contribution, now providing beams with spot sizes even
below 10 nm, thus promising the application of spectro-
scopies such as photoelectron emission microscopy
(PEEM) or X-ray magnetic circular dichroism (XMCD)
on a single nanoobject [6,7].

Progress in the theoretical understanding of
nanoscaled phenomena. We deem progress in theory
necessary in order to gain feedback for testing new
predicted phenomena or optimizing already existing
nanosystems and devices.

All three of these conditions together with the given examples
play a major role in the present Thematic Series, which, in turn,
stands alongside previous series. Of special interest appear
those reports dealing with self-assembly on solid surfaces,
micro- and mesoporous solids, electrical transport through
nanostructures, nanooptical aspects, organic—inorganic hybrids
and properties of magnetic nanoparticles. A much broader view
on biomimetic approaches can be found in [8]. The choice of
these recommendations becomes obvious on summarizing the

main topics of the present Thematic Series:

» Nanolithography approaches based on self-organized
colloidal systems

* Experimental and theoretical description of electrical
transport through nanostructures. Here, focus is put on
the electrochemically controlled preparation of metallic
point contacts [9,10]

* Magnetic behavior of nanoparticles and -wires

» Nanophotonics

» Effect of nanoporosity on the catalytic properties of Au
oxidizing CO

Beilstein J. Nanotechnol. 2012, 3, 843-845.

» Theoretical description of organic building blocks such
as polythiophenes. These molecules are especially
interesting for organic solar cells [11] and have been
analyzed also by STS [12].

Of course, the contributions to this Thematic Series form
just a snapshot of the current activities focused on
functional nanostructures. We hope, however, that our choice,
which was guided by the idea to present interesting examples
for the three general conditions given above, will be found
inspiring by the readers as well. We give thanks to all
colleagues for the valuable reports on their research and the
Beilstein team for the engaged editorial work.

Paul Ziemann and Thomas Schimmel
Ulm, Karlsruhe, November 2012
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We report on the electronic transport through nanoscopic metallic contacts under the influence of external light fields. Various

processes can be of relevance here, whose underlying mechanisms can be studied by comparing different kinds of atomic contacts.
For this purpose two kinds of contacts, which were established by electrochemical deposition, forming a gate-controlled quantum
switch (GCQS), have been studied. We demonstrate that in these kinds of contacts thermal effects resulting from local heating due
to the incident light, namely thermovoltage and the temperature dependences of the electrical resistivity and the electrochemical

(Helmholtz) double layer are the most prominent effects.

Introduction

Electronic transport on the nanoscale is one of the central topics
in nanoscience. As the size of a contact between two leads is
reduced to atomic dimensions, quantum phenomena become
relevant in metallic point contacts [1-4], and it has even become

possible to determine the conductance of individual molecules

attached between two metallic tips both theoretically [4-7] and
experimentally [4,8-11]. Furthermore the influence of the envir-
onment on the conductance of single-molecule junctions [12]
has been revealed. In a next step towards molecular electronics,

one would like to see such molecules exhibiting certain func-
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tions, e.g., the electrical current through the molecules being
controllable by means of external electrodes or by light [13].
Hence studying the effect of light on nanoscopic contacts is of
interest both for its own sake and for future applications.

Several theoretical investigations exist, in which the influence
of light on the conductance behaviour of nanocontacts has been
studied, and various mechanisms for such an influence have
been suggested [14,15]. In complementary experimental studies
it was shown that the conductance of electrical point contacts in
a range of one to several G (where Gy is the conductance
quantum, 2e¢%/h = 77.6 uS = (12.9 kQ)™!) can indeed be influ-
enced by irradiation with light [16-18]. The observed modifica-
tion in the conductivity has in this case been assigned to photo-
assisted transport (PAT), partly mediated by plasmons, as the
dominating mechanism. Yet, in general several additional
effects are conceivable in experiments with illuminated elec-
trical contacts, which may affect the characteristics of the
contact. Although partly trivial, they can mask the intrinsic
mechanisms of charge transport through the contact. For an
unequivocal analysis and interpretation of the charge transport it
is therefore essential to take these phenomena into account. As
an obvious example, incident photons can give rise to a local
increase in temperature, resulting in thermal expansion, thermo-
voltage, and resistance change in the leads. The effect of
thermal expansion on a laser-irradiated metallic nanocontact has
been demonstrated already some time ago in scanning tunnel-
ling microscopy (STM) experiments [19,20]. Upon irradiating
the STM tip with a short laser pulse, the junction resistance was
observed to be drastically reduced due to the expansion of the
tip, and the contact could even be switched for a short time
from the tunnelling to the point-contact regime. In the following
we will describe phenomena that will turn out to be related to
thermal effects.

Results and Discussion
Electrochemically closed contacts (immersed
in electrolyte) [GCQS]

The first type of sample consisted of two Au electrodes, which
were immersed in an AgNO3/HNOj electrolyte and were sep-
arated by a 50 nm wide gap. This gap was fabricated by sput-
tering using a carbon fibre as mask. This is the basis for the
atom transistor described by Obermair and co-workers [21-23]
in more detail. The contact can be repeatedly opened and
closed, and well-defined conductance values can be achieved
with this “gate-controlled quantum switch” (GCQS).

By applying proper potentials, Ag crystallites were deposited
and the contact was established. The area of the working elec-
trodes that was exposed to the electrolyte had a triangular shape
with a size of about 200 x 150 um?; the remaining part of the

Beilstein J. Nanotechnol. 2012, 3, 703-711.

electrodes was covered by an insulating layer of varnish. For
the measurements in electrolyte, a mixture of AgNO3 (2 mM)
and HNOj3 (0.1 M) in bidistilled water is used. Between the two
working electrodes a small potential difference of typically
—12.9 mV was applied in order to determine the conductance of
the contact between them. Figure 1 presents a scanning elec-
tron microscope (SEM) image after the deposition of Ag. Obvi-
ously one of the electrodes (on the right) is covered by
distinctly more Ag crystallites than the other one, due to the
slightly different potentials applied to the two electrodes.

Figure 1: SEM image of the Au electrodes; the gap between the two
segments, distinguishable by the border of the region covered by Ag
crystallites, is somewhat left from the middle (size of the image 200 x
150 pym2).

The illumination experiments of these electrodes were carried
out with a pulsed Nd:YAG laser (second harmonic, wavelength
A = 532 nm). The laser focus had a diameter of 10 um, much
smaller than the active electrode areas, making spatially
resolved measurements feasible. A typical light-induced signal
is shown in Figure 2a. Since the voltage across the contact was
kept constant at —12.9 mV by the electronic circuit, this signal
represents the additional current between the two electrodes
induced by the light pulses. For comparison, a signal obtained
in earlier measurements on a mechanically controlled break-
junction (MCBJ) is shown in Figure 2b [16]. In the latter case,
the signal is caused by a change in the ohmic conductance of
the junction. The signal in Figure 2a, however, contains a

dominating capacitive contribution.

A possible interpretation is that the signal for the electrolytic
cell in Figure 2a does not originate from the nanoscopic ohmic
contact between the two working electrodes (formed by a
deposited Ag crystallite), but is rather caused by a light-induced
change of the capacitance of the electrochemical (Helmholtz)
double layer between the Au electrodes and the surrounding
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Figure 2: (a) Red: Light-induced signal of a gold electrode under illumination (see Figure 1) in an electrochemical environment. Blue: laser pulse
(duration 1 ms). (b) Red: Light-induced signal under illumination of a mechanically controlled break-junction. Blue: laser pulse (duration 0.5 ms) [16].

electrolyte [24]. This is corroborated by the fact that signals like
in Figure 2a can also be obtained when there is no direct ohmic
contact between the two electrodes, meaning that any charge
transport between the working electrodes has to take place
through the electrolyte. Furthermore, the signal depends on the
surface conditions of the electrodes, as shown in Figure 3. Here

we present a “map” of the signal for an area of 30 x 40 pum? on
both sides of the gap of the electrodes. The left and the right
parts refer to the relatively smooth and the rough segments, res-
pectively, as shown in the SEM image (Figure 1). Apparently,
the signals are nearly constant within each segment, irre-
spective of the detailed position of the laser focus, but a prom-

e
e

b

Figure 3: Spatial dependence of the light-induced signal (see Figure 2a) for the two working electrodes. The probed area (90 x 60 um?) is split by the

gap between the electrodes as the red line indicates.
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inent difference between the smooth and the rough electrode is
observed. This supports the interpretation that the Helmholtz
layer, which depends on the details of the surface of an elec-
trode, is responsible for the signals in Figure 2a and Figure 3.

Why should the Helmholtz layer be influenced by incident light
pulses? It is known that the electrical properties of the layer
depend on temperature [25]. Therefore, if an incident light pulse
leads to a temperature change at the metal—electrolyte interface,
an electrical signal will be generated. For the laser pulses used
in our experiment we estimate temperature changes at the inter-
face in the range of a few kelvin. The corresponding signals are
consistent with those reported by Griindler et al. [24] when we
take into account that in our experiment only a small fraction of
the metal—electrolyte interface is heated by the focused laser

beam.

To be sure that what is observed here is primarily a temperature
effect and not a photon-induced phenomenon, such as a photo-
chemical reaction at the interface, we carried out a control

experiment in which the Au layer was first irradiated from the

Beilstein J. Nanotechnol. 2012, 3, 703-711.

electrolyte and then from the glass substrate side. If the effect is
purely thermal, the light-induced signals for the two directions
should essentially be the same, whereas for a photon-domin-
ated mechanism an illumination of the Au electrode from the
glass side should result in a strongly reduced signal, since the
light intensity at the metal—electrolyte interface in this case is
negligible. As it turned out, the signals for both illumination

directions were similar, confirming the idea of a thermal effect.

All the signals reported so far were obtained for fixed poten-
tials between the respective electrodes (reference, counter and
working electrodes). By varying the potentials in a controlled
way one should be able to obtain additional information about
the temperature-induced changes of the Helmholtz layer. We
therefore carried out voltammetric studies in order to determine
the regions of the voltammogram in which the laser-induced

signals are most prominent.

Light-induced signals in the cyclic voltammogram of AgNOj3
were observed as shown in Figure 4. The inset figures illustrate

that the illumination triggered changes in the current: when the
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Figure 4: Cyclic voltammogram of AgNO3 under illumination. Twelve insets of zoomed areas at different potentials are presented here (scan rate is

20 mV/s).
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laser was switched on, the current jumped to a new level, and
when the laser was switched off, the current went back to the
original trace. The magnitude of the current increase depended
on the potential and the redox states of the sample. In the
forward scan, the signals were most pronounced at 0 V, with a
current increase of 0.25 pA and were less pronounced at 0.1 V,
where the current increase is about 0.04 pA. No light-induced
signals were observed at 0.05 V. In the backward scan, the
largest signals were observed around —0.05 V, with a current
increase of 0.25 pA. The signals were much smaller at other
potentials.

Since the light illumination unavoidably goes along with
heating, it is reasonable to consider thermal effects, e.g., the
temperature increase at the solid-liquid interface, as a potential
origin of the light-induced signals.

To check this hypothesis, cyclic voltammetry was performed at
different temperatures by directly heating up the whole setup in
a stove. Cyclic voltammograms (CVs) recorded at 45 and 35 °C
are shown in Figure 5, which indicates that the redox peak
shifted to negative potentials and the peak current decreased
when the temperature increased. This feature qualitatively
explains the light-induced signals shown in Figure 4. When the
light was switched on (indicated by the upward arrow in the
inset of Figure 5), the temperature of the electrode increased
and the current trace jumped to the trace corresponding to a
higher temperature. As long as the electrode was illuminated the
current followed the trace of higher temperature. Once the light
was switched off (indicated by the downward arrow), the
current jumped back to its original trace, thus forming the light-
induced current changes shown in Figure 4. Furthermore, the
current change in Figure 5 was most prominent at a potential of
around 0 V and was less pronounced at other potentials, which
also agrees with the features in the experiment on the light-
induced current change (Figure 4). However, in the potential
range from 0.05 to 0.1 V, light-induced signals were not
observed, but current changes were observed on comparison of
the CV at 45 °C with the CV at 35 °C. One reason for the
discrepancy may be that the heating by light is local and the
heating by a stove is homogeneous. We argue that a homoge-
neous temperature increase involving the whole surface area
may have a more pronounced influence on the diffusion process

than local heating does.

Dried electrochemically closed contacts

One possible route to eliminate the unwanted contribution of
the double layer is to remove the electrolyte after the contact
has been fabricated electrochemically. For these experiments
we used an electrode design similar to the one typical for

MCBIJs (Figure 6a). The electrodes were prepared by electron-
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Figure 5: Cyclic voltammogram (CV) of AgNO3 at 35 °C (black) and
45 °C (red), scan rate was 50 mV/s. The temperature is increased by
directly heating up the setup in a stove. The inset illustrates the current
jump from the 35 °C CV trace to the 45 °C CV trace assuming that the
temperature is increased quickly by light illumination.

beam lithography, but in contrast to usual MCBJs we used glass
substrates and a 500 nm wide gap between the two contact
leads. This gap was then closed, as for the GCQS described in
the previous section, by electrochemical deposition in an
AgNOj electrolyte. Before the electronic measurements were
performed the electrolyte was carefully removed. In spite of the
mechanical perturbations it was possible to keep the contact at a
conductance value of a few G, adjusted during deposition,
even in the dry state. With these samples we were able to
identify two sources of signals appearing upon illumination of
the junction, namely thermovoltage and temperature depend-
ence of the lead resistance.

Figure 6: (a) Optical microscope picture of a MCBJ before electro-
chemical deposition of Ag (bright-field illumination). (b) Optical micro-
scope picture after the deposition of Ag (dark-field illumination).

Thermovoltage

As an advantage compared to the GCQS in Figure 1, the loca-
tion where the contact is formed is now well-defined on a sub-
micrometer length scale. This allows one to determine the
spatially resolved response of the junction with high resolution.
As Figure 7a shows, also for such samples a light-induced

signal is observable.
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Figure 7: (a) Light-induced signal (red) of a dry, electrochemically
closed break junction, and the laser pulse (blue). (b) Spatially resolved
measurements of the light-induced signal as in (a). The signal drops to
zero, when the laser focus is exactly aligned on the centre of the junc-
tion.

At first sight, the shape of the signal appears to be similar to the
one of PAT (Figure 2b), and, as expected, a capacitive part
which would result from an electrochemical double layer is not
present here. Besides, the signals display a pronounced spatial
dependence and are observable only in the vicinity of the point
contact (Figure 7b). The signal vanishes when the laser focus is
exactly at the contact position, and it changes sign when the
focus is scanned from one side of the contact to the other. These
observations are in contrast with the results for PAT. They can
be explained when the topology of the electrochemically closed

contact is taken into account, as sketched in Figure 8a.

Actually, one is not dealing with a single, but rather with two
point contacts, namely an Au—Ag and an Ag—Au contact in
series. These act as a thermocouple in which the sensor and the
reference contact are closely spaced. For asymmetric heat input
(i.e., when the junction is not illuminated exactly in the centre)

one of the contacts will be at a higher temperature than the other

Beilstein J. Nanotechnol. 2012, 3, 703-711.

a)
Au-Ag

Ag-Au

Figure 8: (a) lllustration of the closed contact; a silver crystallite spans
the bridge across the gap between the two gold electrodes (about

500 nm). (b) Sketch of the electronic circuit of the model. (c) Coloured
SEM picture of a nanothermocouple, fabricated by electron-beam litho-
graphy.

one, resulting in a thermovoltage proportional to the tempera-
ture difference, as visualized in Figure 8b. This voltage will
change its sign, when the position of the warmer contact is
switched, in agreement with the behaviour shown in Figure 7b.
For the combination Au—Ag, as was used here, the Seebeck
coefficient is rather small, i.e., 0.3 uV/K. Nevertheless the
effect is readily observable. The maximum signal in Figure 7a
corresponds to a temperature difference of about 17 K between
the two contacts of the junction. For other material combina-
tions, such as Au—Pt or Au—Ni, the effect can be one to two
orders of magnitude higher, and this expectation was confirmed
in control experiments. Finally, we confirmed that similar
effects were observed in lithographically defined junctions that
were never exposed to electrolytes, Figure 8c. These control
experiments demonstrate that no electrochemical process is at

the origin of the observations.

Temperature dependence of the lead resist-

ance

The leads towards the nanocontact, as seen in Figure 6, consist
of an evaporated Au film with a thickness of 100 nm and width
of 4 um. The electrical resistance of these leads is several tens
of ohms. Since the material is a pure metal, the resistance at
300 K varies roughly linearly with temperature. For a light-
induced temperature change of the leads of around 10 K, as
suggested on the basis of the measured thermovoltage, one will
therefore expect a change in the resistance of the whole sample

on the order of 1 Q. This can also give rise to a signal upon illu-
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mination, which, however, can easily be distinguished from the
thermovoltage, because it is proportional not only to the
temperature change, but also to the bias current through the
sample. In Figure 9 we have plotted the voltage changes across
the contact upon illumination for a sequence of bias currents.
As the data show, the contributions of the thermovoltage and
the lead resistance to the observed signal can be separated by
using the relation AU = A4 lyj,s + B, where the first term is due
to the temperature-induced change in the lead resistance and the
second one to the thermovoltage. The experimental values for
both contributions are consistent with the estimated tempera-
ture increase during the illumination.

laser

a) on off

Voltage

Time [ms]

b) ——

= gold, 6 mW, 12 G,
300 ’ e platinum, 36 mW, 70 G,

L]

200 . . ]
< ) AU= 86Q*I +231pV
= 100} 1
2 —

a 0” I-'-... ' 1
T AU=380%I_+515uV
100 L— : - ' :
10 -5 0 5 10

IBias [HA]

Figure 9: (a) Voltage change during the laser pulse at an Au—Ag—Au
junction versus time for different bias currents from +10 pA to =10 pA
(red curve recorded at 0 pA). One division corresponds to 50 pV. The
traces are offset vertically to avoid overlap. The incident laser power
during the pulses was 15 mW. (b) Voltage change versus bias current
for two different material combinations, Au—Ag and Pt-Ag.

Conclusion
The results show that the temperature dependence of the Helm-
holtz double layer is the main reason for the light-induced
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signal of a GCQS under laser illumination. In contrast, for the
electrochemically closed, but dried contacts the thermovoltage
due to a two-material system is the dominating effect. The two
contacts between the two metals act as a micron-size thermo-
couple, which produces a thermovoltage under asymmetric laser
illumination. Furthermore it was shown that a conductance
change of the leads can make a noticeable contribution when

small contacts are illuminated.

Experimental
Optical setups

For the individual experiments several optical setups with
different laser sources have been used as described in the indi-
vidual sections above. In all experiments we used cw-lasers, the
radiation of which was chopped into pulses with a mechanical
attenuation wheel. In all setups the laser beams were focussed
with combinations of lenses onto the sample surface. The spot
diameters are also indicated in the respective sections. In the
spatially resolved experiments the samples were mounted on
xy tables that were manually moved by using micrometer
screws. As an example, we show in Figure 10 the one used for
recording the data shown in Figure 7 and Figure 9.

attenuator wheel
NAYAC @ mirror
—— lens
sample / \ xy table

Figure 10: Sketch of the optical setup used for the experiments on the
“dry” contacts.

Electrical measurements at constant potential
All electrical measurements are performed at room temperature
(20-25 °C) if not stated differently. Figure 11 shows the elec-
tronic circuit for controlling the electrochemical deposition,
with the two Au electrodes as working electrodes 1 and 2, and
in addition a reference and a counter electrode. A voltage of
—12.9 mV is applied across the two working electrodes for the
conductance measurement of the metallic atomic-scale point
contact. The potential at one working electrode is controlled by
the virtual ground technique implemented by the operational
amplifier (OP2) in this current—voltage converter. The size of
the atomic contact is controlled by applying the control poten-
tial Ug, through amplifier OP1. The whole measurement is

controlled by a home-written software code described in [23].
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Figure 11: Sketch of the electronic circuit used for the measurements
on the electrochemically controlled contacts. The two working elec-
trodes (WE1, WE2) are prepared by shadow sputtering on a glass sub-
strate. They are about 100 nm thick, and ca. 50 nm apart. The refer-
ence (RE) and counter (CE) electrodes are made of highly pure silver
wires.

The measurements on the dry contacts were performed in
current bias mode by using a voltage source (Yokogawa model
7651) providing the voltage across the series circuit of the

sample and a large series resistance of 100 kQ (see Figure 12).

The current is measured by the voltage drop across the series
resistance. This signal, as well as the voltage drop Usample
across the sample are measured with fast voltage amplifiers
(Femto DLPVA-100-F-D). All signals are fed to a digital
storage oscilloscope (LeCroy Waverunner 6050A).

~1

%

[To0ko |
| 100k

p— sample X g]% Usample

Figure 12: Sketch of the electrical circuit used for the measurements
on the “dry” contacts.

Cyclic voltammetry

The cyclic voltammograms were recorded by using a potentio-
stat SP-300 (BioLogic Science Instrument), which was used to
control the voltage and monitor the current. The sweep-rates are
indicated in the figure captions. For recording the CVs at elev-
ated temperature, the electrochemical cell with all the elec-
trodes and connection cables was heated in a stove for five
minutes at a preset temperature, monitored by a thermocouple
to a precision of + 2 °C. Then the cyclic voltammetry was

performed in situ.
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A home-made electrochemical setup (as shown in Figure 13)
was used to investigate the light-induced transport changes in
the liquid environment. Two silver wires with a diameter of
0.5 mm were used as reference electrode (RE) and counter elec-
trode (CE). A 10 nm film of titanium and 50 nm of gold was
evaporated on a glass slide and used as the working electrode.
Silver nitride (1 mM) in nitride acid (10 mM) was used as the
supporting electrolyte. An Ar/Kr laser with output power of
5 mW and 532 nm wavelength was used as the light source.
Laser pulses of 0.1 s length and 0.2 s dark time were produced
by a mechanical chopper wheel, and the laser was focused to a
spot with diameter of 100 um by an optical lens.

RE CE

hv

Glass slide

Figure 13: Diagram of an electrochemical cell used for studying the
influence of laser illumination on the charge transport at solid—liquid
interfaces.

Electron-beam lithography

Prior to the electron-beam lithography process, a thin poly-
imide layer and a double layer of electron-beam resists, MMA-
MAA/PMMA, were deposited by spincoating on the wafer and
soft-baked in an oven at 170 °C. The polyimide layer served for
both planarization of the commercial glass substrate and for
enhancing the adhesion of the metal layers. To avoid deteriora-
tion of the electron-beam-defined pattern caused by charge
accumulation on the insulating glass substrate, a 5 nm thin Al
layer was evaporated. The electron-beam writing was
performed in a scanning electron microscope equipped with a
pattern generator. After being developed in a mixture of
MIBK:IPA (1:3), the patterned samples were mounted in an
electron-beam evaporator under high vacuum (107 mbar) and
metal (Au or Pt) was deposited at a rate of 1 A/s. The metal
thickness for the electrodes to be closed by electrochemistry
was in the range of 80 to 100 nm. When shadow evaporation is
applied for defining the nano-thermocouple, the metal thick-
nesses amount to 40 nm for the first layer and 30 nm for the
second layer. The lift-off is performed at room temperature in
acetone for several tens of seconds. The samples are then rinsed

in IPA and blown dry under a gentle flow of nitrogen.
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For many applications it is desirable to have nanoparticles positioned on top of a given substrate well separated from each other and

arranged in arrays of a certain geometry. For this purpose, a method is introduced combining the bottom-up self-organization of

precursor-loaded micelles providing Au nanoparticles (NPs), with top-down electron-beam lithography. As an example, 13 nm Au

NPs are arranged in a square array with interparticle distances >1 um on top of Si substrates. By using these NPs as masks for a

subsequent reactive ion etching, the square pattern is transferred into Si as a corresponding array of nanopillars.

Introduction

Nanoparticles (NPs) still play a major role in nanoscience from
both an application and a fundamental point of view. Common
to both aspects is the interest in possible new properties when
reducing the sample size of a material down to the nanoscale.
Quite generally, all material properties display in practice such
size effects, while not all of them are advantageous for applica-
tions. An example for the latter case is provided by magnetic
NPs, which for smaller and smaller particle volumes start ex-
hibiting strong directional fluctuations in their magnetization
and, thus, render their use for magnetic storage impossible at
ambient temperature. On the other hand, this superparamag-
netism poses experimental challenges to try and test new ma-

terials and alternative arrangements or novel concepts on the

nanoscale to satisfy high-density magnetic data storage [1-4]. In
this context, percolating magnetic media may be mentioned or
“race track” arrangements, both relying on well-defined and
positioned pinning sites for magnetic domain walls [5,6]. In a
magnetic thin film, such pinning could be realized by local
holes (“antidots”) leading immediately to quite a different appli-
cation of NPs: using them as masks for subsequent etching pro-
cedures to transfer the NP pattern into their supporting sub-
strate. In this respect, the notion of a nanoparticle should
include as well colloids and micelles since their use for
patterning is more widely spread [7-12]. Of course, in addition
to their magnetic behavior, NPs offer attractive optical [13,14]
or electrical [15,16] properties. In these cases, NPs fabricated
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from the complete spectrum of materials, i.e., insulators, semi-
conductors and metals are required. As a consequence, prepara-
tional progress in that field is still of utmost importance [17,18].
Assuming that a fabrication recipe has been developed for NPs
of a desired material, there is, however, for many applications
still another demanding requirement: positioning the NPs at
predesigned locations, either with respect to geometry, such as
forming squares or triangles, or, at least, with respect to inter-
particle distances, or even both. Restricting these distances to
the nanoscale as well, some self-organization approaches exist
that exploit hierarchical structure formation, allowing at least
partial fulfillment of the above requirements [19-22]. For inter-
particle distances of some tens of nanometers creative ideas
have been realized based on even three-dimensional DNA
spacers linked to Au NPs [23]. Somewhat more flexible with
respect to the type of NPs is their positioning, exploiting wetta-
bility contrast of a substrate previously prepared by, e.g., micro-
contact printing [24,25] or improved direct nanoscale
embossing [26]. Though, in this case, the interparticle distances
can be largely enhanced, the difficulty here is to avoid obtaining
more than one particle at a given location. For interparticle
distances of some hundred nanometers colloidal approaches
have been successfully demonstrated. Though related to two-
dimensional non-close-packed colloidal crystals [11] and, thus,
primarily leading to the formation of hexagonal arrays of NPs,
the method is novel in that it applies colloids carrying metal
precursors. Once the colloidal carriers form a self-assembled
ordered array, plasma processes are exploited to remove the
organic matrix and to reduce the precursors into metallic NPs
[10,12]. Though this technique appears quite versatile with
respect to the type of NPs, it still has restrictions related to
geometries other than hexagonal symmetry and distances well
above 1 pm. It is exactly this problem of combining the nano-
with the micro-scale that is the focus of the present contribu-
tion. In the following approach, NPs prepared by exploiting the
self-organization of precursor loaded micelles formed from
diblock-copolymers play a major role as a starting point. Thus,
the genuine symmetry of their original arrangement again will
be hexagonal. However, as will be demonstrated below, com-
bining the micellar method with conventional electron-beam
lithography not only extends interparticle distances from typi-
cally 100 nm into the micrometer range, but additionally allows
a broad variation of geometries for the finally arranged NPs.

Results and Discussion

Preparation of Au nanoparticles (NPs)

The starting point of the present approach is the fabrication of
hexagonally arranged Au NPs applying a previously reported
recipe based on the self-organization of precursor-loaded
micelles [7,8,21]. In short, commercially available diblock-

copolymers [polystyrene-block-poly-2-vinylpyridine (PS-b-
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P2VP) from Polymer Source Inc, Canada] forming spherical
reverse micelles in an apolar solvent, such as toluene, are
loaded with HAuCly salt as precursor. After optimized dip
coating of the substrate (presently n-doped (001)-oriented Si
wafers; in general, however, any reasonably flat substrate ma-
terial is suitable), one single layer of hexagonally ordered
micelles is obtained. By exposing such micellar layers to a
hydrogen plasma the organic species can be completely
removed and the precursor can be reduced to metallic Au NPs.
The most attractive features of this approach are the control
over the size of the NPs (determined by the amount of added
precursor) as well as over the interparticle distance (determined
by the total length of the diblock-copolymer and the substrate
velocity during dip coating [8]). Furthermore, and most impor-
tant for the present work, the final position of the Au NPs mir-
rors the self-assembled hexagonal array of the micellar carriers.
This is demonstrated by the SEM image given in Figure 1
showing a typical array of Au NPs on top of a Si substrate.

Figure 1: SEM image of Au nanoparticles (average diameter 13 nm,
interparticle distance 102 nm) deposited on top of a Si substrate by
applying an approach based on self-organization of precursor-loaded
reverse micelles.

The high degree of hexagonal order is clearly visible, although
deviations from perfect order are obvious as well. In the
present work, exclusively Au NPs with average diameters of
13 + 1.6 nm were used. Smaller Au NPs, however, with diame-
ters down to 2 nm would be easily available. Also, the interpar-
ticle distance was fixed at an average value of 102 + 3 nm, for

reasons to be discussed further below.

Selecting Au nanoparticles on the micro-

meter scale
The basic idea behind selecting individual Au NPs on the
micrometer scale is outlined by the schematics presented in

Figure 2.
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Figure 2: Schematics of the process leading to positioning nanoparticles on the micrometer scale: (1) Start; nanoparticles (NP) prepared by applying
a method based on the self-organization of precursor loaded micelles on top of a flat substrate; here Au NP on Si; (2) Spin-coated negative resist for
electron-beam lithography (EBL); (3) Resist disks arranged in a square lattice as obtained after EBL; (4) Removal of the residual Au NP between the
disks by I/KI solution; (5) Stripping of the resist delivers the final NP arrangement; (6) Optional; using the NP as masks for a subsequent RIE etching
step resulting in correspondingly arranged nanopillars; (7) Optional; removing the residual NP masks.

A negative resist (AR-N7500-18, Allresist, 6000 rpm, thick-
ness approximately 300 nm) is spin coated above the primarily
deposited Au NPs. Prior to this step, it is important to give the
Si substrate with the NPs a short HF dip (2% HF, 10 s), which
significantly enhances the adhesion of the resist. After a stan-
dard prebake of the resist (60 s at 85 °C on a hot plate), a square
arrangement of circles is written into the resist by an electron
beam (20 kV, 15 pA). The diameter of these circles has to be
adjusted with respect to the interparticle distance of the Au NPs
since each written resist disk should cover just one single NP.
For the presently used mutual particle distance of 100 nm, a
diameter of the resist disks of also 100 nm was chosen. This
choice is the appropriate compromise to avoid having either no
Au NPs covered by the circular resist island or more than one.
By writing various square arrays of disks the optimum electron
dose is determined, and the resist is thus developed (developer:
140-160 s, AR300-47 with water as stopper) followed by a
postbake (80 s at 120 °C on a hot plate) of the exposed disks.
The situation after this resist-removal step is illustrated by the
SEM image shown in Figure 3. The four resist disks arranged in
a square are clearly visible by their darker contrast while the
bright dots image the residual Au NPs. Obviously, due to the
development process the original hexagonal order of the NPs
(Figure 1) is almost completely destroyed and some of the orig-
inal Au NPs are even removed together with the unexposed

resist.

ERESEREETEE!
1.00um

30.0kV x30.0k SE

Figure 3: SEM image of resist disks arranged in a square (dark
contrasts) as obtained after development (step 3 in Figure 2). The
bright dots image the still present residual Au NPs, which have
completely lost their hexagonal order during removal of the unex-
posed resist.

Next, the residual uncovered Au NPs are removed by dipping
the substrate into an I/KI solution for 30 s followed by the final
stripping of the resist (1-2 min acetone, 20 s IPA). In principle,
this last step finalizes the process delivering 13 nm Au NPs
arranged in a square lattice with mutual distances in the micro-

meter range. However, to enhance visibility of these NPs in an
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overview SEM image, the particles are used as a mask during a
subsequent reactive ion etching (RIE) of the Si substrate trans-
forming the NPs into nanopillars. The result is demonstrated in
Figure 4.

LI I O O A O I
1.00um

30.0kV x30.0k SE

Figure 4: SEM image of two squares of nanopillars as obtained after
RIE with single Au NPs, arranged in a square, as etching masks (step
5 in Figure 2). Distance between pillars: 1.8 pm. Inset: magnified SEM
image (tilted by 30°) of one nanopillar with residual Au mask as cap.

Further squares of correspondingly prepared nanopillars can be
visualized by reducing the interparticle distance from 1.7 pm in

Figure 4 to 1.3 pum in Figure 5.

.

30.0kV x35.0k SE

Figure 5: SEM image of four squares of nanopillars as obtained after
RIE with single Au NPs, arranged in a square, as etching masks (step
5 in Figure 2). Distance between pillars: 1.2 ym.

Problems and compromises
Though the SEM images presented in Figure 4 and Figure 5
successfully deliver a proof of principle for the presently

Beilstein J. Nanotechnol. 2012, 3, 773-777.

suggested positioning procedure, some problems should be
addressed as well. The first point is related to the absolute preci-
sion of positioning the Au NPs. Writing any pattern such as the
square array of disks by the electron beam is performed relative
to a predetermined rectangular coordinate system fixed within
the sample surface. When restricting the patterning to a 100 pm
x 100 pm area, no mechanical movement of the sample holder
is necessary, rather all programmed positions are approached by
steering the electron beam. During the writing process,
however, one observes a time-dependent drift, which in the
present case of 100 nm disks arranged in squares added up to
approximately 50 nm. Added to this error is the uncertainty of
the exact position of the Au NP within any disk. Due to the
finite hexagonal order, over larger areas this position can be
assumed as random within the disk area. Thus, a very conserva-
tive estimate of the deviation of the NP location from an ideal
square position is <150 nm, i.e., on the order of 10% in the
present examples.

For many applications, however, positional precision of the NPs
is not the primary goal. Rather, the NPs should be well sep-
arated from each other and individually identifiable against the
background. Two classes of applications may illustrate these
requirements. The first example is spectroscopy applied either
directly to nanoparticles or, indirectly, on, e.g., molecules
specifically ligated to the NPs, such as bonding to Au NPs
through a thiol-group. To suppress interactions between
nanoparticles or the molecules bound to them, usually interpar-
ticle distances of 50 nm are sufficient (for a recent study on
near-field effects around a single dot see [27]). To guarantee
single particle/molecule spectroscopy significantly larger
distances are necessary as provided by the present method,
depending in detail on the wavelength of the exciting radiation
or the achievable focus size. In a second class of experiments,
metallic NPs may be used as electrical contacts connected to the
backside of the substrate by vias (vertical interconnect access),
which, in turn, are further connected to pads on the micrometer
scale. An example would be contacting a biological cell with
typical lateral extensions of more than 10 pm at well-defined
positions, e.g., 1 pm apart.

Though the presently obtained lateral precision of the particle
positioning is sufficient for the just mentioned applications,
further improvements appear possible. A necessary prerequisite
for this would be a better long-range order of the starting NPs.
For this, changing to self-assembled precursor-loaded colloids
rather than micelles is promising [10-12]. In the ideal case,
positioning of the resist disks would no longer be purely statis-
tical but instead conform to multiples of the lattice parameter of
the underlying hexagonal colloid lattice. To exploit the high
long-range colloidal order, however, a sample holder with laser-
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interference-controlled translations becomes a must. In this
way, positioning with a precision of better than 50 nm appears

possible.

Conclusion

A general procedure is introduced to position nanoparticles on
the micrometer scale on top of a given substrate. The method is
demonstrated for Au NPs (diameters 13 nm) on Si wafers in a
square lattice with interparticle distances above 1 pm. The
underlying idea is to combine the self-organization of precursor
loaded micelles formed from diblock-copolymers in toluene,
which is a bottom-up process providing nanoparticles, with top-
down electron-beam lithography. As a first simple application,
the resulting array of Au NPs is used as a mask for a subse-
quent reactive-etching process delivering correspondingly
arranged Si nanopillars.

Acknowledgement

The continuous financial support by German Science Founda-
tion (DFG) within SFB 569 as well as by the BW Foundation
within the Network of Competence “Functional Nanostruc-
tures” is gratefully acknowledged.

References

1. Wiedwald, U.; Ziemann, P. Beilstein J. Nanotechnol. 2010, 1, 21-23.
doi:10.3762/bjnano.1.4

2. Eisenmenger, J.; Schuller, |. K. Nat. Mater. 2003, 2, 437-438.
doi:10.1038/nmat934

3. Wiedwald, U.; Han, L.; Biskupek, J.; Kaiser, U.; Ziemann, P.
Beilstein J. Nanotechnol. 2010, 1, 24—47. doi:10.3762/bjnano.1.5

4. Weller, D.; Moser, A.; Folks, L.; Best, M. E.; Wen, L.; Toney, M. F;
Schwickert, M.; Thiele, J.-U.; Doerner, M. F. IEEE Trans. Magn. 2000,
36, 10—15. doi:10.1109/20.824418

5. Brombacher, C.; Saitner, M.; Pfahler, C.; Plettl, A.; Ziemann, P.;
Makarov, D.; Assmann, D.; Siekman, M. H.; Abelmann, L.; Albrecht, M.
Nanotechnology 2009, 20, 105304.
doi:10.1088/0957-4484/20/10/105304

6. Parkin, S. S. P.; Hayashi, M.; Thomas, L. Science 2008, 320, 190-194.
doi:10.1126/science.1145799

7. Spatz, J. P.; M&ssmer, S.; Hartmann, C.; Mdller, M.; Herzog, T.;
Krieger, M.; Boyen, H.-G.; Ziemann, P.; Kabius, B. Langmuir 2000, 16,
407-415. doi:10.1021/1a990070n

8. Bansmann, J.; Kielbassa, S.; Hoster, H.; Weig|, F.; Boyen, H. G;
Wiedwald, U.; Ziemann, P.; Behm, R. J. Langmuir 2007, 23,
10150-10155. doi:10.1021/1a7012304

9. Bita, I.; Yang, J. K. W.; Jung, Y. S,; Ross, C. A,; Thomas, E. L;
Berggren, K. K. Science 2008, 321, 939-943.
doi:10.1126/science.1159352

10.Manzke, A.; Pfahler, C.; Dubbers, O.; Plettl, A.; Ziemann, P.;

Crespy, D.; Schreiber, E.; Ziener, U.; Landfester, K. Adv. Mater. 2007,

19, 1337-1341. doi:10.1002/adma.200601945

.Zhang, J.; Li, Y.; Zhang, X.; Yang, B. Adv. Mater. 2010, 22,

4249-4269. doi:10.1002/adma.201000755

1

-

Beilstein J. Nanotechnol. 2012, 3, 773-777.

12.Vogel, N.; Ziener, U.; Manzke, A.; Plettl, A.; Ziemann, P.; Biskupek, J.;
Weiss, C. K.; Landfester, K. Beilstein J. Nanotechnol. 2011, 2,
459-472. doi:10.3762/bjnano.2.50

13. Meixner, A. J. Beilstein J. Nanotechnol. 2011, 2, 499-500.
doi:10.3762/bjnano.2.53

14.Gongalves, M. R.; Makaryan, T.; Enderle, F.; Wiedemann, S.; Plettl, A.;
Marti, O.; Ziemann, P. Beilstein J. Nanotechnol. 2011, 2, 448—-458.
doi:10.3762/bjnano.2.49

15.Waser, R., Ed. Nanoelectronics and Information Technology;
Wiley-VCH : Weinheim, Germany, 2003.

16.Boyen, H.-G.; Kastle, G.; Weig|, F.; Koslowski, B.; Dietrich, C.;
Ziemann, P.; Spatz, J. P.; Riethmdiller, S.; Hartmann, C.; Mdller, M.;
Schmid, G.; Garnier, M. G.; Oelhafen, P. Science 2002, 297,
1533-1536. doi:10.1126/science.1076248

17.Kinge, S.; Crego-Calama, M.; Reinhoudt, D. N. ChemPhysChem 2008,
9, 20-42. doi:10.1002/cphc.200700475

18.Goesmann, H.; Feldmann, C. Angew. Chem., Int. Ed. 2010, 49,
1362—-1395. doi:10.1002/anie.200903053

19.Ziemann, P. Beilstein J. Nanotechnol. 2011, 2, 363-364.
doi:10.3762/bjnano.2.41

20.Popov, K. |.; Palyulin, V. V.; Méller, M.; Khokhlov, A. R.; Potemkin, I. I.

Beilstein J. Nanotechnol. 2011, 2, 569-584. doi:10.3762/bjnano.2.61

.Kastle, G.; Boyen, H.-G.; Weigl, F.; Lengl, G.; Herzog, T.; Ziemann, P.;

Riethmdiller, S.; Mayer, O.; Hartmann, C.; Spatz, J. P.; Mdller, M,;

Ozawa, M.; Banhart, F.; Garnier, M. G.; Oelhafen, P.

Adv. Funct. Mater. 2003, 13, 853—-861. doi:10.1002/adfm.200304332

22.Mena-Osteritz, E.; Urdanpilleta, M.; El-Hosseiny, E.; Koslowski, B.;
Ziemann, P.; Bauerle, P. Beilstein J. Nanotechnol. 2011, 2, 802—-808.
doi:10.3762/bjnano.2.88

23. Auyeung, E.; Cutler, J. |.; Macfarlane, R. J.; Jones, M. R.; Wu, J.;

Liu, G.; Zhang, K.; Osberg, K. D.; Mirkin, C. A. Nat. Nanotechnol. 2012,
7, 24-28. doi:10.1038/nnano.2011.222

24.Yao, X.; Song, Y.; Jiang, L. Adv. Mater. 2011, 23, 719-734.
doi:10.1002/adma.201002689

25. Aizenberg, J.; Black, A. J.; Whitesides, G. M. Nature 1999, 398,
495-498. doi:10.1038/19047

26.Lee, M. H.; Huntington, M. D.; Zhou, W.; Yang, J.-C.; Odom, T. W.
Nano Lett. 2011, 11, 311-315. doi:10.1021/n1102206x

27.Walhorn, V.; Paskarbeit, J.; Frey, H. G.; Harder, A.; Anselmetti, D.
Beilstein J. Nanotechnol. 2011, 2, 645-652. doi:10.3762/bjnano.2.68

2

=

License and Terms

This is an Open Access article under the terms of the
Creative Commons Attribution License
(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of
Nanotechnology terms and conditions:
(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one
which can be found at:
doi:10.3762/bjnano.3.86

77


http://dx.doi.org/10.3762%2Fbjnano.1.4
http://dx.doi.org/10.1038%2Fnmat934
http://dx.doi.org/10.3762%2Fbjnano.1.5
http://dx.doi.org/10.1109%2F20.824418
http://dx.doi.org/10.1088%2F0957-4484%2F20%2F10%2F105304
http://dx.doi.org/10.1126%2Fscience.1145799
http://dx.doi.org/10.1021%2Fla990070n
http://dx.doi.org/10.1021%2Fla7012304
http://dx.doi.org/10.1126%2Fscience.1159352
http://dx.doi.org/10.1002%2Fadma.200601945
http://dx.doi.org/10.1002%2Fadma.201000755
http://dx.doi.org/10.3762%2Fbjnano.2.50
http://dx.doi.org/10.3762%2Fbjnano.2.53
http://dx.doi.org/10.3762%2Fbjnano.2.49
http://dx.doi.org/10.1126%2Fscience.1076248
http://dx.doi.org/10.1002%2Fcphc.200700475
http://dx.doi.org/10.1002%2Fanie.200903053
http://dx.doi.org/10.3762%2Fbjnano.2.41
http://dx.doi.org/10.3762%2Fbjnano.2.61
http://dx.doi.org/10.1002%2Fadfm.200304332
http://dx.doi.org/10.3762%2Fbjnano.2.88
http://dx.doi.org/10.1038%2Fnnano.2011.222
http://dx.doi.org/10.1002%2Fadma.201002689
http://dx.doi.org/10.1038%2F19047
http://dx.doi.org/10.1021%2Fnl102206x
http://dx.doi.org/10.3762%2Fbjnano.2.68
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.3.86

Beilstein Journal
of Nanotechnology

Towards atomic resolution in sodium titanate
nanotubes using near-edge X-ray-absorption
fine-structure spectromicroscopy combined with
multichannel multiple-scattering calculations
Carla Bittencourt !, Peter Kriiger?, Maureen J. Lagos3, Xiaoxing Ke?,

Gustaaf Van Tendeloo3, Chris Ewels?#, Polona Umek®:6
and Peter Guttmann’

Full Research Paper

Address: Beilstein J. Nanotechnol. 2012, 3, 789-797.
1ChIPS, University of Mons, B-7000, Mons, Belgium, 2ICB, UMR 6303  doi:10.3762/bjnano.3.88
CNRS-Université de Bourgogne, F-21078 Dijon, France, SEMAT,

University of Antwerp, B-2020, Antwerp, Belgium, 4Institut des Received: 24 July 2012
Matériaux de Nantes (IMN), Université de Nantes, CNRS, Nantes, Accepted: 01 November 2012
France, SJozef Stefan Institute, Jamova cesta 39, 1000 Ljubljana, Published: 23 November 2012

Slovenia, éCenter of Excellence NAMASTE, Jamova cesta 39, 10000
Ljubljana, Slovenia and "Helmholtz-Zentrum Berlin fiir Materialien und This article is part of the Thematic Series "Physics, chemistry and biology
Energie GmbH, Institute for Soft Matter and Functional Materials, of functional nanostructures".
Albert-Einstein-Str. 15, 12489 Berlin, Germany
Associate Editor: P. Leiderer
Email:
Carla Bittencourt” - carla.bittencourt@umons.ac.be © 2012 Bittencourt et al; licensee Beilstein-Institut.
License and terms: see end of document.
* Corresponding author

Keywords:
multichannel multiple scattering; nanotubes; NEXAFS; sodium
titanates

Abstract

Recent advances in near-edge X-ray-absorption fine-structure spectroscopy coupled with transmission X-ray microscopy
(NEXAFS-TXM) allow large-area mapping investigations of individual nano-objects with spectral resolution up to E/AE = 10* and
spatial resolution approaching 10 nm. While the state-of-the-art spatial resolution of X-ray microscopy is limited by nanostruc-
turing process constrains of the objective zone plate, we show here that it is possible to overcome this through close coupling with
high-level theoretical modelling. Taking the example of isolated bundles of hydrothermally prepared sodium titanate nanotubes
((Na,H)TiNTs) we are able to unravel the complex nanoscale structure from the NEXAFS-TXM data using multichannel multiple-
scattering calculations, to the extent of being able to associate specific spectral features in the O K-edge and Ti L-edge with oxygen
atoms in distinct sites within the lattice. These can even be distinguished from the contribution of different hydroxyl groups to the
electronic structure of the (Na,H)TiNTs.
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Introduction

Transmission X-ray microscopy (TXM) is a popular microsco-
py technique used in biology [1-3]. Recently, we have extended
the range of its applications to the spectroscopic characteriza-
tion of nanoscale materials by combining it with near-edge
X-ray-absorption fine-structure spectroscopy (NEXAFS-TXM)
[4]. The nanoscale spatial resolution of the NEXAFS-TXM
allows the exclusion of impurity regions and thus the presence
of signals related to impurities in the absorption spectrum of the
nanostructures. State of the art TXMs allow a spatial resolution
of 11 nm [5-7]. However, we show in the current study that the
combination of NEXAFS-TXM with high-level theoretical
modelling allows us to move beyond this spatial-resolution limit
and extract more spatially refined information [8]. Indeed this
combination of theory and spectroscopy paves the way towards
atomic-scale resolution in similar techniques with lower spec-
tral resolution [9,10].

We investigate here the electronic structure of sodium titanate
nanotubes ((Na,H)TiNTs) by means of near-edge X-ray-absorp-
tion fine-structure spectroscopy (NEXAFS) coupled with first-
principles NEXAFS calculations (density functional for the
O K-edge and multichannel multiple scattering (MCMS)
method for the Ti L, 3-edge spectra) [8,11,12]. The suscepti-
bility of both O K-edge and Ti L-edge features to the local
bonding environment in TiO,-based materials makes NEXAFS
ideal for providing diagnostic information about the crystal
structures and oxidation states. Here, the electronic structure of
the nanotubes is discussed in terms of the ligand field splitting
of the Ti ions and the connectivity of the TiOg octahedral

Beilstein J. Nanotechnol. 2012, 3, 789-797.

network. Among the different structures proposed for these
nanotubes [13-17], it is currently accepted that the structure of
the layered titanate H,Ti,0,,+ better describes the
(Na,H)TiNTs [17,18].

Potential applications in lithium-ion batteries, catalyst supports,
photocatalysts, and dye-synthesized solar cells have effectively
resulted in an increasing interest in titanate nanostuctures [19-
29]. All these applications require a deep understanding of the
electronic structure of the material. In addition to spatial resolu-
tion, the NEXAFS-TXM offers higher-energy resolution and
lower-damage yield when compared to other advanced spectro-
microscopy techniques, such as electron energy loss spec-
troscopy (EELS) performed in aberration-corrected transmis-
sion electron microscopes operated at low electron acceleration
voltages [30]. Alkali titanate nanostructures are very sensitive
to electron-beam irradiation, which has prevented detailed
studies at high energetic resolution by electron spectroscopy.
Using NEXAFS-TXM has allowed us to probe our samples at
0.1 eV energy resolution while in recent reports [18,31] based
on EELS the energy resolution for analysing similar samples
was limited to 0.5 eV.

Results and Discussion

Figure 1a shows a typical TEM image of the sodium titanate
nanostructures. Figure 1b shows a high-resolution TEM image
of several long structures, showing parallel dark contrast,
typical for tubular morphology (see Supporting Information
File 1). The nanotube edges consist of several layers spaced by

Figure 1: TEM image of sodium titanate nanotubes (a) typical region used to record the NEXAFS—-TXM data. (b) HRTEM image revealing the hollow
core of these nanostructures (inset shows the interlayer spacing). (c—d) HRTEM images showing typical image contrast pattern associated with the
scroll-like morphology. Note the number of layers in opposing tube walls is different in each case.
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0.75 nm (see Figure 1 insert). Typical high-resolution TEM
images (Figure 1c and Figure 1d) show that the tubes have a
different number of layers in each edge (for instance Figure 1c
has four layers on the left, three on the right), suggesting that
these are very likely hollow nanoscrolls, consistent with
previous observations [11,32]. Characteristic nanoscrolls have
walls consisting of 2—6 layers, the outer diameters of the
synthesized nanotubes are between 8 and 12 nm, while the inner
diameters are found in the range between 4 and 7 nm. They
display high aspect ratio with lengths of a few hundred nanome-
ters.

The NEXAFS spectra were recorded in the transmission mode
with a zone plate objective with an outermost zone width of
40 nm. This allows the study of selected areas of the samples
and reduces the uncertainties due to the presence of impurities.

a)

Beilstein J. Nanotechnol. 2012, 3, 789-797.

Figure 2 shows a few X-ray images of the image stack used to
record the NEXAFS spectra. For absorption spectroscopy it is
necessary to measure two spectra: one spectrum /(E) of trans-
mission through the specimen and another of the incident flux
Iyp(E). The spectrum is obtained as an optical density OD(E) =
—log [I(E)/Io(E)] [33]. A region containing a bundle with a few
(Na,H)TiNTs was used to record the /(E) spectrum, and the
1y(E) was recorded in a bare region of the sample support close
to the sample region (Figure 2). During the measurements the
system was kept in focus, and the alignment of the images was
performed by using a cross-correlation method from the IMOD
tomography package [34].

The titanium L-edge NEXAFS spectrum of the (Na,H)TiNTs
shares common general features with the spectra recorded on
anatase and SrTiO3 (Figure 3): they are composed of distin-

Figure 2: (a) X-ray images at different photon energies E from an image stack recorded on the (Na,H)TiNTs at the U41 beamline by using the TXM.
The NEXAFS-TXM (Ti L-edge (see Figure 3a) and O K-edge (see Figure 5)) spectra were recorded in the area delimited by the rectangle. The spot
indicates the point at which the /|y was recorded. (b) Setup of the NEXAFS—TXM measurements.
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Figure 3: NEXAFS spectra at the Ti L-edge recorded on (1) SrTiO3, (2) (Na,H)TiNTs and (3) anatase. The vertical lines indicate the photon energy of
the first four X-ray images in Figure 2. The inset shows the pre-edge structures in the nanotube spectrum. (b) Ti L-edge spectra of (1) SrTiO3, (2)

(Na,H)TiNTs and (3) anatase calculated with the MCMS method.

guishable peaks in the range between 455 and 470 eV corres-
ponding to excitations of the Ti 2p states into the empty Ti 3d
states [35]. Due to the hydrothermal process used to synthesize
the tubes, the binding energy of Ti 2p photoemission lines are
shifted slightly to lower binding energy, showing that the local
environment around the Ti ions in the (Na,H)TiNTs is different
from that in the anatase-type TiO, (see also Supporting Infor-
mation File 1, Figure S1). The absence of extra peaks or broad-
ening of the Ti 2p photoemission lines suggest that the chem-
ical environment of the Ti ions does not change during the
hydrothermal treatment of TiO;.

The Ti L-edge shows two groups of peaks arising from the spin-
orbit splitting of the Ti 2p core level into 2p;,; (L,-edge) and
2p3 levels (L3-edge), corresponding to Ti(IV) in a tetragonal
structure [36]. These levels are then further split by the strong
ligand field arising from the surrounding oxygen atoms. For
TiOg octahedra, even if distorted, the cubic component domi-
nates the ligand field [37]. The cubic field splits the Ti 3d band
into two sublevels with tys and e, symmetry [38]. In the
following we shall label the Ti 3d states with these approxi-
mate characters for simplicity, even when the exact point
symmetry of the Ti site is much lower than Oy, and so the

degeneracy within the t), and e, groups is lifted, as in the case

of the nanotubes. The sharp L3—ty, feature reflects the weak
interaction between the O 2p orbitals forming directional
“n-type” bonds and the tpg orbitals (dyy, dy; and d,,) pointing
between the oxygen neighbors. Conversely, the O 2p orbitals
form strong directional bonds with the e, orbitals
(dx2 2 and dzz) that point directly towards the oxygen ligands
and, therefore, the line-shape of the eg band is highly sensitive
to the local symmetry around the metal cations [39]. In
Figure 3a, the structure of the L3¢, transition seems to be char-
acteristic of a tetragonal system [36,40,41]. At energies below
the L3-edge, the low-intensity peaks observed in all samples
were reported to arise from the spin-forbidden p3/,—ds/; tran-
sition [38] and are related to particle—hole Coulomb coupling

8].

The most prominent difference between the spectra of the
studied oxides is the value of the energy splitting of the fine
structure in the L3—e, band. From Figure 3a, we can see that
this value is 0, 0.44 and 0.82 eV, respectively, for SrTiO3,
(Na,H)TiNTs and anatase. Kriiger showed that the L3—e, peak
splitting in TiO; is a band-structure effect, which mainly
reflects the connectivity of the TiOg octahedra rather than local
distortions of the individual octahedra [8]. In the SrTiOj3 struc-
ture all octahedra are connected by their corners such that the
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oxygen atoms have coordination 2. In anatase the oxygen atoms
have coordination 3 and connect one corner- and two edge-
sharing octahedra. Considering the value of the energy split of
the L3—€, band evaluated from the NEXAFS spectra, half way
between SrTiO3 and anatase, we can postulate a structure
having oxygen atoms with an average coordination number of
2.5 for our scrolls. The generally accepted model for the struc-
ture of the (Na,H)TiNTs can be described as weakly bent sheets
made of two layers of Ti—-Og octahedra, not stacked in perfect
registry [17]. In this model, the different O sites have one to
four O-Ti bonds with bond lengths ranging between 1.7 and
2.4 A. The average coordination of the O sites is 2.57, in good
agreement with our value. The unit cell has a TigO4 basis with

three nonequivalent Ti sites (see Figure 4).

In order to move beyond the resolution limits imposed by the
experiment, we next perform a series of MCMS calculations [8]
using the structural model “H(1,3)” for H,Ti3O7 given in [17].
The finite-cluster multiple-scattering calculations were done for
a disk of 148 atoms in a single titanate sheet. The atomic data
(phase shifts and radial matrix elements) were calculated from
self-consistent potentials of bulk TiO, anatase [8]. We also
tested potentials of bulk SrTiO3 and obtained only negligible
differences in spectral line shape. The calculated Ti L; 3 spectra
of the (Na,H)TiNTs is shown in Figure 3b along with those of

a) ' ' ' ™ b)
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anatase and SrTiOs. The latter were, for direct comparison,
recalculated here by using the same cluster size (~150 atoms)
and the same atomic potentials as the (Na,H)TiNTs. All calcu-
lated spectra were rigidly shifted by —14.5 eV to match the
experimental energy scale, other computational details are the
same as in [8].

The agreement between experimental and calculated spectra in
Figure 3 is remarkable. All major differences between the
(Na,H)TiNTs spectra and the reference spectra are well repro-
duced in the calculation. In the (Na,H)TiNTs, the L3—tp, lines
and Ly—tp, lines are broader and considerably less intense than
those in the bulk phases. For both L3 and Ly, the tyg—eg split-
ting is reduced, especially as compared to SrTiO3. The weak
pre-edge peaks are much more broadened than in SrTiO3 and
TiO;. As for the L3—e, peak, the calculation gives a more
rounded shape than the data, but the characteristic width (or
splitting) of the peak lies between SrTiO3 and anatase in excel-
lent agreement with experiment.

Further information on the electronic state can be obtained by
the analysis of the O K-edge. Figure 5 shows the O K-edge
NEXAFS spectra of (Na,H)TiNTs and TiO, anatase, the latter
compares well with the literature [38,42]. The peaks A and B
just above threshold correspond to Ti-3d—O-2p antibonding

2
£ .
2| Til
e}
s
3
c
(]
0
IS
g .
® | Ti2

Ti3

T T T T
452 456 460 464 468

photon energy (eV)

Figure 4: (a) Calculated NEXAFS spectra. Ti atoms at different sites of the (Na,H)TiNTs structure (Figure 4b). (b) Ball-and-stick model of one TizO7
sheet of the generally accepted structure of (Na,H)TiNTs [16]. Ti atoms in blue with labels 1-3 for the three nonequivalent sites, and O atoms in red.

Three unit cells are shown in side view (along —b).
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Figure 5: Comparison of NEXAFS spectra calculated by using density
functional theory (red) and O K-edge spectra recorded on anatase and
(Na,H)TiNTs (black).

states. They are mainly of Ti-3d character and split into tg (A)
and ¢, (B) by the octahedral ligand field. The higher energy
peaks (C, D and E) are due to more delocalized states that have
been attributed to the hybridization of O p with Ti sp. In the
(Na,H)TiNT spectrum, peaks A and B have nearly the same
energy positions as in anatase, reflecting the octahedral coordi-
nation of Ti sites in both structures. The only obvious differ-
ence is that the peaks A, B are somewhat broader in the
(Na,H)TiNTs. Much more pronounced changes are observed for
higher energy peaks. In the (Na,H)TiNT spectrum peak C is
strongly suppressed and D is shifted to lower energy such that
these two peaks have merged into a single asymmetric peak.
Peak E is slightly weaker than in anatase. Since the peaks C-E
correspond to hybridization of O p with delocalized states, they
are sensitive to the structural changes around the O sites, rather
than around the Ti sites, as in the case of peaks A and B. The
pronounced difference between the (Na,H)TiTNs and anatase
observed in this spectral region thus indicates a very different
connectivity of the TiOg octahedra. However, the resolution
limits of the NEXAFS-TXM approach do not allow further
discrimination with the spectra based on local structure, and for
this we now turn to the simulations.

Beilstein J. Nanotechnol. 2012, 3, 789-797.

In Figure 5 the O K-edge spectra are compared with density
functional calculations performed in the local density approxi-
mation with the Vienna ab initio package [43,44]. As for the
Ti Ly3-edge, the structural model “H(1,3)” for H,TiO3 of [23] is
used for the (Na,H)TiNTs. As the core hole was found to have a
negligible effect on the O K-edge NEXAFS spectra of TiOj, the
absorption spectra can be modeled by using the O p projected
ground-state density of states (DOS) [42]. The DOS was broad-
ened with a Lorentzian of energy-dependent width, to account
for finite core hole lifetime and photoelectron mean free path
(see the Supporting Information File 1 for details).

The calculated spectra agree very well with the experimental
data. In anatase, all peaks A—E are reproduced both in position
and relative intensity. Importantly, all differences observed in
the (Na,H)TiNT spectrum are also reproduced in the calcula-

tion.

While all oxygen atoms are structurally equivalent in TiO,
anatase, there are seven different oxygen sites in the HyTi307
structure and the measured O K-edge spectrum is an average
over these seven sites. The individual spectra (Figure 6) are
strongly different from each other, reflecting the different local
environment of the O sites. All spectra except O5 and O7 show
essentially the four main peaks A—D of anatase, albeit with
extra fine structure in A and B, shifting of C and D, and consid-
erable intensity variations. The spectra of the hydroxyl atoms
05 and O7 have a distinctly different shape where peaks A, B
are strongly decreased and the dip between B and C is gone.
This shows that the O K-edge spectra are highly sensitive to the
number of H and Ti bonds, and thereby to the connectivity of
the octahedra. In particular, for the non-hydroxyl O atoms, the
A/B intensity ratio is found to be simply correlated with the
O-Ti coordination: A > B for the 2-fold sites 04, 06; A =~ B for
the 3-fold site O8; and A < B for the 4-fold sites 09, O10. Thus,
the A/B intensity ratio at the O K-edge XAS provides a direct
local measure of the connectivity of the octahedra. This finding
can be understood as follows: The O-Ti coordination of a given
O atom equals its number of O-p-Ti-d sigma bonds. These
bonds involve the Ti—e, orbitals and, thus, correspond to peak B
of the O K-edge spectrum. Therefore, the B-peak intensity
increases (i.e., the A/B intensity ratio decreases) with increasing
O-Ti coordination number, as seen in Figure 6.

Finally, the experimental observation that the (Na,H)TiNTs
spectrum appears broader than that of anatase is easily under-
stood as an averaging effect over several oxygen sites with
markedly different bonding properties. Remaining small differ-
ences between the theoretical and experimental (Na,H)TiNT
O K-edge spectrum may be attributed to the fact that the
H;Ti307 model cannot fully account for the three-dimensional
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Figure 6: (a) Contribution to the O K-edge spectrum of oxygen atoms at different sites of the (Na,H)TiNTs structure (Figure 6b). (b) Ball-and-stick
model of H,Ti3O7 [17], the generally accepted structure of (Na,H)TiNTs. Oxygen atoms in red with labels 4—10 for the seven nonequivalent sites, Ti
atoms in blue are labeled 1-3 for the three Ti nonequivalent sites. Hydrogen atoms are in grey.

structure of the nanoscrolls. In the latter, the titanate sheets are
bent and the stacking may slightly differ from the H,TizO7
crystal, which can be expected to influence the position of the
hydroxyl groups [17].

Comparison of precise peak energy allows us to attribute
specific peaks in the experimental O 1s spectrum to different
oxygen locations within the crystal structure. The broader peak
centred at 543 eV is primarily due to oxygen atoms 08, O9 and
010, i.e., oxygen in the layer centre. This is consistent with its
similarity to peak D in anatase. The sharp peak at 531.5 eV, at
the higher energy edge of peak A, is almost uniquely due to O4
and 06, i.c., oxygen atoms at the layer surfaces. Finally, the
weak shoulder visible at 535 eV is seen only in the calculated
spectra for O5 and O7, i.e., the surface hydroxyl groups. Thus
the powerful combination of theoretical simulation with the
high energy and spatial resolution of NEXAFS-TXM allows
unambiguous identification of the presence of different oxygen
bonding within individual layers of the (Na,H)TiNT.

In summary, we have shown that near-edge X-ray-absorption
fine-structure spectroscopy combined with transmission X-ray
microscopy (NEXAFS-TXM) is a powerful technique to

investigate the electronic structure of titanate nanostructures
when supported by multichannel multiple scattering and density
functional theory. Already in one experimental data set several
nanostructures are accessible to gain statistical results. By
analysing the O K-edge and Ti L-edge of titanium-based ma-
terials (TiO,, SrTiO3, (Na,H)TiNTs) we show the effect of the
connectivity of the TiOg octahedra in the electronic states.
(Na,H)TiNTs have an average connectivity between that of
SrTiO3 and anatase, with differences in the splitting of the
Ti L3—eg line and O K-edge peaks =10 eV above threshold.
These peaks correspond to the hybridization of O p with delo-
calized states and are thus particularly sensitive to structural
changes around the O sites. This sensitivity allows direct com-
parison between experiment and simulations and subsequent
assignment of specific peaks and shoulders in the O K-edge to
oxygen in different bonding environments within individual
titanate layers of the nanostructure. The excellent agreement
between the experimental data and the theoretical modelling
confirms the assignment of the (Na,H)TiNT structure to a
layered titanate of the H,Ti,0,,+ family. High-level spectro-
scopic modelling appears to be an important way to extend
further the resolution of NEXAFS-TXM towards the atomic
limit.
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Experimental

Materials

Sodium titanate nanotubes ((Na,H)TiNTs) were synthesized
from anatase TiO, (Aldrich, —325 mesh), and 10 M NaOH(aq)
under hydrothermal conditions at 135 °C. The anatase (Aldrich,
—325 mesh), and SrTiO3 (Alfa Aesar) were used as standard

Characterization
The morphology of the synthesized material was investigated
with a TEM (Jeol 2100, 200 keV).

The NEXAFS spectra were recorded with the TXM installed at
the undulator beamline U41-XM at BESSY II, Berlin.

XPS (X-ray photoelectron spectroscopy) measurements were
also performed in a VERSAPROBE PHI 5000, equipped with a
monochromatic Al Ka X-ray source. The relative amount of
sodium was evaluated to be 12% in accordance with EDS
(11%) [FE-SEM (Carl Zeiss, Supra 35 LV)].

Supporting Information

Supporting Information File 1

Broadening of the O K-edge spectra, comparison of the
XPS Ti spectra recorded on the anatase and on the
(Na,H)TiNTs, and experimental details.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-3-88-S1.pdf]
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Abstract

The most important limitation for a significant increase of the areal storage density in magnetic recording is the superparamagnetic
effect. Below a critical grain size of the used CoCrPt exchange-decoupled granular films the information cannot be stored for a
reasonable time (typically ten years) due to thermal fluctuations arbitrary flipping of the magnetization direction. An alternative
approach that may provide higher storage densities is the use of so-called percolated media, in which defect structures are imprinted
in an exchange-coupled magnetic film. Such percolated magnetic films are investigated in the present work. We employ
preparation routes that are based on (i) self-assembly of Au nanoparticles and (ii) homogeneous size-reduction of self-assembled
polystyrene particles. On such non-close-packed nanostructures thin Fe films or Co/Pt multilayers are grown with in-plane and out-
of-plane easy axis of magnetization. The impact of the particles on the magnetic switching behavior is measured by both integral
magnetometry and magnetic microscopy techniques. We observe enhanced coercive fields while the switching field distribution is
broadened compared to thin-film reference samples. It appears possible to tailor the magnetic domain sizes down to the width of an
unperturbed domain wall in a continuous film, and moreover, we observe pinning and nucleation at or close to the imprinted defect

structures.

Introduction
Perpendicular recording media currently in use consist of ries. A single magnetic bit is stored on the hard disk by magne-
magnetic CoCrPt grains that are exchange-decoupled from each  tizing a small region consisting of several tens of magnetic

other by a thin layer of Si oxide or Ti oxide at the grain bounda-  grains with parallel magnetization either pointing up- or down-
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wards. Increasing areal densities of recording bits, while main-
taining the signal-to-noise ratio, demands a reduction of the
grain size [1]. As a result of the miniaturization, however, the
grain size approaches the superparamagnetic limit, below which
stored information is lost due to thermal fluctuations of the
magnetization. To some extent this problem can be circum-
vented by increasing magnetic anisotropy energy densities
[2-8], but alternative approaches such as tilted magnetic
recording [9], exchange-coupled composite media [10,11],
exchange-spring media [12], or percolated perpendicular media
[13,14] promise storage layers with significantly reduced tran-
sition noise at increased areal densities. In this contribution we
focus on the latter approach: percolated magnetic films.

Such percolated media consist of exchange-coupled magnetic
films with densely distributed pinning centers. In this case the
magnetic stability is determined by the energy needed to
dislodge a domain wall from its pinning site. The principle is
illustrated in Figure 1. Domain walls are pinned at artificial
defects imprinted by nanostructuring techniques. Defects may
consist of an array of voids [15] or, even simpler, of nonmag-
netic nanoobjects, such as particles, optimized with respect to
both mutual distance and rather low filling factor. In that case,
the information-storing layer is subsequently deposited onto the

MYy 4 v ¢ ¥ ¢t 3

substrate

Figure 1: Principle of percolated perpendicular media. The exchange-
coupled film is interspersed by nonmagnetic nanostructures (white
dots) allowing domain-wall (black lines) pinning.

Beilstein J. Nanotechnol. 2012, 3, 831-842.

nanoobjects. In this way, in addition to the exchange-coupled
film in between the objects, magnetic caps are formed on top of
them. As a result, the achievable storage density is determined
by the defect density.

Different preparation techniques have been tested for high
defect densities, i.e., serial e-beam or ion-beam lithography,
nanoperforated templates, polymer structures, or colloids, to
name a few [15-18]. In the present contribution we have chosen
a platform that allows the variation of the relevant parameters
such as nanostructure size and their mutual distance, which are
not easily accessible by the approaches mentioned above. The
technique is based on self-assembly and homogeneous size
reduction of polystyrene (PS) colloids [19] ending up with a
non-close-packed monolayer of colloidal particles, which, in
turn, serves as a template for the subsequent deposition of

magnetic films.

In the following we first discuss the achievements and limita-
tions of the technique. Then the tailoring of the magnetic
switching process is presented for in-plane- and out-of-plane-
magnetized films. Finally, an alternative approach towards
smaller defect structures is introduced. We studied the magnetic
reversal of Co/Pt multilayers with out-of-plane anisotropy
deposited on a more densely packed array of Au nanoparticles.

Results and Discussion

Preparation of percolated magnetic thin films
Percolated magnetic thin films have been prepared by various
techniques [15,16]. One necessary requirement is a homoge-
neous coverage of a given substrate on centimeter length scales.
Such structures can be achieved by self-assembly of PS spheres
[20] and subsequent plasma-assisted etching of these particles
down to the targeted diameter [19]. This approach allows varia-
tions of the distance and the size of the nanostructure by choice
of (commercially available) colloids and the adjustment of the
remaining diameter by total etching time, respectively. Figure 2
presents a scheme illustrating the method for one initial diam-
eter and three final sizes of PS spheres at constant distance
achieved after different plasma etching times, as indicated by
the arrow in Figure 2. Deposition parameters (thickness and
material) of the magnetic film can then be chosen in such a way
that intrinsic properties of the magnetic film result in a domain-
wall width matching the distance of the nanostructure under-
neath. This interplay of nanostructuring and magnetism will be
discussed in the following subsections. First, we present
achievements and limitations of the approach.

Monolayers of PS spheres have been prepared by drop-drying

[21], spin-coating [22], Langmuir-Blodgett deposition or dip-
coating techniques [23]. For PS sizes of 200 nm and below it
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OOOOCOCOC) PS spheres
substrate

plasma etching time

WW“

film deposition v

mm“

Figure 2: Schematics of the sample preparation. Self-assembled, close-packed monolayers of PS spheres are deposited on a substrate. Isotropic
oxygen-plasma etching results in the homogeneous size reduction of PS particles. Finally, a magnetic film is deposited onto the substrates and

capped by a thin Pt layer for oxidation protection.

turned out experimentally that a homogeneous monolayer free
of large spare, double or multilayer subregions (a prerequisite
for integral magnetic characterization) can be achieved best by
dip coating. For this purpose, Si substrates were used after
hydrophilization in oxygen plasma, resulting in SiO, layer
thicknesses of about 5 nm. Commercial PS spheres [24] of
average initial diameter of 190 or 95 nm were diluted to 1% w/v
in purified water followed by dip-coating at a retraction velocity
of typically 1 mm/min. Note that all parameters are slightly
adjusted for each PS suspension. One general limitation is that
the degree of hexagonal order of PS spheres becomes worse for
smaller particle sizes due to the broadening of the relative size
distributions of the colloids. This effect, however, plays a minor
role in the context of the present work, since domain wall
pinning, nucleation, and propagation are related to the nanos-
tructure size and distance and in the simplest approximation not

to the degree of hexagonal order.

The homogeneous size reduction of close-packed monolayers
was performed by isotropic oxygen plasma etching at a constant
pressure of about 7 Pa and ambient temperature. Details can be
found elsewhere [19,25]. The applied conditions resulted in
typical etching rates of 6—8 nm/min maintaining both the spher-
ical shape and the initial position of the PS particles. Figure 3
presents results of the etching process for 190 and 95 nm parti-
cles as a function of etching time in panels (a) and (b), respect-
ively. The diameter of particles constantly shrinks during the
etching process as indicated by the linear fits. It is worth noting
that the homogeneity of the etching process can be improved by
an annealing step at 75 °C for 2 h at an intermediate diameter
for surface smoothing, as shown by the circles in Figure 3b.
This, however, enhances the etching rate by a factor of three.
The etching technique is by no means restricted to 200 nm PS
particles or below and can easily be adapted to larger initial
sphere diameters, which are, however, not the focus of the

present work.

After the preparation of the non-close-packed PS nanostructure,
subsequent growth of magnetic films can be carried out in stan-
dard deposition chambers under ultrahigh-vacuum conditions.
The percolated magnetic films discussed below were deposited
either by pulsed laser ablation (Fe films) or e-beam evaporation
(Co/Pt multilayers). For preparation details see, e.g., [25,26].
Panels (c) and (d) in Figure 3 show top-view scanning electron
microscopy (SEM) images of Fe films (thickness # = 11 nm)
deposited on top of d =35+ 8 nm and d = 50 + 8 nm particles at
a distance of @ = 95 = 7 nm, respectively. Note that 1-3 nm Pt
capping layers were used for oxidation protection. PS particles
can be clearly seen while the Fe film exhibits contrast preferen-
tially in cross-section SEM images. The cross-section SEM
image Figure 3e, however, unambiguously reveals the
morphology of the percolated Fe film. While between the
35 nm particles a smooth film grows on Si/SiO, substrates, Fe
caps can be easily identified. Remarkably, Fe caps are in
contact with the film between the colloidal spheres, although
the deposited film thickness (11 nm) is small compared to the
average particle diameter of d = 35 nm. Note that PS spheres
including the magnetic caps on top may also be removed by
chemo-mechanical polishing leading to a void structure, which
may potentially be used as 2-D artificial spin-ice systems [27].
In the following, however, we focus on percolated films with
magnetic caps present. In summary, the described fabrication
delivers a percolated magnetic film, from which strongly modi-
fied magnetic properties can be expected as compared to an
unstructured reference film. Magnetic studies following the
above approach are presented for in-plane- and out-of-plane-

magnetized films in the next two subsections, respectively.

Alternatively to film deposition on size-reduced PS particles for
percolated magnetic films, one may use self-assembly of inor-
ganic spheres, such as Au nanoparticles, for nanostructuring.
Commercially available Au colloid solutions with particle sizes

of 60 and 40 nm have been used to prepare monolayers of self-
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Figure 3: Size reduction of PS spheres as a function of etching time in isotropic oxygen plasma at ambient temperature for an initial particle diameter
of (a) 190 = 3 nm and (b) 95 + 8 nm. Details are given in the text. Panels (c) and (d) show top-view SEM images of percolated Fe films deposited on
size-reduced PS spheres of d = 35 + 8 nm and d = 50 + 8 nm at distance a = 95 + 7 nm, respectively. The cross-section SEM image in (e) clearly
reveals the magnetic-cap structure on PS spheres at film thickness ¢ = 11 £ 1 nm on Si/SiO5 substrates. Panels (a) and (b) are reproduced with

permission from reference [19] — Copyright 2009 Wiley.

assembled Au particles on thermally oxidized Si(100) substrates
[28]. The Au colloid solution was diluted with pure ethanol in
the volume ratio of 2:1. A volume of 60 puL of such solution
was dispersed onto the substrates and dried under ambient
conditions in a covered box to prevent air flow (see [29] for
details). The arrangement of the nanoparticles in the islands was
investigated by SEM. Due to the low particle concentration in
the colloid solution they form a number of irregularly shaped
islands, which extend over several tens of microns. Figure 4
presents two SEM micrographs of such samples with Au
nanoparticle arrangements with particle diameters of 60 and
40 nm, respectively. The 60 nm sized particles arrange in a
hexagonal close-packed order, only disturbed by particles of
slightly different size. The 40 nm particles do not order as well
as those with 60 nm diameter. Voids with sizes of about 10 to
20 nm are formed in between Au particles. On the one hand,
this approach allows significant reduction of the average dis-

tance of nanostructures as compared to the PS colloids; on the

other hand the homogeneity of coverage is strongly reduced.
The impact of these differences on the magnetic behavior of the
percolated film is discussed in the following sections.

(a) 60 nm

Figure 4: SEM images of monolayer assemblies of commercial Au
nanoparticles with (a) 60 nm diameter and (b) 40 nm diameter on Si/
SiO; substrates.

After preparation, the Au particle assemblies were introduced in

a molecular beam epitaxy (MBE) chamber equipped with an
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e-beam evaporator loaded with Co and Pt (purity greater than
99.99%). The multilayer stack [Co(0.3 nm)/Pt(0.8 nm)]g was
deposited on a 5 nm thick Pt buffer layer. An additional 3 nm
thick Pt cover layer was deposited to protect the samples from
oxidation. The deposition of the metal films was performed
simultaneously on particle assemblies as well as on planar

substrates for reference.

Magnetic switching in percolated Fe films

The impact of such percolated structures as a function of thick-
ness ¢, the remaining diameter of particles d and the average
center-to-center distance a on the magnetic reversal was investi-
gated by integral superconducting quantum interference device
(SQUID) magnetometry. Figure 5a compares in-plane
hysteresis loops of a percolated film (¢ = 95 nm, d = 66 nm, ¢t =
17 nm) and a simultaneously prepared thin-film (¢ = 17 nm)
reference sample on Si/SiO;, substrate at ambient temperature.
While the thin Fe film has a narrow and steep hysteresis with
high remanent magnetization with respect to the saturation

Beilstein J. Nanotechnol. 2012, 3, 831-842.

magnetization, and small coercive field, the percolated Fe film
of identical thickness exhibits a strongly enhanced coercive
field of Hc = 250 Oe. Moreover, the hysteresis is more
S-shaped with slightly reduced remanent magnetization and
large saturation field of about 3000 Oe as compared to the refer-
ence. Such behavior can be attributed to domain wall pinning,
presumably at the locations of the particles. For deeper insights
into the switching process, however, it is necessary to apply

magnetic microscopy techniques, as discussed below.

Using integral characterization techniques, such as SQUID
magnetometry, it is convenient to determine the coercive field
Hc as a function of the geometric parameters ¢, d, and a of the
samples, as shown in Figure 5b—d, respectively. In panel (b) Hc
is displayed as a function of the film thickness ¢ for different
remaining particle diameters. All samples were prepared from
PS spheres with an initial diameter of a = 95 nm. The coercive
field is found to be larger in all samples compared to the refer-
ence films having Hc < 10 Oe. It is apparent that H¢ has a grad-
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Figure 5: (a) Magnetic hysteresis loops of a percolated Fe film (a = 95 nm, d = 66 nm, t = 17 nm) and a thin-film reference sample taken in the
in-plane geometry at ambient temperature. Panel (b) shows the experimental coercive field as a function of Fe layer thickness t for different diame-
ters d of PS spheres at a distance a = 95 nm. Dotted lines are guides to the eye. In (c) Hg is presented as a function of d at a = 95 nm for two layer
thicknesses t. In panel (d) the coercive field is displayed as a function of the sample periodicity a for PS sphere diameter d = 0.5a and optimized Fe
film thickness t = d/5. Additionally, the experimentally determined domain wall width & = 74 nm of continuous Fe films is marked.
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ually shifting maximum moving from about # = 10 nm for d =
37 nm towards ¢ = 16 nm for d = 73 nm. This indicates that the
optimum pinning effect has to be adjusted for each individual
set of parameters ¢, d, and a. The appearance of a maximum H¢
can be explained as follows: For small thicknesses ¢ the samples
consist of films with non-magnetic holes inside and exchange-
decoupled Fe caps on top of the PS particles. In this limit the
cap structures have a minor influence on the integral magnetic
reversal behavior of the film. Consequently, the switching is
dominated by the film reversal, where the small holes, which
eventually pin domain walls, will lead to an enhancement of the
coercive field to Hc = 45 Oe as compared to the reference.
Above a certain thickness, film and caps form an exchanged-
coupled magnetic structure as shown in the cross-section SEM
image in Figure 3e. In this case, domain-wall pinning is
expected to be reduced. For larger particle diameters a larger
film thickness ¢ is necessary to grow an exchanged-coupled
percolated sample. In this way the rise and the shift of H¢ can
be explained qualitatively. For thicker films, however, the
sample morphology appreciably changes towards a rippled, but
rather continuous film leading to decreased coercive fields. The
pinning effect is further investigated as a function of particle
diameter d for two thicknesses £ = 11 nm and ¢ = 20 nm as
shown in Figure 5c. We observe a gradual increase of H¢ up to
280 Oe for # = 11 nm, while Hc of the thicker film lags behind
probably due to the minor impact of thicker films on the

magnetic switching, as discussed above.

The strongest influence of the imprinted nanostructures on the
magnetic switching behavior may be expected when the diam-
eter and/or distance matches a magnetic length scale such as the
domain wall width of unperturbed films. In such a case,
growing domains would experience the largest resistance while
for even smaller periods a strongly distorted domain pattern can
be expected. To elucidate such correlations we vary the inter-
particle distance a while etching their diameter to d = a/2 and
adjust the film thickness to ¢ = d/5. Parameters were chosen
in such a way as to guarantee a pinning effect close to its
maximum as expected from Figure 5b. The results are shown in
Figure 5d for periods between 60 and 180 nm. Although only a
limited number of experimental points are available due to the
complicated sample processing in this case, we expect the
highest coercive field for this set of parameters in the interval
between 60 and 100 nm. This finding can be compared to the
experimentally determined, unperturbed Fe domain wall width
as measured by scanning transmission X-ray microscopy
(STXM).

For a deeper understanding of the micromagnetism, selected
samples were investigated by STXM at the PolLux beamline at
the Swiss Light Source, Paul-Scherrer-Institute in Villigen,
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Switzerland. The setup has been presented in detail elsewhere
[30]. Percolated Fe films were prepared on commercial SizNy
membranes (thickness 100 nm) in-line with the description for
Si/Si0, substrates above. Two Fe-L3 images were measured by
scanning the sample with left and right circularly polarized
light. The ratio of the two images reveals the magnetic domain
structures at a resolution of better than 25 nm at the PolLux
beamline. Sensitivity to in-plane magnetization of Fe films in
the remanent state was achieved by tilting the sample normal by
30° with respect to the propagation direction of X-rays. Before
imaging at ambient temperature, the samples were demagne-
tized by decreasing alternating fields in the horizontal in-plane
direction.

A small fraction (a few percent) of the surface that is free of
particles is typically found on samples prepared by dip-coating.
In these areas the domain pattern of unperturbed films can be
directly measured on one and the same sample. While typical
domain sizes are in the range of 5-10 pm?, we determined the
domain wall width d of a continuous Fe film as 6 = 74 = 21 nm
by a number of line scans across a domain wall of maximum
contrast (not shown). This value is in good agreement with the
thickness of the Bloch domain wall in Fe, which is about 80 nm.
Furthermore, the thickness of the domain wall corresponds to
the estimated period a = 60—100 nm in percolated Fe films
(with 5¢ = d and 2d = a) giving a strong hint to the correlation of
the distance between the nanostructures with the intrinsic
domain wall width & for the largest coercive fields due to

magnetic pinning.

The magnetic domain pattern was measured in more detail for a
percolated Fe film with nominally @ = 95 nm, d = 35 nm, ¢ =
18 nm. The parameters were chosen in such a way that the
maximum field available in the setup (300 Oe) was sufficient to
switch the magnetization of the sample. Figure 6a presents a
single STXM image taken with right circularly polarized light.
Some particles are clearly visible in the upper part of the sample
while magnetic contrast of domains is directly observable.
Enhancement of the magnetic signal can be achieved by divi-
sion of STXM images taken with opposite helicities of X-rays
at the price of losing the particle contrast almost completely.
This is demonstrated in Figure 6b. The magnification in
Figure 6¢ reveals the actual sample morphology. Starting on the
lower left of the image the faint contrast visible in single
domains is produced by 35 nm particles at @ = 95 nm while on
the upper right some hundred larger particles have self-assem-
bled with a period of 150—170 nm. In our experiments, such
demixing effects of a small contamination of larger particles are
often observed during self-assembly. The fraction of larger
particles was estimated by large-scale SEM imaging and was

found to be well below 0.1%. Taking equal etching rates for the
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Figure 6: (a) Scanning transmission X-ray microscopy images of Fe films taken with right circularly polarized light at the Fe-L3 edge show PS parti-
cles as well as magnetic contrast in the film after sample demagnetization. Panel (b) presents the XMCD image of the identical sample spot. In (c) an
XMCD image at higher resolution is shown revealing two regions (lower left and top right) of different PS particle diameters. The underlying domain

sizes appear strongly varied in these regions.

95 nm and approximately 160 nm particles, as suggested by the
data presented in Figure 3, the upper right area reveals the ratio
d/a =100 nm/160 nm = 0.63 while in the lower left area we set
d/a = 0.37. Based on the drastic difference in the diameter-to-
period ratio and the results shown in Figure 5 we expect a much
stronger pinning effect of the percolated film at larger d/a ratio.
In the extreme, this may result in domain patterns with a
minimum size as small as the distance between two particles.
This feature is observed in Figure 6 indicated by the parallel red
lines.

Magnetic switching in percolated perpendicu-

lar media

The concept of percolated perpendicular media is tested by film
deposition onto size-reduced PS particles with @ = 180 nm and
d =40 nm and a planar reference sample. Note that for such
small nanostructures prepared from particles initially spaced at
180 nm the spherical shape is not maintained and rather
semispheres are formed on the Si/SiO; substrate [25]. A
[Co(0.3 nm)/Pt(0.8 nm)];, multilayer stack with an effective
perpendicular magnetic anisotropy of 0.3 MJ/m? [31] has been
deposited by alternating evaporation from pure Co and Pt
sources by e-beam evaporation under ultrahigh vacuum condi-
tions at ambient temperature. For integral characterization polar
magneto-optical Kerr effect (MOKE) magnetometry with a spot
size of about 100 um was used to investigate magnetic
switching (details are given in reference [25]). For this sample,
with structure sizes of 40 nm at a distance of 180 nm, the contri-
bution of magnetic caps to the MOKE signal is small due to the
reduced filling factor and the stronger scattering of the reflected
laser beam off the particle caps. The planar reference film
shows a sharp switching at a coercive field of py'Hc =290 mT
and full remanent magnetization, indicating a reversal process
dominated by the nucleation and subsequent propagation of
domain walls [32].

The domain pattern of the sample has been recorded by atomic
and magnetic force microscopy (AFM and MFM) after demag-
netization in a perpendicular field. While in AFM mode the
40 nm dots were clearly resolved, the magnetic structure of the
Co/Pt multilayer showed domain sizes of about 200 nm. More-
over, every single cap structure is in a single-domain state and
decoupled from the film in between the particles. It turned out
that magnetic domain walls correspond to the positions of the
particles, this being the energetically favored configuration. For
deeper understanding of the magnetic reversal process, in-field
MFM in a custom-built setup using the constant-height mode
was employed [33]. Figure 7 presents the switching process
after saturating the sample in positive field perpendicular to the
sample plane. The particle positions are displayed by circles as
provided by an AFM prescan. The color code shows whether
the particle cap has switched (orange) or not (purple). It is
obvious that the nucleation of domains starts at about =210 mT
close to the particle positions as displayed in Figure 7a and
Figure 7b. Interestingly, the first magnetic caps already switch
at this low field. The reversal mode of the film, however, is still
dominated by domain-wall propagation. This can be easily
identified when tracking the reversed areas in Figure 7b—g, and
the domain walls preferentially stop at or close to the particle
positions, i.e., domain walls are pinned at the defect sites. We
do not observe strong exchange coupling between film and
caps, since the majority of caps still remains in the initial state
while the film is completely reversed (cf. Figure 7i). Thus, it is
likely that magnetostatic interactions are important here leading
to a strongly broadened switching field distribution (SFD) and a
significantly enhanced coercive field. The most important
contribution to the SFD is the nucleation field of individual
magnetic caps, which is defined by its local magnetic
anisotropy, size and shape. Thus, any size distribution of parti-
cles directly leads to the broadening of the SFD. From add-
itional MFM investigations as a function of the external field,
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Figure 7: (a—i) MFM images of the same spot taken in different perpendicular fields after driving the sample to the positive saturated state at +1.6 T.
Switched magnetic caps are indicated by dashed orange circles, while purple circles mark the unaffected caps. Panels (a) and (b) are two scans at
identical field showing the growth of nucleated domains in the direction of the external field. This process is either thermally activated or induced by
the tip. The figure has been reproduced with permission from [25] — Copyright 2009 Institute of Physics.

the hysteresis loops of the magnetic caps and the film can be
separated by counting the number of switched caps and calcu-
lating the ratio of bright and dark contrast in the film region (see
reference [25] for details). For the magnetic caps, this approach
yields py-Hc =450 mT and a broad SFD around 500 mT for the

sample shown in Figure 7. Moreover, due to the low filling
factor of defects, one expects that the MFM-extracted film
hysteresis loop is similar to the hysteresis measured by integral
techniques such as MOKE. Indeed, this has been demonstrated
in reference [25].
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Magnetization reversal in arrays of spherical
gold particles capped with Co/Pt multilayers

An alternative approach towards realizing percolated perpen-
dicular media is the deposition of magnetic films with out-of-
plane anisotropy on a densely packed array of hard spheres.
This method was tested by growing a [Co(0.3 nm)/Pt(0.8 nm)]g
multilayer stack (sandwiched between 5 nm Pt buffer layer
and a 3 nm Pt capping layer) on commercially available Au

nanoparticles as described above.

The structure of the magnetic multilayer on the nanoparticles
strongly influences its magnetic properties. By means of SEM
and cross-sectional scanning transmission electron microscopy
(STEM) investigations, it was found that, independent of the
particle size, the multilayer (with a nominal thickness of
16.8 nm) follows the curvature of the particle array (Figure 8a).
By electron energy loss spectroscopy (EELS) along the line
displayed in Figure 8a, the Co content was probed by using
intensity profiling of the Co-L3 > edges. Figure 8b shows the Co
signal, as well as the dark field (DF) intensity along the line
scan. From the EELS line scan, Co is found to be present in the
film material filling the contact region between the neighboring
particle caps, suggesting that those caps are magnetically
connected across the contact region, and form a continuous
magnetic layer on top of the particle array [29]. Although no
quantitative analysis of the amount of Co at the interconnection
region was possible, exchange coupling between the particle
caps is expected even if the multilayer structure of the Co/Pt
film were disturbed, since Co—Pt alloys are ferromagnetic
at room temperature down to a Co concentration of about
15 atom % [34].

MOKE remanence curves were measured by saturating the
sample, subsequently applying a reverse field and recording the
remanent magnetization (Figure 9). The angle 6 of the external
magnetic field with respect to the sample normal was varied
between 0 (perpendicular to the substrate plane) and 90° (in the
substrate plane) without changing the polar detection geometry,
thus allowing an angular-dependent study of the integral
magnetic signal. The remanence curves taken on the samples at
a field angle 6 = 0° show that the switching field of the refer-
ence sample is as large as 2.4 kOe with rather narrow SFD. The
switching field is substantially increased for the multilayers
grown on nanoparticle arrays, and the SFD is significantly
broadened compared to the reference sample. Considering the
morphology of the magnetic film on the nearly densely-packed
Au particles, one can understand this finding qualitatively: the
rims around the particles act as sites for preferential domain-
wall nucleation, while the pinning effect rather occurs in
between particles, acting as defects here. The interplay of both
effects may lead to the local stabilization of a magnetic domain
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Figure 8: (a) DF-STEM image of 40 nm Au nanoparticles capped with
a magnetic Co/Pt multilayer. Panel (b) shows an EELS line scan taken
at the contact region between the two particles along the solid line

shown in (a). The figure has been reproduced with permission from
reference [29] — Copyright 2009 EUCEMAN.

in an individual particle cap. The broadening of the SFD is
mainly attributed to the particle size distribution as well as to
the magneto-static coupling between the neighboring caps in the
array [35,36].

Increasing the angle 6 results in a gradual increase of the
switching field of the reference sample (Figure 9b) as expected
for a strongly exchange-coupled magnetic film according to
Kondorsky's model of depinning 180° domain walls (dashed
line) [37]. The magnetic caps on arrays of 40 and 60 nm parti-
cles are found to be single-domain [29]. For a small, homoge-
neously magnetized nanostructure in a single-domain state, a
coherent rotation process with a Stoner—Wohlfarth angular
dependence [38] is expected (dotted line in Figure 9b). The
magnetic caps, however, show only a weak angular depend-

ence of the switching field with a small increase at high angles.
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Figure 9: (a) MOKE remanence curves for Co/Pt multilayers grown on
a planar substrate as well as on arrays of Au nanoparticles of 40 and
60 nm diameter. (b) Angular dependence of the switching field for the
samples. The values beyond 60° for 60 nm particles and beyond 70°
for 40 nm particles are not plotted, since the samples were not satu-
rated in the available field. The figure has been reproduced with
permission from reference [29] — Copyright 2009 EUCEMAN.

This deviation can be understood, in part, by taking into account
the distribution of easy axes within the nanocaps following the
surface curvature. This necessarily leads to a rather incoherent
magnetization reversal process in an individual cap [39], which

has also been demonstrated by micromagnetic simulations [32].

Conclusion

On the way towards alternative magnetic storage media, we
have tested possible realizations of percolated media, consisting
of magnetic films on top of periodic nanostructures. Such struc-
tures, realized by particle self-assembly techniques are able to
effectively pin magnetic domains at the imprinted particle-
induced defect structures. We generally observe enhanced coer-
cive fields while the switching-field distribution is broadened
compared to their continuous film counterparts.

In the first part of this contribution we presented results on

nanostructuring techniques such as the self-assembly of PS
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particles and subsequent plasma etching ending up with well-
separated nanostructures with adjustable sizes and distances. A
linear dependence of the particle size with etching time has
been observed down to particle sizes of 25 nm starting from
initially 95 and 190 nm PS particles, respectively. Alternatively,
the Au nanoparticles deposited on planar substrates may act as a
nanostructuring material, which generally allows smaller
distances of nanostructures, albeit with strongly reduced vari-

ability of diameter and interparticle distance.

On these nanostructures we deposited magnetic thin films with
in-plane (Fe) and out-of-plane (Co/Pt multilayers) orientation of
the magnetization under UHV conditions, respectively.
Thereby, the film thicknesses have been adjusted to the height
of the nanoparticles or below leading to an exchange-coupled
film with magnetic cap structures grown on the particles in
contact with the film. For thin Fe films, studies of the integral
magnetic hysteresis as a function of film thickness, distance and
size of the particles have demonstrated that strong magnetic
pinning can be established at ambient temperature. In the
extreme, we find a strongly enhanced coercive field Hc up to
280 Oe compared to Fe thin-film reference samples of identical
thickness (Hc < 10 Oe). Further studies of the domain configur-
ation by scanning transmission X-ray microscopy have
provided first evidence that the particles (with magnetic caps)
effectively decrease the domain size, if the distance, diameter,
film thickness and magnetization are properly chosen. In this
way it is possible to corral an individual magnetic domain in
between a number of neighboring dots. Note that the optimum
parameters are not completely independent and the strongest
magnetic pinning cannot be unequivocally predicted on the
basis of the presented experiments, since exchange-coupling to

the magnetic caps is critical and difficult to control.

In a second study, we investigated the impact of such size-
reduced colloidal nanostructures on film/particle systems with
out-of-plane anisotropy. The magnetic reversal mode was
strongly altered compared to the thin film reference. By detailed
MFM investigations we have shown that magnetic domains first
nucleate at particle positions and propagate further until pinning
eventually occurs at the next particle position, i.c., a defect in
the film morphology. Thus, this feature can be exploited to limit
the domain size in between a lateral arrangement of defects on
the nanoscale, which is the essential requirement for realizing
percolated perpendicular media. However, the density of parti-
cles still has to increase towards periodic structures with inter-
particle distances below 20 nm. In turn, hard magnetic alloys
such as FePt or CoPt have to be used for smaller defect periods.

Such a further reduction of size has been tested by self-

assembly of 40 nm Au nanoparticles and subsequent deposition
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of Co/Pt multilayer films on top. Although magnetic exchange
coupling between the caps in the array is expected, the magnetic
caps are found to be in a single-domain state. In this respect, it
is very likely that the differences in activation volume for nucle-
ation and depinning of domain walls at defect sites induced by
the underlying particle template alter the magnetic reversal
mechanism.

In summary, the applied nanostructuring methods have proven
very effective in limiting domain sizes by pinning domain walls
at defect structures for both in-plane- and out-of-plane-magne-
tized thin films, as demonstrated by integral magnetometry and
magnetic microscopies. The individual, local switching field
can be tuned by adjusting the dimensions of the nanostructures
and the film parameters. However, it turned out that nearly
perfect homogeneity is necessary to achieve a narrow and
predictable switching-field distribution. Further reduction of the
nanostructure dimensions and the use of highly anisotropic ma-
terials are necessary to be competitive with storage media

employing percolated perpendicular media.
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We report on the synthesis and magnetic characterization of ultralong (1 cm) arrays of highly ordered coaxial nanowires with nickel

cores and graphene stacking shells (also known as metal-filled carbon nanotubes). Carbon-containing nickel nanowires are first

grown on a nanograted surface by magnetron sputtering. Then, a post-annealing treatment favors the metal-catalyzed crystalliza-

tion of carbon into stacked graphene layers rolled around the nickel cores. The observed uniaxial magnetic anisotropy field oriented

along the nanowire axis is an indication that the shape anisotropy dominates the dipolar coupling between the wires. We further

show that the thermal treatment induces a decrease in the coercivity of the nanowire arrays. This reflects an enhancement of the

quality of the nickel nanowires after annealing attributed to a decrease of the roughness of the nickel surface and to a reduction of

the defect density. This new type of graphene—ferromagnetic-metal nanowire appears to be an interesting building block for spin-

tronic applications.

Introduction

Magnetic nanowires have been widely investigated during the
last two decades for fundamental physics [1-7], and nano-engi-
neering [7-10]. The various properties of these nanostructures
make them very interesting as building block materials for

applications in spintronics [8,11], nanobiotechnology [9,10],

and for the development of magnetic storage media [12].
Despite a long history of study devoted to the development of
different fabrication strategies with a predilection for template
methods [1-12], ferromagnetic nanowires still suffer from their

relatively short length, which cannot reach up to the macro-

846

O


http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:Pierre-Yves.Tessier@cnrs-imn.fr
http://dx.doi.org/10.3762%2Fbjnano.3.95

scopic scale. In addition, the manipulation of such one-dimen-
sional (1D) nanostructures is often considered as a complicated
process and a barrier for a simple integration of nanowires into

electrical devices.

The past few years have witnessed the rise of graphene as an
extraordinary functional material with unique properties [13-
16]. This material is one of the best candidates that can be used
for the development of electronics, sensors, and energy-related
devices [17-19]. The combination between the electrical prop-
erties of graphene and the magnetic properties of 1D ferromag-
netic nanostructures would offer wide prospects for spintronic
applications. Fabricating coaxial nanowires with ferromagnetic
cores and graphene stacking shells is an elegant way to combine
the unique properties of these two materials [20-23]. In addi-
tion, similar to a polymeric layer covering a magnetic nanowire
[7], and considering the efficient protection of a single graphene
layer [24], the stacked graphene layers (i.e., the shell) wrapping
the nanowires could be considered as an outstanding shield
protecting the metal cores against oxidation. Core—shell
nanowires consisting of metal cores and graphene stacking
shells, also known as metal-filled carbon nanotubes, are in
general produced by chemical vapor deposition (CVD) [20-23].
Such a technique allows accurate controlling over the character-
istics (i.e., density, length, tube diameter, etc.) of the vertically
grown metal-filled nanotubes. Despite this accurate growth
control, CVD does not allow the growth of metal-filled
nanotubes with a length up to the macroscale while retaining an
excellent alignment. Additionally, in some cases the metal is
found to be discontinuous inside the tubes [20].

In a previous study, we demonstrated the possibility to synthe-
size an array of aligned Ni nanowires on a patterned silicon
surface [25]. In this letter we present a simple and efficient
method to prepare an array of highly ordered coaxial nickel/
graphene-stacks core—shell nanowires with a length up to 1 cm.

Before annealing: C—Ni nanowire array

Beilstein J. Nanotechnol. 2012, 3, 846-851.

The process involves the deposition of nickel nanowires
containing a low amount of carbon (3 atom %) by a hybrid sput-
tering technique [26] on a patterned silicon substrate consisting
of periodic nanograting structures (Figure 1, left) prepared by
laser interference lithography coupled to deep reactive-ion
etching [27]. After the deposition, in order to form stacked
graphene layers rolled around the nickel nanowires (Figure 1,
right), the carbon-containing nickel (C—Ni) nanowires were
thermally annealed at 400 °C for 60 min (details concerning the
selection of the annealing conditions are presented in
Supporting Information File 1).

Results and Discussion

The SEM micrographs of the post-annealed carbon-containing
nickel nanowires (Figure 2) show the organization and align-
ment of these nanostructures on the top surface of the silicon
nanogrates. The nanowires have a homogenous morphology
with a mean diameter of =145 nm (corresponding to the width
of the grates) and a length up to 1 cm (corresponding to the size
of the substrate). The preferential growth of nickel on the top
surface of the grating structures can be mainly attributed to the

Nanowire

—————

pHoueu I

Figure 2: SEM micrographs of the post-annealed carbon-containing
nickel nanowires on silicon nanograted structures. Cross section (a)
and plan (b) view.

After annealing: coaxial nanowire array

WS EESiO, [CIC-Ni [INi 8 Graphene

Figure 1: Schematics of the carbon-containing nickel nanowire array before (left) and after (right) post-annealing for 1 h at 400 °C.
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following mechanisms: (i) the low directionality of the deposi-
tion process; (ii) the low width of the nanotrench separating two
subsequent nanogrates; and (iii) the high depth-to-width ratio of
the trenches (here, typically 12) [25,28].

In order to prove that these nanowires have a core—shell struc-
ture with a nickel core and graphene stacking shell, they were
placed on a carbon-coated copper grid and their surfaces were
examined by TEM (Figure 3a). A typical high-resolution TEM
micrograph of the surface of a nanowire is presented in
Figure 3b. The TEM analysis reveals the presence of a few
graphene stacked layers (ca. 12) with a low nanotextural order
neighboring the nickel nanowire surface. The interlayer dis-
tance of two adjacent graphene layers, evaluated from the high-
resolution TEM micrograph, was about 0.347 nm. This value is
very close to the interlayer distance of two graphene mono-
layers in graphite (0.335 nm). The presence of the graphene
stacks was further demonstrated by electron diffraction
(Figure 3c). The obtained diffraction pattern was very similar to
the one recorded on Ni-filled carbon nanotubes that we synthe-
sized in a previous study by thermal annealing of Ni nanowires
organized in an amorphous carbon film [29]. Thus, although the
synthesis method developed in this work is completely different
to the one used in our previous study [29], the nanostructures
obtained with both methods exhibit a similar crystalline struc-
ture.

Indeed, in both cases only the 002 reflections corresponding to
crystalline hexagonal graphite were present [29,30]. They
appear as arcs instead of rings due to the anisotropic nanotex-
ture in the analyzed area [30]. The 004 reflections and Ak bands
(i.e., 10 and 11 bands of turbostratic carbon) are probably
absent due to the low number of analyzed stacked graphene
layers. The other rings observed on the diffraction pattern are
attributed to face-centered cubic (fcc) nickel. The formation of
the stacked graphene layers results from the phase separation
and the nickel-catalyzed crystallization of carbon by thermal
annealing. During the post-annealing stage of the carbon-
containing nickel nanowires, the carbon atoms diffuse and
homogenously dissolve in the nickel phase [31,32]. As the limit
of the solid solubility of carbon in the nickel phase is reached
during the cool-down step, the carbon atoms precipitate into
graphene stacked layers on the free surface of the nanowires.
This mechanism has been recently used for the synthesis of a
few layered graphene sheets [31,33,34].

The magnetic behavior of the nanowire arrays after post-
annealing has been investigated at 300 K by using a Quantum
Design SQUID magnetometer. The in-plane magnetization
hysteresis loops were measured for an applied field parallel
(black curve) and perpendicular (red curve) to the wire axis

Beilstein J. Nanotechnol. 2012, 3, 846-851.

-
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Figure 3: (a) TEM micrograph of a coaxial nanowire as prepared on a
silicon nanograted structure. (b) High-resolution TEM micrograph
showing the presence of several stacked graphene layers wrapping
the nickel nanowire. (c) Selected-area electron diffraction pattern
recorded on a single wire. The 002 reflection indicated in (c) is attrib-
uted to graphitic carbon.

(Figure 4). The saturation fields, measured in both configura-
tions, were found to be almost equal to the ones obtained for the
as-grown C—Ni nanowires before annealing (Table 1 and
Supporting Information File 1, Figure S3). The smaller satura-
tion field (Hé| = 1500 Oe) and the larger squareness (M,/Mg =
0.4) when the external magnetic field is applied parallel to the
nanowire axis, compared to the perpendicular configuration
(roughly Hg- = 3100 Oe and M,/M; = 0.14), indicate that the
nanowire array exhibits a preferential magnetic orientation

along the wire axis (i.e., easy axis parallel to the nanowires).

In the case of polycrystalline ferromagnetic nanowires, such
uniaxial magnetic anisotropy originates from the shape
anisotropy resulting from the very high aspect ratio of these
nanostructures [7,35-43]. Concerning the coercive field, it is
slightly higher (Hg =32 Oe) when the external magnetic field
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Figure 4: (a) Normalized hysteresis loops of the coaxial nanowire
array measured at 300 K with an applied magnetic field parallel (black
curve) and perpendicular (red curve) to the wire axis. Panel (b) is a
magnified region of (a).

is applied parallel to the nanowire array, than the one measured
for the perpendicular configuration ( Hé—= 21 Oe). It can be seen
that the measured values are very low compared to the ones
reported in literature for nickel nanowires with the same diam-
eter (roughly 350 Oe) [3].

Here, for nickel nanowires with a 150 nm diameter, a multido-
main configuration is expected. Indeed, this diameter is signifi-
cantly larger than the exchange length A, and the domain wall
width Ay, whose values for nickel are about 20 and 90 nm, res-
pectively [44]. Moreover, the small gap of about 100 nm

Beilstein J. Nanotechnol. 2012, 3, 846-851.

between two subsequent nanowires can promote dipolar
coupling between the wires. Indeed, the magnetic interactions
between separated lines are due to magnetostatic effects that
become relevant when the line separation is typically less than
the line width [38,42]. For a field applied parallel to the lines,
the coercive field and the squareness are reduced when the line
separation decreases [36,38,41]. As a consequence, no square
hysteresis loop, as measured for single-domain and isolated
nanowires [3], is expected here, and complex magnetic configu-
rations can take place. Moreover, by comparing the coercive
fields measured before and after the post-annealing procedure
we can conclude that they are reduced after thermal annealing
(Table 1). The decrease in the coercive fields suggests that the
surface of the nickel wire, i.e., the interface with the graphene
shell, becomes very smooth after annealing since morpholog-
ical defects favor pinning of the domain walls and, thus, result
in higher coercivity [34].

The presence of carbon impurities within the as-grown C—Ni
nanowires may also be another factor resulting in higher coer-
cive fields before annealing, since these impurities may
generate some defects in the crystalline structure of the nickel
phase. In addition, the small coercive fields recorded after
annealing suggest that there is no oxide layer surrounding the
nickel core, which would produce a bias exchange between the
magnetizations of nickel and nickel oxide. This non-oxidized
nickel nanowire is expected due to the presence of the stacked
graphene layers as a barrier.

Conclusion

In summary, an efficient method for the synthesis of an array of
ultralong and organized coaxial nanowires, with nickel cores
and graphene stacking shells, has been demonstrated. The TEM
analysis revealed that the stacked graphene layers forming the
shell have a turbostratic structure and a nanotextural order. We
have further demonstrated the presence of a preferential
magnetic orientation along the wire axis, which has been attrib-
uted to the shape anisotropy. The low coercive fields reflect the
low roughness and low structural defects as well as dipolar
coupling between the nanowires. This new type of graphene
ferromagnetic metal nanowire appears to be an interesting
building block for spintronics, for example, for the injection of
a spin-polarized current from the metal to the high-carrier-

Table 1: Summary of the magnetic characteristics recorded at 300 K for C—Ni nanowire arrays before and after thermal annealing at 400 °C.

Sample Hél (Oe)
As-grown C-Ni nanowires 1550
Postannealed C—Ni nanowires 1500

H¢ (Oe) HL (ce) H¢ (Oe)
3100 127 34
3100 32 21
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mobility graphene structure. Its integration in a planar configur-
ation opens the way to further device characterization. More-
over, the metal-catalyzed crystallization of carbon by thermal
annealing, which is the mechanism employed in this work,
allows the synthesis of graphene sheets of a few layers with low
defects [31-33]. Therefore, after an optimization of the ma-
terials and the processing conditions of the technique devel-
oped in this work (e.g., the amount of carbon incorporated in
the nickel phase, the post-annealing temperature, the metal used
as catalyst, the dimensions of the nanograting structures, etc.)
this strategy can be adopted for the growth of graphene nanorib-
bons a few layers thick and of macroscopic length.

Experimental

As described elsewhere [27], the nanograted substrate, which
served as a template to prepare the nanowires, was fabricated by
laser interference lithography followed by deep reactive ion
etching. The size of the substrate was 1 x 1 cm?, and the period-
icity of the nanograting patterns was 240 nm. The width of each
nanograte was about 140 nm. The details of the plasma process
employed for the synthesis of the (C—Ni) nanowires are
presented elsewhere [26]. Briefly, it consists of simultaneous
depositions of metal and carbon by using a hybrid sputtering
technique. For the deposition of nickel, a radio-frequency (RF)
generator, operating at 13.56 MHz, was connected to a
magnetron source in order to sputter a nickel target of 50 mm in
diameter and 99.99 % in purity. For the simultaneous deposi-
tion of carbon, a carbon-coated one-turn stainless coil was
placed at equal distance between the nickel target and the sub-
strate. When applying RF power of 150 W to this coil, an addi-
tional plasma of pure argon was generated leading to the sput-
tering of the carbon layer coated on the coil, and hence, a small
amount of carbon (3 atom %) was deposited. The base pressure
before deposition was 10™* Pa, whereas the deposition argon
pressure was fixed to 0.67 Pa. The deposition was performed
for 2 min at a floating potential and at a low temperature
(T < 150 °C). After the growth, the postannealing treatment of
the C—Ni nanowires at 400 °C for 60 min was performed
in an oven at atmospheric pressure and under argon flow.
After annealing, the samples were cooled down at a rate of
12 °C/min. Scanning electron microscopy (SEM) imaging was
performed at 5 kV on a JEOL JSM 7600 F microscope. Trans-
mission electron microscopy (TEM) imaging and selected-area
electron diffraction (SAED) were performed on a Hitachi
H-9000 NAR microscope (LaBg filament, 300 kV, Scherzer
resolution: 0.18 nm). After the postannealing procedure of the
carbon-containing Ni nanowires, the TEM specimens were
prepared by a simple scratching of the sample surface with a
pair of tweezers over a carbon-coated copper grid. Then, a drop
of ethanol was placed on to the copper grid for the purpose of
dispersion of the collected nanostructures.
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The optimization of the thermal-annealing procedure and
the magnetic characterization of the as-grown nanowires
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Patterning of materials at sub-10 nm dimensions is at the forefront of nanotechnology and employs techniques of various

complexity, efficiency, areal scale, and cost. Colloid-based patterning is known to be capable of producing individual sub-10 nm

objects. However, ordered, large-area nano-arrays, fully integrated into photonic or electronic devices have remained a challenging

task. In this work, we extend the practice of colloidal lithography to producing large-area sub-10 nm point-contact arrays and

demonstrate their circuit integration into spin-photo-electronic devices. The reported nanofabrication method should have broad

application areas in nanotechnology as it allows ballistic-injection devices, even for metallic materials with relatively short charac-

teristic relaxation lengths.

Introduction

Colloidal lithography [1] is a method to reproduce patterns in a
variety of natural systems and is used more and more as an effi-
cient fabrication tool in bio-, opto-, and nanotechnology.
Nanoparticles in the colloid are made to form a mask on a given
material surface, which can then be transferred by etching into
nanostructures of various sizes, shapes, and patterns [2,3]. Such
nanostructures can be used in biology for detecting proteins [4]
and DNA [5,6], and for producing artificial crystals in
photonics [7,8] and gigahertz oscillators in spin-electronics

[9-14]. Scaling of colloidal patterning down to 10 nm and
below, dimensions comparable or smaller than the main relax-
ation lengths in the relevant materials, including metals, is
expected to enable a variety of new ballistic transport and
photonic devices, such as spin-flip terahertz lasers [15]. In this
work we extend the practice of colloidal lithography to produce
large-area, near-ballistic-injection, sub-10 nm point-contact
arrays and demonstrate their integration into spin-photo-elec-

tronic devices.
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Electron-beam and focused-ion-beam techniques are typically
limited to feature sizes of tens of nanometres, if the features are
to be well defined, and are rather inefficient for large-area
nanopatterning since both methods employ series point-by-point
pattern transfer. The two promising techniques of nano-imprint
lithography [16,17] and extreme-ultraviolet interference lithog-
raphy [18] do indeed open sub-10 nm nanostructures for explo-
ration. The instrumentation required, however, can in many
cases be of great complexity and cost. Recently, membranes of
nano-porous anodic aluminium oxide [19] were shown to scale
to sub-10 nm dimensions and potentially compete with the
above advanced lithographic techniques at this scale. Another
potential alternative for sub-10 nm patterning is colloidal lithog-
raphy, which is very attractive at larger dimensions due to its
ease of use and low cost. Colloid-based patterning is known to
be capable of producing individual sub-10 nm objects.
However, ordered large-area nano-arrays fully integrated into
photonic or electronic devices have not been demonstrated by
using colloidal lithography. In this work we use a self-assem-
bled monolayer of polystyrene nanoparticles, reduced in size by
an isotropic etching process [20], which we scale to sub-10 nm
feature sizes with large-area coverage in a well-defined hexag-
onal lattice and full integration for electrical circuit biasing and
read out. We demonstrate the fabrication technique using spin-
torque and spin-flip photoemission material combinations,
considered promising for gigahertz oscillators and terahertz
lasers.

Results and Discussion

Self-assembled monolayer of nanoparticles
The most widely used colloidal lithography medium is poly-
styrene nanoparticles in aqueous solution. Such colloidal solu-
tions are commercially available with a variety of concentra-
tions and particle sizes [21]. We used a range of diameters
(down to 40 nm) and found the most consistent results in terms
of self-assembly for 200 nm diameter and 2% particle concen-
tration. Different methods of forming a monolayer of colloidal
particles on a surface exist [22]. We found the spinning of the
polystyrene colloidal water solution to yield good results. In
calibrating the speed and duration of the spinning we aimed at
forming the largest-area continuous monolayer possible. Thus,
spinning in three stages, 500 rpm for 10 s, 1000 rpm for 30 s,
and 2000 rpm for 10 s, facilitated self-assembly and yielded
continuous nanoparticle monolayers of hundreds of microme-
tres in area (see Experimental for details). This was sufficient
for our purposes to demonstrate a wide range of integrated
device sizes.

Figure la and b show the tapping-mode atomic force
microscopy (AFM) images of a typical monolayer, with the
particle diameter (and the interparticle distance) of 200 nm. The

Beilstein J. Nanotechnol. 2012, 3, 884-892.
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Figure 1: Tapping-mode atomic force microscopy images of a typical
monolayer, with the particle diameter (and the inter-particle distance)
of 200 nm on (a) a large scale and (b) a small scale. Scanning elec-
tron microscopy image of the sample (c) shows that the nanoparticle
array has a nearly perfect close-packed hexagonal lattice.
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monolayer film is of good quality, with only minor defects on
the large scale (Figure 1a). On the small scale (Figure 1b) the
lattice is clearly hexagonal. The scanning electron microscopy
(SEM) image of the sample in Figure 1c shows that the
nanoparticle array has a nearly perfect close-packed hexagonal
lattice. The dispersion in the particle size at 200 nm diameter is
small (approximately 1%), which favours the translation of the
hexagonal pattern over large areas, i.e., hundreds of microns in
the case of our optimized self-assembly process.

Downscaling to sub-10 nm

Our process of down scaling the particles of the polystyrene
monolayer to the 10-nm range consists of four main steps, illus-
trated in Figure 2. Once the monolayer is formed (Figure 2a),
reactive oxygen plasma is used to reduce the size of the parti-
cles (Figure 2b). When the desired particle diameter is reached,
a reinforcing layer of aluminium is deposited, as shown in
Figure 2c, which in the later process stages acts as a hard mask.
A lift-off of the particles by etching completes the fabrication of
the nanomask, as illustrated in Figure 2d. The very sensitive
process step of the downscaling of the particles is achieved by
reactive plasma etching, which must be done in a very clean
chamber [23] in order to have a uniform reduction in the
particle size across the large-area array. The final particle diam-
eter is found to be a smooth function of the etching time, so the
feature size of the nanomask can be controlled rather precisely.
The typical etching power used is relatively low (50 W) to
avoid potential disruptive etching at higher power. The key
process detail, that we found to be critical for achieving
sub-10 nm resolution, is a superimposed inductively coupled
plasma (ICP) of relatively high power (250 W), which increases

W
(c)
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the ionization in the chamber, translating into a more isotropic
reduction in the particle size. A previous study of isotropic
etching for nanosizing of polystyrene particles has shown the
high capability of colloidal lithography [20]. According to this
study the sample temperature has a strong influence on the
etching process and can be critical for the uniformity of the
etching. In our process we keep the sample temperature
constant at near room temperature (30 °C) using a liquid-
nitrogen cooling line. The polystyrene particles remain nearly
spherical during the process, even as their size is reduced by
more than an order of magnitude. The oxygen pressure was
found to be optimum at 40 mTorr.

A typical monolayer after the etching procedure is shown in
Figure 3, imaged by AFM for etching quality, surface topo-
graphy, and particle size. The height of the particles is measured
accurately, but not the diameter, since the convolution of a
small particle and the tip produces a width distortion. Keeping
all the process parameters constant and varying only the ICP
etching time, we reproduce the general result of the previous
studies [2,20] of a gradual reduction in the particle size. In our
case, the particles remain well attached to the substrate and
form a well-defined hcp pattern down to the smallest dimen-
sions of 10—15 nm, as discussed below.

Figure 3a—c, show the particle monolayer after etching for 165,
180, and 195 seconds, respectively. The key advance made in
this work, compared to the results on colloidal lithography
reported to date, is that our modified process scales to
sub-10 nm dimensions. For example, for the etching time of
2 min 45 s (Figure 3a) the particle diameter is reduced to

' RIE O, with ICP

(d) ® & & & & o o

® & & » o o

® 8 ©O O o o O

® 8 O 9 O o o

®  ® © O o o
®  » o o

Figure 2: lllustration of the four steps in down-scaling of the particles of a polystyrene monolayer to the 10-nm range, which is to later serve as a
nano-array mask. (a) Forming a self-assembled hexagonal-close-packed monolayer. (b) Reactive oxygen plasma with ICP is used to reduce the size
of the particles. (c) A reinforcing layer of aluminum is deposited to serve as a hard mask. (d) A lift-off of the particles by etching completes the fabrica-

tion of the nanomask.
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Figure 3: Polystyrene nanoparticles monolayer after plasma-ICP etching for (a) 165, (b) 180, and (c) 195 seconds. (d) AFM height profiles of the

three samples shown in (a—c): raw data, without deconvolution.

10-15 nm (measured by AFM with particle—tip deconvolution).
For 3 min etching time the average diameter is below 10 nm
(Figure 3b). Etching for 3 min 15 s reduces the average size
further but induces some perturbations. Already at 3 min 30 s
etching time the monolayer is significantly over-etched and the
pattern is partly removed. The true size of the particles can be
estimated by using AFM traces, such as those shown in
Figure 3d. The size of the particles here is smaller than the
actual curvature of the AFM tip, determined from scanning
calibration samples to be approximately 50 nm. Therefore, a
deconvolution procedure was used to obtain the particle sizes
stated above, which compare well with those obtained by
SEM (see below). The AFM height is a more direct measure-
ment and shows approximately 30 nm for 2 min 45 s and 15 nm
for 3 min etching time. Figure 3 thus illustrates the fine control
of the particle size at <10 nm by varying the plasma etching

time.

The technological viability of the obtained polystyrene nanopar-
ticle array depends on the ability to transfer it into a reliable
mask to be used in subsequent nanodevice integration. The most
straightforward approach, used widely in the literature for
patterns of larger particle size, would be to directly etch the
underlying substrate (e.g., SiO,, Si, or Au) using the particle
array as the mask. Our extensive tests showed, however, that
the particle-mask itself is significantly modified during this
process, which makes the pattern transfer at the desired 10 nm
diameter range essentially impossible. We therefore developed
an additional lift-off process step to reinforce the mask. It
includes a deposition by e-beam evaporation of an Al metal
layer onto the etched particle array, with a subsequent lift-off
step to remove the polystyrene particles, and yields the hard
mask illustrated in Figure 2d. This transferred the particle
pattern into a hole mask of Al, with slightly larger particle
sizes, 15-30 nm, rather than the smallest particles we could

887



achieve (=10 nm). The thickness of the Al reinforcing layer
(e.g., 15 nm) was selected to be less than the particle size used,
such that the subsequent oxygen-RIE step could reach and
remove polystyrene through the thinned Al at the sides of
the particles. It was found that the Al hard mask effectively
reduced the feature size, possibly due to some shadow-filling
and/or particle-shape modification during Al deposition. We
found this mask-transfer process to reliably yield hole-masks in
the =10 nm range, as verified by SEM, AFM, and transport
data.

A successful and stable lift-off process at these small length
scales was found to be reactive ion etching (RIE) with oxygen,
in which the polystyrene particles are first etched predomi-
nantly from the sides, where the Al film is much thinner due to
the shadowing effect of the e-beam coating of the polystyrene
spheres. During this RIE etching step the Al film surface
oxidizes and forms a hard mask for subsequent ion milling.

400 nm

Nova
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After a 5 min Ar-plasma etch to remove surface residue, 7 min
long ion milling etches through the 10 nm thick Au layer and
slightly into the SiO, substrate, thus transferring the hexagonal
pattern of sub-10 nm polystyrene particles into sub-10 nm
pattern of holes in Au on SiO,. The Al-oxide layer acts as the
hard mask in this process. The Au under-layer for the poly-
styrene-particle monolayer was used in the process from the
beginning, but was later found to be not critical for the process,
and similar results were obtained without this layer (between
SiO; and Al).

Figure 4 shows SEM images of a typical nanohole array mask.
Long-range order is maintained over the micrometre range, as
shown in Figure 4a and b. The process was repeated many times
and showed good reproducibility. The average interdot distance
is 200 nm, corresponding to the original particle diameter
(Figure 4c and d) and the average hole size reaches down to the
sub-10 nm range. The SEM data is well calibrated and confirms

Figure 4: SEM images of a typical colloidal-monolayer mask, shown on four scales in (a—d). The average interdot distance is 200 nm (c,d), corres-
ponding to the original polystyrene particle diameter. The average dot size is variable by adjustment of the ICP etching time, and reaches down the
sub-10 nm range (c). (d) Shows a mask close-up with a nearly perfect hexagonal-close-packed pattern, with a lattice constant of 200 nm and a hole

diameter of 13 nm. (a—d) correspond to different sections of the same mask.
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the deconvoluted AFM data discussed above as regards the
morphology of the array and the size of the particles, through-
out the process.

Device integration

Having developed a reliable process for producing nano-dot
array masks scalable to sub-10 nm dimensions, we next demon-
strate their integration into advanced spin-photo-electronic
devices, such as new types of nano-oscillators [9-14] and the
newly proposed lasers [15]. The 1-10 nm scale is particularly
interesting as it enables devices based on nonequilibrium injec-
tion, even for metals, due to the single-dot size being compa-
rable or smaller than the characteristic relaxation length scales
in the material. Fabricating and integrating sub-10 nm dot
arrays into circuit-driven devices is a nontrivial task for any
patterning technique (see Introduction) and, to our knowledge,
has not been demonstrated to date.

For the spin-laser device of [15], for example, the bottom elec-
trode must be thick to serve as an efficient electron and phonon
bath under high-current injection. We take that into account in
the design and start the structure with a sputter-deposited tri-
layer of A1(180 nm)/SiO,(15 nm)/Au(10 nm) onto a Si/
Si0,(500 nm) substrate. The bottom electrode, later to serve as
one side of a 10-100 pm range optical resonator, is patterned by
using standard optical lithography (see Experimental for
details).

The sample is then cleaned by oxygen RIE for 2 min, which
makes the surface hydrophilic, and covered with 2-3 drops of
the colloid solution forming the polystyrene particle monolayer
during the above spinning sequence. The particles are scaled
down using the multistep process detailed above to form a
nanohole array mask on the bottom electrode surface. Plasma
RIE with CF4 is used for 2 min for making the contact through
the 15 nm thick SiO, with the 180 nm thick bottom electrode of
Al. The etching time for 15 nm of SiO; is 1 min. Using the
chemical selectivity of CF4 to etch SiO,, we etch two times
longer (2 min) in order to form a good undercut in SiO,, which
is important for the following deposition steps.

Magnetron sputtering was used for deposition of the active
point-contact region. The material combination was selected to
represent the spin-injection laser device [15,24,25], and
consisted of a spin-majority/minority ferromagnetic bi-layer
Fe( 7Crg 3(10 nm)/Fe(15 nm) [25] capped with Cu(10 nm), for
spin-population-inversion injection. Even though the deposi-
tion technique is not highly directional, we find that the angle of
incidence through the 10 nm openings in the mask (angle
between the normal to the sample surface and the normal to the

sputtering target surface) is an important parameter deter-
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mining the size of the resulting point contacts: the closer to
normal incidence the closer the resulting contact size to the
mask feature size (normal incidence), and the larger the angle of
incidence the deeper below 10 nm the nanocontacts are due to
the double shadowing effect illustrated in Figure 5a (direct
mask shadowing and shadowing from material build up on the
mask edge). We note that the SiO, under the openings in the Al
mask is significantly undercut (approximately 30 nm diameter)
and therefore is no obstacle to material deposition into the
nanopores. We additionally note that the Al layer, originally
~15 nm thick, is thinned by the Ar-etching steps to =10 nm.
Thus, the effective nanopores are an array of ~10 nm holes in
~10 nm thin Al

We used two angles of deposition, near-normal incidence and
approximately 45° incidence, and estimate that the average size
of the nanocontacts obtained for the angled deposition was
approximately 5 nm. Finally, surface protection for subsequent
processing steps was done with two layers of Cr(5 nm)/
Au(10 nm) deposited by e-beam evaporation. The key elements
of the point-contact structure obtained are illustrated in the
bottom panel of Figure Sa. The final integration step is
photolithographic patterning of the top electrode, in the case of
the demonstrator devices below in the shape of a photon
resonator for IR—terahertz photons (Figure 5a, top panel; see

Experimental for process details).

Device examples

The focus of this paper is the new method of integrating
sub-10 nm structures into nanodevices. We briefly demonstrate
the method using two physical effects found in magnetic
nanocontacts, namely, spin-magnon and spin-photon relaxation.
The method is not limited to photonics or spintronics, however,
and should have a wide application range in various types of
physical systems.

We first estimate the expected circuit characteristics of our
typical integrated point-contact array. For individual 5-10 nm
metallic point contacts the resistance is essentially given by the
geometry (the so-called Sharvin resistance [27]) and is approxi-
mately 10-20 Q. For an ideal 10 x 10 pm? point-contact array
with a 200 nm intercontact spacing, the number of contacts is
2500. Therefore, the expected resistance of the array is on the
order of 10 mQ. A nonideal array would have fewer contacts
and therefore higher resistance. Overetching the polystyrene
monolayer and sharp-angle deposition of the core material, as
discussed in detail above, can result in only a fraction of the
array actually being connected and the individual nanocontact
size being substantially smaller than the mask feature size of
10 nm, as measured by SEM and AFM. In this limit we are able
to reach the array resistance range of the order of 1 Q.
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Figure 5: (a) ) lllustration of the integrated circuit device produced by using a colloidal nanoarray mask and three steps of photo-lithography for the
bottom electrode, top electrode, and the resonator. Top panel shows the layout of the device, with the top electrode formed in the shape of a photon
resonator for IR-terahertz, 10-50 ym diameters. Bottom panel shows the nano-array mask and the core structure of a single sub-10 nm point contact.
(b) Resistance versus bias-current characteristic for a Fe/Feg 7Crg 3 point-contact array (low resistance range, 10-20 mQ), showing current-induced
hysteretic switching superposed on to a parabolic phonon background. (c) Resistance versus bias-current for a 36 ym diameter spin-flip laser array
(high-resistance limit, =1 Q), showing giant excitations of the threshold type at critical pumping, consistent with the onset of the expected stimulated
emission in the device [15]. Red and blue represent up and down sweeps in bias. More details on these measurements can be found in [26].

We have prepared test samples with the point-contact core
made of a single nonmagnetic metallic element (Cu with a Cr
under-layer), where no effects due to spin-flip relaxation are
expected, only phonon relaxation (heat). The typical array resis-
tance is measured to be 10-20 mQ. The current—voltage charac-
teristic is smooth and approximately parabolic, typical of the
expected phonon background. Thus, these test data agreed with
the expected behaviour and showed that the fabricated nanocon-
tact arrays are of high quality.

We next demonstrate a point-contact array with the contacts
having a magnetic core. More specifically, the core material is a
majority/minority ferromagnetic bi-layer of Fe/Feg 7Crg 3 [28],
where due to the opposite spin-polarizations of the two ma-
terials at the interface a strong spin accumulation is expected.
Figure 5b is a resistance versus bias-current characteristic for
the device and shows a clear current-induced hysteretic
switching, typical of magnetic point contacts [29,30], super-
posed on the phonon background. The mechanism behind this is

the formation of atomic/nanoscale domain walls in the nanocon-
striction under the spin-transfer torque (STT) from the spin
accumulation at the Fe/FeCr interface. The switching in both
directions occurs at one bias polarity, which is characteristic of
the STT effect. The change in resistance is approximately 2%,
typical of domain wall magnetoresistance. The array resistance
is on the order of 10 mQ, consistent with the expected range for
a nearly fully connected sub-10 nm point-contact array. Thus,
we demonstrate the STT effect in the fabricated nanodevices.
The extremely regular array layout with the extremely small
contact size, as well as the relative ease of the colloidal mono-
layer process, should make this structure very promising for
gigahertz nano-oscillators [9-14]. Optimization would involve
substituting improved spin-valve materials for the core region
and, if needed, tuning the array lattice spacing to achieve better
interference of spin-wave modes.

Another interesting application of the spin-majority/minority

Fe/Fe( 7Cr( 3 contact-core material used above is the spin-flip
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photon-emission effect [15,24,25], which requires spin-polar-
ized and energetically nonequilibrium injection and, therefore,
near-ballistic point-contact arrays. The energetics of the process
is illustrated in the inset to Figure Sc, where the spin-majority
carriers from the Fe injector create spin-population inversion in
the spin-minority FeCr, relaxing through emission of terahertz
or infrared (IR) photons. To achieve this we have performed
fabrication at the limit of the etching and angle-deposition para-
meters discussed above, for deep sub-10 nm point-contact size
and a smaller operating fraction of the array, so that the injec-
tion voltage per contact is greater than the exchange splitting in
the ferromagnetic point contact core (10-100 mV, see [24,25]
for more details). Such high-bias, high-density, spin-polarized
injection produces large nonequilibrium spin accumulation in
the contact core, which allows spin-flip photon-emission transi-
tions, vertical in the momentum of the electron. A photon
emitted by a spin-flip process is contained within the resonator
and enhanced by the high-dielectric constant, high-trans-
parency SiO, oxide matrix [15]. The lifetime of the emitted
photon is long due to the high transparency of the oxide, so the
photon has a high probability to stimulate another spin-flip tran-
sition. At a critical bias, a cascading avalanche of stimulated
spin-flip photon-emitting transitions, i.e., a laser action, takes
place, generating high-density electromagnetic modes in the
resonator. This critical photon-emission threshold must mani-
fest itself as threshold-type changes in the current—voltage char-
acteristics of our fully enclosed optical resonator. Such
threshold-type excitations, of giant magnitude, are indeed
observed in the device resistance (conductance changes of a
factor of 2), as shown in Figure 5c. This demonstration opens
the way to explore a new type of IR—terahertz lasers based on

stimulated spin-flip photon emission [26].

Conclusion

Colloidal patterning in the form of large-area hexagonal-lattice
arrays is demonstrated to scale down to sub-10 nm dimensions
in the feature size. This is comparable or smaller than the key
relaxation lengths in various materials including metals, which
enables a wide range of new applications in nanotechnology.
Large-area, near-ballistic-injection point-contact arrays are used
to demonstrate integration of the developed nanofabrication
technique into new types of spintronic and photonic devices.

Experimental

Self-assembled monolayer process sequence: The first step of
the spinning sequence allowed the particles to gently segregate
onto the substrate and, to a large extent already here, form a
hexagonal pattern. The second step of spinning at a higher
speed (rpm) prevented formation of additional layers of verti-
cally stacked particles. The last step was used to remove the

remaining solution, predominantly in the corners of the sample.
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The spinning process was developed by using SiO; substrates,
about 2 x 2 cm?, covered with a 10 nm thick Au layer. Prior to
spinning, the substrate was etched in plasma oxygen for two
minutes in order to make the surface hydrophilic [31]. As an
alternative route, we found that a good quality monolayer, with
a well-defined long-range order, can be obtained if a small
amount of Triton X surfactant [32] is added into the colloidal
solution. However, the subsequent extensive tests showed that
the use of Triton X is problematic for later processing during
the device-integration steps. Traces of Triton remaining on the
surface produce residue that prevents reliable integration. We
therefore selected the route of forming large-area self-assem-
bled monolayer arrays of nanoparticles by making the substrate
hydrophilic with the help of RIE plasma oxygen. The equip-
ment specifics are Oxford Plasmalab 100, with the capability
for gases O,, Ar, CF4, CHF3, SF¢, Cly.

Colloidal mask transfer: Oxygen plasma was tested for
removal of the particles, without success. Chemical removal of
polystyrene particles after down-scaling by using acetone and
mechanical polishing also did not work. Another technique
tested with only partial success was heating of the sample just
below the melting point of polystyrene, where the dilatation
coefficient makes the particles expand in volume significantly
and thereby break open holes in the Al film. This is a promising
technique; however, we found it difficult to control the size and
shape of the resulting ~10 nm holes opened by polystyrene
exploding through the Al

Optical lithography: A double-layer resist LOR7B(500 nm)/
S1813(1.5 um) is spun onto the Au surface, thermally treated,
mask exposed, developed, ion milled for 2 h, and lifted off in
1165 remover at 60 °C to form a 100 pm wide bottom elec-
trode.

Optical lithography of the top electrode/resonator: The
process is analogous to the one used for the bottom electrode,
but employs a different photomask. The top electrode mask
has different diameter disks and half-disks in the range of
10-50 pm. The pattern transfer is done by ion milling for 1 h.
The etching time was calibrated by using surface profilometry
such as to stop the etching at the Al bottom electrode. The
sample was then capped with a 40 nm thick SiO; layer for insu-
lation, rotating the sample holder during deposition. Finally, the
resist was lifted off, and the last step of lithography was the
use of negative resist and deposition of a 200 nm thick Al top
electrode.

Transport measurements: The current—voltage (/-V) charac-

teristics of the integrated devices were measured by the conven-

tional four-point technique, with the device resistance defined
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as R(I) = V(I)/1. For more details on the spin-transfer-torque

measurements see [29,30]. For more details on stimulated spin-

photo-emission (spin lasing) see [15,24-26].
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Abstract

We demonstrate the coupling of single color centers in diamond to plasmonic and dielectric photonic structures to realize novel
nanophotonic devices. Nanometer spatial control in the creation of single color centers in diamond is achieved by implantation of
nitrogen atoms through high-aspect-ratio channels in a mica mask. Enhanced broadband single-photon emission is demonstrated by
coupling nitrogen—vacancy centers to plasmonic resonators, such as metallic nanoantennas. Improved photon-collection efficiency
and directed emission is demonstrated by solid immersion lenses and micropillar cavities. Thereafter, the coupling of diamond
nanocrystals to the guided modes of micropillar resonators is discussed along with experimental results. Finally, we present a gas-
phase-doping approach to incorporate color centers based on nickel and tungsten, in situ into diamond using microwave-plasma-

enhanced chemical vapor deposition. The fabrication of silicon—vacancy centers in nanodiamonds by microwave-plasma-enhanced

chemical vapor deposition is discussed in addition.
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Introduction

Single quantum emitters coupled to plasmonic and dielectric
microresonators hold promise for novel photonic devices, such
as optical transistors [1], optical quantum memories [2,3] and
controlled single-photon sources. Color centers in diamond are
well suited quantum emitters with outstanding coherence prop-
erties of their electron spin and single-photon operation even at
room temperature. However, several key challenges need to be
addressed to fully benefit from the above-mentioned properties.
First of all, color centers in diamond need to be created in a
well-defined way, and new color centers with desired emission
and spin properties for quantum optics need to be identified.
Both ion implantations as well as doping of diamond during
CVD growth are of importance here. Furthermore, future
applications rely on color centers with high emission rates.
Resonator structures offer an enhanced light out-coupling and
an increased spontaneous emission. The remaining challenge
here is the coupling of color centers to nanophotonic devices.
This is for two reasons: First, most of the emitters are relatively
broadband. Therefore, optical resonators must be engineered
with a short length, i.e., the mode volume of the resonator
should be small. Second, to achieve strong coupling, a single
color center must be placed at the maximum of the optical field
with high spatial precision. In the present case of broadband
plasmonic structures, typically about 10 nm positioning accu-
racy must be achieved. Herein, the controlled positioning of
single color centers in diamond is realized with nanometer
spatial precision by ion-beam implantation through nanometer-
sized apertures and by fabricating plasmonic structures with hot
spots around diamond nanocrystals.

Results and Discussion
1 Creation of single color centers in diamond

with nanometer spatial control

An approach that is well suited to create single color centers in
diamond with nanometer spatial control is the implantation of
nitrogen ions through a mask [4]. At low implantation energies,
which generate color centers a few nanometers below the
surface, polymer resists with apertures written by electron beam
lithography can be used. At higher energies, which create color
centers up to a micron deep inside the diamond, suitable masks
are thin mica sheets (thickness few micrometers), which contain
channels a few nanometers wide. Such channels can be created
by bombardment with high-energy heavy ions [4]. These mica
masks provide the required thickness to stop those ions that do
not enter the apertures, and at the same time provide the
required high aspect ratio of the apertures (the channels) to
ensure a narrow width of the implantation beam. Both methods
are complementary to provide the controlled creation of color
centers with low and high implantation energy, respectively. In
the following, the second method shall be discussed. A third
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approach that is suitable in the context of plasmonic structures
is to use nanometer-sized diamond crystals with embedded
color centers and fabricate plasmonic structures around them.
This approach will be discussed in the subsequent section.

Figure 1a shows an electron micrograph of a mica mask. The
ion channels have a width of about 50 nm, which is well suited
for high-energy implantation with high spatial resolution. The
channels have a rhombic cross section that reflects the crystal
structure of the mica. The mica mask is then placed on the
surface of a diamond. Electrostatic forces ensure good sticking
of the mica sheet on the diamond surface. Subsequently, the
masked diamond is irradiated with a nitrogen ion (N¥) beam
with an energy of 1 MeV, thereby creating implanted spots with
about 100 nm spatial control [4]. Note that with the given high
implantation energy, the spatial accuracy of the implantation
process is determined entirely by straggle, i.e., the deviation of
the ion trajectory inside the diamond crystal, caused by colli-
sions with the lattice atoms. Such implantation processes can be
studied in detail with theoretical simulations. A suitable method
is scattering calculations. The “Stopping Range of lons in
Matter” (SRIM) package implements such simulations [5].
Figure 1b shows the simulated ion traces achieved with the
high-aspect-ratio mica mask. The simulations confirm that the
spatial accuracy of the implantation is limited by straggle to
about 100 nm. Figure 2a shows a high-resolution optical micro-
scope image of a single implanted color center obtained with
nonlinear optical excitation in ground state depletion (GSD)
mode [6]. In this imaging mode, the color center is illuminated
with a doughnut-shaped beam of high optical intensity. The
saturation behavior of the optical transition provides a nonlinear
relation between illumination intensity and observed fluores-
cence, which enables one to overcome the Rayleigh resolution
limit of classical optical imaging. The image is generated by
scanning the beam in the image plane. The resulting fluores-
cence image is the doughnut-shaped illumination pattern multi-
plied by the saturation function of the color center. At low laser
power (first image) the fluorescence is proportional to the illu-
minated light field and the resulting image is equivalent to the
illuminating doughnut beam. In this case the central dark spot
has a size on the order of the optical wavelength. At higher laser
power, the nonlinearity of the saturation function becomes
important and the central dark spot shrinks well below the
optical wavelength, providing super-resolution optical imaging
capability. This technique is suitable to determine the position
of an implanted color center with high precision. The accuracy
of this imaging method is limited only by the applicable laser
power and ultimately by instrument drift of the sample scan-
ning unit. The mica mask implantation and GSD imaging

method are suitable to create and characterize one or more color
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Figure 1: (a) Scanning electron micrograph of a mica mask. High aspect ratio channels were created by bombardment with 1.6 GeV samarium ions.
The channels appear as dark parallelograms. The inset shows the dimensions of an individual ion channel. (b) SRIM simulation of the ion implanta-
tion process through the mica mask. The thickness of the mica mask is chosen in the range 5-20 um, such that the nitrogen ions (N*) are effectively
stopped by the mask. The ions entering the channel create an implanted ion spot with a FWHM of about 100 nm, limited by straggle.

centers in diamond with sub 100 nm spatial control deep inside 2 Cou p”ng of nanodiamond quantum emit-

the diamond crystal (Figure 2b). This deep implantation is of ters to plasmonic resonators

great importance when spin and optical properties must be of At room temperature, most solid state defects have a broadband
the highest quality and well protected from the environment.  optical emission spectrum. The resonant optical line width is
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Figure 2: Nonlinear optical microscopy of implanted color centers by using ground-state-depletion microscopy mode. (a) Images of a color center
obtained with increasing depletion laser power. (b) Measured optical resolution as a function of laser power. The solid line shows a theoretical fit for
the achievable resolution r = ¢ /+/P +r,,, where c is a proportionality constant, P is the optical power and r.. represents the maximum achievable
resolution at infinite power, which is determined by technical limitations such as imperfections of the optical mode [6].
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typically several nanometers wide. Frequently, in addition to the
resonant line, a broad emission band is observed that can be up
to few 100 nm wide. This broad emission band corresponds to
vibrational levels and its strength depends on how much the
optical emission couples to lattice vibrations. Figure 3 shows a
typical room-temperature optical emission spectrum of the
nitrogen—vacancy (NV) color center in diamond. The resonant
optical emission appears as a weak peak at a wavelength of
637 nm (zero-phonon line, ZPL), and a broad emission band
ranging from about 630 up to 750 nm is observed. In order to
couple such broadband quantum emitters to a resonant optical
light field a suitable broadband optical resonator is required. To
realize a broadband resonator that has at the same time a high
finesse, the optical mode volume must be sufficiently small.
Plasmonic resonators are well suited to provide such small
mode volumes. In this case metals are used rather than
dielectrics to confine optical light fields. The negative refrac-
tive index of the metal ensures that guided (localized) modes
exist, even when the dimensions of the device are much smaller
than the optical wavelength. In this way, resonators with mode
volumes much smaller than a cubic wavelength can be realized.
Such structures are often optical equivalents of corresponding
macroscopic electromagnetic antennas. Figure 4 illustrates
some of the antennas considered in this study [7-9]. The proto-
type of a resonant plasmonic antenna is a metallic strip
(Figure 4a) with a width and thickness of few tens of nanome-
ters and a length corresponding to half of the optical wave-
length. The electric field, /, has a maximum in the center of the
stripe. Quantum emitters should be placed as close as possible
to this location. The coupling between a quantum emitter and
the optical field can be enhanced by cutting the antenna in two
parts and creating a small (about 10-20 nm) gap in between,
analogous to the feed gap of a radio antenna. The quantum
emitter is placed in the feed gap, where the optical field is
maximal. The field in the gap can be increased by tapering both
antenna arms and reshaping their ends at the feed gap with
sharp tips. This leads to the so-called “bow tie” antenna struc-
ture shown in Figure 4b. An antenna with polarization inde-
pendent far-field radiation pattern can be created by combining
two bow-tie antennas to a crosslike structure as also shown in
Figure 4b.

An approach that is suitable to couple solid state quantum emit-
ters to plasmonic resonators is the use of diamond nanocrystals
containing photoactive color centers. Such diamond nanocrys-
tals can be as small as 10 nm. By using suitable fabrication
steps, plasmonic structures can be fabricated around such crys-
tals with precise spatial control. In this process, first, gold
markers are fabricated on a glass substrate by using electron
beam lithography. Subsequently, diamond nanocrystals are spin

coated onto the substrate. By using a dual atomic force micro-
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Figure 3: Fluorescence spectra of the nitrogen—vacancy defect in
diamond. The upper curve shows the spectrum at liquid-helium
temperature, the lower curve shows the spectrum at room tempera-
ture. The peak at a wavelength of 637.2 nm corresponds to the reso-
nant optical transition (ZPL). The broad band at longer wavelength
corresponds to phonon-broadened emission. The inset shows the
molecular structure of the NV center in diamond consisting of a substi-
tutional nitrogen atom with an adjacent vacancy.
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Figure 4: Plasmonic resonator geometries, field / and current q for (a)
half-wave antenna, (b) bow tie and crossed bow tie structure along
with AFM images of the devices with embedded nanodiamond color
center. (c) Fluorescence lifetime measurement of the coupled color
center. A double exponential decay is observed. The initial fast decay
is due to aluminium interband transitions and background. The second,
slow decay is due to the coupled color center.
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scope (AFM) and confocal microscopy setup, diamond
nanocrystals that contain single color centers are then identified
by fluorescence microscopy and second-order photon autocorre-
lation, and their position relative to the gold markers is
measured with nanometer precision by AFM. Finally, plas-
monic structures are fabricated around the selected diamond
nanocrystals.

The middle panel of Figure 4b shows AFM images of the plas-
monic resonators coupled to diamond nanocrystals. A posi-
tioning accuracy of about 20 nm is achieved. This ensures that
the quantum emitters are located well inside the hot spot of the
plasmonic structures. A method that is suitable to verify the
coupling of the color centers to the resonators is optical life-
time measurements. Lifetime measurements were performed
with supercontinuum pulsed laser excitation with a pulse length
of about 50 ps. Figure 4c shows a typical lifetime measurement.
A double exponential decay is observed. The initial fast decay
is due to fast interband transitions of the metal and background
fluorescence. The second slow decay is due to the color center.
Table 1 summarizes the observed decay constants. For all
resonators, the decay time is reduced by about a factor of four
compared to an uncoupled color center. The strongest coupling
is observed with the bow-tie resonator.

Table 1: Decrease of the fluorescence lifetimes.

resonator lifetime [ns]
uncoupled 24
wire 6.6
bow tie 3.6
Cross 4.2

3 Dielectric diamond photonics

While plasmonic resonators focus on strong coupling between
quantum emitters and resonators, frequently the most important
aspect is to collect as much light as possible from a single solid-
state quantum emitter. In case of diamond, this task is chal-
lenging due to the high refractive index (n = 2.4) of the host ma-
terial. Total internal reflection at the sample surface prevents
light from traversing the diamond/air interface, and many of the
emitted photons are effectively trapped inside the diamond.
Figure 5a illustrates this effect. Due to refraction, the effective
numerical aperture (NA) for light collection is strongly reduced.
A device that is suitable to overcome this effect is a so-called
solid immersion lens (SIL), i.e., a hemispherical lens fabricated
out of diamond. Due to the hemispherical shape, all light rays
that emanate from the center of curvature are normal to the
surface of the sphere, such that no refraction occurs (Figure 5b).

With such a lens, we expect an increase of the collection effi-
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ciency by 6 to 8 times [10], depending on the numerical aper-
ture of the collection objective. Figure 5¢ shows the relation
between the collection efficiency and the numerical aperture.
The effect is particularly pronounced with large numerical aper-
tures (NA = 0.70-0.95), which are typically used for high effi-
ciency light collection from solid-state quantum emitters. There
are two complementary ways to fabricate a hemispherical lens
out of diamond. On the one hand, one can produce a macro-
scopic (about a millimeter) size lens. On the other hand, one can
use a focused ion beam (FIB) to fabricate a micrometer-sized
hemisphere around a preselected diamond color center. In the
following, both approaches are discussed. We first focus on a
macroscopic solid immersion lens.

diamond
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Figure 5: Enhancement of the collection efficiency with a hemispher-
ical solid immersion lens (SIL). (a) Reduction of the effective numer-
ical aperture due to refraction at the surface of a high-index medium.
(b) Elimination of refraction with a hemispherical lens. (c) Collection
efficiency as a function of numerical aperture with (red line) and
without (black line) the solid immersion lens. Reproduced with permis-
sion from [10]. Copyright 2010 American Institute of Physics.

Figure 6a shows a photograph of a macroscopic hemispherical
lens fabricated out of high-purity single-crystalline diamond
(Element Six Ltd., London, UK). In this particular lens, a single
color center is located close to the origin of the hemisphere and
can be optically addressed. Figure 6b shows a confocal scan-
ning microscope image of the focal region of the lens. The
bright spot in the center of the image corresponds to a single
color center. The nature of the color center can be determined
by its fluorescence spectrum. Figure 6¢ shows the fluorescence

spectrum. A characteristic resonant line at a wavelength of
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637 nm (ZPL of NV") is observed, identifying the color center
as a negatively charged nitrogen—vacancy defect. To ensure that
this is indeed a single quantum emitter, we measure its second-
order photon autocorrelation. Figure 6d shows the data. The dip
at time delay zero drops clearly below 0.5, showing that this is a
single quantum emitter. Finally, we determine the maximum
possible photon count rate achievable with the solid immersion
lens. Figure 6e shows saturation curves of the single quantum
emitter with and without taking advantage of the hemisphere.
For this purpose, we probe the same quantum emitter, first
through the flat bottom surface of the hemisphere and subse-
quently through the curved surface. The saturation curves are
well described with a rate model for a two-level system. With
this macroscopic diamond hemisphere, fluorescence count rates
up to about 420 kHz are observed, which is sufficient for a
number of important applications targeting low-temperature
quantum control, such as single-shot electron-spin readout [11]
or resonant-charge-state discrimination [12].
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Figure 6: Macroscopic solid immersion lens [10]. (a) Photograph of a
single crystalline diamond hemisphere. (b) Confocal fluorescence
image of the focus plane. The bright spot in the center corresponds to
a single nitrogen—vacancy defect. (c) Fluorescence emission spec-
trum. The peak at a wavelength of 637 nm (ZPL) corresponds to the
resonant optical emission of the NV~ center. (d) Photon antibunching.
The dip at time delay 1 = 0 is well below 0.5, indicating a single
quantum emitter. (e) Saturation curves with and without the solid
immersion lens. Reproduced with permission from [10]. Copyright
2010 American Institute of Physics.
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Due to the high cost associated with a macroscopic diamond
lens, it would be very interesting to fabricate instead a micro-
scopic hemisphere (ca. 10 micrometers) into the surface of a
standard diamond sample. Due to the small size, thousands of
microscopic lenses could be fabricated into a single diamond
sample, and moreover, each lens could be fabricated precisely
around a single fluorescent color center. A suitable fabrication
technique is focused ion beam milling. We therefore explore
whether this can be used to produce high-quality micrometer-
sized diamond SILs. In order to register a SIL precisely on top
of a single color center, we first fabricate a grid of markers
(circular holes) into the surface of a diamond sample using a
FIB. Figure 7a shows a scanning electron microscopy (SEM)
image of such FIB markers. Subsequently, we analyze the
sample with a confocal fluorescence microscope and determine
single color centers within the grid (Figure 7b). The position of
the color centers relative to the FIB markers as well as their
depth below the diamond surface is determined with about
100 nm precision. Thereafter, a solid immersion lens with a

Figure 7: Fabrication of a microscopic diamond hemisphere by
focused ion beam milling. (a) Grid of FIB markers for the precise align-
ment of the SIL on top of a single color center. (b) Fluorescence micro-
scope image of one quadrant of FIB markers. The bright blue spots are
single color centers. A color center a few microns below the surface
(not visible in this image) is selected as the target emitter. Note that
the image distortion between subsequent scan lines is caused by
bi-directional motion of the imaging piezo scanner. (c) SEM image of a
microscopic SIL. The complete FIB process takes approximately

30 min.
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radius corresponding to the depth of the color center is fabri-
cated by using the focused ion beam. Figure 7c shows an
example of such a microfabricated SIL. Note the cone around
the SIL, which is fabricated in order not to cause additional
refraction for the emitted fluorescence light. The ringlike abla-
tion material at the bottom of the SIL lies within a spatial angle
that is not detected by the high NA microscope objective of
0.95. With such a microscopic diamond hemisphere, fluores-
cence count rates up to about 480 kHz were observed, which is
even slightly better than the result obtained with the macro-
scopic SIL. The device is therefore a highly promising
microstructure that provides a universal performance boost for
diamond quantum applications.

4 Dielectric pillar microcavities with

embedded diamond nanocrystals

An alternative approach for increasing the collection efficiency
exploits the Purcell effect. In this case, a single quantum emitter
is placed into an optical resonator and the emitted photons exit
preferentially into a resonator mode, much like the stimulated-
emission process of a laser. The resonant photons can be
coupled out with high efficiency from the resonator. In order to
enhance the emission at the zero-phonon line (ZPL) of
nitrogen—vacancy centers, diamond nanocrystals containing
single NV centers were embedded into high quality pillar

resonators (Figure 8a). In a first step, a bottom Bragg mirror
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composed of TiO,/Si0; layer pairs is fabricated by magnetron
radio-frequency sputtering. In a second step, nanodiamonds
with a diameter of less than 20 nm (Figure 8b) are spin coated
onto the dielectric mirror. The area density of the nanocrystals
may be chosen by the concentration of the nanodiamond solu-
tion and/or by varying the rotation speed of the spin-coater. The
nanocrystals are embedded in a TiO, spacer layer, i.e., a region
of a high index of refraction. Therefore, a so-called “A-cavity”
is manufactured. In a third step, the top Bragg mirror is sput-
tered to create a planar cavity structure with one-dimensional
confinement of light. In order to achieve a three-dimensional
light confinement, pillar microcavities are milled out of the
planar structure by focused ion beam. As a consequence, the
light field is concentrated vertically between the two dielectric
Bragg mirrors and laterally due to the total internal reflection at
the pillar sidewalls [13,14]. Due to the waveguide nature of
pillar resonators, the photoluminescence emission is strongly
directional, which results in the efficient collection of radiation
with a microscope objective.

A broadband light transmission measurement through a single-
pillar resonator is shown in Figure 8e. The transmission spec-
trum is dominated by the fundamental mode HE11 of the pillar
microcavity. Also a faint first HEOI/HE2 and third HE12
excited mode is discernible (Figure 8¢). Since the incoherent

light source generates an approximately planar wavefront, light

HE31

HEO1 / HE21

HE11

630 635
Wavelength (nm)

I
625

Figure 8: (a) Scanning electron microscopy (SEM) image of a micropillar resonator with embedded diamond nanocrystals in the central spacer layer.

(b) Transmission electron microscopy (TEM) image of diamond nanocrystals. The average size of the nanodiamonds is 20 nm. (c—e) Mode spectrum

of a pillar microcavity (2.9 pm diameter) with an ensemble of diamond nanocrystals in the spacer layer. (c) Simulated spatial cavity modes. (d) Spatio-
spectrally resolved photoluminescence emission and (e) white-light transmission spectrum. Calculated spectral mode positions are indicated by

vertical grey lines.
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preferably couples to the symmetric fundamental mode. The
entire spectrum of cavity modes is clearly visible in the photolu-
minescence emission with continuous-wave laser excitation of
an ensemble of diamond nanocrystals at a wavelength of
532 nm (Figure 8d). The spectral positions of these resonances
(Figure 8d) are calculated based on an effective-waveguide
model. The theoretical results are in excellent agreement with
the values obtained by the experiment. The simulations also
yield the spatial mode patterns depicted in Figure 8c. The
recorded CCD image of the photoluminescence emission
provides us with one-dimensional spatial resolution along the
entrance slit of the spectrometer. For this reason a vertical cut
through the center of the calculated two-dimensional mode
patterns (Figure 8c) can be compared to the CCD image in
Figure 8d. In particular, the fundamental mode HE11 exhibits
one intensity maximum. The first excited mode HEO1/HE21 has
two constituents.

To elucidate the nature of photon emission and characterize the
coupling of NV centers to an optical cavity, we perform second-
order autocorrelation measurements. The normalized intensity
function g®(1) is recorded with an optical setup according to
Hanbury Brown and Twiss. As seen in Figure 9a, a clear anti-
bunching effect (g (1) < 1) can be observed at zero time delay
(1 = 0) from an optical cavity with 1.6 pum diameter. This is
strong evidence for nonclassical light emission. The depth of
the antibunching dip at zero time delay amounts to 0.21. A
value below 0.5 would explicitly indicate that a single NV
center coupled to the cavity is a single photon source. There are
two main factors that may currently limit the depth of the anti-
bunching dip. First, background photoluminescence from the
dielectric materials, especially from SiO, layers, and second,
background emission from the diamond nanocrystal itself. By
optimization of the sputter parameters, we recently achieved a

(a)

1.5 T T T T

00 1 1 1
-15 0 15
Time delay t (ns)

Beilstein J. Nanotechnol. 2012, 3, 895-908.

reduction in photoluminescence of sputtered SiO; layers by a
factor of nine at a wavelength of 637 nm (ZPL of NV~ centers,
Figure 9b). In the future, this process optimization may be used
to reduce the background photoluminescence of the cavity.

5 Fabrication of Ni-, W- and Si-based color
centers in CVD diamond

5.1 Motivation

Diamond is an excellent host for fluorescent defects. Due to the
large band-gap energy of 5.46 eV, it is likely that localized
defect states are present in the forbidden band. Not surprisingly
over 500 such “deep trap” centers are meanwhile known in
diamond [15,16]. Their fluorescence emission covers a broad
spectral range reaching from the UV to the far IR. Admittedly,
origin and composition of many color centers in diamond are
yet not well understood or even known. Above all, not every
fluorescent defect center exhibits the desired characteristics for
applications in quantum information processing [17], such as a
small bandwidth, a low electron—phonon coupling, or a high
oscillator strength. For this reason two main challenges need to

be addressed by diamond researchers:

* New color centers in diamond with favorable properties
for quantum-information-processing technologies need
to be identified.

* A reproducible fabrication method for color centers
(such as the nickel-related NE8-center) in high-quality
diamond layers has to be developed.

As demonstrated and discussed in Section 1, ion implantation
into bulk diamond crystals of high purity is a well-established
technique [4] to produce defects such as the NV center, offering
nanometer spatial resolution and a controlled defect density. A
drawback, on the other hand, is the inevitable damage caused to
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Figure 9: (a) Normalized intensity autocorrelation function g(@)(t) from a micropillar cavity of 1.6 ym diameter with embedded diamond nanocrystals.
(b) Comparison between the photoluminescence emission from a standard (black) and an optimized (red) sputtered SiO5 layer.
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the diamond lattice, which leads to an additional photolumines-
cence (PL) background and disturbances of the photolumines-
cence emission [18]. Furthermore, not every color center in
diamond can be produced by implantation with an adequate
yield [15]. The direct synthesis of diamond crystals by
microwave plasma enhanced chemical vapor deposition
(MWPECVD) offers an alternative route to integrate color
centers and was investigated in addition to ion implantation
[19,20]. We deposited single-crystal diamond layers of high
phase and structural purity by MWPECVD. Emphasis was
placed on a reproducible dopant addition to the growth process
aiming at a targeted in situ incorporation of color centers based
on nickel and tungsten impurities.

A very promising single-photon-emitting defect for quantum-
cryptographic applications is the so-called NE8-center [17].
This nickel-nitrogen based defect exhibits superior properties,
such as a sharp emission line at around 800 nm, with a width of
only 2 nm at room temperature, together with a short intrinsic
lifetime of 2 ns, and an efficient emission concentrated in the
zero-phonon line. Different attempts were already conducted
to produce this center [21,22]. However, the yield of
nickel-nitrogen-related centers seems to be rather low. Tung-
sten is known to produce a family of so-called Ws-centers with
several luminescence lines near 714 nm [23]. Up to now these
centers were only produced by chance in polycrystalline
diamond samples grown by the hot-filament technique. Accord-
ingly, not much is known about their luminescence properties.
Our aim was to produce the W-centers in a well-defined way, in
order to enable further studies on these color centers.

The goal of our work is the fabrication of stable single-photon
emitters with a high emission rate in the red and infrared spec-
tral range. However, as discussed in Section 3 the high refrac-
tive index of diamond impedes light extraction from the bulk,
thereby lowering the achievable count rates. A further way to
circumvent this disadvantage is to implement color centers in
small nanodiamond crystals with diameters well below the
wavelength, guaranteeing an efficient light extraction. More-
over, single nanodiamonds can be implemented into dielectric
cavities enhancing the efficiency, as demonstrated in Section 4.
We will discuss our approaches to incorporate silicon—vacancy
(SiV)-centers in dispersed nanodiamond particles fabricated by
MWPECVD in Section 5.5.

5.2 Nickel and tungsten doping of single-crystal
diamond layers

Homoepitaxial growth of diamond - Homoepitaxial diamond
growth was performed at low pressure conditions in a
microwave-activated hydrogen-rich plasma atmosphere in an

ellipsoidal cavity reactor [24]. The necessary carbon species for
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the diamond growth were supplied by the addition of 1-2%
methane to the process gas. Single-crystal diamond plates of
type Ib with (001) and (111) surface orientation and dimen-
sions of 3 x 3 mm? served as substrates. In order to provide
optimal growth conditions, a high plasma-power-density regime
(100-150 W/cm?®) was achieved by applying a pressure of
200 mbar and a microwave power of 2-3 kW. Figure 10 shows
the holder configuration we used to focus the plasma ball. The
main advantage of such a small reaction volume is that neither
the reactor base plate nor the quartz walls of the surrounding
bell jar is touched by the plasma. Major contaminations from
the reactor walls were therefore avoided.

microwave-
plasma

molybdenum
holder

diamond
substrate

Figure 10: View into the MWPECVD reactor during growth of a single-
crystalline diamond layer.

Gaseous nickel and tungsten precursors - The controlled and
targeted addition of dopants during diamond growth is a crucial
step for the in situ synthesis of color centers. A frequently
applied method is to expose a solid state source containing the
dopant material directly to the reactive plasma [15,19,21]. We
also used this approach for the doping of nanodiamond crystals
with silicon, which will be discussed in section 5.5. A draw-
back of a solid-state doping source is the limited control over
the dopant concentration during growth. To ensure a repro-
ducible doping we studied the applicability of gaseous metal
precursors, namely nickelocene Ni(CsHs), and tungsten
hexacarbonyl W(CO)g, for the doping of diamond with nickel
and tungsten. Both precursors are solids at room temperature
but exhibit a high vapor pressure [20]. Nickelocene and tung-
sten hexacarbonyl, separately, were sublimated in a tempera-
ture-controlled dopant reservoir. Argon was passed through this
reservoir, saturated with the vapor of one of the precursors and
afterwards introduced to the process chamber. By using an inert
carrier gas, we paid attention to the fact that the two precursors
are unstable in a hydrogen-rich atmosphere [20]. We thereby
avoided a premature decomposition of the precursors in the gas
line.

A major advantage of our gas-phase-doping approach is that it

offers a targeted dopant addition. The dopant concentration in
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the gas phase can be adjusted either by the temperature of the
precursor material in the dopant reservoir or by the carrier gas
flux. The reproducibility of our doping approach was verified
by checking for nickel- or tungsten-related emission lines in the
MWPECVD plasma by using optical emission spectroscopy
(OES). Tungsten transitions in the MWPECVD plasma are
rather weak and it was difficult to separate them from the bright
plasma background. Nickel exhibits in contrast some promi-
nent emission lines in the UV. We choose an intense transition
with an emission line at a wavelength of 341.47 nm, as shown
in Figure 11a, to study the addition of nickelocene. Figure 11b
shows the temporal evolution of the 341.47 nm emission for
different argon fluxes through the nickelocene bubbler. During
the first 10 min no nickelocene was added to the carrier gas.
Accordingly, no nickel signal is visible. Afterwards the carrier
gas flux was altered every 10 min. The signal presented in
Figure 11b follows this variation. Furthermore, a steady signal

Beilstein J. Nanotechnol. 2012, 3, 895-908.

is visible for a stable argon addition. The rapid decrease of the
nickel signal after lowering the argon flux at both 40 min and

50 min indicates the absence of unwanted hysteresis effects.

5.3 Verification of nickel incorporation

The incorporation of nickel into the as-grown diamond layers
was verified by secondary ion mass spectrometry (SIMS). An
unambiguous assignment of nickel was achieved by measuring
two different nickel isotopes (namely ®Ni and ®Ni) and
comparing the measured count rates with the known natural
abundances of these isotopes. Figure 12(a) shows a SIMS
measurement performed on a 500 + 100 nm thick diamond layer
grown with constant nickelocene addition. During MWPECVD
growth a mole fraction of 1077 of nickelocene was added to the
process gas. The SIMS measurement reveals that nickel concen-

3

trations up to 10'8 cm™3 are present in this layer. However,

although it was verified by OES that a constant amount of
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Figure 11: (a) Optical emission spectroscopy: observed nickel emission in the MWPECVD plasma during diamond growth with addition of nickel-
ocene. (b) Temporal evolution of the nickel emission (341.47 nm line) during MWPECVD diamond growth altering the argon/nickelocene addition. The
intensity of the nickel emission is solely determined by the carrier gas flux to the reactor. Furthermore, the nickel emission is steady for constant
nickelocene additions thereby demonstrating the reproducibility of the utilized gas-phase-doping approach. Reproduced with permission of the author

from [25].
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Figure 12: (a) SIMS depth profile of nickel-doped single-crystal diamond layer. The intensity of the two “marker” isotopes *8Ni and 82Ni is in accor-
dance with the known natural abundance, thereby verifying nickel incorporation. (b) SIMS-signal from picture (a) observed at a depth of 0.25 um. The
nickel signal emanates from a spot indicating the formation of nickel clusters during diamond growth with simultaneous nickelocene addition. Repro-

duced with permission of the author from [25].
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nickelocene was added during the deposition process, a nonuni-
form depth profile is visible. Furthermore, the nickel signal was
not uniformly distributed in the lateral direction, as seen in
Figure 12b. Both results indicate that nickel clusters were
formed during growth, and nickel is rather encapsulated than
incorporated into the diamond film.

Additional measurements were performed to ensure the
incorporation of nickel atoms into the diamond lattice. Of avail
in this context is that nickel is known to form the so-called
1.4 ¢V defect in diamond [16]. This fluorescent center exhibits
two narrow lines at a wavelength of around 884 nm, which are
readily excited by cathodoluminescence (CL). Figure 13 shows
a CL-measurement performed on a nickel-doped diamond layer.
Several lines at a wavelength of around 884 nm are visible in
the spectra of the nickel-doped layer. The two most prominent
lines are located at 883.37 nm (1.4035 ¢V) and 885.12 nm
(1.4008 ¢V), which is in accordance with values known for the
1.4 eV center [16].

CL measurements on the same nickel-doped sample revealed
further nickel-related lines. As shown in Figure 13b a lumines-
cence line at a wavelength of 794 nm was detected accompa-
nied by two phonon sidebands on the lower energy side, shifted
by 16 meV and 39 meV. The origin of this luminescence line is
the 1.563 eV center, also sometimes referred to as the “NE8-
center”. From this observation it can be concluded that nickel
was not solely encapsulated during MWPECVD growth. In fact
nickel-related color centers were produced by using nickel-
ocene as a nickel precursor during diamond MWPECVD
growth.

Beilstein J. Nanotechnol. 2012, 3, 895-908.

5.4 Verification of tungsten incorporation

A direct verification of tungsten incorporation into the as-grown
diamond layers by SIMS was not possible, thus indicating that
the tungsten concentrations were well below the detection limits
of 1016-10!7 ¢cm™3. However, confocal micro-photolumines-
cence measurements provided confirmation of tungsten
incorporation. Layers grown with the addition of W(CO)gq
exhibited a broad luminescence with emission in the spectral
window between 680 nm and 825 nm. Additional features
became visible when PL measurements were performed at a
temperature of 77 K as shown in Figure 14d. The bright line at a
wavelength of 714 nm is the zero-phonon line of the emission.
The ZPL is accompanied on the lower energy side by several
phonon sidebands, which are nearly equidistantly spaced by
25 meV. Position of the ZPL, as well as of the sidebands, are in
agreement with the so-called Ws-center [16,23]. The same
luminescence emission was reported in the past for diamond
layers deposited by the hot-filament technique and accordingly
by the DC-arcjet technique [16,23]. The Ws-center was hence
ascribed to impurities originating from the filament material and
accordingly from the cathode material of the reactor systems.
The observation of the Ws-luminescence in diamond layers
grown with the addition of W(CO)¢ confirms the previous
assignment.

The gas-phase doping approach offered furthermore the possi-
bility to adjust the density of W5 centers by the addition of
W(CO)g during diamond deposition. The p-PL mappings
on samples doped with different additions of W(CO)g¢ in
Figure 14a—c confirm this statement. The tungsten concentra-
tion during growth was raised by a factor of ten going from
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(@) 142 1.41 14 130 (B)1s57 156 155 154 153 152
T=5K 1.4 eV-center T=5K

= 1.563 eV-center ] 5
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Figure 13: Cathodoluminescence spectra measured at a temperature of 5 K on a nickel-doped single-crystal diamond layer. (a) Emission lines of the
1.4 eV center at 883.4 nm and 885.1 nm, verifying nickel incorporation. Origins of accompanying lines marked with an asterisk are unknown. (b) Lumi-
nescence of the 1.563 eV center (“NE8-defect”) observed in the same diamond layer. Reproduced with permission of the author from [25].
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Figure 14: (a—c) Room-temperature PL mapping excited at a wavelength of 660 nm on (111) diamond layers grown by MWPECVD with different
additions of W(CO)g: (a) no addition (reference layer); (b) with a mole fraction of 1.1 x 1076 W(CO)g in the process gas; (c) with a mole fraction of 1 x
1075 W(CO)g in the process gas. (d) Photoluminescence spectrum obtained from a tungsten-doped single-crystal diamond layer; acquired at 77 K
with 532 nm laser excitation. The tungsten-related Ws-luminescence at a wavelength of 714 nm together with several pronounced phonon sidebands

is visible. Reproduced with permission of the author from [25].

Figure 14b to Figure 14c. The intensity of the Ws-lumines-
cence increases accordingly. Moreover, no dark areas without
Ws-center luminescence are visible in Figure 14c.

5.5 Silicon—vacancy centers in as-grown nanodia-
monds

Seeding and overgrowth of dispersed nanodiamonds on
silicon - We seeded nanodiamond particles with diameters
below 10 nm from a colloidal solution onto a silicon wafer [26].
By controlling the surface chemistry of the particles it was

possible to achieve an average distance of ca. 1 pm between
two adjacent particles. The low particle density guaranteed that
every particle could be addressed individually afterwards by
confocal microscopy [27]. The nanodiamonds acted as seed
crystals in the subsequent overgrowth in the MWPECVD
plasma process. In this manner, we produced particles with
diameters up to 700 nm, as shown in Figure 15a. Because of the
harsh plasma environment the silicon substrate is slightly etched
and the plasma is enriched with silicon. Silicon atoms are there-
fore also incorporated into the growing nanodiamond particles.
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Figure 15: (a) As-grown nanodiamond particles on a silicon substrate. (b) Confocal photoluminescence mapping (660 nm excitation wavelength),
recorded at room temperature. The integrated intensity emitted in the spectral window between 725 and 755 nm was measured. Bright areas in the
scan correlate with nanodiamond particles. (c) Spectrally resolved PL emission from a particle in (b). The SiV luminescence verifies the successful

incorporation of silicon during growth.
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Photoluminescence characterization - The presence of
silicon-related color centers in the as-grown nanodiamond
particles was investigated by micro-photoluminescence
measurements. Figure 15b shows a typical PL mapping over a
20 x 20 pm? region. The bright areas correlate with nanodia-
mond particles. Origin of the PL signal is the luminescence of
the SiV center. A typical PL spectrum of the SiV center is
shown in Figure 15c¢. In order to enhance the yield of fluores-
cent silicon defects, we varied the temperature during the
MWPCVD growth process. Diamond growth below 600 °C is
comparatively slow. However, even small nanodiamonds ex-
hibit SiV luminescence. Nanodiamonds grown above 600 °C
exhibited a lower SiV yield. Especially small particles showed
no luminescence.

Conclusion

We have performed a series of key experiments towards strong
coupling of solid-state quantum emitters to plasmonic and
dielectric optical resonators. First, we have demonstrated
controlled creation of nitrogen—vacancy centers in diamond
with nanometer spatial control by ion implantation through suit-
able masks. Using high-aspect-ratio mica masks, we have
shown that high-energy deep implants can be created with
nanometer spatial precision. Subsequently, we have demon-
strated the coupling of diamond nanocrystals to plasmonic
resonators. Emitter—resonator coupling was achieved for
different aluminium resonator geometries, with a shortening of
the excited state lifetime six times. By using dielectric diamond
hemispheres, the photon collection efficiency was increased by
a factor of up to six. Dielectric pillar microcavities with
embedded diamond nanocrystals containing single NV centers
have been manufactured by sputtering and focused ion beam
milling. Photon antibunching from a NV center inside a dielec-
tric pillar cavity could be observed. In addition, a reproducible
gas-phase doping approach to incorporate nickel and tungsten
atoms during MWPECVD growth of single-crystal diamond
films has been demonstrated. Our experiments mark a firm step
towards strong coupling of solid-state quantum emitters to plas-
monic and dielectric resonators by using integrated plasmonic

nanophotonics and dielectric diamond optics.
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We investigate the excitation as well as propagation of magnetic modes in plasmonic nanostructures. Such structures are particu-

larly suited for excitation with cylindrical vector beams. We study magneto-inductive coupling between adjacent nanostructures.

We utilize high-resolution lithographic techniques for the preparation of complex nanostructures consisting of gold as well as

aluminium. These structures are subsequently characterized by linear optical spectroscopy. The well characterized and designed

structures are afterwards studied in depth by exciting them with radial and azimuthally polarized light and simultaneously

measuring their plasmonic near-field behavior. Additionally, we attempt to model and simulate our results, a project which has, to

the best of our knowledge, not been attempted so far.

Introduction

Plasmonics is the optics of metal nanoparticles. If an external
light field impinges on a metal nanoparticle, collective oscilla-
tions of the quasi-free conduction electrons are excited. The
electron charge cloud is displaced with respect to the fixed ionic
background and thus causes local electric fields. The main
benefit afforded by plasmonics is its ability to concentrate
incoming electromagnetic energy into deep subwavelength
volumes, so-called hot spots. The local electric-field strength

can surpass the incoming field strength by orders of magnitude.
The process is moreover surprisingly efficient as the plasmonic
resonances couple extremely well to an external light field due
to the huge resonant dipole moment, which is fundamentally
connected to the large number of free conduction electrons.

Just as atoms join together in order to form molecules, plas-

monic particles can couple to one another and form collective
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states. In molecular physics this coupling is mediated via the
electron wavefunctions, which mix and hybridize giving rise to
new collective orbitals [1]. In plasmonics this coupling is medi-
ated by the plasmonic near fields. In contrast to molecular
physics, plasmonics allows us to nearly arbitrarily change the
spatial arrangement, the number, and the properties of the
constituent particles [2,3]. We can thus tailor the light-matter
interaction at will and create novel optical components and
devices [4-8].

We investigated the excitation as well as propagation of
magnetic modes in such plasmonic nanostructures. We studied
the magneto-inductive coupling between adjacent nanostruc-
tures and derived the necessary prerequisites for the efficient
launch of magnetic plasmon propagation. In our experiments
we utilized high-resolution electron-beam lithography for the
fabrication of the nanostructures. In order to study the excita-
tion of magnetic modes we used a home-built combined near-
field scanning and confocal microscope. The structures were
excited with azimuthally and radially polarized light, which
allows for an efficient excitation of the fundamental magnetic
modes. All these concepts and devices are going to be intro-
duced and discussed in detail in the following.

Results and Discussion
Azimuthal and radial fields: theoretical
description

Azimuthal and radial laser modes, also known as cylindrical
vector beams, create unique field distributions when focused by
high numerical aperture (NA) parabolic mirrors or objective
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lenses, as depicted in Figure 1. In such a high-NA focus of an
azimuthally polarised beam, only in-plane polarized fields are
present. By focusing the radially polarized laser beam, a distinc-
tively different field distribution is present. Here a strong
z-polarized field is present in the center surrounded by a weak
in-plane polarized field. The ratio between the z- and in-plane
polarized field is directly correlated with the NA [9,10].

The calculation of the interaction of radially and azimuthally
polarized light with plasmonic nanostructures is a surprisingly
complex problem. The mainly utilized methods, such as FDTD,
are particularly suited and optimized for plane-wave excitation.
Radial and azimuthal fields, however, require a special basis set
as they can no longer be described with a single k-vector but
show a strong variation in direction and magnitude of the
k-vector contributions in the tight focus of the incoming radia-
tion. Simulation techniques such as Fourier-modal methods,
however, are covered by extended fields with discrete k-vectors.
Thus, the problem cannot be implemented by using these simu-
lation techniques. The huge computational power that would be
required to solve the resulting multiscale problems is simply
unavailable.

Starting from this need, we developed two sets of techniques in
order to tackle the problem at hand. One possibility relies on the
so-called multiple-multipole method (MMP). It is a semi-
analytical simulation theory based on Mie scattering. The simu-
lated field distribution is described by a sum of distributed
expansions, which are analytical solutions of Maxwell’s equa-
tions, and the coefficients of the expansions are solved at the
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Figure 1: (a) and (b) show sketches of simulated focus patterns (E2 in xz plane) in the parabolic mirror and their intensity profile. Adapted from [11].
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boundaries. In particular, the technique takes advantage of the
high symmetry of the clusters, which significantly eases the
required computational power. Once the correct expansion has
been found, the field distributions as well as the far-field scat-
tering spectra can be calculated from the analytical solutions of
Mie theory.

Another description has been developed by using the surface
integral equation (SIE) method. This approach uses Green's
functions to describe the propagation of an electromagnetic
field in homogeneous media and can thus reduce the computa-
tional domain to material interfaces. Enforcing the boundary
conditions at the material boundaries, the surface fields can be
computed for arbitrary incident conditions. Given these surface
fields, the field distribution in the surrounding space can then be
derived.

A big advantage of the SIE method is the use of continuous
basis functions to describe the surface fields. This leads to a
physical solution of a boundary value problem at the interfaces,
yielding accurate field distributions even in the extreme near
field of the particles. Due to the definition of the Green's func-
tions up to infinite distances, the field distribution is accurately
reproduced in the far field as well. In addition, as the space
surrounding the particles does not need to be discretized, imple-
mentation of arbitrary incident conditions, such as cylindrical

vector beams, is a simple task.

Plasmonic oligomers

Originally, we intended to utilize split-ring resonators (SRR) as
magnetic atoms. These U-shaped nanostructures support a plas-
monic mode which is associated with a strong magnetic
moment. Arranging SRRs in a chain and thus coupling these
modes would allow for a magnetic-plasmon propagation and
hence for efficient and low-loss energy propagation on the
nanoscale. Yet, the experimental realization of such structures
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that exhibit a resonant response in the required wavelength

regime around 630 nm proved to be too challenging.

We thus developed an alternative route, which proved to be
highly fruitful, cf. Figure 2. By replacing the closed metal-rings
of the SRRs by individual but strongly coupled metal nanoparti-
cles, we were able to retain a number of the described prop-
erties of the SRRs and yet drastically blue-shift the resonant
optical response of the resulting clusters. The ring-shaped
arrangements of the gold nanoparticles are ideally matched to
the radially and azimuthally polarized excitation and form
collective plasmonic modes exhibiting electric as well as
magnetic nature. Moreover, these clusters support a multitude
of tunable collective modes, which justity studying these kinds
of plasmonic artificial molecules themselves in detail, even

under linearly polarized light [12-16].

In the following we briefly review earlier work on plasmonic
oligomers [13]. In order to investigate the evolution of the
coupling behavior in plasmonic oligomers, we studied the
optical response of a series of nanoparticle oligomers with
various interparticle gap distances, cf. Figure 3. The interpar-
ticle gap distance g was decreased from 130 to 20 nm. For exci-
tation of the structures, we used normal incident light with
linear polarization, as shown in Figure 3, left column. The
experimental spectra of the samples and their corresponding
SEM images are displayed in the same figure. The spectrum of
the gold monomer is plotted as a black curve in the bottom row.
A single dipolar resonance is observed around 700 nm (the
curve is magnified by a factor of 5 for better comparability).
Turning toward the heptamer with a large interparticle gap dis-
tance (g = 130 nm), the spectrum shows approximately the
same behavior as the isolated nanoparticle due to the well-sep-
arated nanoparticle configuration. This would correspond in
molecular chemistry to the situation of uncoupled atoms before
they start to form molecular bonds. As the interparticle gap dis-

Figure 2: (a) Replacing the split ring resonators with individual plasmonically coupled gold dots allows us to spectrally shift the supported modes
while retaining most of the optical properties. (b) Additionally, ring-like arrangements of gold nanoparticles are particularly suited for experiments with
radially and azimuthally polarized light as they are perfectly matched to their high spatial symmetry.
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tance is reduced (g = 60 nm), a second peak starts to form
around 800 nm. The two peaks are separated by a pronounced
dip. As the interparticle gap distance is further reduced towards
g =20 nm, the spectral features red-shift successively. In the
ring-like hexamer (g = 40 nm), which we display for compari-
son (see the top black spectrum), the shorter-wavelength peak
around 700 nm is also present. In contrast to the heptamers, no
pronounced dip is visible in the hexamer. We rather observe a

long and unstructured tail toward the long-wavelength region.
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Figure 3: Extinction spectra of a gold monomer, a gold hexamer, and
gold heptamers with different interparticle gap separations. The
spectra are shifted upward for clarity. (left column) Experimental
extinction spectra (1 — transmittance). (middle column) SEM images of
the corresponding samples with indicated interparticle gap distances.
The scale-bar dimension is 500 nm. (right column) Simulated extinc-
tion cross-section spectra by using the multiple-multipole method.
Adapted with permission from [13]. Copyright (2010) American Chem-
ical Society.

Figure 3 as well presents the simulated extinction spectra for
different structures. The spectra have been calculated by using
the MMP method [17]. It is apparent that the experimental
results show a good qualitative agreement with the numerical
predictions. The overall red shift of the experimental spectra
with respect to the simulated spectra is due to the presence of

the glass substrate in the experiment. The difference between
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the experimental and simulated results is also partially due to
the assumption of a nanosphere shape for the trapezoidal
nanoparticles in the simulation. Nevertheless, all the main spec-
tral features including the distinct resonance dip are clearly
predicted.

In order to elucidate the character of the resonances, field distri-
butions at the respective spectral positions are shown in
Figure 4. In the hexamer structure, at spectral positions 1, 2, and
3, the currents in the six nanoparticles always oscillate in-phase,
manifesting the excitation of the collective dipolar plasmon
resonance in the ringlike hexamer. In the heptamer structure,
when a central nanoparticle is brought into close proximity with
the six satellite nanoparticles, the dipolar plasmon of the central
nanoparticle hybridizes with the hexamer dipolar plasmon,
giving rise to the formation of a bright super-radiant collective
mode and a dark subradiant collective mode. For the super-
radiant mode, the oscillating plasmons in the seven nanoparti-
cles are in-phase (see field distributions at spectral positions 1
and 3), exhibiting significant mode broadening due to radiative

damping.

It is worth mentioning that the peak position of the super-
radiant mode cannot be exactly determined from the spectrum
due to the presence of the resonance dip. Nevertheless, the reso-
nant behavior at positions 1 and 3 is a good indication for the
super-radiant mode. For the subradiant mode, the net sum of the
plasmon polarizations of the six satellite nanoparticles oscil-
lates oppositely with respect to the plasmon polarization in the
central nanoparticle (see field distribution at spectral position
2). The unique symmetry of the heptamer allows for similar yet
opposite dipole moments of the central nanoparticle and the
ringlike hexamer, thus leading to a narrow mode. The forma-
tion of the distinct dip in the spectrum is due to the destructive
interference between the narrow subradiant mode and the broad
super-radiant mode, which is called a Fano resonance [18-20].

The oligomeric design strategy is highly tunable and allows us
to nearly arbitrarily manipulate the optical spectra. Figure 5a
depicts SEM micrographs and spectra of exemplary oligomers.
Changing the number, size, and spatial arrangement of the indi-
vidual particles, allows for the tuning of the strength and spec-
tral position of the transparency window. Under certain condi-

tions, the Fano resonance even vanishes completely [21].

Electron-beam lithography is a highly controllable top-down
technique that can be utilized in order to fabricate the structures.
Nearly every manipulation in the design of the cluster can be
easily implemented. Figure 5b depicts a collection of SEM
micrographs that demonstrate our ability to create nearly every

arrangement imaginable [22-26].
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Figure 4: Simulated field distributions and local electric currents (blue arrows) for the gold hexamer and heptamer at the respective spectral positions
(as indicated by the arrows in the simulated spectra) by using the multiple-multipole method. The color scale indicates the absolute value of the elec-
tric field relative to the external exciting field strength. It is notable that at spectral position 5 in the heptamer, similar yet opposite oscillating plasmons
are excited in the central nanoparticle and the ringlike hexamer, thus leading to a subradiant mode. The destructive interference between the subra-
diant mode and the broad super-radiant mode results in the Fano resonance. In the absence of the central nanoparticle, the nanoparticles in the
hexamer always oscillate in phase, leading to a collective dipolar mode. Adapted with permission from [13]. Copyright (2010) American Chemical
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Figure 5: (a) Examples of complex plasmonic oligomers with tailorable optical properties. Adapted with permission from [21]. Copyright (2011) Amer-
ican Chemical Society. (b) Scanning-electron micrographs of oligomers clusters, demonstrating the unique capability of electron-beam lithography to

create many of the different spatial arrangements imaginable.

The optical near-field microscope

The studies of the optical behavior of the plasmonic oligomers
with focused radially and azimuthally polarized laser beams
were performed on home-built combined near-field scanning
and confocal microscopes. The exciting laser is in both cases a
632.8 nm HeNe laser, where the beam is transformed by a mode
conversion into radially or azimuthally polarized cylindrical
vector beams. One of the microscopes uses an oil immersion

objective lens (NA of 1.25) for focusing. The other microscope

uses a parabolic mirror with an NA of 0.998 as the focusing
element (Figure 6). Based on these confocal microscopes, in
combination with a home-built shear force AFM system and the
use of sharp gold or glass-fiber tips, we operate a versatile scan-
ning near-field optical microscope (SNOM) system.

To measure the near field generated from the plasmonic

oligomers, one single oligomer is placed inside the radially or

azimuthally polarized focus. A sharp gold tip (tip radius smaller
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E

Figure 6: Schematic of two optical microscopic configurations using a parabolic mirror for focusing (a, adapted from [27]) and an objective lens for
focusing (b). Shear-force SNOM configurations can be obtained by integrating a glass fiber (c) or a gold tip (d) to the confocal optical microscopes.

than 15 nm) is used to scan over the structure, collecting the
near-field responses. Notably, the sharp gold tip also gives a
strong photoluminescence signal, whose intensity is linearly
proportional to the local field strength at the plasmonic struc-
tures.

Experiments and simulation of near-field
imaging of plasmonic oligomer rings using
gold luminescence

We excited the plasmonic oligomer rings with radially and
azimuthally polarized light at 632.8 nm. The excitation was
performed by utilizing a parabolic mirror with an NA = 0.998.
The detection was performed by confocal microscopy and the
collected signal is one-photon photoluminescence.

Figure 7 depicts examples of these kinds of measurements on
closed and open oligomer ring structures. One observes a strong
interaction of the light field with the plasmonic nanostructures,
resembling a “magnetic focusing”, featuring a central spot of
enhanced intensity with a diameter of ca. 340 nm. The reason

for this behavior is as follows: The luminescence signal is

generated by the individual gold dots, which in turn have been
excited by the external light filed. Thus, the signal strength is
given by the superposition of the excitation spot and its inten-
sity distribution with the geometry of the oligomer rings. A
convolution of these two quantities describes the observed
phenomenon.

Near-field microscopy of aluminium

heptamers

During the progress of our experiments we found that the gold
structures show substantial photoluminescence [28-30]. For
some of the conducted experiments, as discussed above, this
phenomenon is beneficial, yet, it turned out to be mostly bother-
some. In order to circumvent this problem, we designed
oligomer structures consisting of aluminium. The new material
affords two benefits: on the one hand the photoluminescence of
aluminium is significantly smaller than the one of gold. On the
other hand the significantly higher plasma frequency of
aluminium causes the plasmonic resonances to blue-shift for
identical particle sizes, easing fabrication. Figure 8 depicts

spectra, SEM, and optical micrographs of these structures.
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Figure 7: Oligomer rings composed of gold nanodots, SEM images on the left, confocal luminescence images under azimuthally polarized illumina-
tion on the right. Lower row: Simulations based on a planar convolution of the exciting light field with the structure geometry. The left image depicts
the one-photon photoluminescence image upon azimuthal excitation. This geometry corresponds to the measured configuration shown in the upper
row. The right image shows the predicted signal upon radial excitation. The lowest row depicts once more a simplified sketch of the used polarization
states.
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Figure 8: Oligomer structures consisting of aluminium. (a) The formation of collective behavior in the clusters is visible by the formation of a well-
pronounced Fano resonance. (b) Varying the number of ring particles allows us to study the evolution of the spectra. Starting from a certain number of
ring particles one expects the spectral evolution to saturate, similarly to the transition from a molecule to a solid. (c) The individual clusters are
surrounded by marker structures, allowing easy location of the structures on the substrate during measurement.
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Simulation of the near-fields of plasmonic
oligomers under radially and azimuthally

polarized excitation

Utilizing the above-discussed surface-integral method [31-33]
we were able to calculate the electric near-field distributions of
a plasmonic oligomer under radial and azimuthal excitation.
The upper row of Figure 9 depicts the near-field intensity distri-
bution within the symmetry plane of the cluster; the lower row
shows a 3-D plot of the same data. In both excitation geome-
tries we observe a strong near-field enhancement resembling the
high symmetry of the cluster itself. The strong enhancement, as
well as the strong local fields, is proof that we indeed excite the
cluster with its eigenpolarizations. Such near-field patterns, in
strength as well as spatial distribution, are not obtainable upon
linear polarized excitation. The field enhancement for azimuthal
excitation is significantly stronger as it perfectly matches the
nanoscale gaps at the circumference of the cluster. The field is
mostly concentrated within these gaps, whereas nearly no field
localization is associated with the center particle. This behavior
is in striking contrast to the case of linear-polarized excitation
(cf. Figure 2, right column). In the case of radial excitation the
near fields are mostly confined to the gap between the outer
particles and the center one. Overall, the field distribution again

resembles the cluster symmetry.

Figure 9: Simulated near-fields of heptamer structures under radial
(left, multiplied by 20 for a better comparability) and azimuthal (right)
excitation. The upper row depicts the field strength in the center plan,
whereas the lower row depicts the same data as a 3-D plot. One can
clearly observe the strong enhancement of the electric fields between,
within the nanoscale gaps. The overall field strength is significantly
higher for azimuthal excitation as this perfectly fits the symmetry of the
cluster and the arrangement of the gaps.

Magnetic plasmon propagation along
oligomer chains

Oligomers support magnetic modes. Hence, it is a straightfor-

ward idea to combine these kinds of structures to form chains,
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which then in turn allow for the coupling between these modes
and thus the transport of energy along the chains. As the
coupling will be mediated by the coupling between magnetic
dipoles, the transport is expected to show low loss [34,35].
However, measuring such magnetic plasmon propagation
requires local excitation at one of its ends and the near-field
distributions to be measured along the whole chain [36-38].
This measurement technique requires the separation of the exci-
tation and collection foci, which is experimentally extremely
challenging.

Conclusion

We presented a route to create magnetic excitations and propa-
gation on the nanoscale by utilizing individual yet strongly
near-field coupled plasmonic atoms. These atoms join together
and form collective plasmonic modes which are associated with
strong magnetic moments. Arranging these plasmonic mole-
cules in a chain and thus coupling these modes allows for
magnetic plasmon propagation and, hence, for efficient and

low-loss energy propagation on the nanoscale.

We have demonstrated our ability to create plasmonic mole-
cules with tailorable optical properties. We studied these mole-
cules using far- and near-field measurement techniques. In par-
ticular, we observed the transition from isolated to collective
modes upon decreasing the interparticle gap. We were able to
directly measure the near-field distributions of our plasmonic
molecules with cylindrical vector light beams, which, to the
best of our knowledge, had not been demonstrated before.

Moreover, we have developed simulation techniques in order to
model our results on these complex structures, which constitute
a significant advance in the understanding of the interaction of
our unconventional states of polarization with the complex plas-

monic structures.
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The influence of applied normal load and roughness on the tribological behavior between the indenter and sample surface during

nanoindentation-based scratching has been experimentally investigated by using different surfaces (fused silica and diamond-like

carbon) featuring various degrees of roughness. At a sufficiently low applied normal load, wherein the contact is elastic, the fric-

tion coefficient is constant. However, at increased normal loads the contact involves plastic deformation and the friction coefficient

increases with increasing normal load. The critical load range for a transition from predominantly elastic to plastic contact, between

the indenter and sample surface, increases with increasing size of indenter and decreases with roughness. Distinct differences

between the present experimental results and the existing theoretical models/predictions are discussed.

Introduction

Understanding the contact phenomena underlying tribological
processes is fundamental to many basic and applied problems,
such as wetting, capillarity, adhesion, lubrication, sealing, hard-
ness, micro/nanoindentation, atomic-scale probing, surface
modification and manipulation [1-3]. The contact of two bodies
may be defined by the influential parameters such as the applied
load or contact force between the contacting bodies, real contact
area, real contact pressure and its distribution over the

contacting surface, and actual separation between both bodies.

Engineered surfaces are not perfectly smooth and possess finite
roughness. Many of the existing models of rough surface topog-
raphy are based on the relative distribution of asperities within
the contact. In order to understand the effect of roughness,
statistical rough surface contact modes have been introduced
starting from the very early work of Abbot and Firestone in
1933 [4] for purely plastic contact and the classical work of
Greenwood and Williamson in 1966 (GW model [5,6]) for
purely elastic contact. According to the GW model, the estab-
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lishment of elastic or plastic contact is independent of the
applied normal load and only influenced by the physical prop-
erties of the contacting bodies. To account for elastic—plastic
asperity contacts, Chang (CEB model [7,8]) extended the GW
model to an elastic—plastic regime assuming the volume conser-
vation law for asperities. However, the CEB model neglects the
higher plasticity of the contact in resistance to the additional
tangential loading. Later, Kogut and Etsion (KE model [9]) im-
proved the CEB model by accounting for the resistance to
sliding of plastically deformed asperities using the finite
element method. According to them, the contact parameters,
such as separation, real area of contact, and real contact pres-
sure, are functions of the plasticity index and contact load. Their
recent work [10] showed that the static friction coefficient (ratio
of friction force and normal load) depends on the external force
and nominal contact area. Recently, FEM based work by Flores
et al. [11] showed that the apparent friction coefficient at a low
level of normal load, featuring a predominantly elastic contact,
is constant; and at a high level of load, featuring a predomi-
nantly plastic contact, is increased. However, this model under-
estimates the apparent friction coefficient, especially for the
ultralow load regime, as the apparent friction coefficient
decreases here with increasing load following Hertzian behav-
ior. Another study [12] shows the effect of normal load on the
friction coefficient. In this work the friction coefficient is
defined as the slope of the friction force with respect to normal
load [13]; it is observed that the coefficient of friction in the low
load region of elastic deformation is less than that detected in
the high load region of plastic deformation. Despite being based
on physical and chemical principles as well as the huge amount
of experimental work that has been carried out, up to now no
complete understanding of the behavior of the friction force or
friction coefficient with respect to the contact regime has been
achieved, i.e., the effect of load and/or roughness on the fric-
tion coefficient is not fully understood for different contact
modes. Today the technological progress in scanning-probe
techniques opens up the potential to study contact phenomena
on the single-asperity level [14]. Here scanning nanoindenta-
tion in particular allows for quantitative assessment of the

forces involved.

In this paper, various scratch tests with different linearly
increasing normal loads for surfaces featuring different rough-
ness values (fused silica (FS) and diamond-like carbon (DLC))
have been carried out. Aside from the normal load, the tip
radius of the conical diamond indenter has been varied in these
experiments. The friction coefficients were measured and
compared to the GW and the KE model as well as the FEM-
based model mentioned above. The goal was to study the effect
of the applied normal load and roughness on the friction coeffi-

cient and the critical normal load regime for a transition from a
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predominantly elastic to a plastic contact between the indenter
and surface of the sample during a nanoindentation-based

scratch test with linearly increasing load.

Experimental

Samples: As mentioned above, fused silica and DLC were
chosen as sample materials. The fused silica was provided as a
standard sample by Hysitron Inc. The DLC samples, 1um thick
films on Si(100) wafer, were synthesized by chemical vapor
deposition (Balzer BAS 450) utilizing a gas mixture of
argon and acetylene at a bias voltage of 950 and —350 V, re-
spectively.

Topographical characterization: The surface morphology was
characterized by atomic force microscopy (AFM, Park Systems
Corp. XE-100). Noncontact AFM was used to obtain detailed
information about surface topography and surface roughness.
The samples were imaged with commercial tips featuring a
nominal tip radius of 10 nm in a feedback-controlled mode on
all three axes. Five 8 x 8 pm? images with a pixel resolution of
512 x 512 were taken at different surface positions on each
sample in order to derive the corresponding RMS roughness.
The appropriate topography of the conical indenters utilized in
the present work was also characterized. The resulting rough-
ness of the 1 um conical indenter was found to be negligible.
The 20 um conical indenter featured topography aside from the
overall macroscopic conical one (with spherical end cap).
However, its characteristic length scale was significantly larger
than that of the samples studied here. For these reasons, we
refrained from taking the indenter roughness into account in
both cases.

Mechanical and tribological characterization: The mechan-
ical and tribological sample characterization was carried out by
a transducer-based scanning nanoindenter (Tribolndenter,
Hysitron Inc.) in a laboratory environment (RT and 50% RH).
The mechanical properties of the samples were evaluated with a
Berkovich diamond tip following the procedure proposed by
Oliver and Pharr [15,16]. The samples were probed at three
different spots. At each spot 25 indents were placed in a grid
pattern (5 x 5 indents with 20 um spacing) varying in final load
from 10 mN to 200 uN (100 uN/s loading and unloading rate,
5 s hold time at maximum load). Preceding the mechanical
analysis, tribological tests were carried out with two conical
diamond tips featuring nominal tip radii of 1 pm and 20 pm
(90° cone opening angle). The corresponding real tip radii,
determined by fitting of a Hertzian contact to low-load indents
into fused silica, are 0.7 um and 4.5 pm, respectively. Later on
these real radii will be used in the context of all calculations. As
preliminary testing confirmed that results are not influenced by

the fashion of load ramping, i.e., increasing or decreasing load
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during scratching, only unidirectional scratch tests with linearly
increasing load were performed. One load and lateral displace-
ment scheme of a scratch segment, which will be described
below, is shown in Figure 1. For all scratch tests in the work
presented here the scratch speed, minimum distance between
two scratches, and number of scratches for a particular load
were set to 1 um/sec, 20 um, and 10, respectively.
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Figure 1: Example for a load (a) and displacement scheme (b) of one
of the individual scratch segments used in this work.

In order to identify the suitable normal-load range, i.c., the
range that did not feature any artifacts that may be dominated
by instrumental boundary conditions, the total normal-load
range of each scratch was divided into segments. For practical
reasons these segments had to be small but at the same time had
to contain an adequate number of data points to be analyzed. In
this present case the segment size ranged from 300 puN to 20 uN
depending on sample roughness and indenter radius. Here the
300 uN segment size corresponds to a scratch test of the smooth
fused silica sample carried out with the large conical indenter,
and the 20 uN segment size corresponds to a test of the rough

DLC sample utilizing the small conical indenter. The suitable
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load range was then defined as the range from the minimum
normal load of 10 uN up to either the maximum normal load of
the instrument, i.e., 10 mN, or the first segment that featured a
maximum lateral-load difference larger than its segment size.
The latter case usually can be attributed to some stick—slip
event, which will contain a strong influence of the properties of
the transducers spring setup. Therefore, such segments in the
present work will not be considered. Once the normal load
range was established, the slope of a linear trend line fit to each
segment was taken as the coefficient of friction of the segment
at a normal load equal to the center of the segments. This proce-
dure ensures the elimination of any nonzero measured friction
force that may be present at a normal load of zero, see Figure 2.
This is usually explained by an additional load term due to an
intrinsic adhesive force and/or artifacts generated by the equip-
ment. The adhesion force term itself consists of various attrac-
tive forces such as capillary, electrostatic, van der Waals, and

others.
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Figure 2: Lateral force versus normal load plot for the fused silica
sample in contact with the 1 ym conical indenter. Friction coefficient is
estimated by a linear fitting routine. See text for details.

Results

The roughnesses along with the mechanical properties of the
samples are given in Table 1. Analyzing the tribological data,
some distinct differences in the behavior of the three samples
that are the subject of this work are revealed. In order to take a
detailed look at the behavior of the friction coefficient with
respect to the applied normal load, the corresponding results
have been plotted for all three samples and are shown in
Figure 3, Figure 4, and Figure 5. These figures also show the
error bars that were measured from multiple test data. The fric-
tion coefficient for all three samples was always higher for the
20 pm radius conical indenter than for the 1 um radius conical
indenter. Generally a low friction coefficient is observed at an

early stage of each scratch, i.e., low applied normal loads. An
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Table 1: Topographical and mechanical properties of the fused silica, the smooth, and the rough DLC sample.

sample hardness H (GPa)  reduced Young’s roughness og (nm) curvature constant  hardness coefficient K
modulus E* (GPa) ks x 1073 (nm™1)
FS 9.21+0.29 69.55 + 1.15 0.62 +0.02 2.93+0.35 0.52372
smooth DLC 21.44 + 3.01 169.39 + 11.82 4.05+0.06 6.46 + 0.21 0.577°
rough DLC 23.27 £5.58 187.26 + 26.23 11.69 + 0.66 4.06 £ 0.58 0.577°
apojsson ratio v = 0.17; bv = 0.30
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Figure 3: Friction coefficient versus normal load for the fused silica
sample derived with both conical indenters. The error bars show the
standard deviation of data.
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Figure 4: Friction coefficient versus normal load for the smooth DLC
sample derived for both conical indenters. The error bars show the
standard deviation of the data.

increase of the normal load during scratching typically results in
an increased coefficient of friction. This increase can be either
continuous as in case of the rough DLC sample, see Figure 5, or
the increase is found only if the normal load exceeds some

certain critical load. The actual critical load of a transition from

Normal Load (uN)

Figure 5: Friction coefficient versus normal load for the rough DLC
sample derived for both conical indenters. The error bars show the
standard deviation of the data.

a low, apparently constant coefficient of friction to the linearly
increasing one depends on the sample material and the rough-
ness as well as the indenter used.

It is generally accepted that these transitions correspond to a
transition from a predominantly elastic to a predominantly
plastic contact between the sample and the indenter. For this
reason it is obviously not possible to provide precise normal-
load numbers for such a transition, as the contact between two
rough surfaces will typically feature asperities that are deformed
elastically along with those that are already plastically
deformed. Table 2 (see below) gives the appropriate ranges of
normal loads during scratching for which the above-mentioned
transitions have been observed in the experiments carried out
here. Silica as well as the smooth DLC sample shows a tran-
sition between a predominantly elastic and a predominantly
plastic contact. The observed values here are 400-500 uN and
1800-2100 uN as well as 50-70 uN and 200-250 uN for tests
carried out with the 1 um and the 20 pm conical diamond
indenter on silica (Figure 3) as well as on the smooth DLC
sample (Figure 4), respectively. For the rough DLC sample any
load regimes featuring a predominantly elastic contact were not

identified. Therefore, no transition was observed and a predomi-
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Table 2: Plasticity indices and critical load ranges for the fused silica, the smooth DLC, and the rough DLC sample.

sample plasticity plasticity 1 ym indenter 20 pm indenter approximated critical
index? index? load range (uN)
25¢2R2%g 225¢2R%c  25¢2R20 225¢2R%6 1 um 20 ym
(uN) (uN) (uN) (UN) indenter indenter
FS 0.32£0.02 0.39 £ 0.02 68.55 616.95 2832.98 25496.77 400-500 1800-2100
smooth DLC ~ 1.28 £ 0.03 1.41£0.03 136.76 1230.83 5651.77 50965.98 50-70 200-250
rough DLC 1.75+0.13 1.93+0.14 136.66 1238.95 5647.68 51201.50 — —

aGreenwood and Williamson model; bKogut and Etsion model.

nantly plastic contact is established already at very low loads
(Figure 5). It was also observed that the critical load range
increases with increasing indenter size. These findings show
that the combination of mechanical properties, sample rough-
ness, and indenter radius are key parameters in determining the
contact characteristics, i.e., whether the indenter is in a predom-
inantly elastic or plastic contact, at a given normal load.

In order to take a closer look at the influence of roughness on
the contact characteristics we calculated various plasticity
indices that have been proposed in the literature. The first here
is the one given by the GW model [5,6], (E"/H)(o4k)!/?, where
H is the hardness, E” is the reduced Young’s modulus, o is the
surface roughness, and kg is the curvature constant. In the case
of the fused silica it was found to be less than unity, whereas
both DLC samples feature plasticity indices greater than unity
(Table 2). Another modified plasticity index given by the KE
model [9] was calculated as (2E™/nKH)(o¢ks)'/2, where K repre-
sents the hardness coefficient (K = 0.454 + 0.41v) and v is the
Poisson ratio. In the present case, following these calculations,
the plasticity index of 0.39 for silica (v = 0.17) and plasticity
indices of 1.41 and 1.93 for smooth and rough DLC (v = 0.30),
respectively, were obtained as shown in Table 2. The FEM-
based work presented by Flores et al. [11] provides critical
loads for a predominantly elastic (normal load < 25¢2R2c) and
predominantly plastic contact (normal load > 225¢2R%5), where
¢ is yield strain, ¢ is yield strength, and R is the indenter radius.
At intermediate normal loads (25&2R%c to 22582R%5) the contact
characteristic is a mixture between the two. These critical
values for all three samples and both indenters are calculated.
The results are also shown in Table 2. Although, the general
trend of the friction coefficient with increasing normal load is
experimentally verified, i.e., initial constant low value followed
by a linearly increasing coefficient of friction after a critical
normal-load range has been exceeded, the absolute values of the
calculated and experimentally found load boundaries differ
significantly. The most striking differences in this context are
the load boundaries in the case of the smooth and rough DLC
samples. The calculations lead to very similar boundaries for

both DLC samples, whereas the experimental tests show huge
differences between the two. Here the smooth DLC sample
showed a predominantly plastic contact regime. The rough DLC
sample on the other hand featured no such regime in the
normal-load range tested in this work.

Discussion

In this work the tribological contact behaviors between two
conical diamond indenters and fused silica as well as diamond-
like carbon samples featuring different roughness during
nanoindentation-based scratch test carried out with linearly
increasing normal load were investigated. The friction coeffi-
cients were segmentally calculated from the slope of a linear fit
to the lateral force versus normal load. The friction coefficient
is found to increase with the size of indenter due to obvious
reasons of increasing contact area, and hence the critical load
regime will change accordingly. The results were compared
with predictions by the GW as well as the KE model. In both
cases the models estimate a predominantly elastic contact for
the tests on fused silica and predominantly plastic contact for
both DLC samples. This could not be verified by experiments
as the fused silica sample showed a transition from predomi-
nantly elastic to plastic contact and the smooth DLC sample
featured a predominantly elastic contact regime. Therefore, both
observations are in contradiction to the models.

The general trend of a transition from a predominantly elastic
contact regime featuring a low constant friction coefficient, to a
predominantly plastic contact characterized by an increasing
friction coefficient with increasing load, suggested by FEM
calculations of Flores et al., was experimentally reproduced.
However, the load boundaries predicted by the FEM model
significantly overestimate the ones that were experimentally
found. In addition to that, the FEM model fails to reproduce the
significant differences between the two DLC samples of
different roughness.

In summary the results presented here show that to date the

existing contact models are not able to simulate the behavior of
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the friction coefficient during nanoindentation-based scratch
tests. Especially the influence of sample roughness is not well
understood. Therefore, the authors are in the process of carrying
out a series of systematic tests on various samples featuring
roughness variations allowing for a more detailed analysis of
the effect of roughness on the load dependence of the coeffi-
cient of friction. The findings will be the content of a future

publication.

Conclusion

In this work, the influence of the applied normal load and
roughness on the tribological behavior between the indenter and
sample surface using a nanoindenter has been studied. The tran-
sition from a predominantly elastic contact regime featuring a
constant coefficient of friction to a predominantly plastic
contact characterized by an increasing coefficient of friction
with increasing load was experimentally observed. It was found
that the critical load range for a transition from predominantly
elastic to plastic contact increases with increasing size of
indenter and decreases with surface roughness. The experi-
mental results were compared with the predictions of the model
by Greenwood and Williamson and the one by Kogut and
Etsion, as well as the FEM-based model by Flores et al. None of
the presently available theoretical models was able to quantita-
tively describe the experimental results.
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We have developed a new procedure for efficient combing of DNA on a silicon substrate, which allows reproducible deposition and

alignment of DNA molecules across lithographically defined patterns. The technique involves surface modification of Si/SiO,

substrates with a hydrophobic silane by using gas-phase deposition. Thereafter, DNA molecules are aligned by dragging the droplet

on the hydrophobic substrate with a pipette tip. Using this procedure, DNA molecules were stretched to an average value of 122%

of their contour length. Furthermore, we demonstrated combing of ca. 900 nm long stretches of genomic DNA across nanofabri-

cated electrodes, which was not possible by using other available combing methods. Similar results were also obtained for

DNA-—peptide conjugates. We suggest this method as a simple yet reliable technique for depositing and aligning DNA and DNA

derivatives across nanofabricated patterns.

Introduction

DNA is the subject of many investigations in different areas of
nanotechnology research, ranging from genomic and biological
studies [1,2] to the development of nanomachines and nanocir-
cuits [3]. However, native double-stranded (ds) DNA is a flex-
ible polymer that forms a random coil in aqueous solutions,
hence hindering direct access for investigations and manipula-
tions on DNA molecules unless they are straighten and immobi-

lized on an appropriate substrate. In this context, Bensimon et
al. introduced a so-called molecular combing technique in 1994
as an effective way to achieve ordered alignments of DNA
molecules stretched on a solid surface [4]. The alignment occurs
in two major steps: first, a random-coiled dsDNA floating in
solution is partially melted at the ends. The ends with the
exposed hydrophobic core are then readily adsorbed to the
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hydrophobic surface, hence anchoring the DNA molecules.
Second, the meniscus is moved and the movement of the
receding air—water interface leaves DNA behind, stretched on
the dry substrate [4-6]. Once DNA is deposited and stretched on
the surface, a wide variety of further manipulations on DNA
become possible [7].

A number of different protocols have been devised based on the
original technique proposed by Bensimon et al. They involve
evaporation of a DNA solution [8,9], pulling a functionalized
coverslip out of a DNA solution [10], using a filter paper [11],
using a flow of nitrogen gas [12], pipette sucking [13], etc.
Furthermore, several methods have been introduced that
involved a combination of molecular combing with other tech-
niques such as lithographic patterning [7]. For instance, Guan et
al. used a combination of molecular combing with contact
printing and soft lithography. With this method, it was possible
to generate complex patterns of DNA on the substrate [14]. An
important advantage of the combing method is that it does not
require any prior modification of DNA. This makes it an excel-
lent choice for the stretching of DNA on solid substrates for a
variety of different applications. In addition to extensive appli-
cations in physics and nanoelectronics [7,8,15,16], many
biomedical and genomic studies employ molecular combing as
an effective tool for the generation of highly ordered align-
ments of DNA for various investigations, including gene

mapping, DNA sequencing, and analysis [17,18].

Most combing methods reported so far involve substrates such
as mica, glass, plastic, etc., which are more convenient for DNA
deposition and DNA studies, whereas only a few have
attempted to adapt the technique to silicon surfaces [11].
However, since silicon is the most common material in micro-
and nanofabrication, the dream of DNA-based chips [15] will
not come true unless techniques for the manipulation of DNA
are optimized for silicon substrates. This inspired us to develop
a more “silicon-technology-friendly” variation of a combing
method that involves the use of modified silicon substrates and
lithographic methods. In this procedure, silicon substrates are
coated with a thin layer of a hydrophobic silane by gas-phase
deposition. Figure 1 is a representation of the combing proce-
dure used in this experiment.

In the method proposed here, the applied meniscus force is
large enough to allow efficient combing of DNA across
nanofabricated patterns as well. Stretching of DNA across
nano-electrodes has been previously achieved by methods such
as electric field immobilization [19,20]; yet no report has been
published on the immobilization of DNA on electrodes by
molecular combing. We also successfully applied this combing

technique to achieve stretching of various DNA—peptide conju-
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Figure 1: Schematic representation of the new combing method. The
droplet containing the DNA solution makes contact angles of around
90° with the hydrophobic N-octyldimethylchlorosilane coated silicon
surface. At pH 5.1 and ionic strength of 100 mM, DNA is adsorbed to
the surface by the ends. By using a plastic pipette tip, the droplet is
gently dragged out of the surface. The movement of the air—water
interface results in the stretching of DNA molecules, which are fixed to
the surface by one or both ends.

gates. These nanomaterials have been recently prepared by our
team and are composed of a dsDNA core and peripheral coating
layer of self-assembled cationic peptides [21,22].

Results and Discussion

As was mentioned above, DNA molecules acquire a relatively
compact coiled configuration in aqueous solution. If DNA is
attracted from the solution towards the surface, e.g., electrostati-
cally by introducing positive charge on the surface by APTMS
functionalization, the final geometry of DNA molecules on the
surface reflects this coiled configuration, as shown in Figure 2a.
Deposition of DNA molecules across the electrodes is problem-
atic in this case, even for relatively long DNA (the contour
length of the DNA used was about 900 nm assuming B-DNA
conformation). This situation is further aggravated by the fact
that the negatively charged DNA is predominantly attracted to
the positively charged modified area between the electrodes. On
the other hand, as demonstrated in Figure 2b, the new variation
of the combing method resulted in highly aligned DNA mole-
cules oriented along the direction of the moving meniscus in an
orderly and highly reproducible fashion. The average
percentage of stretching was calculated as 122%, which is
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500nm
TR

Figure 2: AFM topographic images of dsDNA molecules deposited on silicon substrates. (a) DNA deposited on APTMS-functionalized silicon
substrates. The insert shows DNA in the area with nanoelectrodes. (b) DNA molecules combed on hydrophobically modified silicon substrates by
using the proposed variation of the combing method. (c) DNA combed across nanofabricated electrodes. The typical observed dsDNA height was

0.7 £ 0.2 nm, in line with other experiments.

comparable to most values reported in earlier studies [23].
Using the new procedure, it was also possible to comb DNA
across fabricated nanostructures, as shown in Figure 2c.

Interestingly, the new method was also efficient in combing
DNA-peptide conjugates, while the original recipe was proven
to be ineffective for combing these materials [11]. Figure 3
represents the topography of combed dsDNA conjugated with
various peptides. Combing across nanoelectrodes was also
possible for DNA—peptide conjugates (Figure 3e).

The gas-phase deposition of N-octyldimethylchlorosilane on
silicon substrates used in this study was a key step to achieve
hydrophobic and clean surfaces, ideal for deposition and
combing of DNA. This procedure did not increase substrate
roughness (average RMS ~ 0.25 nm on modified substrates
versus average RMS ~ 0.3 nm before gas-phase deposition).
Interestingly, on the nanoelectrodes, the observed density of
deposited and combed DNA was significantly lower than that
on flat silicon. This could be mainly attributed to the absence of
silane functionalization on the platinum electrodes, which is
also indicated by the absence of an additional tunnel barrier
observed in [21,22].

The proposed variation of the combing method resulted in
significant improvement in the quality of combed dsDNA on
silicon. In addition to achieving more ordered alignments, we
found the new method to be highly reproducible. We also
observed that there is a narrow range of pH between 5.0 and 5.5
required for successful deposition and combing on the
hydrophobic substrate, which was in agreement with earlier
reports on combing [8,9]. The new procedure was also effec-
tive in combing DNA-peptide conjugates, while other
commonly used combing recipes were ineffective for combing
these materials. In the case of nanoelectrodes, despite the fact

that the movement of the meniscus is disturbed when passing

Figure 3: AFM topographic images demonstrating combing of dsDNA
and DNA-peptide conjugates on hydrophobically modified silicon
substrates. Vertical scale varies for different images. (a) Single dsDNA
molecule, shown for comparison. (b) Single DNA-KAg conjugate,
height 3.4 + 0.4 nm. (c) IL-coated DNA molecules aligned in the direc-
tion of combing; typical height is 2—-5 nm depending on the bundle size.
(d) DNA-KA5 conjugates; typical height of a single complex 5.6 +

0.4 nm. (e) DNA-KAg conjugates combed across nanoelectrodes;
height 3-5 nm depending on the bundle size.

over the electrodes, DNA molecules were still combed across
them in the desired direction, i.e., perpendicular to the elec-
trodes.

Conclusion

In this study, we combined gas-phase deposition and litho-
graphic methods with a new variation of the combing technique
in order to achieve high-quality alignments of DNA both on a
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flat silicon dioxide surface and across nanoelectrodes. The gas-
phase deposition procedure together with choice of the buffer
and N-octyldimethylchlorosilane to modify the surface provided
optimal conditions for stretching of DNA up to 160% of its
original contour length. The average percentage of stretching
was calculated as 122%, which corresponds to the combing
force of =2.4 nN. Furthermore, it was possible to achieve
900 nm long stretches of dSDNA deposited across nanoelec-
trodes. Not only successful in combing dsDNA with high
quality and reproducibility, the new technique was also able to
comb a number of DNA derivatives, which was not possible
with other combing methods. The results of this study offer an
efficient and reliable method for the aligned deposition of DNA
and DNA derivatives for further applications in DNA nanotech-
nology.

Experimental

The experiments were performed on a “random” sequence
genomic DNA (pUC19/Smal digest, 25 ng/uL, Fermentas Life
Sciences). Pure ammonium acetate solution (20 mM, pH 5.1,
Sigma Aldrich) was used as a buffer in all the procedures
described here. The DNA solution was buffer exchanged to am-
monium acetate before use, to guarantee that only “volatile”
ions are present on the substrate. The following peptides were
used to form DNA—peptide conjugates: indolicidin, abbreviated
as IL, (Ile-Leu-Pro-Trp-Lys-Trp-Pro-Trp-Trp-Pro-Trp-Arg-
Arg), IL4 (Ile-Leu-Pro-Trp-Lys-Leu-Pro-Leu-Leu-Pro-Leu-
Arg-Arg), KAs (Lys-Ala-Ala-Ala-Ala-Ala) KAg (Lys-Ala-Ala-
Ala-Ala-Ala-Ala), and KAgW (Lys-Ala-Ala-Ala-Ala-Ala-Ala-
Trp). All the peptides used in the experiments were produced
in-house by using solid-phase synthesis (Activo-P11, Activotec)
and purified by HPLC before usage.

Two types of substrates were used during this experiment: clean
silicon substrates (highly doped p-type silicon with 100 nm of
thermal oxide, Nova Wafers, USA), as well as those with
nanofabricated electrodes. Nanoelectrodes were fabricated by
using a combination of optical and e-beam lithography fol-
lowed by lift-off. In this way, we could achieve thin (5-10 nm)
continuous Pt/Cr electrodes with a width of 3040 nm and elec-
trode spacing down to 40 nm. Prior to functionalization, both
types of substrates were thoroughly cleaned and treated for
15-20 min in UV-ozone cleaner (BioForce Nanoscience). For
gas-phase deposition, a solution of N-octyldimethylchlorosi-
lane (Sigma-Aldrich) in toluene (1:3) was introduced into an
evacuated chamber (=100 mbar) containing the substrates for
two hours. This resulted in a thin film of the hydrophobic silane
on top of the SiO; layer. On these surfaces, water droplets
exhibited average contact angles of about 90° as determined by
the sessile droplet method. Positively charged silicon surfaces

(used for the reference experiment shown in Figure 2a) were
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produced by the same technique but with 3-aminopropyltri-

methoxysilane (Sigma-Aldrich) and one hour incubation time.

The optimal conditions for combing were achieved with 20 mM
ammonium acetate at pH 5.1 and N-octyldimethylchlorosilane
surface modification. Molecular combing of DNA was
performed according to the following procedure: A droplet of
dsDNA solution in buffer (with the final concentration corres-
ponding to absorption at 260 nm wavelength, 4(260 nm), in the
range 0.001-0.01, depending on the density of molecules on the
surface required) was deposited on a silanized substrate fol-
lowed by ~6 min incubation time at room temperature. On a
sufficiently functionalized substrate, the droplet produces a
contact angle of ~90°, which makes it easy to gently move the
droplet along the surface. In this experiment, we used a plastic
pipette tip to drag the droplet out of the substrate.

Preparation of DNA—peptide conjugates was performed in two
different ways depending on the peptide. For peptides KAs,
KAg, and KAgW the following procedure was used: The stock
peptide solutions of KAs (8 mM), KAg (4 mM), and KAgW
(4 mM) in buffer were sonicated for 30 min prior to mixing in a
ratio 2:1 with DNA solution (4(260 nm) = 0.05), followed by
2 h incubation of the mixture at room temperature. Combing of
the DNA-peptide solution was performed with the same
method as described for dsDNA but with longer (810 min)

incubation times.

Combing of DNA conjugates with IL and IL4 was performed in
two steps. First, DNA solution (4(260 nm) ~ 0.05) was combed
on a silanized substrate as described before. Then, the substrates
were treated again with a second droplet containing peptide
solution (8 min incubation). The droplet was then dragged out
of the surface by the same combing technique, in the same
direction. IL (680 uM) and IL4 (20 uM) were used without
sonication. The same procedure was carried out in order to
deposit and comb DNA and DNA—peptide conjugates on plat-
inum nanoelectrodes.

Atomic Force Microscopy (AFM) was carried out on a
Nanoscope Illa (Bruker, USA), operating in tapping mode.
OMCL-AC200TS, OMCL-AC240TS (Olympus), and HR-SCC
(Team Nanotec GmbH) cantilevers were used for AFM
imaging. The images were processed by using the WSxM soft-
ware package [24].
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Abstract

Local curvature, or bending, of a graphene sheet is known to increase the chemical reactivity presenting an opportunity for
templated chemical functionalisation. Using first-principles calculations based on density functional theory (DFT), we investigate
the reaction barrier reduction for the adsorption of atomic hydrogen at linear bends in graphene. We find a significant barrier
lowering (=15%) for realistic radii of curvature (=20 A) and that adsorption along the linear bend leads to a stable linear kink. We
compute the electronic transport properties of individual and multiple kink lines, and demonstrate how these act as efficient barriers
for electron transport. In particular, two parallel kink lines form a graphene pseudo-nanoribbon structure with a semimetallic/semi-
conducting electronic structure closely related to the corresponding isolated ribbons; the ribbon band gap translates into a transport
gap for electronic transport across the kink lines. We finally consider pseudo-ribbon-based heterostructures and propose that such
structures present a novel approach for band gap engineering in nanostructured graphene.

Introduction

Nanostructures based on graphene have an enormous potential
for applications. Especially in future electronic devices compat-
ible with and extending silicon technology, due to the

outstanding electronic transport properties of graphene [1].

However, it is crucial to modify the semimetallic electronic

structure of graphene to exploit its full potential for many elec-

tronic applications: a band gap can be introduced by nanostruc-
turing graphene.

A common approach towards engineering the electronic struc-

ture is to form quasi-1D graphene in the form of nanoribbons
(GNR) [2]. The electronic structure of GNRs depends on width,
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direction and edge structure — all parameters that to some
degree can be controlled. GNRs can be formed by etching [2],
by unzipping carbon nanotubes (CNTs) [3], or ultimately be
grown with atomic-scale precision by using self-assembly of
precursor molecules on metal substrates [4]. However, for elec-
tronic applications this approach requires a structure-preserving
means of releasing and transferring the structures to an insu-
lating substrate. Bonding of H or other species to graphene with
large coverage opens an insulating band gap at the adsorption
sites due to sp> hybridisation [5]. Periodically ordered clusters
of adsorbed hydrogen can be formed on graphene in patterns
dictated by the Moiré lattice mismatch between graphene and
the metal substrate, which opens a semiconducting band gap
[6]. Finally, regular perforations, known as a graphene antidot
lattice (GAL) [7], or a nanoscale mesh of holes [8-10] can have
neck widths [10,11] down to 5 nm corresponding to band gaps
of the order of 1 eV [2].

Graphene consists entirely of surface atoms and is thus exceed-
ingly sensitive to the surroundings. In particular, the van der
Waals (vdW) interaction with the substrate is of importance.
The substrate interactions, which make graphene cling to small
features, may be exploited by manufacturing nanostructures in
the substrate. Periodic steps in a Cu substrate has been used to
induce “wrinkles” or ripples in graphene with period and height
on the order of 10 nm [12]. Recently, Hicks et al. [13] demon-
strated how arrays of 1D large band gap, semiconducting
graphene nanoribbons corresponding to a width of ~1.4 nm can
be formed in graphene on a step-patterned SiC substrate. The
substrate interactions can clamp a graphene sheet while partly
suspended across small holes, so that a pressure difference
between the in- and outside leads to the formation of bubbles or
“blisters” in the sheet [14]. Also, linear folds, where the
graphene sheet is bulging up from the substrate, have been
induced for graphene suspended over trenches by using heat
treatment [15]. Thus, the sheet can obtain significant bends at
certain places induced by the substrate interaction, substrate
nanostructuring, and subsequent treatments [16]. Calculations
by Low et al. [17] showed how a sharp step of height ] nm in a
SiC substrate, comparable to experimental values [13], can in-
duce a linear bend in the graphene sheet with a radius of curva-
ture down to around 1 nm.

The ability to accurately control sharp local curvatures of
graphene presents opportunities for strain-assisted modification
of the local electronic structure and chemical reactivity in the
graphene sheet, and may open a route to band gap engineered
devices [13,18-21]. Very recently, Wu et al. [21] showed how
graphene on a Si substrate decorated with SiO, nanoparticles
induced local regions of strain and increased reactivity in a

selective manner. Atomic hydrogen or other chemical species
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do not easily react with flat graphene when dosed from a single
side [22]. However, at positions where there is a substantial
local bending, rippling or strain of the graphene sheet the re-
activity changes significantly [5,23]. So far there have been
only a few theoretical studies of the atomic geometry of hydro-
genated ripple structures in unsupported, strain-induced,
graphene ripples [24-26]. However, to the best of our knowl-
edge, no studies have addressed the reactivity of bends or the
transport through hydrogenated ripples, or discussed the possi-
bility of stabilising nonplanar structures by hydrogenation.

In this paper we consider the reactivity of linear bends in a
graphene sheet, and the electronic transport properties of kinks
resulting from the hydrogenation of bends. Our starting point is
the generic graphene structure shown in Figure 1a, which is
inspired by the experimental observation of trench formation
[15]. The bulging of this structure results from shortening the
distance between two separated, clamped regions in the sheet.
The remaining sections of the paper are organised as follows:
Section “System setup” describes our computational method
and setup. In the subsequent section we present our results.
First, we describe the adsorption barriers for the reaction with
single atomic H on the graphene bend at positions with different
local curvature (positions I-VIII in Figure 1a). Then we show
how a linear bend transforms into a kink when decorated by H
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Figure 1: (a) Smooth ripple-like structure where the first and last six
rows of carbon-dimers are surface-clamped regions with a separation
of L =90 A. Atomic hydrogen is adsorbed at positions I-VIII. (b) The
resulting kinked graphene structure after hydrogen is adsorbed in lines
at the most reactive position (l) corresponding to the smallest local
radius of curvature. The four kinks divide the structure into five
sections, S1—Ss.
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along the most reactive (most curved) line (Figure 1b), and we
present the electronic transmission through a single kink in the
subsection “Single kink”. The kink acts as an effective barrier
with its transmission depending on the kink-angle, ¢. In the
subsection “Two kinks” we study how two parallel kinks lead to
the formation of a pseudo-ribbon-type electronic structure.
Finally, in subsection “Multiple kinks” we demonstrate the
opening of a transport gap for multikink systems, such as the

one shown in Figure 1b.

System setup

The bend we consider in Figure 1a is created along the armchair
direction by fixing the first and last six rows of carbon atoms
and shortening the separation L, while the rest of the atoms are
allowed to relax. A separation of L = 90 A is chosen in order to
obtain realistic curvatures [17]. We first assessed the reactivity
of the structure at positions with different local curvature, see
positions I-VIII in Figure la. Subsequently we relaxed the
structure where lines of hydrogen (Figure 1b) have been placed
at the points of lowest radius of curvature, i.e., the points of
highest local reactivity. This particular system is meant to illus-
trate the potential of the hydrogen adsorption mechanism, and
to gain insight into the modification of the electronic properties
due to the hydrogen lines. In a corresponding experimental
setup we can imagine placing graphene across a trench, which

allows hydrogen adsorption on either side of the sheet.

The atomic and electronic structure calculations are based on
density functional theory (DFT) using the SIESTA [27] code,
and the PBE-GGA exchange-correlation [28] functional. We
employ periodic boundary conditions (PBC) in the direction
along the bend with a cell-width of four carbon dimers, and 10
Monkhorst—Pack k-points. We use a mesh cut-off of 500 Ry
throughout. When calculating reactivity in the form of reduced
reaction barriers the unit-cell is chosen so that the distance
between single hydrogen atoms is larger than 8.5 A. This
ensures low hydrogen—hydrogen interaction, which is known to
impact reaction barriers [29]. In the total energy calculations of
relaxed atomic geometries and reaction barriers, we also use
PBC transverse to the bend (5 k-points). We use a TZP basis-set
for hydrogen and a SZ basis for carbon, except in the reaction
barrier calculations where we compare calculations using a DZP
and SZP basis for the four carbon atoms nearest to the
hydrogen. In the barrier determinations we furthermore use
spin-polarised calculations because of unpaired electrons. For
the relaxed geometries a force tolerance of 0.01 eV/A is used,
and the final energies are corrected for basis-set-superposition
errors (BSSE) [30].

Based on the computed atomic and electronic structures we
subsequently use the TranSIESTA [31] method to calculate the
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electronic conductance per unit-cell width transverse to the
bend. To this end we attach semi-infinite flat graphene elec-
trodes to each side of the selected kinks, i.e., replace sections S}
and S, in Figure 1b by semi-infinite electrodes in order to calcu-
late the transmission through the single kink separating S; and
S5. In the conductance calculations we employ a dense trans-
verse k-point grid of 400 points.

Results and Discussion

Adsorption barrier

Adsorption of hydrogen on graphene involves a reaction barrier
that needs to be overcome before the single hydrogen atom
sticks to the graphene sheet. Several investigations based on
DFT calculations show that atomic hydrogen adsorbs on-top on
flat graphene with a barrier about 0.2 eV and binding energy in
the range of 0.7-1.0 eV [22,32-34]. Thus a minimum Kkinetic
energy for the first hydrogen to react [32,33] is required, in an
out-of-equilibrium situation such as in an atomic beam [34].
Casolo et al. [35] calculated the reaction barrier and adsorption
energy for multiple hydrogen atoms on flat graphene. In agree-
ment with other studies they found decreased barriers to
sticking for the second H atom, compared to the barrier for
adsorbing a single H atom on a clean surface [36].

Here, we first focus on the trends in the change in adsorption
barrier as a function of the local curvature of the graphene
sheet. To this end we have considered atomic hydrogen absorp-
tion at the on-top carbon positions at points with different
curvature on the bent structure, see Figure 1a (positions [-VIII).
The barrier is determined by calculating the total energy for
each position of hydrogen above graphene as the hydrogen is
moved successively closer to the graphene. Following the
adsorption investigations on flat graphene by Ivanovskaya et al.
[37] we perform, in each step, a relaxation of the hydrogen-
bonded carbon atom and its three nearest neighbours. Using the
method described above we obtain a reaction barrier of 0.22 eV
on locally flat graphene. This is comparable to results obtained
by several groups using DZP or plane wave basis sets and the
PWO91 functional [22,29,32,33]. We find that a SZP basis set for
the relaxed carbon atoms yields a reduced barrier height of
0.18 eV (both basis sets with orbital range corresponding to an
energy shift of 0.01 eV). Hence, we use the SZP basis in the
following reaction-barrier calculations in order to lower the

computation time.

For the positions (I-VIII) we obtain the reaction barrier for
adsorption of hydrogen as a function of the local radius of
curvature (RoC) shown in Figure 2. The second least curved
position (VIII), resulting in a large RoC, reduces the barrier by
roughly 3% compared to flat graphene (position I). The most

curved position (II) in our considered structure has a minimum

105



RoC of =20 A resulting in a barrier reduction of roughly 16%.
For comparison, this RoC roughly corresponds to the radius of a
(25,25) nanotube. Experiments by Ruffieux et al. [38] compare
hydrogen adsorption on Cgy molecules, CNTs, and graphite to
show that reactivity is increased with curvature. In our case we
find that the local electronic density of states changes little for
the atoms on the pristine bent graphene sheet (as in Figure 1a).
Thus, we conclude that the lowering of the adsorption barrier
for the moderate RoC of about 20 A is mainly due to the
mechanical strain in the bend shifting the carbon atoms out of
the graphene plane in the direction of the hydrogen. We note
that an additional increase in reactivity may result from the
change in electronic structure for highly bent graphene. Thus,
we expect an increase in reactivity for the graphene with a
linear bend, and a simple Arrhenius estimate using our data
yields a factor of 3—4 at room temperature (300 K). We have
also performed calculations using the less rigorous DFTB
method [39] and obtained results in agreement with the trend in
reaction-barrier reduction obtained above.
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Figure 2: Calculated reaction barriers for hydrogenation of bent
graphene as a function of the local radius of curvature (II-VIII in
Figure 1a). Flat graphene (position 1) has an infinite radius of curva-
ture and is used to normalise the barriers. Calculations are spin-
polarised and allow for atomic relaxation.

We may understand the reaction barrier and its change with
curvature by considering the changes in carbon bond lengths.
The barrier is due to the fact that the reacting carbon atom has
to be pulled out of the graphene plane, stretching the strong
carbon—carbon bonds, when reacting with the incoming
hydrogen atom. When the graphene sheet is curved the carbon
atom is already slightly out of the plane, and thus the energy
required to pull the atom further out of plane is decreased
compared to flat graphene. The ortho- and para-locations in the

graphene hexagon have been shown to be the preferred loca-
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tions for hydrogen adsorption in studies of flat graphene
[22,29,40]. With this in mind as well as the curvature-related
reduction of reaction barriers, we conclude that the considered
system allows the adsorption of hydrogen atoms in single lines
along armchair-edges. The kink in the atomic structure due to
the sp3-binding of a single H makes the graphene curve even
more in its vicinity, which in turn, preferentially lowers the
barrier for absorption of a H along the linear bend. This
suggests a mechanism in which the hydrogen adsorption is
propagating and leads to the decoration of the entire linear bend
turning it into a kink line. It may be viewed as analogous to
crack-formation mechanisms, where the breaking of a bond
increases the stress on neighbouring bonds; only in this case,
the graphene is hydrogenated rather than broken or destroyed.

Single kink

Next, we examine the energetic and transport properties of
kink-lines in the armchair direction. We first consider a single
kink with angle ¢, e.g., between sections S| and S, in Figure 1b.
The kink-angle ¢ is varied in the range 0°...90°, while the three
nearest unit cells on each side of the kink are allowed to relax.
The total energy per H is shown as a function of ¢ in the inset
of Figure 3, showing a minimum energy for ¢ = 50°. This angle
roughly corresponds to the angle in an sp> configuration where
2¢ = 109.5°. The adsorption of H causes local changes in the
geometry, i.e., only the carbon atoms very close to the kink are
moved, while the remaining structure remains unperturbed. For
this reason, the adsorption of hydrogen atoms can be consid-
ered as a process that locally pins the bend.
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Figure 3: Electronic transmission through a single kink normalised by
the transmission of pristine graphene (Ty) as a function of the kink
angle, @, for electrons (E > 0) and holes (E < 0). The arrow indicates
the normalised transmission at the equilibrium angle determined from
the total energy calculations shown in the inset.
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The electron transmission per unit-cell width is linear in energy
for pristine graphene in a energy range around the charge
neutrality point (£ =0), e.g., Ty « E. We find similarly that the
calculated kink-transmission curves are also linear, and there-
fore we express the results for the transmissions in terms of the
roughly energy-independent ratio 7/7( = const. The kink breaks
the electron—hole symmetry, and we fit £ > 0 and £ < 0 sepa-
rately, as shown in Figure 3. Larger kink angles result in an
increase in the overall transmission, which may be attributed to
a better m-orbital overlap across the kink. For the equilibrium
angle, ¢ = 50°, the ratio 7/7 is close to 0.17 in both regions
(indicated by the arrow in Figure 3), corresponding to a trans-
mission reduction of 83%. Thus, we see that the hydrogen-
induced kinks in graphene can be used to form effective elec-
tron barriers. We now turn to the effect of multiple barriers and
periodic kink structures in order to examine resonant tunnelling

phenomena and band gap formation.

Two kinks

Band-structure calculations show that periodic nanoscale
rippling of the graphene is not sufficient to create a band gap
[24] due to the low scattering by the elastic deformation [17]. In
contrast, periodic arrangements of adsorbed hydrogen can
indeed induce a semiconducting band gap [24,26]. The elec-
tronic band structures of hydrogen lines on flat graphene have
been examined by Chernozatonskii et al. [25,26], and recently
also for nanoscale-rippled graphene [24]. Here we show how
two parallel kinks lead to a local electronic structure that resem-
bles that of an isolated GNR between the kinks. Such structures
could be produced experimentally by using the techniques
described by Pan et al. [12]. Hydrogen-terminated armchair
GNRs are semiconducting but have a small energy gap when
the width in atomic lines is N = 3L — 1, where L is an integer
[41]. In Figure 4 we compare the electronic bandstructure for
armchair GNRs (aGNRs) (left panel) to the electronic transmis-
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sion through two kinks separated by the corresponding aGNR
width (right panel). In the present case the initial width (or, kink
separation) is N = 17 atomic lines of carbon, which shows a
semimetallic behaviour in the transmission spectrum with a
small transport gap. In accordance with isolated aGNRs the next
two widths N = 18, 19 are semiconducting, while the last
investigated width N = 20 is semimetallic again (not shown).
The close correspondence between the electronic band struc-
ture for the GNR and the transmission gap for the double-kink
system allows us to consider the structure between two kinks as
a pseudo-ribbon.

For the semiconducting pseudo-ribbons transport gaps
surrounded by van Hove-type 1D behaviour are seen in the
transmission functions (Figure 4, right panel). The transport
gaps, Egap = 0.4 €V and Egyp = 0.5 €V, are in reasonable agree-
ment with the power-law scaling of Eg,, with width found for
aGNRs [41]. We note that the pseudo-ribbon breaks the elec-
tron—hole symmetry: For the N = 18 case a larger van Hove
resonance is seen at the valence band edge, while for N=19 a
larger resonance is seen at the conduction band edge. There are
small transmission values within the electronic band gap due to
leakage through the barriers, which we expect to introduce
shifts in the energies between the real and pseudo aGNR.

Multiple kinks

In order to illustrate the behaviour of systems with more kinks
we consider a system consisting of four hydrogen-induced
kinks, as illustrated in Figure 1b and Figure 5. The sections
S1/S5 are now replaced by left/right infinite-lead structures, and
the “top” S3 pseudo-ribbon is connected to the leads via the
“side” S,, S4 pseudo-ribbons. We keep S», S3 identical for
simplicity and determine the transmission across the kinks (in
the z-direction in Figure 5), which is experimentally more
feasible. We now investigate how the different sections influ-
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Transmission T(E)

Figure 4: (Left) Band structures for H-passivated armchair ribbons with varying width, N. The ribbons are a zero-gap semiconductor, a semicon-
ductor with band gap En+1 = 0.4 eV, and a semiconductor with band gap En+2 = 0.5 eV for widths N, N + 1, N + 2, respectively. All widths are based
on the number of carbon atom lines N = 17. The band gaps are indicated by arrows and are highlighted. (Right) The electronic transmission functions
for the corresponding pseudo-ribbons, i.e., across two parallel kinks of varied separation as shown in the inset.
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lighted. These are ES9° =0.39 eV (b), EI%® = 0.42 eV (c), and E.P = 0.35 eV, ESS® = 0.27 eV (d). The transmission T(E) (per simple transverse

gap gap gap

gap

unitcell) is determined across all kinks in the z-direction, and transmission gaps comparable to the band gaps are observed in subfigures b and d.

ence the total transport for the four possible combinations of
semiconducting (SC) and semimetallic (M), corresponding to
the pseudo-ribbon widths N, N + 1 used in Figure 4.

In order to analyse the transmission we single out the band
structure projected on to the top section, S3 (excluding carbon
and hydrogen atoms at the kink), in the band structure along the
pseudo-ribbon direction. The weight on S5 is represented by a
circle of radius R,

2
i€S3

Here ¥ is the wave function at &, (k, = 0) with n (i) being the
band (orbital) index. The obtained projected band structures are
shown in the left parts of each subfigure in Figure 5. Generally,
some bands have no weight (no circles), while others have
significant weight indicating that there is little mixing between
the orbitals from section S5 and other sections.

In Figure 5a and Figure 5b we consider pseudo-ribbons with
semimetallic top regions, namely S,/53/S4 being M/M/M and
SC/M/SC, respectively. For the all-metal pseudo-ribbons,
M/M/M, an almost energy-independent transmission function is

seen with a transmission close to that of the metallic double-
kink in the previous subsection. The SC/M/SC structure shows
a transport gap similar to that of the single SC pseudo-ribbon
with van Hove resonances, while the S3-projected band struc-
ture reveals isolated metallic states within the gap. We note that
the transmission at the resonances for the SC/M/SC structure is
larger than the corresponding M/M/M transmission. For the
case of semiconducting top pseudo-ribbons in Figure 5¢ and
Figure 5d, we note that M/SC/M show a greatly reduced trans-
port gap compared to the single pseudo-ribbon case (also, note
the scaling of the transmission axis), while the SC/SC/SC struc-
ture shows a complete extinction of the transmission in the elec-
tronic gap, as expected. Generally, we find that the main behav-
iour of the transmission is controlled by the connecting sections
Sy, Sy, i.e., there is a good correspondence between the side
Eside

section band gaps Eg,,

and the transmission gaps.

Conclusion

The presented investigations show that linear kink-line struc-
tures may form in graphene by reacting with atomic hydrogen
along a linear bend in the sheet. The adsorption barrier is
lowered in the close vicinity of the bend, which can be
exploited to form the kink. In particular, we have shown that a
radius of curvature of 220 A reduces the hydrogen adsorption

barrier by roughly 16% compared to H adsorption on pristine
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graphene. The calculations suggest that once a single hydrogen
atom has been adsorbed, the induced local kink and resulting
increase in local curvature makes it easier for the following H to
adsorb, thus creating a propagating kink formation. A full line
of hydrogen atoms pins the structure and divides the electronic
systems into different regions. We have shown that the elec-
tronic transmission through a single kink is reduced by 83%
compared to pristine graphene, meaning that the kink-line acts
as an efficient barrier for electron motion. We have demon-
strated how two close-by parallel kinks form a pseudo graphene
nanoribbon with similar behaviour of the electronic structure to
that for isolated nanoribbons. The transmission function
displays transport gap features corresponding to the isolated

nanoribbon band gaps.

The present work thus suggests that it may be feasible to
template functional electronic nanostructures by using the con-
formation of graphene, e.g., to the substrate, and that this in turn
induce changes in local reactivity. Our work clearly calls for
extensions in a number of directions. First of all more calcula-
tions are needed in order to investigate the kink-line propaga-
tion reaction proposed by our results. To this end it is important
to include a realistic description of the actual substrate. It is also
interesting to consider other adsorbate species, possibly intro-
ducing doping of the pseudo-ribbons and electronic gating.
Finally, decoration and pinning of the edges of other geome-
tries such as “bubbles” or “blisters” is of interest, e.g., in order
to produce GAL-like structures [7] without perforating the
graphene sheet. Calculations have shown how the adsorption of
hydrogen is correlated over a length scale involving several of
the unit cells employed in this work [22,35,42,43]. Thus the
adatom—adatom interaction will play a significant role in the
kink-line propagation along the step and will be addressed in a
future study.
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Abstract

The catalytic properties of nanostructured Au and their physical origin were investigated by using the low-temperature CO oxi-
dation as a test reaction. In order to distinguish between structural effects (structure—activity correlations) and bimetallic/bifunc-
tional effects, unsupported nanoporous gold (NPG) samples prepared from different Au alloys (AuAg, AuCu) by selective leaching
of a less noble metal (Ag, Cu) were employed, whose structure (surface area, ligament size) as well as their residual amount of the
second metal were systematically varied by applying different potentials for dealloying. The structural and chemical properties
before and after 1000 min reaction were characterized by scanning electron microscopy (SEM), X-ray diffraction (XRD) and X-ray
photoelectron spectroscopy (XPS). The catalytic behavior was evaluated by kinetic measurements in a conventional microreactor
and by dynamic measurements in a temporal analysis of products (TAP) reactor. The data reveal a clear influence of the surface
contents of residual Ag and Cu species on both O, activation and catalytic activity, while correlations between activity and struc-
tural parameters such as surface area or ligament/crystallite size are less evident. Consequences for the mechanistic understanding
and the role of the nanostructure in these NPG catalysts are discussed.
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Introduction

Porous metallic materials with well-controlled morphologies
and surface properties have attracted considerable attention in
both fundamental research and technological applications owing
to their unique physical and chemical properties, for applica-
tions, e.g., in optics, catalysis or as sensors [1,2]. Among these
materials, monolithic gold with nanoporous structures as well as
high surface areas is of particular interest for catalysis research
in view of its self-supporting nature [3-7]. This kind of material
is generally synthesized by corrosion techniques, either by
chemical corrosion in acidic solutions [3-7] or by electrochem-
ical etching at anodic potentials [8-10]. Using the latter method,
electrochemical dealloying, nanoporous gold (NPG) materials
with ligament sizes of less than 6 nm can be effectively fabri-
cated [5,10]. Zielasek et al. [4] and Xu et al. [11] reported that
nanoporous gold, prepared by the selective dissolution of Ag
from a AuAg alloy, exhibits a remarkably high activity for CO
oxidation with molecular oxygen at low temperatures, and
recent experiments in our laboratory arrived at comparable
conclusions [12,13]. In the meantime, high catalytic activities of
NPG catalysts were reported also for other reactions, such as
oxidative coupling of methanol [14], aerobic oxidation of alco-
hols [15], and oxidation of organosilanols [16].

Until recently, high activities for the CO oxidation over Au
catalysts were only reported for gold nanoparticles of a few
nanometers in diameter, which are supported on reducible metal
oxides such as TiO,, CeO, and Fe,O3 [17-24]. For these oxide-
supported Au catalysts, various parameters, such as the gold
particle size, the chemical state of the gold nanoparticles or the
nature and morphology of the support material have been
shown to influence the catalytic activity [19,21]. Especially the
nature of the supporting material was found to be decisive for
the catalytic activity, with high activities only for catalysts
supported on active, reducible metal oxides and only very low
activities for those based on inert, nonreducible metal oxides
[19,25]. For this reason, the finding of high activities for unsup-
ported NPG was somewhat unexpected, since contributions
from a support material are not possible here. As a conse-
quence, the physical origin of the catalytic activity of the unsup-
ported NPG materials has been under debate ever since.

The absence of the oxide support, however, can also be consid-
ered as an advantage for the understanding of the mechanisms
responsible for the catalytic activity of NPG catalysts, and
hence the catalytic behavior of nanoscaled Au, without the
complications brought about by the interactions between the
support material and the Au nanoparticles and the direct
involvement of the support material in the catalytic reaction.
Accordingly, earlier studies aiming at the understanding of the

reaction mechanism and the physical origin of the high catalytic
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activity of NPG materials discussed this mainly in terms of
structural effects and related modifications in the local elec-
tronic properties [4,5]. In these studies, gold atoms with low
coordination numbers at surface defect sites, e.g., steps, corners
and kinks, whose concentration increases with decreasing Au
particle size or, for NPG, Au ligament size, were proposed as
active sites for the activation of molecular oxygen, which is the
key step for gold-catalyzed oxidation reactions [26,27]. Further-
more, quantum size effects, which have been proposed by Chen
and Goodman for oxide-supported Au catalysts [28], may also
be relevant for NPG catalysts considering the nanometer size of
the Au ligaments. More recently, residual amounts of the
second, less noble metal in the Au alloy used for NPG forma-
tion, such as Ag [13,29,30], Cu [6] or Al [31], which cannot be
fully removed during dealloying [29], were proposed to be re-
sponsible for the unexpected high catalytic activity of NPG
catalysts [4,32,33]. This would agree also with earlier proposals
for Ag-contaminated submicron-size Au nanoparticles [34] and
highly active mesoporous oxide-supported AuAg catalysts
[35,36]. From calculations based on density functional theory,
Moskaleva et al. found a significant reduction of the barrier for
0, dissociation in the vicinity of Ag surface atoms in a
bimetallic AuAg surface [37]. On the other hand, Haruta
considered the NPG catalyst as an inversely supported gold
catalyst, where the junction perimeters between gold and Ag,O
accounts for the high catalytic activity. A similar bifunctional
effect was proposed also for CO oxidation on oxide-supported
AuCu catalysts [38]. A recent study reported a NPG(Cu) cata-
lyst to be very active for CO oxidation as well, but did not
provide any mechanistic explanations [6]. Hence, in these
pictures the NPG materials can be considered either as a
bimetallic or as a bifunctional catalyst, where the second metal
modifies the electronic and therefore also chemical properties of
the Au surface atoms, or where oxidation of the second metal
leads to a local metal-oxide interface.

To clarify whether one of these effects is dominating, and if so
which, it would be best to completely separate these two aspects
by using NPG samples that are completely free of the second
metal or to vary the structural properties of the nanostructured
NPG material, such as surface area or crystallite/ligament size,
at a constant (surface) content of the respective second metal.
Both of these approaches are not possible from experimental
reasons, since it is not possible to completely remove all of the
less noble metal, such as Ag and Cu, from the starting alloy
[10], and also since these impurities sensitively affect the struc-
tural properties of the resulting NPG materials [13]. Therefore,
these aspects have to be explored in a more indirect way, e.g.,
by comparing the effect of different residual metals on the

catalytic properties of the NPG materials over a wide range of
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structural parameters and (surface) content of the respective
second metal.

This is the topic of the present paper, in which we compare
results on the low-temperature CO oxidation behavior of NPG
catalysts with two different residual materials, Ag and Cu, and
with different (surface and bulk) contents of these residues,
focusing on differences and similarities in the role of these
metals on the reaction behavior. A more extensive account of
the experimental procedures and of the results on the
Ag-containing NPG catalysts can be found in [12]. By applying
different potentials during the electrochemical dealloying of
AuAg and AuCu alloys, a series of NPG(Ag) and NPG(Cu)
catalysts with varying Au ligament sizes and residual Ag(Cu)
contents were obtained. The resulting samples were character-
ized by scanning electron microscopy (SEM), powder X-ray
diffraction (XRD) and X-ray photoelectron spectroscopy (XPS)
with respect to their morphology, structure and chemical com-
position. In order to unravel possible structure—activity relation-
ships, the measurements were performed both on the fresh NPG
samples and after reaction at atmospheric pressure for
1000 min. Measurements of the catalytic activity for CO oxi-
dation of the NPG catalysts were performed in a conventional
microreactor at atmospheric pressure and in a temporal analysis
of products (TAP) reactor under ultrahigh vacuum (UHV)
conditions. Further information on similarities and differences
of the two different types of NPG catalysts in the reaction
mechanism was obtained from multipulse TAP reactor
measurements, which give access to the ability of the NPG cata-
lysts to activate molecular O, and to deposit stable adsorbed
active oxygen species on the surface. The results are discussed
in a comprehensive picture, in an attempt to combine both
structural effects (“structure-activity correlations”) and the role
of the second, less noble metal.

Experimental

Nanoporous gold sample preparation

NPG(Ag): Nanoporous gold samples were prepared by electro-
chemical etching (dealloying) of an Ag—Au alloy, as reported
previously [13,39,40]. In short, the master alloy Ag7s5Auss
(atom %) was prepared by arc melting of high purity Au and Ag
wires (Au 99.9985% and Ag 99.99%, Chempur) and subse-
quent homogenization at 950 °C for 70 h (sealed in a quartz
tube). The ingots were rolled to 0.5 mm thick disks and
annealed at 500 °C for two hours in vacuum for recovery. Elec-
trochemical etching (dealloying) was performed in 1 M HCIO,4
aqueous solution under potentiostatic control. In order to obtain
samples with different amounts of residual Ag, different poten-
tials were applied for the dealloying procedure: 1.280 Vgyg
(NPG(Ag)-1), 1.330 Vggg (NPG(Ag)-2), and 1.380 Vgyg
(NPG(Ag)-3 and NPG(Ag)-4). The potential was measured by a
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pseudo Ag/AgCl reference electrode (in 1 M HCIO,), but is
quoted versus that of a standard hydrogen electrode (SHE),
whose potential is 0.53 V lower than that of the Ag/AgCl elec-
trode. Dealloying was stopped when the current fell to 10 pA.
After dealloying, the electrolyte was replaced by fresh base
electrolyte and a higher potential (either 1.530 Vgyg for
NPG(Ag)-1, NPG(Ag)-2 and NPG(Ag)-3 or 1.480 Vgyg for
NPG(Ag)-4) was applied to the sample for about one hour to
further remove the Ag ions, which had remained in the pore
channels (see below in Table 1). Subsequently, the nanoporous
gold samples were repeatedly rinsed with pure water for
cleaning. The NPG(Ag) disks were dried, crushed and gently
ground into powder before use, with grain sizes in the range of
20 to 100 um.

NPG(Cu): Similar to the NPG(Ag) catalysts, a series of NPG
samples containing varying amounts of residual Cu was
prepared by electrochemical dealloying of a Au,s5Cuys
(atom %) alloy. The master alloy was prepared by arc melting
of high purity Au and Cu wires (Au 99.995% and Cu 99.99%,
Chempur) and subsequent homogenization at 900 °C for 4 days
(sealed in a quartz tube), followed by quenching in water. The
ingot was rolled to 0.2 mm thickness and annealed at 600 °C for
2 h in vacuum for recovery. Dealloying was performed in 1 M
HCIO4 aqueous solution (using deionized ultrapure water with
electrical resistivity of 18.2 MQ cm?/cm), at potentials of 1.430,
1.480 and 1.530 Vgyg (Ag/AgCl reference electrode placed
directly in the 1 M HCIOy4 electrolyte close to the sample) for
approximately one day. To minimize copper contamination in
the sample compartment, the coiled-Cu wire counter electrode
(CE) and the reference electrode (RE) were separated from the
main cell by placing them in a tube filled with the same solu-
tion and mounted with its opening close to the sample. Also in
this case, dealloying was stopped when the current fell to
10 pA. Further treatment of the NPG(Cu) samples resembled
that for NPG(Ag) described above.

Catalyst characterization

As mentioned previously [13], it is not possible to determine the
surface area of the NPG samples under the normal conditions of
a BET measurement, since its microstructure is thereby
destroyed. For this reason we determined the surface area of the
as-prepared NPG catalysts by the electrochemical capacitance
ratio method [41].

X-ray diffraction (XRD) provided a separate, independent ap-
proach towards the structure of the NPG samples. The measure-
ments were performed on a PANalytical MPD PRO instrument
by using Cu Ka radiation (A = 0.154 nm). The structural
coherency was evaluated through the width of the Au(111)
diffraction peaks by means of the Scherrer equation, Dgcherrer =
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(K-A)/(B-cos 0), where K= 0.89 is the Scherrer constant, A the
wavelength of the X-rays, and p the FWHM. In the idealized
case of nanoscale crystallites that are free of strain, Dgcherrer
approximates the crystal size. NPG consists of crystals with a
size on the order of 10 to 100 um, which are porous on the
much smaller nanometer scale [39,42]. The width of the diffrac-
tion peaks and the defect structure of the material [39,42] imply
that the contribution of lattice defects/lattice strain to the reflec-
tion broadening may not be neglected. Overall, the Scherrer
equation is therefore not an appropriate way of determining the
ligament size. Nonetheless, the width of the Bragg reflections
indicates a loss of crystalline coherence on a length-scale on the
order of Dg¢herrer» and in this sense, the broadening of the XRD
profiles may be discussed as an indicator of structure size.
Moreover, if one assumes idealized, cylindrical ligaments with
diameter D, the mass-specific surface areas (a) of the NPG
samples can be calculated from the ligament size by the rela-
tion a = 4/(p-D) [40], where p is the mass density of gold
(19.32 grem™3). Our results even indicate a quantitative correla-
tion between the specific surface area as measured by the capac-
itance method and the value inferred by using Dgcperrer @S the
ligament size and assuming cylindrical ligaments (see below,
Results and Discussion, subsection 1.1). Keeping in mind that
this is an empirical relation, we will use the term apparent liga-
ment size for the value derived from Dgcperrer, and use this for
the characterization of samples after the catalytic reaction,

which cannot be characterized by the capacitance ratio method.

For further characterization of the samples, scanning electron
microscopy (SEM) and energy dispersive X-ray spectroscopy
(EDX) measurements were performed to determine the surface
morphology, microstructure and the bulk concentration of
Ag/Cu, respectively. In order to determine the surface concen-
tration of residual Ag or Cu, respectively, X-ray photoelectron
(XP) spectra were recorded on the NPG powder samples by
using a PHI 5800 ESCA system (Physical Electronics) with
monochromatic Al Ko radiation for excitation. The binding
energies of the Au(4f), Ag(3d) and Cu(2p) states were cali-
brated with respect to the C(1s) peak at 284.6 eV. The Au, Ag
and Cu surface concentrations were calculated from the
measured intensities of the Au(4f), Ag(3d) and Cu(2p) signals,
respectively, by using tabulated sensitivity factors. It should be
noted that this procedure assumes a constant composition of the
top few layers. Repeated XPS measurements on the same
samples and also on samples before grinding them into powder
revealed that the error for the resulting surface Ag content is
less than 5% (relative).

Catalytic activities: Flow reactor measurements
In a similar manner to the measurements in [12,13], the

catalytic activities of the NPG catalysts for CO oxidation were
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measured in a microreactor with a length of 300 mm, an outer
diameter of 6 mm, and an inner diameter of 4 mm at atmos-
pheric pressure and a reaction temperature of 30 °C, without
applying any pretreatment prior to the measurements. The cata-
lysts were diluted with 0-Al,O3 in order to obtain differential
reaction conditions, with reactant conversions of below 15%
throughout the measurements. The temperature of the catalyst
bed was measured by a thermocouple attached to the outer wall
of the reactor, in the central area of the catalyst bed. The flow
rate of the reactant gas was 60 NmL-min"! (1% CO, 1% Oy,
rest N»), and both influent and effluent gases were analyzed by
on-line gas chromatography (Chrompack CP9001). For further
details of the setup and the evaluation see [19,43].

Catalytic activities: TAP reactor measurements

The pulse experiments were carried out in a home-built TAP
reactor [44], which is largely based on the TAP-2 approach of
Gleaves et al. [45], using a similar approach as was described
previously in [12,13]. In short, piezoelectric pulse valves were
used to generate gas pulses of typically ~1 x 101 molecules per
pulse. For all measurements presented, these pulses contained
50% Ar as an internal standard to enable quantitative evalua-
tion on an absolute scale. The gas pulses were directed into a
quartz-tube microreactor with a length of 90 mm, an outer
diameter of 6 mm, and an inner diameter of 4 mm. The catalyst
bed was located in its central part, fixed by two stainless steel
sieves (Haver & Boecker OHG, transmission 25%). For all
measurements, we used a three-zone catalyst bed containing
2 mg of NPG catalyst diluted with 20 mg SiO; as the central
zone and two layers of SiO; as the outer zones (total mass
150 mg). All pulse experiments were performed at 30 °C reac-
tion temperature. Also here, the catalyst was used as received,
with no additional pretreatment prior to the measurements.
After passing through the reactor, the gas pulses were analyzed
by a quadrupole mass spectrometer (QMG 700, Pfeiffer)
located behind the reactor tube in the analysis chamber. The
consumption of CO and O, in the respective pulses was calcu-
lated from the missing mass spectrometric intensity in the
pulses compared to the intensity after surface saturation, which
is equivalent to the initial intensity. The formation of CO, could
be determined directly from the CO; pulse intensity. Addition-
ally, (pre)treatment of the catalysts at higher (atmospheric)
pressure is possible by separating the reactor from the ultrahigh
vacuum (UHV) system by a differentially pumped gate valve
and connecting it directly to an adjustable roughing pump.

For testing the catalytic activity for CO oxidation in the TAP
reactor, the samples were exposed to simultaneous pulses of
CO/Ar and Oy/Ar, with a CO/Oj ratio of 1:1, i.e., an excess of
oxygen relative to stoichiometric reaction conditions. Prior to

these measurements it was checked that the gas mixing unit and
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the gas pipes containing the reaction mixture as well as the
reactor and the dilution materials were inert; no conversion of
CO or O; was found under these conditions in control experi-
ments. To identify stable adsorbed surface species on the cata-
lyst surface before and after the reaction, we also performed
temperature-programmed desorption (TPD) measurements in
the TAP reactor. During these measurements, the catalysts were
heated from 30 to 600 °C at a heating rate of 25 °C'min"!. The
gaseous desorption/decomposition products are transported by
diffusion into the analysis chamber, where they are detected by
the mass spectrometer.

The ability to activate O,, given by the amount of stable
adsorbed active oxygen that can be reversibly deposited from
interaction with O, and reacted away by CO pulses (oxygen
storage capacity, OSC), was also determined by TAP reactor
measurements. Here, the NPG samples were first exposed to O,
in a continuous flow of 10% O,/N, with a gas flow of
20 NmL-min~! at atmospheric pressure (30 min at 30 °C); after-
wards the amount of stable adsorbed oxygen species active for
CO oxidation was titrated by a sequence of CO/Ar pulses under
vacuum conditions. The formation of CO; originating from the
reaction of CO with adsorbed oxygen could be determined
directly from the CO, pulse intensity, and the OSC was calcu-
lated from the total amount of CO; produced during a sequence
of CO pulsing [12]. Details about the calibration of the mass
spectrometric signals on an absolute scale can be found in [44].
Direct evaluation of the OSC by quantification of the O, uptake
of a reduced sample during O, pulses, as performed for
supported catalysts [23,25,46], was not possible due to the very
low amount of oxygen uptake within single O,/Ar pulses. After
the oxygen species were removed, the catalyst was exposed
once again to a mixture of 10% O,/N, at atmospheric pressure,
and the process of oxygen deposition and reactive removal by
CO was repeated at least three times for all samples in order to
check the reversibility of the active oxygen formation.

Results and Discussion
1 Structural and chemical characterization of

the NPG catalysts

1.1 NPG(Ag) catalysts

As-prepared samples: The morphology of the NPG materials
was characterized by SEM imaging. Figure 1 displays represen-
tative SEM images of the NPG(Ag)-4 sample before and after
the catalytic reaction. The fresh sample has a foamlike
morphology with ligament diameters of below 10 nm
(Figure 1a). More detailed structural features, however, are not
discernible due to the limited resolution of the SEM image. To
gain further information on the structural properties of the bulk
phase, XRD measurements were performed on these samples
(Figure 2a). Considering the discussion in the Experimental
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subsection ,,Catalyst characterization®, the broad diffraction
peaks of metallic Au for the three fresh samples, NPG(Ag)-2 to
NPG(Ag)-4, indicate that the crystallites are significantly
strained, possibly due to a large density of lattice dislocations.
On NPG(Ag)-1, the diffraction peaks are significantly sharper,
indicating a lower defect density. This goes along with a signifi-
cantly lower specific surface area of sample NPG(Ag)-1 as
determined by the capacitance ratio method (see below). In
none of the samples could we detect diffraction peaks character-
istic of the Ag-containing phases (metallic silver or silver
oxides). Using the Scherrer equation in the sense described
before, we determined apparent ligament sizes of 21, 6.4, 4.1
and 4.1 nm for the samples NPG(Ag)-1, NPG(Ag)-2, NPG(Ag)-
3 and NPG(Ag)-4, respectively (Table 1).

Figure 1: SEM images of the NPG(Ag)-4 catalyst (a) before and (b)
after 1000 min on stream.

Figure 3 shows XP detail spectra of the Au(4f) and Ag(3d)
regions of an as-prepared NPG(Ag) sample. For brevity, we
here show only those of the NPG(Ag)-3 sample; the corres-
ponding spectra for the other three samples are given in
Supporting Information File 1 (Figure S1). The characteristic
parameters evaluated from these XP spectra are summarized in
Table 2. The Au(4f) spectrum contains two sets of distinct
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Figure 2: XRD patterns of various NPG catalysts before and after 1000 min on stream: (a) NPG(Ag) and (b) NPG(Cu).

Table 1: Details of the preparation parameters, physical properties and catalytic activity for CO oxidation at 30 °C for various NPG(Ag) catalysts

(values taken from [13]).2

catalyst NPG(Ag)-1
potential of dealloying / VsHe 1.280
potential of cleaning / Vsne 1.530
average crystallite size D / nmP 21 (28)
surface area / m2-g~1¢ =10
surface area / m2-g~'d 10 (7)
bulk Ag / atom %® 45
surface Ag / atom %f 5.4 (16.6)
surface Ag atoms / 1020-g 4" 0.06 (0.13)
OSC-stable / 10"° O atoms-ga, ™" 0.03

rag/ 107° mol-s™"-ga, ™" 0.4 (0.3)

NPG(Ag)-2 NPG(Ag)-3 NPG(Ag)-4
1.330 1.380 1.380
1.530 1.530 1.480

6.4 (21) 4.1 (23) 4.1 (21)
63 59 75

31 (10) 51 (9) 50 (10)
132 14.4 14.6

9.5 (30.0) 10.5 (24.7) 18.6 (25.3)
0.69 (0.34) 0.71 (0.26) 1.6 (0.29)
1.2 0.54 0.86

12.4 (9.2) 3.4 (3.6) 18.2 (6.2)

aThe data presented in parentheses are obtained from the samples after 1000 min on stream. PEstimated from Au(111) diffraction peaks by using the
Scherrer equation. ®Surface areas of the fresh samples measured by the capacitance ratio method. 9Estimated by assuming idealized, cylindrical liga-

ments with diameter D. ®Measured by SEM-EDX. fMeasured by XPS.

peaks, with the Au(4fy/;) peaks at 84.6 and 86.2 eV. The
binding energy (BE) of the main peak is slightly higher than
that for metallic Au® (84.0 eV) [47,48]. The shoulder at higher
BE can be assigned to Au3t (Au,03) species, following
previous assignments [48]; it contributes about 21% to the total
Au(4f) intensity based on a deconvolution of the peaks. Similar
spectra were also obtained on the NPG(Ag)-2 and NPG(Ag)-4
samples, with contributions of 11% and 12% from Au3*
species, respectively. In contrast, no oxidic species were
detected on the NPG(Ag)-1 sample. The Ag(3d) XP spectra
were also recorded to check the existence of residual Ag and its

chemical state. As shown in Figure 3b, the as-prepared
NPG(Ag)-3 sample contains two distinct components of the
Ag(3ds/) peak with BEs of 368.7 eV and 367.7 eV, respective-
ly. At first glance, the second peak seems to be more character-
istic for metallic Ag® [35], while the high BE of the first peak
does not fit with literature reports [49]. Considering, however,
that the final-state effects will lead to a similar up-shift of the
BEs as discussed for the Au(4f) peaks, we assign the Ag(3ds),)
peak at 368.7 eV to metallic Ag, up-shifted by final-state
effects, while the 367.7 eV peak is attributed to a similarly
up-shifted Ag(3ds,y) peak related to AgO [49], with a contribu-
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Figure 3: Au(4f) (a) and Ag(3d) (b) XP spectra of the NPG(Ag)-3 catalyst before and after 1000 min on stream.

Table 2: XPS results of various NPG(Ag) samples before and after reaction.

catalyst B.E. of Au(4f70) / eV Aud* [ % B.E. of Ag(3d50) / eV AgO /% surface Ag / atom %
NPG(Ag)-1 fresh 84.5 0 368.3/— 0 5.4

NPG(Ag)-1 used 84.4 0 368.2/— — 16.6

NPG(Ag)-2 fresh 84.5 11 368.6/367.8 22 9.5

NPG(Ag)-2 used 84.3 0 368.1/— — 30.0

NPG(Ag)-3 fresh 84.6 21 368.7/367.7 28 10.5

NPG(Ag)-3 used 84.2 0 368.0/— — 24.7

NPG(Ag)-4 fresh 84.5 12 368.5/367.7 26 18.6

NPG(Ag)-4 used 84.3 0 368.2/— — 253

tion of about 28% to the total Ag(3d) intensity. The corres-
ponding fractions of silver oxide species on the NPG(Ag)-2 and
NPG(Ag)-4 catalysts were 22% and 26%, respectively, while
only metallic Ag was found on the NPG(Ag)-1 sample.

The surface Ag contents show a similar dependence on the deal-
loying potential as observed in the bulk phase, with surface Ag
contents of 5.4, 9.5, 10.5 and 18.6 atom % Ag for NPG(Ag)-1
to NPG(Ag)-4, respectively (see Table 1). The surface Ag

Table 1 lists the Ag contents (both bulk content (EDX) and
content in the near-surface region (XPS)) and the specific
surface areas of the different NPG(Ag) samples. Obviously,
raising the dealloying potential leads to an increase of the
residual (bulk) Ag content in the NPG(Ag) samples, though
with a nonlinear relationship. A potential increase from 1.280
VghEe to 1.330 Vgyg results in a more significant Ag retention
in the bulk phase (4.5 and 13.2 atom % Ag for NPG(Ag)-1 and
NPG(Ag)-2, respectively), while for a further potential increase
to 1.380 Vgyg the changes are less pronounced, with 14.4 and
14.6 atom % Ag for NPG(Ag)-3 and NPG(Ag)-4, respectively.

content of the sample NPG(Ag)-4, however, is remarkable,
since it is significantly higher compared to that of the
NPG(Ag)-3 sample, although it has a comparable bulk Ag
content and the same dealloying potential was applied. Most
probably, this discrepancy is caused by the lower potential used
during the following cleaning procedure. The present data
agrees well with a recent study of Ag retention during electro-
chemical dealloying of AuAg at different pH values by Liu
et al. [50]. Those authors also showed that it is possible to
obtain samples with significantly different surface Ag content
by varying the dealloying potential (at constant dealloying time
and sample size) and the subsequent cleaning procedure [50].
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The higher dealloying potential not only caused an increase in
the Ag content (bulk and near-surface Ag contents) of the
NPG(Ag) samples, but also in the surface areas measured
directly by the capacitance ratio method. The latter changes are
particularly obvious at lower potentials, from 1.280 Vgyg to
1.330 Vgyg- As described in the Experimental section (subsec-
tion ,,Catalyst characterization®), we also estimated the surface
areas from the XRD data, assuming idealized, cylindrical liga-
ments and using the apparent ligament size. The results are
comparable to the data measured directly for the samples
NPG(Ag)-1 (10 m?gey ') and NPG(Ag)-3 (51 m¥gey ),
whereas for the samples NPG(Ag)-2 (31 versus 63 m2-ge, 1)
and NPG(Ag)-4 (50 versus 75 mz'gcafl) the directly measured
surface areas were higher than those derived from the XRD data
(see Table 1). This discrepancy underlines the dangers in
applying the Scherrer equation to materials with nanoscale
pores in micron-scale crystals. In fact, previous TEM investi-
gations revealed a large number of lattice defects in NPG,
specifically when the dealloying conditions are set to obtain a
very small ligament size [39]. In order to correct for differ-
ences/changes in the Ag surface content in the respective NPG
samples, we also calculated the total amount of surface Ag
atoms per gram of catalyst (see Table 1), assuming a homoge-
neous vertical distribution of the Ag atoms in the surface regime
analyzed by XPS. This was done by multiplying the surface Ag
content with the total number of surface atoms, which was
determined from the surface area by assuming a surface density
of 1.15 x 105 atoms cm™2. The resulting values are given in
Table 1.

Catalysts after reaction: Since the NPG(Ag) catalysts deacti-
vated to different extents during 1000 min on stream (see
section 2 "Catalytic activities"), we followed the structural
changes during the activity measurements in order to detect
possible structure-activity correlations. The NPG(Ag) catalysts
were retrieved after reaction for 1000 min and subsequently
characterized again. A representative SEM image taken from
the NPG(Ag)-4 sample after reaction showed a distinct coars-
ening of the porous surface structure (see Figure 1b). This is
confirmed also by the XRD patterns (see Figure 2a), where
exposure to the reaction gas mixture caused a considerable
sharpening of the diffraction peaks for all NPG(Ag) catalysts.
Hence, restructuring occured also in the bulk region. These
peak widths correspond to apparent ligament sizes of 28, 21, 23
and 21 nm for NPG(Ag)-1 to NPG(Ag)-4 after reaction, res-
pectively. A similar reaction-induced ligament size growth for
nanoporous gold during CO oxidation (25 h, 30 °C,
66.7 mL-min"!: 1% CO + 10% O, + 89% N,,) was reported
also by Xu et al. [5]. Note that since SiO, was used as a dilu-
tion material during reaction, its sharp peaks can also be identi-

fied in the XRD patterns after reaction.
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After exposure to the reaction conditions for 1000 min, the
higher BE Au(4f7/,) XPS shoulder completely disappeared, and
the main Au(4fy),) peak shifted to a lower BE of 84.2 eV (see
Figure 3a). This result clearly indicates that the surface Au3*
oxide species are reduced under the reaction conditions. The
down-shift of the main peaks can originate from the reduction
of slightly oxidized Au species (e.g., Au* with a BE 0.6 eV
higher than that of Au® [51,52]) and/or from the significant
growth of the ligament size during reaction (from ca. 4.1 nm to
ca. 23 nm, as described above). It has been reported that BE
shifts of 0.5-0.9 eV relative to the bulk Au® value could be
obtained as final-state effects in small Au clusters [53,54]. With
increasing particle size, the Au(4f) peak would shift back to the
metallic Au® position. However, in view of the relatively large
average Au ligament size (apparent ligament size 4.1 nm) for
the fresh sample, larger contributions from final-state effects are
considered to be not very likely. Therefore, we favor an explan-
ation that relates the higher BE of the peak at 84.6 eV (before
reaction) mainly to positively charged gold species (Au®"),
which are discharged during the reaction. The exact charge of
this Aud* species, however, cannot be determined from these
measurements. Going to the Ag(3d) signals, we find that after
reaction for 1000 min the doublet of the Ag(3d) XPS peaks
detected on the fresh samples for NPG(Ag)-2 to NPG(Ag)-4 is
replaced by a new peak with an intermediate BE of 368.0 eV
(see Figure 3b). This corresponds to the normal BE of metallic
AgP, without further shifts introduced by final state effects
[35,49]. Thus, similar to Au, oxidized Ag surface species are
reduced during the reaction.

Table 1 also contains the chemical compositions as well as the
surface areas of the various NPG(Ag) samples after reaction.
Unlike the fresh samples, the surface area of the samples after
reaction could not be measured by the capacitance ratio method,
since the amounts of NPG(Ag) catalyst used for reaction are
very low (2 mg) and the samples were crushed before use.
Therefore, the surface areas of the used NPG(Ag) catalysts were
estimated from the apparent ligament sizes, as described above.
Here we should keep in mind the approximate character of the
X-ray diffraction analysis and the deviations between the
surface areas determined by different methods, which are
expected also for the surface areas determined after reaction.
Deviations in the surface areas will directly affect the number of
Ag or Au surface atoms per gram of catalyst. Interestingly, the
distinct differences in the ligament sizes of the fresh NPG(Ag)
catalysts decay significantly during reaction for 1000 min,
resulting in much more similar values. Hence, the structure of
the NPG(Ag) changes considerably during the reaction, and
these changes are much more pronounced for the samples with
initially smaller ligaments (NPG(Ag)-2 to NPG(Ag)-4). This
finding agrees well with those in previous reports [11].
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Based on the XPS measurements, the reaction also caused a
significant surface Ag enrichment for all four NPG(Ag)
samples. The surface Ag content increased by a factor of 3 to
16.6 and 30.0 atom % for NPG(Ag)-1 and NPG(Ag)-2, respect-
ively, compared with that before reaction. For the samples
NPG(Ag)-3 and NPG(Ag)-4 the Ag surface enrichment was
lower, and increased only by a factor of 2.4 to 24.7 atom % and
by a factor of 1.4 to 25.3 atom %, respectively. Surface enrich-
ment of Ag in bimetallic AuAg systems has previously been
detected both experimentally [35,55] and in theoretical simula-
tions [56,57]. For example, in a study of CO oxidation over
Au—-Ag/TiO; catalysts, Sandoval et al. [55] observed a surface
Ag enrichment upon thermal treatment at high temperatures.
The extent of Ag enrichment on the surface of AuAg alloys
depends sensitively on temperature, composition and particle
size [56]. From a thermodynamic point of view, Ag prefers
either to be on the surface or to form interfacial alloys with Au,
while Au prefers to segregate at the core due to the lower
surface energy of Ag compared to Au in the absence of adsor-
bates [56,58]. This may be modified by strongly adsorbing
species. The number of surface Ag atoms after reaction was
also calculated to compare with the data obtained on the fresh
samples (see Table 1).

1.2 NPG(Cu) catalysts

For the Cu-containing NPG catalysts, we employed an ap-
proach similar to the preparation of NPG(Ag) catalysts to
prepare a series of NPG(Cu) samples with different residual Cu
contents by using different dealloying potentials in the range of
1.430-1.530 VgyE during the etching process. This potential
range was chosen since initial experiments had shown that
highly active NPG(Cu) samples with small ligament sizes (see
below), which are comparable to those of the samples
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NPG(Ag)-2 to NPG(Ag)-4, could only be obtained when the
dealloying was performed at potentials higher than 1.380 Vgyg.

As-prepared samples: The characterization results presented in
Table 3 show that, within the range investigated, the dealloying
potential had no significant influence on the surface area (58, 68
and 49 m2-g~! for NPG(Cu)-1 to NPG(Cu)-3, respectively). The
rather broad XRD diffraction peaks (see Figure 2b), which are
similar for all samples, indicate that there are also no distinct
differences in the structural properties; the apparent mean liga-
ment sizes were calculated to be 3.5, 3.3 and 3.3 nm, with the
corresponding estimated surface areas of 60, 63 and 62 m2-g™!
for the samples NPG(Cu)-1, NPG(Cu)-2 and NPG(Cu)-3, res-
pectively (see Table 3). The calculated surface areas fit well
with the ones measured directly via the capacitance ratio
method.

Au(4f) and Cu(2p) XP spectra recorded on the NPG(Cu)-2
sample, which are representative of all three NPG(Cu) samples,
are presented in Figure 4. The parameters evaluated from the
XP spectra are summarized in Table 4. Similar to the
Ag-containing NPG samples, two Au(4f7,) peaks with BEs of
84.4 and 86.0 eV were detected on all three samples investi-
gated, with the fraction of the Au?" oxide species (86.0 eV)
being 22, 19 and 24% for NPG(Cu)-1 to NPG(Cu)-3, respect-
ively. The main peak of the Cu(2p) spectra (Figure 4b) consists
of two components at ~932.6 and ~934.0 eV, accompanied by a
distinct satellite peak at <942 eV. According to the literature
[59-61], the peak at ~934.0 eV together with the satellite peak is
characteristic of Cu?™ oxide species, whereas the peak at
~932.6 eV may arise from copper oxide species with lower oxi-
dation states, most likely CupyO. An unambiguous assignment,

however, requires further information, e.g., from the corres-

Table 3: Details on the preparation parameters, physical properties and catalytic activity for the CO oxidation at 30 °C for various NPG(Cu) catalysts.?

catalyst NPG(Cu)-1 NPG(Cu)-2 NPG(Cu)-3
potential of dealloying / VsHE 1.430 1.480 1.530
potential of cleaning / Vsyg 1.530 1.530 1.530
average crystallite size D / nmP 3.5(24) 3.3(23) 3.3(22)
surface area / m2-g~' ¢ 58 68 49
surface area / m2-g~'d 60 (9) 63 (9) 62 (10)
bulk Cu / atom %® 6.8 6.0 45
surface Cu / atom %f 3.4 (5.3) 3.7 (5.7) 4.1 (5.4)
amount of surface Au atoms / 1020-g 4" 6.6 (0.96) 7.0 (0.96) 6.9 (1.02)
amount of surface Cu atoms / 10"9-ge, " 2.3 (0.54) 2.7 (0. 57) 3.0 (0.58)
OSC-stable / 10"° O atoms-ga, ™" 0.07 0.13 0.23

rau/ 107 mol's™! g, ™! 0.9 (1.5) 2.4 (2.8) 2.6 (3.5)

aThe data presented in parentheses are obtained from the samples after 1000 min on stream. PEstimated from Au(111) diffraction peaks by using the
Scherrer equation. ®Surface areas of the fresh samples measured by the capacitance ratio method. Estimated by assuming idealized, cylindrical liga-
ments with diameter D. ®Measured by SEM-EDX. fMeasured by XPS.
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Figure 4: Au(4f) (a) and Cu(2p) (b) XP spectra of the NPG(Cu)-2 catalyst before and after 1000 min on stream.

Table 4: XPS results of various NPG(Cu) samples before and after reaction.

catalyst B.E. of Au(4f72) / eV Audt | %
NPG(Cu)-1 fresh 84.5 22
NPG(Cu)-1 used 84.7 0
NPG(Cu)-2 fresh 84.4 19
NPG(Cu)-2 used 83.8 0
NPG(Cu)-3 fresh 84.5 24
NPG(Cu)-3 used 83.5 0
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ponding Auger spectra [60]. The elemental analysis showed an
increasing surface Cu content with increasing dealloying poten-
tial, i.e., 3.4, 3.7 and 4.1 atom % for samples NPG(Cu)-1 to
NPG(Cu)-3, respectively. These values are somewhat lower
than the corresponding Cu contents in the bulk phase deter-
mined by EDX (6.8, 6.0 and 4.5 atom % for NPG(Cu)-1 to
NPG(Cu)-3, respectively, see Table 3). This result differs from
the trends for the fresh NPG(Ag) samples, where two of the
catalysts had a lower and two a higher surface Ag content than
the bulk (see Table 1). The physical origin for this discrepancy,

however, is not clear yet.

Samples after reaction: The diffractograms of the used cata-
lysts (Figure 2b) show a significant sharpening of the diffrac-
tion peaks for all three samples after reaction for 1000 min,
pointing to a pronounced coarsening of the bulk structure. The
apparent ligament sizes were determined to be 24, 23 and 22 nm
for NPG(Cu)-1 to NPG(Cu)-3 (see Table 3), respectively, close

to the values obtained for the NPG(Ag) samples after reaction.
The surface areas of these samples are calculated to be 9, 9 and
10 m2-g"!. XP spectra recorded after 1000 min on stream
resolved only metallic Au surface species on all three samples,
with the BE of Au(4f7/,) down-shifted to ~83.8 eV for
NPG(Cu)-2 (see Figure 4) and NPG(Cu)-3, again comparable to
the findings for NPG(Ag) samples, while it stays almost
constant for NPG(Cu)-1. For the surface Cu species, the satel-
lite peaks disappeared after exposure to the reaction conditions,
and the main Cu(2p) peak shifted to lower BE, to <931.6 eV for
all NPG(Cu) samples, indicating the formation of metallic
copper or Cu* species [59,61,62]. Due to the presence of the
dominant Au(4ds;) peak at 335.0 eV, we cannot distinguish
between these two species from their Cu LMM Auger peaks at
335.0 eV (Cu®) or 337.5 eV (Cu"), respectively (see also the
discussion on the TPD results below, subsection 2.2). Finally,
also in this case the XP spectra indicate a reaction-induced
surface enrichment of Cu for all three NPG(Cu) samples, with
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5.3, 5.7 and 5.4 atom % for the samples NPG(Cu)-1 to
NPG(Cu)-3, respectively, although to a much lesser extent
compared with the NPG(Ag) materials. This can be simply
explained by the lower surface energy of Au compared to that
of Cu [63].

2 Catalytic activities

2.1 Catalytic activities in the microreactor

NPG(Ag): The catalytic activities of the NPG catalysts for CO
oxidation were first determined in the commonly used ap-
proach, by kinetic measurements at atmospheric pressure in a
microreactor under differential reaction conditions. Note that
for the nanoporous Au material the kinetic parameters may be
significantly influenced by the mass transport limitation by pore
diffusion [29]. For the diluted powders of NPG samples used in
this work, however, diffusion limitations are much less likely
than for NPG disks used in a previous study [29]. In fact, by
using the method described before [29], the Thiele modulus is
estimated to be less than 3, where the influence of mass trans-

port limitations is negligible.

Figure 5a shows the CO oxidation activity of the four NPG(Ag)
catalysts, in terms of Au mass-normalized reaction rates, and
their temporal evolution in a standard reaction mixture (1% CO,
1% Oy, rest N»y) at 30 °C reaction temperature. Among the four
samples investigated, the NPG(Ag)-4 catalyst showed the
highest initial activity (1.8 x 107% molcg s 'ga, 1), with a
continuous decay over time during the first 200 min (60%), fol-
lowed by an almost constant activity up to 1000 min on stream.
This closely resembles the behavior of Au/TiO; catalysts during
CO oxidation [64,65]. In contrast, the other three NPG(Ag)
catalysts exhibited a distinctly different reaction behavior. For
these samples, the activity first increased steadily, for 2-3 h,
and afterwards decayed by 20-30% (see Figure 5a). After
1000 min on stream, approximately steady-state activities are
reached, which amount to 0.3, 9.2, 3.6, and 6.2 X
107 molcgs 'gay ! for NPG(Ag)-1 to NPG(Ag)-4, respect-
ively (see also Table 1). Note that despite the comparable
surface areas under steady-state conditions, the NPG(Ag)-2
sample is more active than samples NPG(Ag)-3 and
NPG(Ag)-4. The observation of an initial activation phase
closely resembles findings by Wittstock et al., who reported an
activation period of approximately 2—3 h on a NPG disk cata-
lyst (ligament size 30—50 nm) for CO oxidation at 80 °C [29].
These authors related the activation to the removal of moisture
in the pores or of contaminants stemming from the leaching
process. The first suggestion, removal of moisture, appears to
be unlikely considering the results of additional kinetic
measurements performed in our laboratory, in which we used an
additional drying pretreatment and dry feed gas [13]. These

experiments revealed that while the activities are lower for all
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catalysts than under “normal” reaction conditions, the catalytic
behavior is essentially unaltered (for details see [13]). Hence,
the presence of moisture in the reaction gas mixture, even of the
trace impurities as present in commercial gases and on the cata-
lyst, raises the activity of NPG(Ag) catalysts, but does not
change their typical reaction behavior with time on stream. The
increase in activity even extends to higher moisture contents as
evidenced by recent findings by Wittstock et al. [33] who
observed that adding 10000 ppm water to the gas feed enhances
the catalytic activity of NPG catalyst in CO oxidation, in their
case by more than 100%.
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Figure 5: Temporal evolution of the catalytic activities of various (a)
NPG(Ag) and (b) NPG(Cu) catalysts measured in a microreactor under
differential reaction conditions. (Reaction temperature 30 °C,

60 NmL-min~1, 1% CO/1% Og/rest Np).

NPG(Cu): Similar kinetic measurements performed on the
three NPG(Cu) catalysts showed that the catalytic behavior
closely resembles that of the NPG(Ag)-2 and NPG(Ag)-3
samples, showing an activation period of ca. 2 h followed by a
continuous decay until reaching a quasi-steady-state after
1000 min on stream (see Figure 5b). Since the apparent liga-
ment size and surface area for all Cu- and Ag-containing
samples is almost the same after reaching the steady state, we
use the stable activities to compare the NPG(Cu) and NPG(Ag)
samples. Although the amount of Cu residues at the surface of

121



NPG(Cu) catalysts is much lower compared to that of Ag in all
NPG(Ag) catalysts (ca. 5.5% surface Cu content compared to
16.6-30.0% surface Ag content), the stable catalytic activities
of the NPG(Cu) samples for CO oxidation reaction at 30 °C are
even higher (NPG(Ag)-1) or comparable (NPG(Ag)-3)
compared with those of the two less active NPG(Ag) catalysts
(see Table 3). This indicates a higher efficiency of Cu in oxygen
activation under the reaction conditions compared with that of
Ag, considering the comparable particle sizes (=20 nm) and
assuming that Cu plays a similar role to that of Ag.

2.2 TAP reactor measurements

In a second approach, the catalytic activities of the NPG cata-
lysts for CO oxidation were examined in the TAP reactor under
UHYV conditions, starting with a fresh catalyst without any

pretreatment.

NPG(Ag): In these experiments, the sample was exposed to a
sequence of simultaneous pulses of CO/Ar and O,/Ar at 30 °C
reaction temperature. Typical results of these measurements
obtained on the NPG(Ag)-4 sample are illustrated in Figure 6a.
Apparently, the CO uptake, which is quantitatively identical to
the amount of CO, formation, decreased continuously, until
after ca. 1100 pulses for 2.0 mg of catalyst it was below the
detection level (CO uptake < 1% of the incoming intensity).
Meanwhile, no measurable O, uptake could be detected during
the whole pulse experiment. Apparently, in this experiment CO
oxidation proceeds by a noncatalytic process, through reaction
of CO molecules with active oxygen species that were already
present on the fresh NPG catalyst. Similar results were obtained
also on the other three NPG(Ag) catalysts, with different
amounts of CO/O; pulses required to remove the precovered
surface oxygen species. In contrast to these findings for the
NPG catalysts, steady catalytic activities can be achieved when
performing similar single-pulse TAP reactor measurements on
supported Au catalysts such as Au/TiO; catalysts [23,46]. The
very low catalytic activity of the NPG catalysts in the TAP
reactor compared to that of Au/TiO, catalysts under low pres-
sure conditions points to a very low probability for O, acti-
vation under these reaction conditions. Most simply, this can be
explained by a highly nonlinear pressure dependence for O, ac-
tivation on the NPG catalysts [12].

In order to determine the nature and the amount of oxygen
species present on the NPG(Ag) catalyst surface before and
after the pulse reaction, we performed TPD experiments on the
fresh NPG(Ag)-4 catalyst as well as after reaction by simulta-
neous pulses of CO and O, (for details see [12]). Desorption
spectra of Oy (m/z = 32) recorded on the fresh NPG(Ag)-4 cata-
lyst showed a pronounced O, desorption peak at around 270 °C
(see Figure 7a), which we assigned to the desorption of atomic
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Figure 6: Accumulated uptake of CO and O, as well as CO, forma-
tion during simultaneous pulsing of CO/Ar and O,/Ar on the fresh (a)
NPG(Ag)-4 and (b) NPG(Cu)-2 catalyst in the TAP reactor (2.0 mg
NPG catalyst diluted with SiO5 (1:10), temperature 30 °C, 1 x 106
molecules per pulse, with CO/Ar and O/Ar = 1:1).

Intensity / 107 A

0.2+

0.1

fresh

used

0.0

0.4

0.2

fresh

used

0.0

100

200 300 400 500

Temperature / °C

Figure 7: TPD spectra of oxygen species (m/z = 32) recorded before
reaction and after the simultaneous pulsing experiment on the (a)
NPG(Ag)-4 and (b) NPG(Cu)-1 catalysts.
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oxygen species chemisorbed on Au surface sites [12]. In the
spectrum recorded after the pulse reaction, however, this peak is
essentially absent (see Figure 7a), indicating that the related
oxygen species was removed by reaction with CO molecules.
The desorption temperature, which is close to that reported for
the desorption of atomic oxygen from Au surfaces (270-300 °C
[66-69]) and lower than that for the desorption of oxygen from
Ag surfaces (322 + 25 °C [70-72]), points to atomic oxygen
species adsorbed on Au sites as the origin for this peak (for the
exact nature of the oxygen species see below). This agrees with
the conclusions derived from the pulse measurements. Quanti-
tative evaluation of the TPD spectra yields nominal oxygen
coverages of 1.5 and 0.04 monolayers (ML) for the fresh and
the used NPG(Ag)-4 catalyst, respectively, assuming a specific
surface area of 75 m?-g~!, and a Au surface atom density of
1.4 x 1013 atoms-cm™2 (surface density on Au(111)) [13]. For
the other three NPG(Ag) samples, the results are qualitatively
similar, differing only in the amount of oxygen for different
fresh samples. In all cases, the active oxygen species already
present on the freshly prepared sample surfaces were almost

completely depleted after pulse reaction.

NPG(Cu): For comparison, we performed similar pulse reac-
tion measurements in the TAP reactor on the NPG(Cu) samples,
as representatively illustrated in Figure 6b for NPG(Cu)-2.
Again, no measurable catalytic activity was observed, only
removal of the precovered surface oxygen species by reaction
with CO molecules. The absolute amount of removed surface
oxygen, however, is significantly higher than that on the
NPG(Ag) samples. For the same amount of NPG catalyst
(2 mg), the uptake of CO molecules of the NPG(Cu)-2 sample
is about twice as high as that on the NPG(Ag)-4 sample.
Considering the comparable surface area, this result is in rea-
sonable agreement with the XPS results, showing an almost
doubled fraction of Au3" oxide species on the surface of the
NPG(Cu)-2 sample.

Following the pulse reaction, the amount and bond strength of
the (remaining) surface oxygen on the NPG(Cu) catalysts was
determined in O,-TPD experiments. A typical oxygen desorp-
tion spectrum on the NPG(Cu)-1 sample is shown in Figure 7b.
For comparison, we again include a spectrum of the fresh
sample. Similar to our findings for the NPG(Ag) catalysts,
essentially all of the surface oxygen was removed on the used
sample by reaction with CO. The fresh sample exhibits a single
sharp desorption peak with a maximum at 275 °C, equal to that
on the NPG(Ag)-4 catalyst (see Figure 7a). Vacuum-annealing-
induced reduction of fully oxidized copper films (2 nm thick,
grown by physical vapor deposition) has shown that CuO
started to form Cu,O at around 200 °C and complete reduction
to Cu began at 400 °C [73]. On the other hand, temperature-
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programmed desorption (TPD) experiments performed on
Au,03 compounds revealed that O, evolves in a temperature
range from ca. 250-370 °C, with the highest rate of oxygen
evolution at ca. 320 °C, and with no evidence of an intermedi-
ate oxidation state of gold, e.g., Au;O or AuO [74]. In combina-
tion with the rather low content of residual Cu in the NPG(Cu)
sample, the peak observed in our TPD measurement (at 275 °C)
should be assigned to desorption of atomic oxygen species
chemisorbed on Au sites or decomposition of an Au oxide (for
details see below).

TPD experiments on the other two NPG(Cu) samples have
shown that the desorption temperatures are significantly higher
with almost doubled peak intensities (see Supporting Informa-
tion File 1, Figure S2). Hence, the desorption temperature of the
surface oxygen species is strongly affected by the oxygen
coverage, i.e., higher coverage leads to higher desorption
temperature. This finding is somewhat unexpected, since higher
coverages usually destabilize the adsorbed species, resulting in
a shift to lower temperatures with increasing coverage. A
similar coverage-dependent desorption behavior, however, has
also been reported by Gottfried et al. [75] during O,-TPD
experiments on a Au(110)-(1x2) surface with varying oxygen
coverages, i.e., from ca. 0.50 to 1.80 ML. They explained this
behavior by an autocatalytic desorption process, based on the
assumption that at high oxygen coverages the surface is
predominantly covered with O islands possessing a low local
desorption rate (tc-phase) [75]. The same may be true in our
case; however, an influence of residual Cu on the oxygen
desorption from Au cannot be ruled out.

So far we have not specified the nature of the atomic surface
oxygen species identified as the active species above. Different
types have been proposed. Baker et al. proposed the existence
of chemisorbed oxygen in threefold hollow sites, of a 2D
surface oxide and of a (subsurface) oxide on Au(111) on the
basis of vibrational spectroscopy data and density functional
theory based calculations and molecular dynamics simulations
[76]. (Interestingly, these authors also remarked that there is no
clear definition of the surface oxide and subsurface oxide in
the literature.) In a recent high-resolution photoelectron
spectroscopy study, Schaefer et al. [77] could indeed identify
three different types of atomic oxygen upon interaction of
oxygen with nanoporous Au, which they associated with the
above species. Considering the onset of oxygen desorption at
ca. 200 °C in our TPD measurements, both the chemisorbed
oxygen and surface oxide discussed in the paper by Schaefer
et al. would be compatible with our findings (little/small loss
after 15 min annealing at 150 °C). More information on the
nature of this oxygen species, however, cannot be obtained

from our results.
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2.3 Physical origin of the catalytic activity of NPG
catalysts

In the following, we wish to discuss the mechanistic findings
derived from the similarities and characteristic differences in
the reaction behavior of the NPG(Ag) and NPG(Cu) catalysts.
Characteristic features of both NPG(Ag) and NPG(Cu) cata-
lysts are

1. their relatively high activities for reaction under atmos-
pheric pressure conditions in combination with their
much lower activity for the activation of O, towards
stable adsorbed, atomic oxygen,

2. the pronounced dependence of the reaction rate on the
surface content of the less noble metal (Ag, Cu), while
the surface area seems to play only a minor role,

3. the distinct initial activation behavior in the initial reac-
tion phase at current reaction conditions, followed by a
slow deactivation with time on stream, in combination
with an equally pronounced coarsening behavior of the
NPG ligament structure and loss of surface area, and
variable extents of surface enrichment of the Ag or Cu
species during reaction,

4. and finally, the presence of predominantly metallic Ag
and Cu species in NPG(Ag) and NPG(Cu) materials
under the present reaction conditions.

Consequences arising from these characteristic features shall be
discussed in the following.

To (1.): The CO oxidation activity of the NPG catalysts is rela-
tively high, about 3-30% of that of highly active Au/TiO; cata-
lysts when based on the Au mass, and 4-200% when based on
the TOF rate (0.28 s~! for 3 wt % Au/TiO, with a mean Au
particle size of 3.0 nm). This demonstrates that contributions
from a reactive support, ¢.g., by metal-support interactions or
by formation of active sites at the perimeter of the interface
between metal and support, are not necessarily required for the
reaction. On the other hand, the activation of molecular O, to
form stable adsorbed oxygen, which can be regarded as an
analogue to the stable surface lattice oxygen proposed as the
reactive oxygen species for a number of Au/oxide catalysts
under comparable reaction conditions [24,25], is much less effi-
cient on NPG catalysts than on Au/oxide catalysts. In our
previous report on the formation of active oxygen on the
NPG(Ag)-2 catalyst, we calculated the maximum uptake of
oxygen within one pulse to be around 4 x 1013 O atoms for
2 mg NPG(Ag), assuming that 10% of the total oxygen deposi-
tion during O, pulses occurs in the first pulse [12]. One should
note that this maximum uptake of oxygen within one pulse was
estimated from a multipulse experiment with 200 O, pulses on a

fresh NPG(Ag) sample [12]. For reacted samples (after reaction
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for 1000 min) or after higher doses of O, (higher amount of O,
pulses or O, gas flow at atmospheric pressure) this value is
always lower [12,13]. Hence, formation of active oxygen under
pulse conditions is at least a factor of 20 less efficient than on
supported Au/oxide catalysts under comparable reaction condi-
tions, for which the oxygen uptake within a single O, pulse
reaches up to 5 x 1015 O atoms (for 10 mg catalyst). Moreover,
estimating from these pulse measurements the total amount of
reactive atomic oxygen that can be deposited per time unit
during the reaction, based on these assumptions, this is at least a
factor of 10 lower than the total amount of CO, formed during
continuous reaction for NPG(Ag) [12]. The difference is even
larger for AuCu-based NPG samples than for the AuAg-based
ones. For NPG(Ag), we had previously interpreted this discrep-
ancy as an indication of a pronounced nonlinear pressure effect,
leading to a more efficient active oxygen deposition during
reaction at atmospheric pressure than during O, pulsing [13]. It
is equally possible, however, that different from the reaction
mechanism proposed for oxide-supported Au catalysts for reac-
tion above 50 °C, CO oxidation on NPG catalysts does not
proceed via a stable adsorbed atomic oxygen species as a reac-
tion intermediate, but by another mechanism. Most likely this
would be a mechanism via a CO,q-O3 44 intermediate and a
CO,q induced dissociation of the adsorbed O,, as is likely to
occur for oxide-supported catalysts at much lower temperatures
[78]. In that case, however, this reaction intermediate was stabi-
lized by the Au-oxide interface (“dual adsorption sites”), which
is not present for the NPG catalysts. Therefore, the question of
the dominant reaction pathway and the active oxygen species on
NPG catalysts is still unresolved. However, the present data
provide clear proof that reaction by formation and reactive
removal of a stable adsorbed atomic oxygen species is at least a

minority pathway.

To (2.): The above data indicate that the concentration of less
noble residues from the original alloy plays an important role in
the range of surface contents investigated. To illustrate the
influence of surface Ag or Cu atoms on the catalytic activity
more quantitatively, we plotted the reaction rates of the
different catalysts in the steady state against the corresponding
total number of Ag or Cu atoms present on the catalyst surface
(after reaction). As shown in Figure 8, there is an almost linear
correlation between these two quantities, pointing to the impor-
tant role of surface Ag or Cu atoms in the catalytic properties of
the NPG catalysts. Only the sample NPG(Ag)-1 with the lowest
concentration of surface Ag atoms does not fit to this linear
trend. Although its activity is rather low compared to that of the
other samples, it is still higher than expected from the linear
relation of the other three NPG(Ag) samples. Tentatively this
may be attributed to an intrinsic activity of Au itself, without

major contributions from Ag surface atoms. Obviously, the
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variation in Cu surface concentrations is too small for an
unambiguous identification of a surface concentration effect,
but the trend fits well to that observed for NPG(Ag). Interest-
ingly, this also shows that although the activities of the
NPG(Cu) catalysts are significantly lower than those of the
NPG(Ag) catalysts on average, they are considerably higher
than that of the NPG(Ag)-1 sample with the lowest Ag surface
content. (Note that the surface Ag content in the latter sample is
still almost double that of the surface Cu content of the
NPG(Cu) samples.) Surface area effects can be ruled out, since
the surface areas under steady-state conditions are comparable
for all catalysts.

A similar comparison can be performed for the oxygen storage
capacity of the various NPG catalysts after reaction for
1000 min. This was measured by exposing the catalysts to a
flow of 10% 0,/N, (20 mL-min~!) for 30 min, followed by
titration with CO pulses in the TAP reactor. The results are
presented in Table 1 and Table 3 and also plotted against the
corresponding total number of surface Ag or Cu atoms on the

stable catalyst (after reaction) in Figure 9. Again, an almost
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identical linear correlation was obtained between the OSC and
the absolute amount of surface Ag or Cu atoms, and this result
strongly suggests that the surface Ag or Cu atoms are directly
involved in the activation of molecular oxygen during the oxi-
dation reaction, thus promoting the catalytic activity.

To (3.): Based on the results of the structural characterization
described above, we tentatively attribute the initial activity
enhancement of the NPG catalysts to the structural rearrange-
ment induced by the removal of the pre-existent oxide species
on the fresh samples, where the latter occurs on a much faster
time scale, i.e, within a couple of minutes. The pre-existent
oxygen species plays an important role in stabilizing the struc-
ture of the NPG material [30,40]. It has been suggested that the
removal of surface oxygen may lead to two coinciding
processes, first the creation of a large transient population of
mobile gold adatoms during the reduction process and second,
on a longer timescale, the creation of a gold surface that is free
of the constraints on diffusivity [40]. In this study, the surface
areas of all the Ag- and Cu-containing NPG samples decreased
significantly during reaction, by a factor of up to about 7. This
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yields comparable surface areas after reaction for 1000 min,
which, obviously, can neither explain the activation phase in the
beginning of the reaction nor the discrepancies in the catalytic
activities of various NPG catalysts under steady-state condi-
tions. Hence, the absence of a clear correlation between the
activity for CO oxidation and the catalyst surface area indicates
that the (total) surface area plays no dominant role in the

activity of these samples.

To (4.): Considering the TAP, TPD and XPS results it is likely
that under reaction conditions both Ag and Cu are present as
metallic species and not as local (surface) oxides, despite the
much higher affinity of Cu towards oxygen as compared to Ag.
In this case, the NPG catalysts can be considered as bimetallic
catalysts, where the presence of the second metal modifies the
chemical properties of the main component (Au) and at the
same time also introduces its own functionality [79,80]. In fact,
the important role of the guest metals Ag or Cu, for example as
an active center for O, activation, as a part of active mixed
Au,Me,;, ensembles (Me = Ag, Cu), or as a modifier for the Au
surface atoms, has been discussed already by both theoretical
and experimental research. For instance, Moskaleva et al.
[37,81] have investigated the role of Ag in NPG catalysts
theoretically by DFT calculations and concluded that Ag plays a
decisive role in the activation of oxygen [37]. Experimental
studies by several groups have also underlined the role of Ag in
AuAg bimetallic systems, including both NPG catalysts
[14,30] and supported Au catalysts [35,36]. Significant effects
of the Cu content were also reported for AuCu systems
[6,38,82]. If the Ag (Cu) atoms (Ag (Cu) ensembles) act as
active centers for O, activation, they would take the role of the
metal-oxide interface in oxide-supported catalysts [24,83,84].
In that case, the NPG catalysts could be considered as bifunc-
tional catalysts, with the Au atoms supporting CO adsorption/
oxidation and Ag (Cu) surface atoms/ensembles supporting O,
activation.

Conclusion

Based on detailed continuous and dynamic reaction measure-
ments of the CO oxidation reaction on unsupported NPG cata-
lysts with systematically varied structural parameters (surface
area, ligament size) and surface composition (nature and
content of the residual amounts of the less noble metal), we
arrived at the following conclusions regarding the mechanism
of the CO oxidation reaction on these surfaces and on the phys-
ical effects responsible for the activity of these catalysts:

1. The NPG catalysts are highly active for CO oxidation at
atmospheric pressure, with Au-mass based activities that
are between 3 and 30% of those of highly active Au/
TiO; catalysts with 3 nm Au particle size. Hence, the
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absence of oxide support does not necessarily lead to
poor activity for Au catalysts under ambient pressure
conditions.

2. In contrast, for reaction in the TAP reactor, the activity
decreased to below the detection limit after removal of
the precovered surface oxygen.

3. In both cases, the reaction leads to rapid reduction of the
pre-existent surface oxygen species present after electro-
chemical dealloying, until steady-state conditions are
reached.

4. The reaction results in a steady coarsening of the NPG
structure, evident by a strong increase in the Au liga-
ment size, and enrichment of residual Ag or Cu on the
surface, in particular at lower surface contents.

5. For the NPG(Ag) catalysts, the OSC as well as the
activity of the NPG catalysts for CO oxidation scale
approximately linearly with the number of surface atoms
in the stable state after the reaction for 1000 min. Based
on these results, we propose that the residual Ag in the
NPG catalysts plays an important role in the activation of
molecular oxygen and thus the catalytic performance.

6. Correlations between the activity for CO oxidation and
the catalyst surface area are weak, considering that the
activities of the NPG catalysts are hardly affected by the
initial significant loss of surface area, in particular when
comparing with the pronounced effects imposed by the
surface Ag or Cu content. Obviously, the total surface
area plays a less important role for the activity of the
NPG samples.

7. Comparison between Ag- and Cu-containing NPG
samples suggests that also for NPG(Cu) catalysts the
catalytic activity is determined mainly by the amount of
the residual less noble metal, but with a higher effi-
ciency for oxygen activation under reaction conditions

for Cu compared with Ag.

Moisture in the feed gas has a distinct influence on the catalytic
activity of the NPG samples, but neither alters the relative activ-
ities of the catalysts, relative to each other, nor the temporal
evolution of the activity. The latter is different from observa-
tions on supported Au/TiO, catalysts, where the presence of
trace amounts of moisture in the feed gas has a clear effect on
the deactivation behavior.

Supporting Information

Supporting Information File 1

Additional XPS and TPD spectra
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-4-13-S1.pdf]
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This review focuses and summarizes recent studies on the functionalization of carbon nanotubes oriented perpendicularly to their

substrate, so-called vertically aligned carbon nanotubes (VA-CNTs). The intrinsic properties of individual nanotubes make the

VA-CNTs ideal candidates for integration in a wide range of devices, and many potential applications have been envisaged. These

applications can benefit from the unidirectional alignment of the nanotubes, the large surface area, the high carbon purity, the

outstanding electrical conductivity, and the uniformly long length. However, practical uses of VA-CNTs are limited by their surface

characteristics, which must be often modified in order to meet the specificity of each particular application. The proposed

approaches are based on the chemical modifications of the surface by functionalization (grafting of functional chemical groups,

decoration with metal particles or wrapping of polymers) to bring new properties or to improve the interactions between the

VA-CNTs and their environment while maintaining the alignment of CNTs.

Introduction

Carbon nanotubes (CNTs) have stirred the curiosity of the
scientific community for two decades now. They consist of
layers of graphene rolled up on themselves in order to form
cylinders often closed at the two ends by fullerenic caps. Either
they are encased one in another in a coaxial way and are called
multiwalled carbon nanotubes (MWCNTSs) [1], or they consist

of a single layer and are categorized as single-walled carbon
nanotubes (SWCNTSs) [2]. SWCNTs are generally assembled in
two-dimensional, compact, wide ropes called bundles [3]. The
structure of the nanotubes determines the majority of their prop-
erties. Their symmetry is related to the orientation of the hex-

agonal lattice with respect to the axis of the tube (chirality).
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Depending on the chirality, a carbon nanotube shows either
metallic or semiconductor behavior [4]. Thus, this allotrope of
carbon exhibits exceptional morphological, physical and chem-
ical properties: high aspect ratio (a length-to-diameter ratio
greater than 10 000 and as high as 132 000 000) [5], an
extremely high conductance [6], a high structural flexibility [7],
and a high thermal conductance [8]. With a high tensile strength
[9] and elastic modulus [10], CNTs form the strongest and
stiffest material that humans have created. These properties
offer a wide range of potential applications [11,12], for elec-
tronic devices, energy storage and transport, nanocomposite
materials, and nanomedicine.

The as-synthesized product is macroscopically seen as a black
powder whereas microscopically the CNTs are randomly
oriented in an entangled spaghetti-like configuration. Until
recently, practical applications of CNTs had been limited by
issues related to their synthesis. The first important research
outcomes in this area were the synthesis on a large scale, the
reproducibility, and the control of the diameter and number of
walls of the CNTs using different synthesis techniques such as
arc discharge, laser ablation or chemical vapor deposition. After
these issues had been addressed, the focus in carbon nanotube
research shifted towards obtaining control in the engineering of
organized architectures with determined orientations, such as
vertically aligned carbon nanotubes (VA-CNTSs). Because of the
strong anisotropy of the CNT properties, the orientation of the
longitudinal direction of the CNTs is often requested in many
applications such as field-emission displays, chemical or bio-
logical sensors, or polymer fillers. The advantages of using
VA-CNTs include an excellent alignment of the nanotubes, a
good electrical and thermal conductivity, and uniform length.
Nevertheless, a key challenge to be overcome for achieving
actual applications is the tuning of the CNT surface properties.
In this context, functionalization (i.e., the grafting of chemical
groups (molecules or particles) on the surface of the nanomate-
rial) has been reported to give excellent results, with the draw-
back that it negatively impacts on the alignment of the
VA-CNT. To date, different functionalization methods have
been reported [13], all being well-known and controlled for
non-aligned CNTs (single or multiwalled). These methods can
be divided into two major functionalization strategies. The first
is “endohedral functionalization”, in which the CNT functional-
ization is obtained by filling the inner cavity with guest
nanoparticles [14] or molecules [15]. This can be achieved by
using colloidal suspensions or applying special thermal or
chemical conditions (called “wet chemistry”). In the second
strategy, termed “exohedral functionalization”, only the external
sidewall of the CNTs is functionalized. During the functional-
ization, functional groups or nanoparticles can form a covalent

(chemical) or a non-covalent (physical) bond with the CNT
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surface. The covalent functionalization (creation of a chemical
bond between the CNT and the functional group or nanopar-
ticle) can occur at the fullerenic caps, which are more reactive
than the CNT sidewalls [16], at the defects, or exclusively at the
sidewalls of the nanotubes. The non-covalent functionalization
(creation of a physical bond between the CNT and the chemical
group or particle) involves for instance CNTs wrapped by poly-
mers. Several methods involving the functionalization of the
non-aligned CNTs, such as wet-chemistry, are not applicable to
VA-CNTs if the alignment of the nanotubes must be preserved.
A review devoted to the functionalization of non-aligned CNTs
was written by Balasubramanian and Burghard in 2005 [17].
Regarding the VA-CNTs, the functionalization method should
be well-controlled, restricting damage to the nanotubes and
their arrangement [18-20]. Another, important characteristic of
a post-growth treatment is the removal of the amorphous carbon
layers that can be often observed on the as-grown CNTs [21]. In
this context, physical functionalization, such as plasma treat-
ment where the functionalization features depend on the plasma
parameters, has been reported. This technique allows an optimal
tunable chemical modification of the CNT surface. A detailed
review devoted to the surface treatment of non-aligned carbon
nanotubes by different plasma technologies was published by
Ruelle et al. [22] in 2011.

The present review is focused on the different methods avail-
able to functionalize vertically aligned carbon nanotubes,
including plasma functionalization, wet chemical functionaliza-
tion, and also dry gas-phase functionalization. Before
presenting these methods, we briefly discuss different ways to
synthesize vertically aligned carbon nanotubes and the existing
approaches to obtain patterning of vertically aligned carbon
nanotubes. A part of this review is also dedicated to a frequent
consequence of the functionalization (voluntarily searched or
not): the bundling of CNTs.

Review
1 Synthesis of vertically aligned CNT arrays

Considerable progress has been made in the synthesis of verti-
cally aligned CNTs since the first report, in 1996, by Li et al.
[23] showing the synthesis of aligned CNTs from acetylene
chemical vapor deposition (CVD) catalyzed by iron nanoparti-
cles embedded in mesoporous silica. In that work, the growth
direction of not very straight, entangled-CNTs was related to
the direction of the pores in the silica substrate, being perpen-
dicular to the substrate surface if the pores were vertical. Later,
in 1998, the synthesis of very straight, aligned multiwalled
CNTs on nickel-coated glass at temperatures as low as 666 °C
was obtained by Ren et al. [24] using plasma-enhanced hot-fila-
ment chemical vapor deposition (PE-HF-CVD). Reported in
1999 by Fan et al. [25], a key achievement was the engineering

130



of vertically oriented CNT-arrays by using CVD of ethylene,
size-controlled Fe catalytic particles, and nanotube positioning
by substrate patterning. The mechanism of the alignment of the
CNTs was proposed to be due to the van der Waals forces
where the outer wall of each nanotube interacts with the outer
walls of neighboring nanotubes to form large bundles with
sufficient rigidity to keep the growth direction. The density of
nanotubes promotes the aligned growth (Figure 1). More
recently, Hata et al. (2004) reported the growth of superdense,
vertically aligned single-wall carbon nanotubes with heights up
to several millimeters achieved by increasing the activity and
lifetime of the Fe-based catalysts during the ethylene CVD by
adding small amounts of water vapor, which acts as an oxidizer
[26]. And, in 2006, Yamada et al. reported the selective (85%)
growth of double-walled carbon nanotubes also by water-
assisted CVD [27]. The development of CNT-based applica-
tions requires an easy, secure, inexpensive way of industrializa-
tion producing large VA-CNTs surfaces with, obviously, high-
quality and well-controlled properties (homogeneity, length,
doping, etc.). A great progress in this context has been recently
realized by the IRAMIS/SPAM/Francis Perrin laboratory
(France) [28]. Using the aerosol-assisted CVD technique, they
synthesized VA-CNTs carpets over large surfaces such as a 30
cm in diameter silicon wafer.

Figure 1: Example of scanning electron microscopy image of carbon
nanotubes aligned perpendicularly to the substrates and synthesized
on 30 A Fe/300 A Al,03/SiO5/Si for 30 min (CoH4/Hy 35/130 scem) at
750 °C.

Among the different methods used to synthesize non-aligned
CNTs, such as chemical vapor deposition (CVD), electrical arc
discharge, or laser ablation, CVD has been reported to be the
best for the synthesis of VA-CNTs. Different versions of CVD
for the synthesis of VA-CNTs have been used, which can be
mainly divided in two types: those involving a single synthesis
step and those requiring double step synthesis. The single-step
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synthesis is based on the pyrolysis of organometallic precursors
such as metallocenes [29,30]; this method was called “floating
catalyst CVD” because it does not require the preparation of
catalyst particles. Floating catalyst CVD involves vaporization
and sublimation of a catalyst precursor on a substrate that is
then introduced in a high-temperature zone where the growth of
the CNTs takes place. Whether the CNT growth starts during
the floating stage [31], or from metal particles deposited on
substrates or on the walls of the reactor leading into the furnace,
followed by the tip-base growth mechanism [32] has been the
subject of discussion. This technique allows the preparation of
well-aligned and three-dimensional architectures of CNTs on
conductive as well as nonconductive substrates (Figure 2) [33].

L S
At L Cad S -

Figure 2: (a) SEM and HR-TEM images of aligned MWCNTSs grown in
three dimensions on Inconel substrates by floating catalyst CVD. The
directions of CNT growth are indicated by arrows. (b) High-resolution
transmission electron microscopy image of a typical nanotube grown in
this way, showing the well-graphitized walls of the MWNT. Adapted
with permission from [33]. Copyright 2006 Nature Publishing Group.

In the double-step synthesis, firstly catalytic nanoparticles with
controlled size and distribution are prepared, and then the
growth of CNTs is performed. The nanoparticles can be
obtained by physical methods (for example, Physical Vapor
Deposition (PVD)) or chemical methods by using precursor
solutions for the catalysts, which are then deposited by dip or
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spin coating or, alternatively, are filled into nanoporous archi-

tectures serving as templates for the CNT growth.

Plasma vapor deposition is an efficient method for the prepar-
ation of thin films of metal catalysts with well-defined thick-
nesses. The catalytic nanoparticles are formed by annealing the
film; the size and distribution of the nanoparticles are controlled
by the thickness of the deposited film, the annealing parameters,
and the type of the substrate (and added buffer layers) used for
depositing the films [34,35]. In the case of chemical methods
for catalyst particle production, the chemistry of the catalyst
solution is crucial for determining the size of the nanoparticles,
whereas their distribution is mainly determined by the deposi-
tion technique, for example spin [36] or dip [37] coating. The
most common solutions consist of metal salts diluted in alco-
holic solutions; however, stable solutions by using surfactants
[38] or applying a sol-gel process [39] can be also used. The
main disadvantage of the chemical method is the difficulty of
optimizing the catalyst solution. The template-based approach
in which the catalysts are deposited within the pores of
nanoporous templates (for example, anodic aluminum oxide
(AAO) membranes) allows design of a wide range of nanostruc-
tures with particular geometries, including aligned and
monodispersed CNTs [40].

After the catalyst preparation, the next step is the synthesis of
the VA-CNTs. This can be performed by thermal chemical
vapor deposition (CVD) or plasma enhanced chemical vapor
deposition (PECVD). The PECVD includes different plasma
techniques, such as DC plasma [41], radio-frequency plasma
[42], or microwave plasma [43]. The main difference is that the
plasma in the PECVD provides a highly reactive environment
compared with thermal CVD, allowing lower synthesis
temperatures. An activation energy of about 1.2—1.8 eV [44,45]
characterizes the thermal CVD while a lower activation energy
of ~0.3 eV [46] was reported for the PECVD. These energies
are defined taking into account the four fundamental steps
occurring during the CVD growth of CNTs: adsorption of the
gas precursor molecule on the catalyst surface, dissociation of
the precursor molecule, diffusion of the growth species in/on
the catalyst particle, and nucleation and incorporation of carbon
into the growing structure. Hoffman et al. [47] demonstrated
that the limiting step in the determination of the activation
energy for thermal CVD is the dissociation of the precursor
molecule and, for PECVD, is the carbon diffusion on the cata-
lyst. Thanks to the low temperatures in PECVD compared to
the temperatures in thermal CVD, substrates that could be
damaged at high temperature (for example glass) can be used as
a support for VA-CNTs or their synthesis can be performed
directly integrated in devices [48]. The CVD involves the
decomposition of hydrocarbon gas molecules on the surfaces of

Beilstein J. Nanotechnol. 2013, 4, 129-152.

catalyst nanoparticles, followed by carbon diffusion through the
nanoparticles resulting in carbon precipitation at the surface and
the nanotube growth. Two growth mechanisms were proposed:
tip or base related growth [46]. In the first case, the catalyst
nanoparticle comes off the substrate and, after synthesis, is
observed at the top of the CNT. In the second case, the particle
remains attached to the substrate. The common explanation for
this difference is based on the adhesion force between the cata-
lyst and the substrate. It is reported that a strong (weak) inter-
action furthers the base (tip) related mode. However, Gohier et
al. [49] demonstrated that, during the catalytic chemical vapor
deposition growth process, the particle size also plays a key role
in the determination of the growth mechanism. For a given sub-
strate/catalyst pairing, tip-related growth is favored when the
catalyst particles are large (>>5 nm), giving multiwalled CNTs
(>10 walls); while base-related growth is promoted for small
particles (<5 nm), producing single or few-wall CNTs (typi-
cally less than seven walls). Gauthier et al. explained the shift
between both growth modes using two different pathways for
carbon diffusion [49].

The main constraint for the growth of CNTs is the poisoning of
the catalyst due to encapsulation by amorphous carbon. In 2004,
Hata et al. [26] reported the growth of VA-CNTs with
millimeter length (Figure 3). By adding a small amount of an
oxidizer during the CVD synthesis the poisoning of catalyst
nanoparticles is prevented, extending the catalyst lifetime [50].
Another positive effect of the use of the oxidant is the inhibi-
tion of Ostwald ripening if injected during the annealing treat-
ment of the catalyst film; the Ostwald ripening causes the for-
mation of large particles thus reducing the yield of the CNT
synthesis [51]. The usual oxidizer agent employed is water
vapor, but in general oxygen-containing compounds such as
alcohols or ethers are efficient. Alternatively the synthesis of
VA-CNTs can be performed by using an alcohol as a carbon
source with the advantages that the alcohol serves also as a
weak oxidizer [52]. The two leading methods currently used to
synthesize vertically aligned carbon nanotubes are the
ferrocene-catalyzed growth of aligned multiwalled carbon
nanotubes reported by Talapatra et al. [33] and the (super)-
growth of ultrahigh-aligned single- (double-)walled carbon
nanotubes on the catalytic system composed of thin Al,O3/Fe
metal layers proposed by K. Hata, and co-workers [26,27].

In 2012, Zhu et al. [53] reported the synthesis of a hybrid ma-
terial formed by VA-SWCNTSs covalently bonded to graphene.
The synthesis strategy is as follows. A sandwich consisting of a
graphene substrate/catalyst layer/alumina layer is used. During
the CNT growth, the catalyst and alumina layers are lifted up
and the CNTs grow vertically aligned, directly on the graphene
layer. As a result of this strategy, no seam exists between the
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Figure 3: SWCNT forest grown with water-assisted CVD. (a) Picture of a 2.5 mm tall SWCNT forest on a 7 mm by 7 mm silicon wafer. A matchstick
on the left and ruler with millimeter markings on the right is for size reference. SEM images of the same SWCNT forest with scale bars of 1 mm (b)
and 1 ym (c), respectively. TEM images of the nanotubes with scale bars of 100 nm (d) and 5 nm (e), respectively. Adapted with permission from [26].

Copyright 2004 American Association for the Advancement of Science.

graphene and the nanotubes carpet. The introduction of the top
alumina floating buffer layer is a crucial step, it allows the
control of the CNTs diameter while forming a covalent bond
between both elements. The particularity of this hybrid material
is that it extends to three dimensions the excellent electrical
conductivities and the large specific surface areas (SSA) of
SWCNTs and graphene. The covalent bond between both
elements leads to an ohmic contact at the junction. In parallel to
this efficient electrical contact, a SSA between 2,000 and
2,600 m?-g ! was measured. This work opens perspectives for
potential applications in energy storage and nanoelectronic
devices.

Outstanding progress in the synthesis of aligned carbon
nanotubes has been reported; several studies show promising
results in the control of the density, the length, the diameter,
number of walls, and alignment of the vertically aligned
nanotubes. We intended to give a brief overview of the syn-
thesis techniques and the main achievements in this field. For
further reading, detailed literature can be found in [54].

2 Patterning of VA-CNT arrays

For optimal engineering in applications such as field emitters or
sensors, the location of the VA-CNTs and the design of their
growth area are of primary importance. Two main strategies
have been used to pattern VA-CNTs: the first is pre-patterning
of the catalysts/substrates in order to form islands with desired
size and shape and, thus, to pattern the growing VA-CNTs; the
second is to directly pattern the VA-CNTs arrays by selective
etching.

Most of the reported strategies are related to the first method in
which the pre-patterning of the substrate is obtained by using

shadow masks, photolithography and electron-beam-lithog-
raphy (e-beam lithography). The first example, was given by
Fan et al. [25]. These authors synthesized aligned carbon
nanotubes in tower-like arrays by patterning the substrate with
Fe films using electron beam evaporation through shadow
masks, patterned with squared openings of well-defined size.
The shape and size of the holes in the shadow masks determine
the resulting shape of the patterned aligned nanotubes. For
example, columns of aligned nanotubes can be obtained by
using substrates patterned with catalyst dots. High lateral reso-
lution in the patterning of the substrate for site-selective growth
of VA-CNTs can be achieved by photolithography with the use
of high-contrast films as photomasks with features on the
microscale [55,56]. The use of other lithographic techniques
such as soft-lithographic approach [57] or e-beam lithography
[58], to pattern VA-CNTs, have been reported.

The soft-lithographic approach consists of micro- or nanopat-
terning processes mainly using two methods applied for aligned
carbon nanotubes: microcontact printing and solvent-assisted
micromolding techniques. Microcontact printing involves the
use of a poly(dimethylsiloxane) (PDMS) stamp with self-
assembled monolayer (SAM) coating to print the substrate
surface by transfer of the SAM (e.g., alkysiloxane). A photore-
sist solution is deposited in the areas not covered by the SAM,
patterning the resulting polymer [57]. After the removal of
SAM and the carbonization step of the PDMS, aligned carbon
nanotubes can grow in the areas from which the SAM was
removed. This technique has also been use to print catalysts,
instead of SAMs, to synthesize free-standing SWCNTSs on regu-
larly patterned silicon with tower-like structures [59] or aligned
multiwalled carbon nanotubes [60]. The second method,
solvent-assisted micromolding consists of printing a drop of
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photoresist solution by pressing with a PDMS stamp with a
patterned relief structure on its surface. After drying, a
patterned polymer is obtained and, consequently, after the
carbonization step, patterned aligned carbon nanotubes can
grow [57,61]. The disadvantage of the use of polymer in the
lithography techniques described previously is the carboniza-
tion step, that is necessary to transform the polymer into carbon
black areas, which then remains on the surface of the substrate
to impede the growth of aligned nanotubes in these regions. To
overcome this problem, plasma patterning can be employed
to polymerize a resin in a patterned way. The obtained
plasma-patterned substrate is then subjected to a pyrolysis of
iron(Il) phthalocyanine (FePc) under Ar/H, atmosphere at
800-1100 °C, which leads to the growth of vertically aligned
carbon nanotubes in the plasma-patterned polymer-free regions.
The highly cross-linked structure of the plasma-patterned
polymer films guarantees the integrity of the polymer layer,
remaining stable at the high temperatures involved in the CNTs
growth process from FePc. The carbonization step, i.e., the
inconvenient stage when using polymers in lithography tech-
niques, can therefore be skipped with this method [62].

An alternative technique used to pattern aligned carbon
nanotubes is e-beam lithography. It allows the selective growth
of single free-standing aligned multiwalled carbon nanotubes
[58]. For that purpose, the catalyst film is deposited precisely in
selected regions; the density of catalytic nanoparticles in the
region can be controlled, with a remarkable demonstration of
writing, using patterned aligned nanotubes (Figure 4) [63]. An
interesting example of patterned aligned carbon nanotubes is the
engineering of gecko-foot-mimetic dry adhesives. Patterning is
employed to effectively reproduce the setae of gecko composed
of many lobes, aimed at obtaining the remarkable self-cleaning
abilities and the same properties, i.e., high shear and peeling
forces (Figure 5) [64-66].

A further step in patterning VA-CNTs is the engineering of
3D-architectures. The formation of 3D-aligned carbon nanotube
patterns is obtained by growing VA-MWCNTs with different
lengths and packing densities on specific regions, with covered
and uncovered photoresist films using a photolithographic ap-
proach. The surface areas covered and uncovered by the film
lead to a difference in the aligned CNTs growth on these two
regions and consequently to the formation of 3D aligned carbon
nanotube patterns [67].

Photolithography followed by dry and/or wet etching can be
used to pattern silicon oxide in different shapes and thickness
allowing the design of a wide range of organized nanotube
structures. An example is the beautiful patterns of multiply
oriented, organized, flower-like structures of nanotubes
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Figure 4: Various examples of nanotube arrays grown on Ni dots. (a)
Bunches of nanotubes (about 100 nm in diameter) are deposited on

1 um nickel dots, because the nickel catalyst film breaks up into
nanoparticles. (b) Single nanotubes will grow when the size of the Ni
dot is reduced to 100 nm, as only a single nanoparticle is formed from
such a dot. (c) Demonstration of high yield, uniform, and selective
growth of nanotubes at different densities. Adapted with permission
from [63]. Copyright 2001 American Institute of Physics.

(Figure 6) [68,69]. A different method is the so-called “contact
transfer” for producing micropatterns of the aligned carbon
nanotubes by pressing on the adhesive layer of Scotch tape pre-
patterned with a non-adhesive layer, followed by peeling the
Scotch tape off to obtain positive and negative patterns [70]. 3D
multicomponent micropatterns were synthesized by direct
growth using masks produced by contact transfer [71]. Another
example is the patterned growth of 3D interposed VA-SWCNTs
and VA-MWCNTs by activating selective regions of iron
substrates used for the synthesis of VA-MWCNTs with a thin
layer of Al for the growth of VA-SWCNTs [72].
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Figure 5: SEM images of natural (a) gecko setae, (b) a lotus leaf with hierarchical roughness, and (c) the hairy structure of lady’s mantle leaf. SEM
images of synthetic setae made of micropatterned aligned carbon nanotubes where they act as spatulas (d-f). Adapted with permission from [66].

Copyright 2008 American Chemical Society.

Figure 6: SEM image of beautiful repeating patterns of multiply
oriented, organized nanotube structures on deep (about 5 ym) silica
features (circular cross section), machined on silicon substrates.
Growth in the vertical direction occurs from the top silica surface (seen
as arrays emanating from the center of each pattern); growth on the
sides occurs as horizontal arrays (sideways growth seen on each
pattern) (scale bar, 50 um). Adapted with permission from [69]. Copy-
right 2002 Nature Publishing Group.

Aligned carbon nanotubes can be directly etched by laser irradi-
ation. A pruning method using a focused laser beam can be used
to fabricate different 3D architectures. The spread of the beam
causes the removal of a thin layer of aligned CNTs, and
movable flaps of CNTs can be created by undercutting the CNT

sidewalls (Figure 7) [73]. The patterning of VA-CNTs in large
areas was obtained by using laser trimming. The use of a mask
allows one to shield part of the VA-CNTs from the intense laser
beam while the exposed CNTs are burnt away [74]. Alter-
natively, the VA-CNTs can be micromachined with the focused
pulsed laser beams to produce columns with controlled size and
shapes [75].

To conclude this part, the preparation of micropatterned
VA-CNTs has been widely studied and significant advances in
the methodology have been achieved in order to match the
needs for device applications. Two strategies have been devel-
oped: the selective growth of VA-CNTs on pre-patterned
substrates, and the post-patterning of CNTs films by using laser
beams to selectively trench them, leaving the desired pattern
behind.

3 Functionalization of VA-CNTs

We now focus on the functionalization of vertically aligned
carbon nanotube samples. First, we describe the grafting of
fluorine-, oxygen- and nitrogen-containing chemical groups at
the VA-CNT surface. Next, we review the functionalization of
CNTs with nanoparticles such as Cu, Ag, Au, Pt, Pd or TiO».
Then, we present polymer-based functionalization and the
grafting of biomolecules (DNA molecules, glucose molecules,
proteins, etc.) on VA-CNTs for biological applications. Finally,

we present some less-common functionalization methods.
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Figure 7: SEM images of (a) Chinese characters cut in 2D on a mat of CNTs, (b) a pyramidal structure cut by focusing the laser to different depths
and scanning over the predetermined areas, (c) an inverted “L”, and (d) 3D letters “NUS” produced in a two-step process: cutting first from the side
and then with the sample in face-up configuration. Adapted with permission from [73]. Copyright 2003 John Wiley and Sons.

3.1 Functional groups

Fluorination of VA-CNTs: During the past decade, fluori-
nated non-aligned carbon nanotubes have been intensively
investigated because of their potential applications [76]. Fluo-
rination has been reported to impact on the morphology and on
the physical and chemical properties of the CNTs, which can be
used, for instance, as new precursors for chemical synthesis due
to their better solubility and the creation of weaker C—F bonds
[76]. Fluorinated CNTs are better electron acceptors, i.e., more
prone to interact than pristine CNTs because both the Fermi
energy level and conduction bands shift towards lower energy
upon fluorination.

Regarding VA-CNTs, Dickrell et al. showed that the friction
coefficient of oriented MWCNTs films depends on the tempera-
ture of the sample and the chemical groups at the surface [77].
In 2007, this problematic stirred the curiosity of Ler et al. [78].
Their work revealed the dependence of the friction coefficient
on other parameters (CNT functionalization or CNT sidewall
morphology, for instance). This value is determined by using a
frictional force microscopy (FFM). The principle is the
following: an atomic force microscopy (AFM) tip is pushed
vertically into the film, between the nanotubes, and the lateral
force experienced as the tip moves through the film laterally is
measured [79]. Under this condition, it is clear that the CNT

sidewall plays a key role in determining the coefficient of fric-
tion. Moreover, the CNTs being hydrophobic [80], the water
meniscus between the AFM tip and the CNT sidewall can be a
hindrance to the tip displacement through the CNT forest and
can disturb the measurement. To clarify these points, they
accomplished a comparison between friction coefficient
measurements for VA-CNTs modified by CF4- or O;-plasma
treatment, under normal room humidity or reduced ambient
humidity. The data revealed that the functionalization incorpo-
rates chemical species into the VA-CNTs film and modifies the
wettability of the sample as well as the CNTs arrangement
(according to the gas used in the plasma chamber). Conse-
quently, the value of the coefficient of friction is modified. By
contrast, the effect of the humidity on the coefficient of friction
was found to be insignificant.

Because of their high aspect ratio and high chemical stability,
carbon nanotubes can also find practical applications as elec-
tron-field emitters in flat-panel displays [81,82]. The major
inconvenience is the weak field-emission performance.
However, it was demonstrated that a fluorine-based functional-
ization of carbon nanomaterials such as diamond films [83] or
amorphous carbon nanoparticle films [84] increases the yield of
the phenomenon. The fluorination of carbon nanofibers [85]
and SWCNTs [86] was also underlined. Chung et al. extended it
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to aligned MWCNTs samples [87]. The proposed solution
consists of a layer-by-layer deposition method, involving alter-
nately the deposition of a thin layer of carbon nanotubes and the
exposure of its surface to a CF4 plasma. The advantage of these
combined techniques is the continuous elimination of the
unwanted amorphous-carbon and graphite phases forming in the
film, resulting in the production of high quality CNTs at low
substrate temperatures. Moreover, the CF4 treatment opens the
ends of the nanotubes, leading to an increase of the emission
currents. A similar study was performed by Zhu et al. (Figure 8)
[88]. They exposed VA-CNTs films to CF4 plasma and evalu-
ated the dependence of the field-emission properties on the
exposure time. Results highlighted an optimal exposure time of
two minutes, giving the higher field emission current, as well as
a modification of the physical and chemical properties of the
CNTs due to the plasma process (i.e., fluorination in CF4 of the
CNTs, defect-density increase and opening of the CNT caps).
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Figure 8: (a) Field-emission data of a CNT film before and after 2 min
of CF4 plasma treatment. Inset is the corresponding Fowler—Nordheim
plots. (b) Dependence of the field-emission current density of aligned
multiwall CNTs on the CF4 treatment time under an applied voltage of
500 V. Adapted with permission from [88]. Copyright 2005 Elsevier.

Oxidation of VA-CNTs: As-grown VA-CNTs are superhy-
drophobic [89]. In 2010, Ramos et al. [90] emphasized that a
post-treatment by using oxygen pulsed direct-current (DC)
plasma can modify radically the wettability of VA-CNTs. The
plasma treatment allows the grafting of oxygen-containing
groups onto the VA-CNTs tips, altering the polarity of the
sample and leading to a more hydrophilic surface. Ramos et al.
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showed that a CO, laser irradiation post-treatment can reverse
the phenomenon. It totally removes the grafted groups and
re-establishes the hydrophobic character of the sample. They
reported the ability to control the VA-CNTs wettability (from
superhydrophilicity to superhydrophobicity) by combining both
techniques. The change in the wettability of the VA-CNTs by
grafting oxygen groups was also demonstrated by Lobo et al.
[91] (Figure 9). They showed that an oxygen DC plasma
etching post-treatment can modify radically the wettability of
VA-CNTs films (oxygen flow rate of 1 sccm, at a pressure of
85 mTorr, =700 V, at a repetition rate of 20 kHz). The pecu-
liarity of this treatment is the extremely brief treatment time (1,
2 or 5 min).
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Figure 9: Effect of oxygen plasma functionalization on the VA-CNTSs.
(1) Optical microscopy images of the contact angle between deionized
water (magnification X200) and (2) FEG-SEM images presenting the
morphological structure of VA-CNTs. Figure a.1 and b.1 shows the
as-grown VA-CNT. Details of oxygen plasma etching: (Figure a.2 and
b.2) 1 min., (Figure a.3 and b.3) 2 min. and (Figure a.4 and b.4) 5 min.
Adapted with permission from [91]. Copyright 2012 Elsevier.

Many transport applications (e.g., controlled drug delivery or
molecular sensing [92]) require nanoporous membranes with a
precise pore diameter, a perfect vertical orientation of the pores
and a high uniformity. Until now, their manufacturing repre-
sents a complex challenge. Using a VA-CNT film, the inner
core diameter of the tubes can be set by the catalytic particle
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size [93] and the perfect vertical orientation is guaranteed
[94,95]. Based on these synthesis characteristics, Majumder et
al. [96] reported the engineering of VA-CNTs membranes in
four steps: (i) growth of aligned MWCNTs by chemical vapor
deposition, (ii) CNT filling with polystyrene, (iii) HF etching in
order to separate the composite film from the substrate, and (iv)
H,O plasma oxidation in order to remove excess surface
polymer and Fe nanocrystals at the CNT tips. The final product
was a nanoporous membrane with carboxylate functions at the
CNT tips. After further chemical functionalization, the
nanoporous membrane showed an improvement of the selec-
tivity of the chemical transport across its peculiar architecture.
The attachment of oxygen-containing groups on CNTs is often
a preliminary step before subsequent functionalizations, since
they form active sites where other chemical groups will prefer-
entially graft [97].

We have mentioned the interest in oxygen-containing groups
grafting onto VA-CNTs to improve the wettability and the
transport properties. Let us focus now on the electrical prop-
erties. Kim et al. [98] carried out mild oxygen plasma treatment
on SWCNTs aligned between two electrodes. They found that
the structural defect density on the sample surface increased
linearly with the plasma treatment time. In parallel, they
observed an exponential dependence of the resistance. No
significant modification of the carrier concentration and
tube—tube interaction was noticed. Considering that the elec-
tronic transport is driven by the localization mechanism (i.e., a
localization of the electron states at the defect sites), Kim et al.
explained the correspondence between (i) the linear behavior of
the structural defect density with time and (ii) the exponential
behavior of the resistance. This observation is important for
different electrical devices. Ye et al. [99] electrodeposited
molybdenum oxide (MoOy) on VA-VNTs forests to develop
electrochemical sensors for the detection of bromate. Brown et
al. [100] investigated the potential use of VA-CNTs as neural
stimulation electrodes. They performed flash oxidation (short
exposition time of 20 min) of the VA-CNTs in O; (100 sccm) at
various temperatures (between 200 °C and 500 °C) aiming at
improving their charge storage properties. Various approaches
were tested: (i) purify CNTs by removing carbonaceous impuri-
ties, (ii) create active sites for the grafting of hydrophilic
oxygenated groups, (iii) attach oxygenated groups on the
surface, and (iv) heat the sample. The consequences were an
improvement of the electrolyte penetration as well as the wetta-
bility, the capacitance, and the charge-storage properties.

Rechargeable lithium-ion (Li-ion) batteries are based on the
motion of lithium ions from the negative electrode to the posi-
tive electrode when being used, and inversely when charging.

Their current limitation comes from their poor performance in
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terms of energy and power densities, safety and lifetime. Much
attention is focused on the electrodes and electrolyte tech-
nology. Lu et al. [101] developed vertically aligned carbon
nanotubes with and without a coaxial layer of vanadium oxide
(V,05) as cathode and anode, respectively. Due to their unique
properties (e.g., large surface area, electrical conductivity,
regular pore structure, electrolyte accessibility, charge trans-
port), they are candidates for replacing traditional electrodes.
Instead of traditional organic electrolytes, they used ionic
liquids because of their nonflammability, nonvolatility, nontoxi-
city, large electrochemical window, and wide liquid-phase
range. Practically, VA-CNTs were etched by H,O plasma in
order to open the extremities of the nanotubes prior to an elec-
trochemical deposition of V,05 on the sidewalls of the tubes.
Opening the tips facilitates the penetration of the electrolyte
inside the composite electrode.

Oxygen-based functionalization by plasma techniques can lead
to morphological and chemical modifications of the nanomate-
rials [102,103] (Figure 10). Functionalization of vertically
aligned MWCNTs performed by using atomic oxygen, gener-
ated by a microwave plasma, was reported to graft oxygen func-
tional groups onto the tips of the VA-MWCNTs, without pertur-
bation of the CNT alignment and structure. The CNT tips are
more reactive than the CNT sidewalls [104,105]. In conse-
quence, an opening of the VA-CNTs was observed. Radio-
frequency Ar/O, plasma is also able to bring about modifica-
tions of the atomic composition and the structure of CNT
forests. Zhao et al. [106] performed a detailed experimental
investigation of the influence of the plasma parameters (work
pressure, gas flow ratio, and plasma power among others) on
the surface morphology and the chemical composition of
VA-CNTs. As opposed to the wet chemical treatment, the
plasma treatment does not destroy the vertical alignment of the
nanotubes. By contrast, a significant surface morphology alter-
ation is perceptible: nanotube tips agglomerate together, leading
to the appearance of small nanotube bundles. It was proven that
the agglomeration is independent of the oxygen concentration in
the plasma chamber, but depends strongly on the work pressure
and the plasma power. Besides, it was shown that the oxygen-
containing compounds are exclusively grafted on the outer
surface of the VA-CNT forest. A radio-frequency glow-
discharge H,O-plasma etching method was used in 2002 by
Huang and Dai [21], to purify the VA-CNTs. During VA-CNT
synthesis, a thin layer of amorphous carbon covers the aligned
nanomaterial film [107] constituting an obstacle for certain
applications. Water plasma etching was used to purify the
sample and to remove the amorphous parasitic layer. When the
plasma conditions are optimal, this method does not cause
observable CNT structure or arrangement spoilage. On the

contrary, when the conditions become harsh, a selective
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Figure 10: XPS analysis of (a) pristine vertically aligned MWCNTs and
oxygen-plasma-treated MWCNTSs for (b) 5 min and (c) 30 min. Vertical
lines indicate the components associated with the oxygen functional-
ization. Adapted with permission from [102]. Copyright 2011 American
Chemical Society.

opening of the top end caps of the VA-CNTs is observed.
Similar results were demonstrated both for VA-CNT contin-
uous films and VA-CNT micropatterned films (Figure 11).
Recently, water-vapor plasma was likewise used by Hussain et
al. [108]. They showed that the plasma treatment (i) introduced
defects in the CNT structure, (ii) removed catalyst molecules
present at the CNT tips after the CNT synthesis, and (iii)
decreased the CNT diameter. Depending on the plasma parame-
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Figure 11: Percentage weight loss of amorphous carbon as a function
of the H,O-plasma etching time. The H,O-plasma etching was
performed at 250 kHz, 30 W, and 0.62 Torr. Adapted with permission
from [21]. Copyright 2002 American Chemical Society.

ters, it was possible to choose the grafted functional group
between carboxyl and hydroxyl, thus tuning the electrochem-
ical properties of the VA-CNTs.

Nitration of VA-CNTs: Fluorination of VA-CNTs increases
their field-emission performance. Another solution lies in the
utilization of post-growth nitrogen plasma treatment. This
method was proposed by Lai et al. [109] in 2009. Patterned
VA-CNTs, with an ideal hexagon arrangement, were used.
Nitrogen doping was incorporated in the CNT bundles by
nitrogen RF-plasma treatment (20 W of power, at a pressure of
27 Pa) with various exposure times (10—100 min), indicating the
correlation between the duration of the nitrogen plasma treat-
ment, i.e., an optimal doping concentration of impurities and the
threshold electric field. (Figure 12) Lai et al. recorded the
lowest threshold electric field (with a value of 2.3 V/um) for the
highest nitrogen content of CNTs (4.08 atom %), i.e., for a
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Figure 12: (a) Variation of threshold electric field and nitrogen content with the duration of the nitrogen plasma treatment. (b) Raman spectra of the
CNTs after different times of nitrogen plasma treatment. Adapted with permission from [109]. Copyright 2009 Elsevier.
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70 min nitrogen plasma treatment. The field emission character-
istics of CNTs depend on their structural defects [110].

The fuel cell [111], discovered in 1839 by Sir William Grove
[112], is a device in which the production of electricity is due to
oxidation on a fuel reducer electrode coupled to the reduction of
an oxidant on the other electrode. The oxygen reduction reac-
tion plays a key role in the performance of the cell [113,114].
The traditional cell has many drawbacks including high fabrica-
tion costs and the spoilage of the platinum electrode with time
[115]. VA-CNTs functionalized with electron-accepting
nitrogen atoms prove to be a potential candidate to replace
traditional Pt-electrodes [116-118].

3.2 Nanoparticles

In 2006, Qu et al. [119] developed a method to decorate selec-
tively the walls and the tips of CNTs with metallic nanoparti-
cles (NPs) controlled in size and shape (e.g., Cu, Ag, Au, Pt and
Pd nanoparticles). The principle is the following: VA-CNTs are
produced by the template-synthesis method by using alumina
membrane templates with a pore size of about 200-500 nm; the
assembly is then immerged in an aqueous solution, in which the
NPs production will occur. Depending on the conditions (metal
salt concentration, exposure time), the shape and size of the NPs
can be controlled. A subsequent dissolution of the alumina

template in aqueous HF retrieves individual nanotubes for
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further manipulations. For instance, it is possible to obtain an
asymmetric functionalization by attaching one kind of NPs on
the inner wall of the CNTs and another kind of NPs on the outer
wall (Figure 13).

TiO, stirs the curiosity of scientists because of its remarkable
semiconducting and photoelectronic properties. Hence, inte-
grated systems combining CNTs and TiO, NPs are potential
candidates for photocatalytic or optoelectronic systems, taking
advantages of both materials. Yang et al. [120] carried elec-
trophoretic coating of VA-CNTs with TiO, NPs in order to
create coaxial nanowires. In parallel, they synthesized aligned
TiO; nanotubes and nanomembranes, using the VA-CNT film
as a template. All these products have novel photocurrent and

photoinduced properties.

More recently, the functionalization of VA-CNTs arrays with
platinum nanoparticles was examined by Soin et al. [121]. A
method combining microwave-plasma-enhanced chemical
vapor deposition and DC sputtering was employed in order to
synthesize such samples. The alignment of tubes was not
perturbed, no physical damage and no etching were observed.
Dispersed NPs with diameters close to 2—-3 nm were formed at
the tip of the tubes. In contrast, at the middle of the tube, NPs
with diameters close to 3—5 nm or NPs clusters were observed
(Figure 14). The NP spatial distribution depends on the defect

[l[E)[ll] S

Template-synthezised carbon nanotubes

(b)
|
(dl) (c

//f;\ﬁ ®

B ﬂ D ﬂ Removal of the template
(e) AN

3.8 mM K,PtCly + 5 mM CuCl, aqueous solution

(h) @

i Nanocube deposition on the outerwall
» of the innerwall-modified carbon nanotubes

. Stick tape

M Cu foil

_ 1.9 mM KyPtCly

Nanopsphere deposition -~ aqueous solution
inside carbon nanotubes
—

rr-r
wntbntendedt—  C\ foil

. :}.“}m

(i) Different nanostructures
on the nanotube innerwall and outerwall

Figure 13: (a) Procedures for the nanotube inner wall modification and the asymmetric modification of the nanotube inner wall with Pt nanospheres
and the outer wall with nanocubes. For the sake of clarity, only a few of the many CNTs on the Cu foil are shown. (b) SEM image of aligned CNTs
decorated with Pt nanocubes. Adapted with permission from [119]. Copyright 2006 American Chemical Society.
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Figure 14: HRTEM images of (a) Pt-NPs-covered CNT tip; inset shows individual particles on the ends of CNTs. (b) individual NPs and clusters along
the middle length of the CNT. Adapted with permission from [121]. Copyright 2010 Elsevier.

density distribution along the length of the tube, since defects
are nucleation sites for NP growth [122]. Functionalization of
VA-CNT arrays with platinum nanoparticles is promising in
fuel-cell development [123]. Similar samples, i.e., platinum
decorated VA-CNTs, were produced by Dameron et al. [124]
using atomic layer deposition (ALD). First the VA-CNTs were
modified by chemical functionalization with a trimethylalu-
minium (TMA) monolayer or ex-situ Ar, O, or Ar/O,
RF-plasma functionalization. Then, platinum was deposited by
ALD. The gas-phase functionalization route was preferred in
order to control the nucleation sites and to improve the Pt
coverage and uniformity on the CNTs. The authors showed that
the preliminary treatment, especially the O, plasma treatment, is
effective to create nucleation sites and to favor the deep Pt infil-
tration inside the CNTs array.

3.3 Polymers

In recent decades, many publications have gathered together the
tremendous progress made in the understanding of polymer
functionalization of VA-CNTSs. The success in this field offers a
wide range of technological opportunities in a myriad of appli-
cations. For instance, in order to enhance the field-emission
properties of VA-CNTs, a two-step method can be applied
[125]. It consists of sheathing the nanotubes with a thin layer of
polymer coating by means of a radio-frequency hexane-plasma
treatment, followed by a water-induced restructuring. Another
example is the synthesis of conducting coaxial nanowires,
useful for optoelectronic and sensing applications. Aligned
carbon nanotubes were coated uniformly by electrochemical
deposition with an appropriate conducting polymer [126,127].

In order to manufacture plastic solar cells, transparent and flex-
ible conductors are required. Traditionally, indium tin oxide
(ITO) is deposited on flexible substrates. The inconvenience is
the weak resistance to acid, the weak resistance after repeated

strain and the weak conductivity in comparison to glass [128].
Peng [129] developed a CNTs/polymer composite material by
spin-coating a polymer solution onto a VA-CNTs sample, fol-
lowed by the evaporation of the solvent. The product has high
optical transparency, robust flexibility and good conductivity.

Chen et al. [130] used a radio-frequency glow-discharge treat-
ment and chemical reactions post-treatment to graft polysaccha-
ride chains onto a VA-CNT surface. After functionalization, the
sample is highly hydrophilic and biocompatible, and presents
little perturbation of the CNT structure. This highly hydrated
coating offers possibilities to use VA-CNTs in biological
systems (Figure 15).

The wettability properties of VA-CNTs can be changed by
grafting oxygen functional groups, but also by polymer func-
tionalization. Lau et al. [131] favored a bio-inspired approach to
the problem and mimicked designs found in nature. In certain
plants such as the lotus leaf, water droplets roll on the surface
and remove dust particles; this is a self-cleaning behavior and is
called the Lotus effect [132]. The origin is the peculiar rough-
ness and the intrinsic hydrophobic behavior of the surface.
Based on this observation, the authors enhanced the superhy-
drophobic effect on CNTs by combining two elements: the
coating of VA-CNTs with hydrophobic poly(tetrafluoroeth-
ylene) (PTFE) and the nanoscale roughness inherent to the
sample (Figure 16).

The enhancement of the thermal conductivity of a composite
enclosure in the direction of its thickness is another illustration
of the application of VA-CNT polymer functionalization. Sihn
et al. [133] embedded VA-MWCNTs in an adhesive medium
(epoxy infused between CNTs) and encapsulated the whole
between two adherent media (graphite facesheets). A transition
zone made of metallic coatings was inserted between the CNTs
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Figure 15: SEM micrographs of the aligned carbon nanotubes (a) before and (b) after plasma polymerization of acetaldehyde. The insets show TEM
images of an individual nanotube (a) before and (b) after being coated with a layer of the acetaldehyde-plasma-polymer (optimized conditions for the
polymerization of acetaldehyde: 200 kHz, 20 W and a monomer pressure of 0.3 Torr for 5 min). Adapted with permission from [130]. Copyright 2001

American Chemical Society.

Figure 16: SEM images of water droplets on CNT films. (a) Top-down
view of micron-sized water droplets suspended on the PTFE-coated
films, (b) 15° tilt view at the same magnification, (c) top-down view of a
single suspended water droplet in which the PTFE-coated nanotubes
are also visible, and (d) 15° tilt view at the same magnification.
Adapted with permission from [131]. Copyright 2003 American Chem-
ical Society.

tips and the surroundings, after their suitable functionalization.
The authors evaluated experimentally and numerically the
through-thickness thermal conductivity of the composite
sample. They reported that the key components influencing the
thermal conductivity are, on the one hand, the thermal conduc-
tivity and the size of the metallic transition zone and, on the
other hand, the use of highly conductive vertically aligned
nanotubes. A preliminary study performed by Huang et al.
[134] has laid the foundations for this observation. Lin et al.
[135] went a step further by adapting VA-CNTs—epoxy
nanocomposites to produce thermal interface materials (TIMs)

(Figure 17). A process combining in situ functionalization of

VA-CNTs and microwave curing was employed. This device
has an ultrasmall coefficient of thermal expansion (CTE), good
mechanical load transfer, and good phonon transport across the

interface.
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Figure 17: lllustration of the ACNT-epoxy TIM assembly process and
the CNT statues at the interface. Adapted with permission from [135].
Copyright 2009 John Wiley and Sons.

142



The control of the CNT orientation within the polymer matrix
(PM) and the control of the interaction between both compo-
nents are of paramount importance [136]. VA-CNT films are
good candidates matching these requirements. In 2002, Nguyen
et al. [137] created CNT-PM samples in two steps: first, a
nucleic acid grafting at the CNT tips, leading to the opening of
their end caps, and then a spin-on-glass deposition inside the
VA-CNT array. Hinds et al. [138] and then Chopra et al. [139]
used, instead of a spin-on-glass matrix, a polystyrene (PS)
matrix. By means of refined experimental examinations, the
first group proved an efficient molecular transport through the
CNTs cores, opening perspectives in chemical separation and
sensing. The second group showed that encapsulating CNTs in
a polystyrene matrix protects their sidewalls against oxidation
and favors selective and independent functionalization of each
end of the CNTs. Moreover, individual CNTs with a chemical
group attached at each end can be retrieved by the dissolution of
the PS membrane.

Feng et al. [140] opted for a polyaniline (PANI) matrix. This
material is one of the most conducting polymers (Figure 18).
Synthesis and characterization of conducting polymer polyani-
line nanofibers was reported by Huang [141]. The major issue
related to great disorder of the functionalized fibers was solved
by Feng et al. who made well-aligned MWCNTs/PANI hybrid
materials. The methodology is the following: (i) VA-CNTs are
grown on a quartz substrate by catalytic pyrolysis, (ii) the film
is immersed in an aniline/HCI solution (0 °C, 12 h), (iii) poly-
merization on the CNTs surfaces. The products showed a high-
quality structural arrangement and an enhanced electrical
conductivity. Many physical properties such as morphology,
thermal stability, conductivity and charge carrier mobility are
disrupted by this treatment. This can be crucial for applications
in the photovoltaic field. We can also mention the work of
[142] who embedded VA-CNTs into a
poly(methyl methacrylate) (PMMA) matrix with a two-step

Raravikar et al.

strategy. The first step is the fabrication of a VA-CNTs array

immersed in anlllneIHCI
for12h

VA-CNTs

adsorbing
aniline
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followed by a MMA monomer infiltration while the subsequent
step is in situ polymerization. Finally, we mention the work of
Jung et al. [143] who created flexible CNT-PM samples with
soft poly(dimethysiloxane) as the polymer compound. Their
product respects the CNTs alignment, is highly flexible and
retains its conducting properties even under hard tensile and
compressive forces.

As shown in the literature, a large variety of polymer matrices
can be used. The principal approach to achieve this CNT-PM
mixing is the solution-coating. However, in all these works, the
inconvenience was the difficulty in controlling the nanotube
length being embedded within the matrix. In 2007, Qu and Dai
[144] brought a simple answer: a thin polymer layer is
deposited on the surface of a VA-CNT array, followed by
heating beyond the melting temperature of the polymer, causing
its infiltration inside the array. According to the heating
temperature and the exposure time, the resulting composite
shows a more or less large polymer-free region (Figure 19).
Mechanical insertion of a VA-CNT forest in a spin-cast PM
allows the best control of the penetration depth [145]. A post-
treatment consisting of the attachment of nanoparticles in the
polymer-free region can take place (as discussed in the previous
section), the functionalization length being set by the experi-
mental conditions of the synthesis of the VA-CNT-PM
composite. Moreover, using the polymer-masking technique
twice, it is possible to achieve an asymmetric functionalization
of the CNT sidewalls [146]. Finally, using compounds such as
iron adds new magnetic properties to the CNT tips.

The polymer-masking methodology was also used to manufac-
ture highly efficient gas sensors [147]. VA-CNTs were
embedded in a polymer matrix (e.g., poly(vinyl acetate) or poly-
isoprene) and two gold electrodes were sputtered onto the
surface of the sample. A change of the charge transfer or the
capacitance will then indicate the presence of gases in the envi-
ronment [148-150]. In this context, we mention also the work of

PANI-CNTs
composite tubes

Figure 18: Preparation procedure for organizing PANI/MWCNT nanocomposite-tube films. (a) Aligned MWCNT film grown on quartz substrate by
catalytic pyrolysis. (b) The aligned MWCNT film immersed into aniline/HCI solution at 0 °C for 12 h. (c) Polymerization takes place on the MWCNT
surface and forms an ordered PANI/MWCNT nanocomposite-tube film. Adapted with permission from [140]. Copyright 2003 Elsevier.
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Figure 19: (a) Schematic representation of the VA-CNTs embedded into a polymer matrix by thermal infiltration of the melted polymer into the
nanotube forest; (b)—(g) SEM images of (b) the pristine VA-CNT array and (c)-(g) the VA-CNT array after being embedded into PS films by heating at
different temperatures for 1 min. The gaps between the dashed lines crossing the polymer coated regions show the approximate embedment length
for each of the PS-embedded VA-CNTs; (h) and (i) temperature and time dependence of the embedment length for VA-CNTs embedded into the PS
matrix (L: nanotube length (=6 um), Lyq: embedment length, which was estimated from the distance between the two dashed lines in each of the
images shown in (c)—(g). Adapted with permission from [144]. Copyright 2007 Royal Society of Chemistry.

Chen et al. [151]. They integrated temperature-responsive poly-
mers in an array of VA-CNTs to produce composite systems
with self-cleaning capabilities and/or with abilities to control-
lably release objects trapped within the systems. For example,
we can imagine the production of antifouling devices, gecko-
like artificial devices, functional membranes, or sensors.

Wardle et al. [152] assessed the density of VA-CNTs that it is
possible to insert in a PM with a two-step technique (a mechan-
ical densification of VA-CNT forests followed by a capillarity-
driven wetting along the axis of the CNTs). They revealed that
the theoretical limit can be approached, i.e., a distance between
two neighboring nanotubes close to the typical length of the
polymer chains. The morphological features of the sample
(CNT alignment and distribution, polymer morphology) seem to
be conserved despite this close packing.

Based on the interaction between carbon nanotubes and
polymer or ceramic (e.g., silicon nitride), membranes including
VA-CNTs can be fabricated with potential applications in novel

ultrafiltration and sized-based exclusion separation devices.

These membranes present many advantages in comparison with
traditional membranes. Indeed, studies highlighted an enhance-
ment of the properties of the flow of liquids or gases through
the CNTs cores [153]. In the case of CNTs being used as trans-
port channels, we draw the attention of the reader to the fact
that the VA-CNTs must be opened (by example by plasma oxi-
dation) and that this treatment introduces functional groups
modifying the transport properties [154].

In this section, various techniques allowing functionalization of
VA-CNTs were presented, such as the polymer-impregnation
technique, polymer-masking technique, sheathing technique and
in situ polymerization. The vapor-based technique, a solvent-
less method, was also presented. In 2005, He et al. [155]
deposited uniformly thin carbon fluorine films on the surface of
aligned carbon nanotubes by means of a plasma-polymerization
treatment. In 2011, Ye et al. [156] applied initiated the chem-
ical vapor deposition (iCVD) method, a one-step polymer depo-
sition method without any liquid medium (Figure 20). Initiator
molecules thermally break down into radicals at relatively low
temperature. Then, a radical polymerization of the specific
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Figure 20: (a) Schematic illustration of the iCVD functionalization process of aligned CNTs and (b) schematic of the MWCNT transfer process.
Adapted with permission from [156]. Copyright 2011 Royal Society of Chemistry.

monomers begins at the surface of the substrate. In their work,
Ye et al. used an array of VA-CNTs on a silicon wafer, a tert-
butyl peroxide (TBP) initiator, and a glycidyl methacrylate
(GMA) monomer. After iCVD, the CNTs alignment is
preserved. Furthermore, the sample porosity and the deposition
uniformity along the CNTs sidewalls can be controlled with the
exposure time and deposition rate. The restrictions to the
VA-CNT growth are the limited choice of substrates and the
poor adhesion between both elements. Hence, Ye et al. intended
to transfer the functionalized VA-CNT array to another sub-
strate. They performed similar polymerization treatment on the
novel substrate, placed the functionalized VA-CNTs array in
contact with the novel substrate, and annealed the system under
vacuum at 150 °C. The result was the separation of the CNTs
array from the silicon substrate and the attachment to the novel
substrate. This low temperature flip-over transfer method
preserves the CNTs alignment, gives a strong adhesion between
the CNTs and the novel substrate, improves the mechanical
properties of the system, and enhances the stability towards
wetting (Figure 20).

Recent work on the covalent functionalization of VA-CNTs
with polystyrene was published by MacDonald et al. [157]. The
originality lies in the type of samples they used: instead of using
CVD aligned nanotubes, a method reported by Yu et al. [158]
was preferred. In this case, VA-CNTs were attached to a
silicon(100) substrate by chemical anchoring directly to the
surface. The silicon surface was hydroxylated while the surface
of the nanotubes was acid treated and functionalized with
carboxylic moieties. MacDonald et al. succeeded in modifying
the sample in situ. The carboxylic group was derivatized to
bis(dithioesther) moieties, which act as a chain transfer agent
(CTA), before application of a reversible addition fragmenta-
tion chain transfer (RAFT) polymerization of polystyrene on the
surface. The results of this work are important for the design of

water-treatment membranes, solar cells, or biochemical sensors.

3.4 Biomolecules

A major issue is the fast and reliable detection of minute quan-
tities of enzymes, proteins or DNA molecules for diagnostic
purposes. For this reason, devices with an easy measurement
method, high sensitivity, high selectivity and low production
cost are required. It has been proven that CNT arrays are a good
candidate. Dwyer et al. [159] as well as Willams et al. [160]
grafted modified DNA strands at the open ends and defect sites
of SWCNTs. This was an initial step to the fabrication of self-
assembled molecular-scale electronic systems. Thereafter,
researchers have moved away from CNT powder and have
focused on VA-CNTs. Indeed, VA-CNTs present many advan-
tages such as a large surface area in order to offer a maximized
contact with the analyzed sample or ease of device manufac-
turing. In 2002, Li et al. fabricated an aligned MWCNT array
embedded in a SiO;, matrix [161] and functionalized CNT tips
with primary amine-terminated oligonucleotide probes [162].
An electrochemical platform, combining such a CNT nanoelec-
trode array with Ru(bpy)s;2*-mediated guanine oxidation
(Figure 21), can detect the hybridization of extremely small
amounts of DNA targets (less than a few attomoles).

Gooding et al. [163] showed that a platform composed of
VA-SWCNTs and redox protein grafted to the CNTs tips is a
good electrical communication channel between the underlying
electrode and the proteins. This work represents a major step
towards bioelectrical devices. In all these works, only the tip of
the nanotubes could be modified. Moghaddam et al. [164],
firstly, and He and Dai [165], secondly, proposed a method to
attach single-strand DNA chains both to the sidewall and to the
tips of the vertically aligned carbon nanotubes. These devices
offer novel perspectives in the biosensors domain since they
have a high sensitivity and selectivity for probing complemen-
tary DNA chains of specific base sequences (Figure 22). In this
context, Lin et al. [166] and Pandey et al. [167] fabricated
glucose biosensors based on VA-MWCNTs functionalized by
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Figure 21: (a) The functionalization process of the amine-terminated ferrocene derivative to CNT ends by carbodiimide chemistry and (b) the
schematic mechanism of Ru(bpy)s>*-mediated guanine oxidation. Adapted with permission from [162]. Copyright 2003 American Chemical Society.
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Figure 22: In-situ DNA synthesis from sidewalls of carbon nanotubes photoetched with azidothymidine. Aligned MWCNTSs on a solid support are
coated with a solution of azidothymidine and are UV irradiated to produce photoadducts, each with a hydroxyl group (i). The hydroxyl group reacts
with a phosphoramidite mononucleotide to initiate synthesis of the DNA molecule (ii). Trichloroacetic acid deprotects the hydroxyl group (iii) for reac-
tion with the next nucleotide (iv) and the cycle is repeated until the molecule with the desired base-sequence is made. Finally, the supported
nanotubes are heated in ammonia solution to remove blocking groups from the nucleotides (v) to produce DNA-coated nanotubes. Adapted with

permission from [164]. Copyright 2004 American Chemical Society.

glucose oxidase (GOx) molecules. They showed encouraging
results in terms of the minimum limit of detection and sensi-
tivity, as well as the possibility for device reuse (up to six
months) when stored in a proper environment.

With a high chemical stability, a large surface area easily acces-

sible to molecules in solution, a quasi-perfect vertical arrange-

ment, a nanoscale size, and a facility to synthesize patterned
samples, VA-CNTs are ideal for biological detection. Addition-
ally, their high mechanical strength and their small diameter
suggest that VA-CNTs are ideal for intracellular detection
[168]. Baker et al. [169] manufactured vertically aligned carbon
nanofibers (VA-CNFs)-based electrodes as a platform for bio-
logical detection. Using a photochemical functionalization,
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carboxylic acid functions are grafted on the carbon nanomate-
rial. Thereafter, these functions act as a preferential site where
Cytochrome ¢ metalloproteins (small proteins found associated
with the inner membrane of the mitochindrion) will be immobi-
lized (Figure 23).

3.5 Other functionalization groups

In the context of the investigation of complex electrocatalytic
reactions, Landis et al. [170,171] functionalized VA-CNTs with
redox-active molecules (e.g., ferrocene) and studied the elec-
tron-transfer properties of the system. They explained that the
edge-plane graphite sites along the CNT sidewalls provide
anchorage points for the ferrocene molecules. An exclusive
study of the role of these sites on the electrochemical properties
of carbon nanotubes was also performed [172].

Finally, the properties of VA-CNTs can be changed by doping
during the nanotube growth itself. The doping of aligned CNTs
has been mostly done with nitrogen [173,174] in order to, for
example, enhance the field-emission properties [175], but other
elements such as boron have also been studied [176]. The
strategy is to use a dopant source with the hydrocarbon com-
pounds during the nanotube growth in order to introduce dopant
atoms into the carbon networks composing the nanotube walls.
Besides, doping during the nanotube growth itself also acti-
vates the nanotube sidewalls and increases their reactivity
towards further functionalization. Indeed, a correlation between
the crystallinity of nanotube walls and the doping content has
been highlighted: the increase of doping content allows a weak
crystallinity and a higher defect density (this effect is generally
well illustrated by Raman spectroscopy where the D-band
(1315 em™!) related to the defects increases with the doping
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content) [174]. This high density of defects increases the re-

activity of the CNTs towards further functionalization.

3.6 Functionalization and CNTs bundling

As mentioned in this review, the functionalization of VA-CNTs
has many consequences, actively sought or otherwise. For
instance, the tendency that VA-CNTs have to clump together
into bundles could be desirable, as in the case of superhy-
drophobicity/hydrophilicity studies, but in general, it represents
a handicap. Indeed, CNT bundling significantly reduces access
to the CNT sidewalls and inhibits an effective and uniform
functionalization of the tubes. It seems important to include in
this review a discussion dedicated to this topic.

CNTs bundling: In 2004, Bico et al. [177] investigated this
bundling topic using an original approach: they dunked a brush
of parallel elastic lamellae in a perfectly wetting liquid and,
after withdrawal of the brush, they observed the formation of
hierarchical bundling patterns. They noted that the lamellae
aggregation depended on a balance between the lamellae elas-
ticity and the capillary forces. This coalescence process can take
place in the VA-CNT films and influence their structures. This
point has been discussed by Joseph et al. [178]. Their concern
was the understanding of the influence of the roughness of
superhydrophobic surfaces on their hydrodynamic characteris-
tics. Toward this goal, they studied superhydrophobic VA-CNT
forests coated by a thin gold layer, functionalized with thiol
molecules in gas or liquid phase and included into the
microchannels. They reported that the gas-phase mode does not
affect the CNTs structure while, in contrast, the liquid-phase
mode leads to the bundling of the CNTs, modifying thereby the

surface roughness (Figure 24). The bundling was associated to
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Figure 23: (a) SEM image (taken at a 25° tilt) of a VA-CNFs substrate. (b) Schematic of the functionalization of VA-CNFs with the redox-active protein
Cytochrome c. Adapted with permission from [169]. Copyright 2006 American Chemical Society.

147



the capillary adhesion occurring during the evaporative drying
of the functionalization solvent (ethanol in this case) in the
liquid-phase mode. We can also mention the work of Journet et
al. [179]. After Lau et al. in 2003 [131], the superhydropho-
bicity effect on VA-CNTs forests has also gained their atten-
tion. They functionalized such surfaces with the same route as
Joseph et al., i.e., through the anchorage of thiol molecules (in
the liquid or vapor phase) on a thin gold coating. They
inspected the effect of pressure on the contact angle of a water
drop on these superhydrophobic surfaces and showed that they
are resistant to high excess pressure (>10 kPa), while keeping
their low adhesion characteristics.

Figure 24: SEM images of superhydrophobic CNT forests, after func-
tionalization with thiols: (a) in the gas phase; (b-d) in ethanol, for
increasing initial nanotube length, resulting in characteristic lateral
roughness length scale L: 1.7, 3.5 and 6 ym (pictures b, c and d).
Adapted with permission from [178]. Copyright 2006 American Phys-
ical Society.

Dry gas-phase functionalization: To avoid VA-CNT bundling
and obtain a very homogeneous surface functionalization, gas-
phase functionalization represents an original and alternative
route. In this context, in a recent patent [180], Bismarck et al.
proposed a one-step process that has the peculiarity of being
carried out in situ, in the growth chamber. The principle is the
following [181]: CNTs are submitted to a high-temperature
treatment (at 1000 °C for 2 h), before being slowly cooled to
room temperature; the thermally activated sample is then
exposed to a functional organic reactant in vapor form. With
this process, the nanotubes have not been wetted and, hence, do
not bundle together. In consequence, the surface functionaliza-
tion is very homogeneous. Another example of in situ gas-phase
functionalization is reported by Lin et al. [182]. The VA-CNT
synthesis by chemical vapor deposition (CVD) has the inconve-
nience of a high growth temperature and few substrate ma-
terials available. The solution they proposed consists of the sep-
aration of the growth process and the CNT assembly. This new
transfer technology is based on the functionalization of

VA-CNTs. In comparison to the wet chemical process, this
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technology preserves the alignment of CNTs, introduces few
defects to the CNTs, and allows patterning, precise length
control, and quality control of the samples. The first step is the
in situ functionalization of VA-CNTs during their CVD growth.
A small amount of Ar is bubbled through H,O, into the furnace
chamber during the CVD process. The consequence is the
grafting of oxygen-containing compounds onto the sample
surface. The second step is the transfer of the functionalized
VA-CNT sample onto a novel substrate (metal, polymer or
semiconductor substrate) coated by self-assembled monolayers
of conjugated thiol molecules on gold surfaces. This transfer
technology, characterized by a self-assembled monolayer of
conjugated thiol molecules at the interface between the
VA-CNTs and the gold surface, is useful for providing both a
bonding ligand and the pathway for tunneling or electron trans-
port, and also for phonon transport. Finally, we can also
mention the work of Shulga et al. [183]. In 2011, they reported
a simple technique to functionalize millimeter-high, aligned
carbon nanotubes using nitric acid (HNO3) vapor at low
temperature, leading to the formation of carbonyl and carboxyl
groups on the CNTs. According to the process parameters
(temperature, exposure time), one can obtain highly uniform
functionalization along the CNT sidewalls, preserve the CNT
alignment and minimize the CNT destruction.

Conclusion

We have reviewed recent developments on the functionaliza-
tion of vertically aligned carbon nanotubes. This topic is at the
forefront of current scientific research, as demonstrated by the
wealth of articles in the literature. Depending on the intended
application and required properties, different functionalization
of VA-CNT films is possible: uniformly over the nanotubes in
their entirety, or selectively for the CNT tips and the CNT side-
walls. Two kinds of functionalization coexist: chemical func-
tionalization and dry chemical functionalization, each method
having its advantages and its inconveniences. A large variety of
potential applications could be developed in a multitude of
fields including electron field emitters, chemical and biological
sensors, solar cells, optoelectronic devices, selective
nanoporous membranes, self-cleaning films, materials with

adaptable-wettability, fuel cells, etc.
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Abstract

One of the big challenges of the 21st century is the utilization of nanotechnology for energy technology. Nanoscale structures may
provide novel functionality, which has been demonstrated most convincingly by successful applications such as dye-sensitized solar
cells introduced by M. Gritzel. Applications in energy technology are based on the transfer and conversion of energy. Following
the example of photosynthesis, this requires a combination of light harvesting, transfer of energy to a reaction center, and conver-
sion to other forms of energy by charge separation and transfer. This may be achieved by utilizing hybrid nanostructures, which
combine metallic and nonmetallic components. Metallic nanostructures can interact strongly with light. Plasmonic excitations of
such structures can cause local enhancement of the electrical field, which has been utilized in spectroscopy for many years. On the
other hand, the excited states in metallic structures decay over very short lifetimes. Longer lifetimes of excited states occur in
nonmetallic nanostructures, which makes them attractive for further energy transfer before recombination or relaxation sets in.
Therefore, the combination of metallic nanostructures with nonmetallic materials is of great interest. We report investigations of
hybrid nanostructured model systems that consist of a combination of metallic nanoantennas (fabricated by nanosphere lithography,
NSL) and oxide nanoparticles. The oxide particles were doped with rare-earth (RE) ions, which show a large shift between absorp-

tion and emission wavelengths, allowing us to investigate the energy-transfer processes in detail. The main focus is on TiO,
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nanoparticles doped with Eu?", since the material is interesting for applications such as the generation of hydrogen by photocat-

alytic splitting of water molecules. We use high-resolution techniques such as confocal fluorescence microscopy for the investi-

gation of energy-transfer processes. The experiments are supported by simulations of the electromagnetic field enhancement in the

vicinity of well-defined nanoantennas. The results show that the presence of the nanoparticle layer can modify the field enhance-

ment significantly. In addition, we find that the fluorescent intensities observed in the experiments are affected by agglomeration of

the nanoparticles. In order to further elucidate the possible influence of agglomeration and quenching effects in the vicinity of the

nanoantennas, we have used a commercial organic pigment containing Eu, which exhibits an extremely narrow particle size distrib-

ution and no significant agglomeration. We demonstrate that quenching of the Eu fluorescence can be suppressed by covering the

nanoantennas with a 10 nm thick SiO, layer.

Introduction

Mankind has faced a growing demand for energy at all times in
its history, but the 21st century is characterized by the
approaching limits to the exploitation of nonrenewable
resources (see, e.g., the present “peak oil” discussion). It is gen-
erally agreed now that the solution to the problem of supplying
sufficient energy to present and future generations lies in tech-
niques for using renewable energies, such as wind, water and
direct sunlight. Direct conversion of sunlight by photovoltaics is
an extremely attractive method of energy conversion, since the
“final product” is supplied already in a most useful form. On the
other hand, the storage of energy is a particularly important
issue in this case, since the energy supplied by photovoltaics
depends on the local and temporal availability of sunlight.
There is again general agreement on the fact that the use of
renewable energy sources requires reliable and large-scale
energy storage. A most attractive way to this end would be
conversion of solar energy directly into chemical energy; this
can, for example, be achieved by photocatalytic splitting of
water into hydrogen and oxygen, as already demonstrated forty
years ago [1]. Nanotechnology holds great promises for the
development of new devices in the field of advanced energy
conversion. This became very apparent with the development of
the dye-sensitized solar cells by M. Gritzel [2] more than 20
years ago. Other than conventional semiconductor photovoltaic
cells, which depend on a p-n junction for separating electrons
and holes generated by photon absorption, these cells are based
on the very different mobility of electrons and holes. The elec-
trons are injected into the conduction band of nanostructured
TiO,, where the nanostructure provides a sufficient contact area
between the organic dye molecules and the semiconductor to
make the process efficient. The Grétzel cell thus mimics the
natural process of photosynthesis, where light harvesting,
energy transfer to a reaction center, and conversion to chemical
energy by an electron-transfer reaction, take place at different
locations in the functional complexes involved. This early
success has inspired the scientific community to further elabo-
rate on this type of concept. In particular, it appears attractive to

combine structures that interact strongly with light with struc-

tures that can transport and store excited states over some time.
The strength of the interaction with light is largely dependent on
the availability of mobile electrons that may be excited by the
electrical field. On the other hand, in systems with a high
density of mobile electrons, the excited states may not live long
enough to allow conversion or extraction of energy. Plasmonic
excitations in metallic nanostructures are a famous example of
this. It has been known for decades that the interaction of the
electrons of a metal with light can lead to local enhancement of
the electrical field, which is utilized in spectroscopy to achieve
local sensitivity on the subwavelength scale in Raman spec-
troscopy and related techniques [3,4]. More recently, the
interest of researchers has turned towards applications of plas-
monic structures in photovoltaics (for recent reviews, see [5,6]).
Possible applications depend on the scattering of light for
increasing the absorption, especially in thin-film structures, as
well as the exploitation of field enhancements in the near-field
region. Another approach reviewed in [6] for “light trapping” in
photovoltaics is the excitation of surface plasmon polaritons at
the interface between metals and semiconductors. Plasmonic-
metal nanostructures are also promising for increasing the
conversion efficiency of solar energy directly into chemical
energy (see review in [7]), such as in plasmon-enhanced water
splitting. These systems depend on the close interaction
between metallic nanoparticles and semiconductors. Typically,
noble metals are used for the metal nanostructures, since they
offer both long term stability and strong resonant enhance-
ments in the range of visible light. A general review of ma-
terials aspects in nanotechnology-based approaches in energy
technology can be found in [8].

From the examples given, it is clear that the realization of
nanotechnology-based approaches to efficient solar-energy
conversion depends on a thorough understanding of the indi-
vidual steps of the energy-transfer processes involved. As
already mentioned, these include the absorption process itself,
which may be modified by the presence of plasmonic metal

structures, but also the transfer of charges (typically in the form
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of electrons and holes), which may support either an external
flow of charge in the electrical circuit connected to the photo-
voltaic cell, or a chemical reaction in which the energy carrier is
formed (e.g., Hp). Although there are an increasing number of
experiments aiming at new advanced energy-conversion
systems (see, e.g., [9,10]), further progress depends on a quanti-
tative description and modeling of the individual steps [11]. To
this end, we have carried out studies of model systems with
well-defined structure and composition of both the metallic and
the semiconducting part. In the following, we present results of
studies on hybrid nanostructures using regular arrays of nanoan-
tennas formed by lithographic techniques. The optical prop-
erties of the metal nanostructures have been characterized by
optical techniques, and also modeled by appropriate computer
simulations. In a second step, these structures have been
combined with oxide nanoparticles that are doped by rare-earth
ions, such as Eu3*. Materials of this kind are used for light
conversion, e.g., in fluorescent lighting and white LEDs (light-
emitting diodes). They are characterized by efficient conver-
sion of short-wavelength photons into longer wavelength emis-
sion; the large Stokes shift allows one to clearly distinguish
between excitation and emission. In the form of nanoparticles,
these materials (also termed “nano-phosphors”) allow probing
locally the electromagnetic field in the vicinity of the plas-
monic metal nanostructures. Also, since nonradiative recombi-
nation is an alternative to the radiative emission process in the
nanophosphors, we may expect to learn more about the transfer
of charge between metal and nonmetal from a possible
quenching of the emission of the nanophosphor in the presence
of the metal. In this way, the nanophosphor acts as a local probe
on the nanoscale for the energy-transfer processes of interest.

The paper is organized as follows. First we describe the prepar-
ation of the TiO,:Eu nanoparticles used in the energy-transfer
experiments, together with their relevant optical properties.

Beilstein J. Nanotechnol. 2013, 4, 306-317.

Then we report details of the preparation of the Ag nanoan-
tennas. Results of numerical simulations of the electromagnetic
field in the vicinity of the nanoantennas are then presented and
discussed with respect to the factors influencing the experi-
mental fluorescence measurements. Results of TiO,:Eu layers
on top of Ag nanoantennas prepared in different ways are
presented. To further study the effect of agglomeration and
fluorescence quenching, we finally present results obtained
using a nonagglomerated commercial organic pigment

containing Eu.

Results and Discussion

A. TiO2:Eu nanophosphors

Nanophosphors can be generated by doping a large-band-gap
semiconducting oxide with rare-earth (RE) ions such as Ce3™,
Eu3" or others. The chemical vapor reaction (CVR) technique
has been successfully used for the production of high-purity
nanophosphors of this type in the past. Examples include
Y,03:Eu nanophosphors [12,13] and Y3Al50;,:Ce [14]. In this
method, metal-organic precursors are evaporated and reacted
with oxygen to form nanoparticles of the desired oxide phase.
The particle growth can be controlled by process parameters
such as the flow rates of gases, precursor temperature, and
furnace temperature (Figure 1). The nanoparticles are carried
away from the reaction zone by the gas flow and subsequently
deposited inside a powder-collection system. For the genera-
tion of hybrid nanosystems, metal nanostructures deposited on
substrates such as glass, Si wafers or MgO can be coated by
introducing them into the powder-collection system.

For the production of TiO,:Eu nanoparticles (NPs), we used
titanium(I'V) iso-propoxide (TTIP) and tris(2,2,6,6-tetramethyl-
3,5-heptanedionato)europiate(Ill) [Eu(THMD)3] (both precur-
sors provided by STREM Chemicals Inc.) at temperatures
varying between 45 and 50 °C for the TTIP, and 140 to 160 °C

Quartz Lamps

Furnace

Y S— — N

|

Alumina Tube Cooling Trap H,0

Oil bath

Electrical
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MFC?’/(

Preheating of carrier gas Eu(TMHD),
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Figure 1: CVR chamber consisting of precursor sources, reaction zone and thermophoretic powder-collection system. The substrates on which the
nanoparticles are collected have been placed on the cooling trap below the Quartz lamps.
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for the Eu(THMD)3. The gas flow rates used were 120 mL/min
of He and 800 mL/min of O, and the pressure was maintained
at 50 mbar by a regulation valve. The furnace temperature was
kept at 1000 °C during the process. The composition of the NPs
was controlled by energy-dispersive X-ray spectroscopy.

Figure 2 shows the X-ray diffraction patterns of the as-prepared
TiO,:Eu NPs with varying composition. For Eu concentrations
below 0.56 atom % we find predominantly the anatase struc-
ture, whereas for higher Eu concentrations an increasing frac-
tion of rutile is visible.

Optical properties of the materials were determined by photolu-
minescence spectroscopy in a Fluorolog FL3-22 spectrometer
(Jobin Yvon) equipped with a Hamamatsu R928P photomulti-
plier tube. Excitation and emission spectra were measured.
Figure 3 shows a typical emission spectrum of a TiO,:Eu
sample containing 0.8 wt % Eu under excitation at 330 or
390 nm. The characteristic Eu3" emission lines with the domi-
nating *Dy—F; transition at 617 nm can be clearly observed.
For excitation with 330 nm, the photon energy (3.76 eV) is
larger than the band gap of the TiO, (3.2 eV), such that excita-
tion through the TiO; host is possible. This may be the reason
for the slight differences in the emission at 330 or 390 nm exci-
tation. The emission properties of our TiO,:Eu are very similar
to the results of Li et al. [15] and Ikeda et al. [16] on Eu-doped
TiO, nanoparticles with comparable Eu3* concentration
obtained by a plasma-pyrolysis synthesis route.

oy at% of Euin TiO2
o

= ——0.80%

3 —0.56%

1 —0.30%

s —0.15%

Rutile(101)

Intensity [a. u.]

20 [degree]

Figure 2: X-ray diffraction patterns (Cu Ka radiation) from the TiO5:Eu
nanophosphors produced by the CVR method. For low Eu concentra-
tions, only the anatase phase is found, whereas for higher concentra-
tions a mixture of anatase and rutile can be observed.
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The excitation spectrum of the TiO,:Eu nanoparticles is shown
in Figure 4. The emission intensity at 617 nm was recorded and
shows several maxima for excitation at around 400 nm as well
as maxima at 467 and 538 nm. According to [15], the maxima
at 416, 467 and 538 nm can be attributed to the D—"F transi-
tions of the Eu?" ion. The increase of the intensity at short
wavelengths (below 390 nm) can be attributed to indirect exci-
tation through the TiO; host lattice [15].

To learn more about the excitation processes in the TiO5:Eu
nanoparticles, we conducted time-resolved emission measure-
ments using a xenon flash lamp for the excitation. Figure 5
shows the decay of the emission at 617 nm under excitation at
330 nm. We find that the decay of the emission under these
conditions is predominantly exponential with a lifetime of
0.87 + 0.05 ms, which does not vary significantly with the Eu

concentration.

Normalized Intensity (a.u.)

560 580 600 620 640 660 680 700
Wavelength (nm)

Figure 3: Normalized emission spectra of Eu3* in TiO, under excita-
tion at 330 or 390 nm.
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Figure 4: Excitation spectrum of TiO:Eu nanoparticles detected at
617 nm emission.
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Figure 5: Decay of the TiO2:Eu emission intensity with time for excita-
tion at 330 nm.

Different observations are made for excitation below the band
gap of the TiO,. Figure 6 shows the decay curves measured for
excitation with 460 nm wavelength. The curves clearly deviate
from a single exponential decay, and the decay behavior clearly
depends on the Eu" concentration. The general trend observed
is that the decay gets faster with increasing Eu?" content. The
lifetime decreases continuously from 0.69 ms for 0.15 atom %
Eu to 0.46 ms for 1.51 atom % Eu. This is a fingerprint of the
increasing role of energy transfer between the individual Eu3*
ions. Since the excited state of the Eu3* can be depopulated
both by radiative processes, but also by nonradiative processes
fed by the energy transfer from ion to ion, it is plausible that
this transfer leads to a faster depopulation of the excited state,
which shows up as a reduction of the lifetime in the present
experiments. Similar results have been found in earlier experi-
ments on Y,03:Eu produced by the CVR method [13].

These results show that TiO,:Eu nanoparticles doped with Eu
can be synthesized by the CVR methods, and that they show
emission from Eu under different excitation conditions. The
ion-to-ion energy transfer (most likely by short-ranged Forster
transfer) suggests that the surface may play a significant role,
e.g., as a preferred site for nonradiative recombination. The
influence of the surface may be investigated by modification of
the surface of the nanophosphors. Stable oxides may be consid-
ered as a suitable solution for such a coating. In principle, two
options may be considered in the present context. A coating
with a wide-band-gap oxide material, such as Al,O3, could
passivate the surface and confine excitations inside the TiO,
core, similar to techniques applied in core—shell semiconductor
nanoparticles. Another option would be a coating with undoped
TiO;. The lack of Eu in this outer coating shell would effec-
tively suppress the energy transfer to the particle surface, while
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Figure 6: Decay of the TiO2:Eu emission intensity at 617 nm with time
for excitation at 460 nm.

not disturbing the lattice structure of the TiO,:Eu core due to
the perfect lattice matching possible in the homoepitaxial case.
In order to investigate the possibility for generation of such
coatings, TiO,:Eu nanoparticles were subjected to a post-
processing step in an atomic layer deposition (ALD) chamber
supplied with trimethyl aluminium (TMA) and TTIP sources. In
both cases, combination with water vapor allows to grow oxides
of the respective metal in a layer by layer mode, and achieve a
conformal coating of well-defined thickness in this way. The
advantage of the ALD process is that this conformal coating can
be achieved without using organic surfactants. Results of the
ALD post-processing of TiO,:Eu nanoparticles are shown in
Figure 7 and Figure 8. Figure 7 shows a STEM image of
TiO;:Eu nanoparticles coated with 3 nm of Al,O3. In addition,
a thin layer of TiO, was added at the end of the process in order
to test the possibility of generating multishell structures. One
can clearly distinguish the TiO;,:Eu core from the shell in
Figure 7, but it is not possible to distinguish between the Al,03
and the TiO; part of the shell.

Figure 8 shows a high-resolution TEM image of TiO, nanopar-
ticles coated with Al,O3. Lattice fringes can only be observed
in the core of the particles, indicating that the TiO, cores are
crystalline. However, the absence of lattice fringes in the region
of the Al,O3 shells indicates that the shell is amorphous. The
results prove that it is possible to generate potentially passi-
vating coatings by ALD post-processing. However, it has also
become obvious that already existing agglomerates will be
coated as a whole, therefore not leading to a separate protection
of the surface of individual particle. This may be avoided by
coating of the particles while they are still being carried in the
gas flow of the CVR process. Future work will therefore aim at

an integration of the ALD process into the CVR technique.
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Figure 7: STEM image of TiO,:Eu nanoparticles coated with a shell of
3 nm Al,O03 and TiO5.

Figure 8: High-resolution TEM image of TiO, nanoparticles coated
with Al,O3 showing that the Al,O3 coating is amorphous, whereas the
TiO, cores exhibit lattice fringes proving that they are crystalline. The
length of the scale bar is 5 nm.

B. Systems with Ag nanoantennas from NSL

Nanosphere lithography (NSL) is a well-established technique
for the generation of periodic structures on the submicron scale
[17]. Colloid spheres, which are commercially available, e.g., as
size standards in microscopy, are deposited as part of a suspen-
sion onto substrates. After drying, hexagonal close-packed

Beilstein J. Nanotechnol. 2013, 4, 306-317.

arrangements of the spheres can be obtained, with periodicities
extending over quite large distances. Single layers of such
spheres serve as template masks for deposition of materials
through the open holes of the layer structure. After removal of
the colloid particles, typically arrangements of triangular struc-
tures are obtained. The distance between the structures is deter-
mined by the size of the original colloid sphere, and can be
adjusted over a wide range by the choice of the sphere size. In
our study, we have used polystyrene spheres with diameters of
1 um or 3 um. The water-based dispersions were dried under
constant temperature and air flow to assure a constant evapor-
ation rate of the solvent. In the next step, we deposited Ag films
with a thickness of 50 nm by thermal evaporation under vacuum
conditions. The spheres were removed afterwards by sonication
in ethyl methyl ketone and water. The resulting structures are
triangular with a regular spacing over wide regions (the typical
size of the ordered regions was several 10 um). These Ag
nanoantennas are then covered with nanophosphors in a second
processing step. Figure 9 shows a SEM image of a structure
obtained by using 3 um diameter spheres. The cover layer of
TiO;:Eu nanoparticles was obtained by incorporation of the
nanoantenna covered substrate into the powder-collection stage
of the CVR machine (see Figure 1).

A big advantage of the regular nanoantenna patterns generated
in this way is that the positions of the individual antennas can
be identified in confocal microscopy, even though the details of
the antenna itself may not be resolved. We have used confocal
microscopy with excitation by 532 nm laser light to study the
optical properties of the nanophosphor-covered Ag nanoan-
tennas. We analyze the light coming from the structure using a
spectrometer with a CCD sensor. In this way, we can distin-
guish between the scattered and reflected primary light, and the
fluorescence generated by conversion of the excitation light to

Figure 9: SEM image of Ag nanoantennas from the nanosphere lithog-
raphy process (using colloid spheres with 3 ym diameter), covered
with TiO2:Eu nanophosphors.
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photons with 618 nm from the Eu3" ions. Figure 10a and
Figure 10b show two confocal microscopy images of the same
area of the sample. Figure 10a was obtained by using the wave-
length region of 530-535 nm, which contains mainly elastically
or quasi-elastically scattered light. In contrast, Figure 10b was
obtained using the wavelength region of 605 to 630 nm, where
the emission from the Eu3™ is concentrated. Several observa-
tions can be made from these images. Firstly, the scattered light
is concentrated at the nanoantenna structures, with dark areas
between the nanoantennas. Secondly, fluorescence occurs all
over the sample, but the intensity is higher in the vicinity of the
nanoantennas.

The results demonstrate that the regular nanoantenna patterns

from NSL offer excellent opportunities for assessment of the

Figure 10: Confocal microscopy images of the Ag nano-antenna struc-
tures (produced using 3 um diameter colloid spheres) covered with
TiO2:Eu nanophosphors under illumination with 532 nm laser light. In
(a) intensity in the wavelength region 530-535 nm has been used,
whereas in (b) the region 605-630 nm is used. The scale bars mark a
length of 3 pm.

Beilstein J. Nanotechnol. 2013, 4, 306-317.

coupling of the nanophosphors to the nanoantennas with submi-
cron resolution. However, in order to optimize the resolution it
will be necessary to obtain a well-defined arrangement of the
phosphor nanoparticles. As can be observed from Figure 9,
agglomerates of the nanophosphor do still occur, which will not
allow a quantitative measurement of local intensities, since
these intensities will not only be determined by the local elec-
trical field strength, but also by the local density of nanophos-
phor. Therefore, we have investigated alternative ways for
deposition of the nanophosphor with the aim of getting more
homogeneous particle arrangements. These studies will be
reported in section D.

On the other hand, the actual intensity distribution in the near
field of the nanoantennas will depend not only on the size and
thickness of the antennas, but also on the dielectric properties of
its environment, i.e., both the substrate and the nanophosphor
cover layer. In addition, the local arrangement of individual
nanoantennas with respect to each other (e.g., the gap width
between the tips of neighboring antenna triangles) will play a
role for the intensity distribution, as well as the orientation
towards the plane of polarization of the illuminating light.
These effects have been further explored by numerical simula-
tions of the electromagnetic field in model structures, which
will be presented in the next section.

C. Numerical simulation of the electrical field

distribution

Numerical simulations have been performed using the
COMSOL Multiphysics RF module, which solves the Maxwell
equations in the frequency domain based on the finite-element
method. Bowtie model antenna structures have been defined
with geometries close to the experimental ones. The aim was to
calculate the relative electrical field enhancement factor E/E( of
the local field strength £ over the field of the incident light
wave Ej. Dielectric properties of Ag have been taken from the
literature [18]. As an example, Figure 11 shows the field-
enhancement factor in the center of the gap between two trian-
gles of a bowtie nanoantenna structure made of a 30 nm thick
Ag layer for two different polarizations (the long axis of the
bowtie is along the x direction). For comparison, field enhance-
ment factors for two other positions outside the gap region are
shown in the same image. The size of the gap is 12 nm, and the
tip-to-edge length of the antenna arms (measured from the tip of
the triangle to the centre of the opposing base) is 100 nm. Reso-
nances are found, which depend on the size of the antenna but
also on the dielectric constants of the environment (substrate
and cover layer). The spatial distribution of the enhancement
factor in the region of the maximum (around 700 nm) for
polarization in the horizontal (x) direction is shown in

Figure 12.
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Figure 11: Calculated field-enhancement factor (normalized to the
amplitude Eg of the incident light) for bowtie nanoantennas at different
positions and for different polarization of the incident light.
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Figure 12: Field enhancement ratio (scale goes from 0 to 90) for Ag
bow-tie nano-antennas with tip-to-edge length of 100 nm, thickness
30 nm, and gap size of 12 nm under excitation at 700 nm. The labels 1
to 4 mark the positions for which the field-enhancement curves shown
in Figure 11 were calculated.

The dielectric constant € of the environment depends on the
density of the TiO, particles in the cover layer. To get an idea
about the importance of this effect, we have simulated cover
layers with varying average dielectric constant (using an effec-
tive-medium approach) and thickness, which aims at mimic-
king the effect of different packing densities of TiO, powder
particles in the cover layer. As an example, Figure 13 shows
results for the field-enhancement factors in the gap center for a

variation of the index of refraction n (we can use n = £%- here).

The simulation results show that the arrangement of the
nanophosphor particles in the cover layer is important, since the
presence of the nanoparticles has a significant effect on the
resonant behavior of the nanoantennas. For a fixed excitation

wavelength, the field enhancement factor can vary locally with
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Figure 13: Dependence of the field enhancement in the centre of the
gap of a bowtie antenna structure on the index of refraction (n = £9-5) of
the cover layer. The substrate is glass (n = 1.54).

the local density of the nanophosphor. It is therefore most
important to achieve a regular and reproducible arrangement of

the nanophosphor inside the cover layer.

Another result of the simulations is that the maximum field
enhancement that can be achieved depends on the size of the
gap between the antennas. Since the structural dimension and
the gap size scale with the diameter of the colloid spheres, the
use of smaller spheres is more promising. However, for very
small sphere sizes it gets increasingly difficult to identify the
positions of individual antennas in the confocal microscope. As
a compromise, we chose polystyrene spheres with 1 um diam-
eter for the following experiments. To obtain realistic values for
the expected field enhancements, we performed a simulation of
an array of 50 nm thick Ag nanoantennas with tip-to-edge
length of 370 nm and a gap size of 60 nm. The individual
antenna dimensions correspond to the dimensions of the experi-
mental antennas we obtained when using 1 um diameter
spheres. The results are shown in Figure 14. One can observe
significant field enhancement in the gap region, but also at other
regions of the individual antennas. Considering the limited reso-
lution of the confocal microscope, we can expect to see the
antennas as bright regions in the fluorescence images.

D. Optimization of the nanophosphor layer

In order to homogenize the distribution of the TiO,:Eu nanopar-
ticles in the cover layer, the nanoparticles collected from the
CVR process were dispersed in ethanol solution (95 % ethanol,
5% water), mixed and sonicated with ultrasound. The nanosus-
pensions obtained in this way were spin-coated on top of glass
substrates covered with Ag nanoantennas produced by NSL at a

speed of 2000 rpm and a spinning time of 10 s. Figure 15 shows
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Figure 14: Field enhancement ratio for an array of Ag nanoantenna
structures with tip-to-edge length of 370 nm, thickness of 50 nm and
gap size of 60 nm calculated for excitation at 532 nm. The polarization
direction of the electrical field is horizontal.

EHT =2.00 kV
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Figure 15: SEM image of spin coated TiO:Eu layer on Ag nanoan-
tenna structures.

an SEM image of the spin-coated TiO,:Eu particles. The
surface is characterized by regions of relatively homogeneous
particle deposition, but also by the presence of large particles.
Good results by confocal fluorescence imaging can only be
expected from the smooth regions. Figure 16 shows an AFM
image of a smooth region. From the image in Figure 16a and
the line profiles in Figure 16b it can be observed that even in
the smooth regions agglomerated particles with sizes of more
than 100 nm can be found.

The effect of agglomerates becomes evident by comparison of
fluorescent intensities from different areas of the sample.
Figure 17 shows the intensities taken from a region with a large
aggregate (red line), a point near the gap of a bowtie nanoan-

tenna (blue line), and a region without nanoantennas (back-
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Figure 16: (a) AFM image of the spin coated TiO,:Eu layer. The
antenna structure is still visible in this region. (b) AFM height profiles
along the lines marked in (a) (black line corresponds to line 2 in (a),
red line to line 1 in (a)).
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Figure 17: Fluorescent intensity obtained by confocal microscopy of
spin-coated nanoantenna structures under excitation with 532 nm radi-
ation.

ground intensity, black line). It is observed that the intensity of
the large aggregate is higher than that from the near-gap point.
This result makes the interpretation of fluorescent intensity

enhancements quite difficult. We can conclude here that
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although fluorescence intensity enhancements are observed in
the vicinity of the Ag nanoantennas, a quantitative interpreta-
tion in terms of local field enhancement will require further op-

timization of the nanoparticle arrangement.

E. Study of quenching effects using organic
pigments

The results reported up to know show the importance of
obtaining a narrow distribution of nanoparticle sizes. This can
be achieved by stabilizing the nanoparticle dispersions with
surfactants. In this part of the study, we used a nanosuspension
based on a commercial fluorescent organic pigment (VTLUNP
by LuminoChem), which exhibits excitation and emission
spectra very similar to the ones of the TiO5:Eu. The lumines-
cent center in this pigment is Eu. The emission spectrum for
excitation with 532 nm radiation is shown in Figure 18. A
strong red emission with a maximum at 614 nm is observed.
The excitation spectrum recorded with the 614 nm emission is
shown in Figure 19. Similar to the TiO;:Eu, it shows maxima at
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Figure 18: Emission spectrum of VTLUNP organic pigment under
excitation with 532 nm radiation.
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Figure 19: Excitation spectrum of VTLUNP organic pigment for emis-
sion at 614 nm.
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465 nm and 535 nm, which can be attributed to the Eu. The
commercial nanosuspension exhibits a narrow particle size
distribution centered around 23 nm, as confirmed by dynamic-
light-scattering measurements. The nanosuspensions were spin
coated at 2000 rpm for 10 s onto Ag nanoantennas. AFM scans
of the coated samples show smooth surfaces with roughness
values of a few nanometers (see Figure 20). In contrast to the
spin-coated TiO,:Eu solutions, no large aggregates have been
observed. The samples therefore seem appropriate for studying
the local field enhancement around the nanoantennas.

Figure 21 shows results of samples with high (a, b) or low (c, d)
film coverage. For each case, a direct comparison of scattered
light in the wavelength region around the excitation wave-
length (Figure 21a and Figure 21c) and red fluorescence inten-
sity (Figure 21b and Figure 21d) is made. From this compari-
son, we find that the areas right above the nanoantennas (bright
spots in Figure 21a and Figure 21c) appear dark in the fluores-
cence images (Figure 21b and Figure 21d). Also, the circular
areas enclosed in between the nanoantennas (which were
covered by the colloid particles during Ag evaporation) appear
bright in fluorescence. Both observations seem to contradict the
expectations from the simulations. In principle, the observa-
tions may be explained by inhomogeneities in the phosphor
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Figure 20: (a) AFM image of Ag nanoantennas spin coated with
VTLUNP (b) AFM height profiles along the lines 1 and 2 marked in (a).
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Figure 21: Representative scattering (a, ¢) and fluorescence (b, d)
images of the samples spin coated with VTLUNP nanosuspensions.
Areas of high film coverage (a), (b) and low film coverage (c), (d) are
depicted.

layer thickness, which might be associated with local variations
of the wetting behavior caused by the Ag nanoantennas.
Another possible explanation is a quenching of the excitation at
the metallic surface. Such a quenching of the fluorescence has
been reported earlier for noble-metal nanospheres [19,20].

The quenching can be suppressed by inserting a dielectric layer
between the metal and the semiconducting nanophosphors. This
can either be achieved by coating of the nanoparticles, or by
deposition of a dielectric layer on the metal nanoantennas. We
tried the second solution by coating of the Ag nanoantennas
with a 10 nm thick SiO, layer by thermal evaporation under
vacuum conditions. A similar investigation has been reported in
a recent publication about surface-enhanced fluorescence of
fluorescent dyes on silica-protected Au nanoantennas by Fayyaz
et al. [21], where the silica film thickness was varied between 5
and 25 nm.

The resulting fluorescence images of our samples for excitation
with 532 nm radiation are shown in Figure 22 in comparison
with the fluorescence images of noncoated samples. The fluo-
rescence images of the samples coated with SiO, prior to spin
coating of the VTLUNP solution (Figure 22¢ and Figure 22d)
appear to be inverted when compared to the images without
SiO, layer (Figure 22a and Figure 22b): one can see the pattern
of the nanoantennas as bright spots in Figure 22¢ and
Figure 22d, whereas the circular regions in between appear

darker. The results suggest that the quenching may be the domi-
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Figure 22: Representative fluorescence images (recorded at 614 nm)
of samples without SiOy layer (a, b) and samples with a 10 nm SiO,
layer deposited before spin coating with VTLUNP nanosuspensions (c,
d).

nant effect when no dielectric spacer layer is applied. Further
investigations with varying thickness of the SiO, layer will be
undertaken to clarify this phenomenon in detail. We may also
expect similar quenching effects in the spin-coated TiO,:Eu
layers. However, since strong quenching is only expected for
fluorescent particles in close contact with the metallic surfaces,
the quenching effects may not be so obvious in the TiO,:Eu due
to a large roughness of these layers as compared to the
smoother VTLUNP layers (as deduced from a direct compari-
son of the AFM images in Figure 16 and Figure 20).

Conclusion

Systematic studies of energy transfer in hybrid metal-oxide
nanostructures have been performed. The main aim was to
study local electrical-field enhancements at plasmonic Ag
nanoantennas by using nanophosphors with a large shift
between excitation and emission wavelength. For this purpose,
we have successfully synthesized TiO,:Eu nanophosphors,
which may be used as local field probes on the nanoscale. The
optical properties of the nanophosphors indicate that ion-to-ion
energy transfer plays a significant role in these systems. In add-
ition, we have demonstrated that potentially passivating coat-
ings with stable oxide layers can be achieved by postprocessing
the nanophosphors with ALD. The TiO,:Eu nanophosphors
have been tested in combination with well-defined periodic
arrays of triangular Ag nano-antennas, which have been
produced by nanosphere lithography. The optical properties of

the Ag nano-antennas have been investigated by numerical
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simulations based on solutions of Maxwell’s equations. We find
large resonant enhancements of the electrical field in the
vicinity of the antennas, especially in the gaps of the bowtie
structures. The magnitude of the field enhancement depends
sensitively on the local environment of the antennas and the
polarization of the incident light. In particular, we find that the
presence of the nanophosphor layer itself has a significant effect
on the resonances. We conclude that a well-defined arrange-
ment of the nanophosphors is a necessary prerequisite for a
quantitative determination of the energy transfer from fluores-
cence measurements. Based on the simulation results, we
investigated procedures for the optimization of the nanophos-
phor layer structure. The approach used here is spin coating of
nanosuspensions containing phosphor particles. Initial attempts
with spin-coated TiO,:Eu nanophosphors show that large aggre-
gates do still form in some places, although the general particle
arrangement can be improved. It is demonstrated that these
aggregates lead to high local fluorescence yields, which make a
quantitative interpretation of the measured fluorescence inten-
sities difficult. Better homogeneity of the fluorescent particle
layer has been obtained by spin coating the nanoantennas with a
commercial Eu-based organic fluorescent nanosuspension with
narrow size distribution and similar optical properties.
Quenching of the Eu fluorescence at the Ag nanoantennas has
been observed by confocal microscopy of the fluorescent emis-
sion. The quenching can be reduced by deposition of a 10 nm
thick SiO, spacer layer. In the systems containing this spacer
layer, local enhancements of the fluorescence intensity at the

nanoantenna positions can be observed.

In summary, the results show the potential for nanophosphors as
local probes for energy transfer in hybrid metal-oxide nanosys-
tems. A quantitative measurement of the energy transfer
processes requires precise control of the geometry of both metal
and oxide constituents of the system, and the suppression of
quenching effects. In addition, numerical modeling of the elec-
tromagnetic field distribution is most important due to the
dependence of the resonant plasmonic behavior on the local

environment of the nanoantennas.
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The fabrication of periodic arrays of single metal nanoparticles is of great current interest. In this paper we present a straight-

forward three-step procedure based on chemical electron beam lithography, which is capable of producing such arrays with gold

nanoparticles (AuNPs). Preformed 6 nm AuNPs are immobilised on thiol patterns with a pitch of 100 nm by guided self-assembly.

Afterwards, these arrays are characterised by using atomic force microscopy.

Introduction

Periodic arrays of nanometre-sized metal structures hold great
promise for future applications, e.g., in nanoelectronics [1-4] or
in biohybrid devices [5,6]. The most common technique to
generate such structures is the evaporation of a thin metal film
through a resist mask structured by electron beam lithography
(EBL) or other lithographic techniques [1,7]. In general, these
fabrication techniques involve five or more processing steps,
including formation, patterning and development of resist films,
metal evaporation/sputtering and lift-off, whereby feature sizes

rarely go beyond the 10 nm threshold [1]. Depending on the

chosen substrate, e.g., SiO,, additional metal layers such as Ti
are needed as adhesive layers.

In order to overcome this threshold and to facilitate the
processing, alternative approaches have been developed, which
utilise the self-assembly capabilities of chemically tailored
metal nanoparticles. Amongst others, Enderle et al. demon-
strated very recently the formation of gold nanodots by self-
assembly of micelles loaded with HAuCl, and subsequent
reduction by hydrogen plasma [8]. Such assembly protocols are
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more facile, but are limited to the formation of self-forming
periodic patterns, which are typically of hexagonal symmetry
[8-10].

In order to increase the structural variability, guided immobilis-
ation of single AuNPs by chemically structured surfaces has
been introduced [11,12]. Appropriate surfaces can be obtained
either by resist-based EBL and subsequent etching [11] or by
soft lithographic techniques such as nanoimprint lithography
[12]. As an example, Onses et al. demonstrated the fabrication
of very precise patterns of single 13 nm AuNPs with pitches
around 80 nm very recently [11]. However, both techniques are
technically demanding and require several processing steps or
need prefabricated molds and are, therefore, not easily adapt-

able to new designs.

Very recently, we reported the formation of electrically con-
ducting nanopatterns formed by chemical EBL (CEBL) [13].
Therefore, we formed a chemically patterned surface by local
reduction of the terminal SO,X groups of self-assembled mono-
layers (SAMs) by means of an electron beam [14]. These struc-
tured SAMs guided AuNP immobilisation through covalent
binding. A subsequent metallisation step enabled the formation
of conducting nanopatterns in the 100 nm regime. Compared to
resist-based EBL with five or more processing steps, the pattern
formation was achieved in just three steps (SAM preparation, ir-
radiation, and immobilisation), however, with significantly
lower fidelity. Therefore, it would be highly desirable to
develop this method further to take full advantage of the struc-
tural variability that arises from EBL and the high degree of
control over size and shape of chemically tailored AuNPs to
deposit ideally individual AuNPs in any type of periodic or
aperiodic pattern.

In order to make new steps in this direction, in this work, we
present the local reduction of sulfonic acid terminated SAMs
into thiol-terminated SAMs by CEBL on electron-transparent
Si0, membranes, which enabled us to analyse the site-selective
immobilisation of AuNPs by scanning electron microscopy in
transmission (SEM-T) and by atomic force microscopy (AFM).
Based on these analyses, we were able to optimise the process
yielding periodic patterns of single 6 nm AuNPs.

Results and Discussion

Generation of thiol groups on thin Si/SiO,
membranes

Following the protocol we published previously [13], we
studied the reduction of 2-(4-chlorosulfonylphenyl)ethyl-
trichlorosilane (CSPETCS) SAMs on top of electron-trans-
parent SiO; layers. For this we used SiO, membranes, which

are commonly used in SEM-T and TEM experiments

Beilstein J. Nanotechnol. 2013, 4, 336-344.

(Figure 1). Within region A of these substrates the vertical layer
composition is 100 um of Si covered with 40 nm of SiO,. In
contrast to this, in region B the 40 nm SiO, layer is suspended
without any support. CSPETCS SAMs were fabricated by
wet-chemical silanisation in dry toluene within both regions A
and B. Thereby, CSPETCS SAMs with a thickness down to
1.3 £ 0.1 nm could be fabricated. Upon irradiation with elec-
trons these monolayers can be locally reduced converting the

top sulfonic acid group into a thiol group [13].

'BIA'BIA/B! A
e Sio,
b ! Si

Figure 1: Schematic drawing of used membranes with 100 pm thick Si
grid and a 40 nm layer of electron-transparent SiO.

First, we irradiated the CSPETCS layer in region A with elec-
trons at acceleration voltages (EHT) of 2 kV and a base dose of
50 pC-cm 2 (see Supporting Information File 1 for a theoretical
calculation, primary electron pathways, and estimated influ-
ence upon irradiation dose) using CAD-designs with circles of
400 nm and 200 nm, respectively (cf. Figure S1 and Figure S2
within Supporting Information File 1 for details). The exposed
substrates were then incubated with a solution of 16 nm AuNP
at pH 4.7. Figure 2 shows exemplary SEM pictures of the incu-
bated patterns with intended structure diameters of 400 nm (a,b)
and 200 nm (c,d). The actual average diameters were deter-
mined to 420 + 20 nm and 230 £ 10 nm by statistical analysis.
In accordance with previous experiments, this process is
capable of fabricating AuNP patterns with a selective deposi-
tion in irradiated areas on silanised SiO; surfaces of 40 nm

thickness.

In order to examine the possibility of structuring the freely
suspended SiO, windows, we performed the same experiments
within region B (c.f. Figure 1). After incubation with a solution
of 16 nm AuNPs the generated patterns were imaged by
SEM-T. Two exemplary images are shown in Figure 3. The
immobilised AuNPs are well silhouetted against the electron-
transparent SiO, background. The actual spot diameter of
400 + 20 nm matches the intended one of 400 nm. The average
particle density within the irradiated spots is pyp(SH) =
300 + 30 NP/um? and significantly higher than outside the irra-
diated areas with pyp(SO,X) < 10 NP/um?.

Incubation of thiol patterns with 6 nm AuNP
Attempts to generate smaller structures, e.g., circles with diam-
eter d < 200 nm, resulted in randomly and incompletely covered

structures due to the decreasing structure-to-particle size ratio
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Figure 2: SEM pictures of irradiated CSPETCS layer on a Si/SiO, substrate (100 um/40 nm) after incubation with a solution of 16 nm AuNPs. Two
patterns with circular structures of different intended diameter were used: 400 nm (a,b) and 200 nm (c,d).

I
1um

Figure 3: SEM-T micrographs of CSPETCS silanised SiO, TEM windows after irradiation and incubation with a solution of citrate-stabilised 16 nm
AuNPs. The intended and the actual spot diameters are 400 nm and 400 + 20 nm, respectively.
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(ds/dnp) and the large distance between immobilised AuNPs
(see Figure S4 and Figure S5 within Supporting Information
File 1 for an example). In order to increase the coverage of
these thiol patterns as well, we used 6 nm AuNPs with a larger
ds/dyp. Figure 4 shows measurements by atomic force
microscopy (AFM) of the structured surface (EHT =2 kV and
base dose of 10 uC-cm™2) after incubation. The density of
immobilised particles within the irradiated structures is greater
than 480 £ 30 NP/um? and, therefore, slightly higher than the
particle density of the previously shown structures.

Upon closer inspection, we found that the written and incu-
bated structures exhibited regular super structures (Figure 5a),
that resemble the used grating pattern (Figure 5b). The grating
is performed on the basis of a pre-defined spacing S (also called
beam step size), in this case 31 nm. The circular structure to be
written is subdivided into concentric rings with decreasing
diameter by a value of 25 (i.e., spacing of S). On the perimeters
of these rings individual irradiation spots are placed, which are
separated by S from each other. In order to expose this grated
structure the electron beam dwells on these single spots.

12.0 nm
10.0

8.0

6.0

4.0

2.0
12.0 nm
10.0

8.0
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To verify a direct correlation between the grating pattern and
the generated super structures we measured random height
profiles along the cross-sections of the circular structures
(Figure 6a). Figure 6b shows an exemplary height profile within
the AFM measurement in Figure 6a. From the peak-to-peak dis-
tance in this height profile the spacing between the concentric
rings can be determined. The average spacing of the individual
rings is L; = 30 + 8 nm (cf. histogram of all measured spacings
L, in Figure 6¢) and is, hence, originated by the initial grating
spacing S. Since the actual diameter of the used Gaussian elec-
tron beam is much smaller (approx. 1 nm) than the grating dis-
tance, the electron dose applied to the SAM decreases with
increasing distance from the grating spots (being lowest in the
middle between two spots). The variation of the electron dose
within the irradiated structure results in a variation of the thiol
density. With decreasing particle size this thiol gradient
becomes the driving force for the guided immobilisation into
the observed super structure. Theoretical calculations show that
the energy of scattered electrons of a 1 nm wide electron beam
at 2 kV decreases exponentially with increasing distance from

the point of incidence. With respect to a necessary threshold

70.0 deg

60.0
55.0
50.0
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40.0
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Figure 4: Height (a,c,d) and phase (b) measurements via AFM of an irradiated CSPETCS monolayer incubated with 6 nm AuNP.
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100 nm

Figure 5: Super structure of immobilised 6 nm AuNPs on a circular
structure written by CEBL (a) and possible grating pattern of a circle to
be written with a beam step size of 31 nm (b).

energy of around 10 eV for the first mechanistic step of the
CEBL process (DEA, dissociative electron attachment) [15,16],
the area that is effectively irradiated (i.e., where thiol groups are
generated) is approximately 5-6 nm in diameter. Assuming that
the immobilisation of a AuNP is most stable with a maximum
contact area between AuNP and SAM, particles exhibit more
linking possibilities with increasing size. This results in a
significantly lower freedom of displacement for particles that
match the spot size (i.e., 6 nm AuNPs in the present study).

Hence, it became possible to assemble single nanoparticles
through guided immobilisation on CEBL-structured CSPETCS
SAMs. Due to forward scattering of the electron beam within
the substrate, primary and secondary electrons are able to exit
the substrate outside of the actual area of beam incidence,
resulting in SAM exposure outside the irradiated area. This
phenomenon results in a higher effective dose of an irradiation
point due to all other irradiation points in the near vicinity. A

general problem in producing chemical patterns that are fine

Beilstein J. Nanotechnol. 2013, 4, 336-344.
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Figure 6: AFM height measurement of a superstructured AuUNP
pattern (a), exemplary height profile (b) of line 3 in (a), and histogram
of the determined peak-to-peak distances in all measured height
profiles (c).

enough for guided single-particle immobilisation by CEBL is
that with decreasing feature size and density, higher electron
doses are needed in order to achieve a proper SAM reduction.
This effect is also known from conventional lithography tech-
niques and is called the “proximity effect” [17,18]. Unfortu-
nately, higher doses and prolonged exposure times result in
blurry and diffuse pattern generation.
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In order to overcome the need for prolonged exposure we
designed a periodic high-density pattern of single irradiation
points (cf. Figure S6 in Supporting Information File 1). A
CSPETCS SAM was then structured with this pattern using
standard CEBL at EHT = 2 kV and a base dose of 10 pC-cm 2.
After incubation with citrate-stabilised 6 nm AuNP at pH 4.7,
we analysed the substrate by AFM. Figure 7a and b show height

measurements of the incubated surface.

10.0 nm
8.0

6.0

4.0

2.0

0.0

6.0 nm
5.0

4.0
3.0
2.0
1.0

0.0

40.0

30.0

20.0

10.0

0.0

Figure 7: AFM measurements of height (a, b) and phase (c) of a
CSPETCS SAM patterned by pointwise irradiation with electrons after
incubation with citrate-stabilised 6 nm AuNP.
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To analyse the precise arrangement of the immobilised AuNP
we performed spatial autocorrelation (AC) in the x- and y-direc-
tion, the result of which are shown in Figure 8a and b. Both
graphs show a high degree of order in both directions with
spatial periodicities of Aty = 103 & 3 nm and Aty = 103 £ 2 nm.
This high periodicity proves the guided immobilisation of
AuNP by the fabricated thiol array on the surface. In addition
we performed a statistical analysis of the number of AuNPs per

irradiation spot. The resulting histogram is shown in Figure 8c.
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Figure 8: Horizontal (a) and vertical (b) spatial autocorrelation of AFM
height measurement in Figure 7b and histogram of the number of
AuNPs per irradiation spot (c).
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Approximately 70% of all irradiation spots are covered with
one or two AuNPs, indicating that the irradiation spots are
indeed small enough to provided single-particle immobilisation.
Hence, accuracy and immobilisation fidelity are comparable to
other approaches presented in the literature with 13 nm AuNPs
[11,12]. Since we immobilised significantly smaller AuNPs
(6 nm), one can assume that the individual spots generated in
our approach are approximately half the size. In addition, our
approach benefits from a lower number of processing steps (i.e.,
three: SAM formation and irradiation followed by AuNP

immobilisation).

Conclusion

In this work we present the fabrication of regular arrays of
single AuNPs. These arrays were formed by guided immobilis-
ation of AuNPs through chemically patterned SAMs in three
processing steps. Through point-by-point electron irradiation
we generated thiol patterns with a periodic pitch of 100 nm in
the horizontal and vertical directions. AFM measurements
proved that this periodicity was retained after immobilisation of
6 nm AuNPs. Due to the small size of an individual irradiation
point approximately 70% of the thiol spots were covered with
only one or two AuNPs. Furthermore, we could decorate free-
standing 40 nm SiO; layers with AuNPs using the same ap-
proach and visualise the obtained AuNP patterns with SEM-T.

In the future, we are interested in transferring the generation of
single AuNP arrays to other technically relevant substrates than
Si/Si0,. Therefore, we conducted initial experiments by fabri-
cation of AuNP patterns on indium tin oxide (ITO) covered
foils of polyethylene terephthalate (PET) (see Supporting Infor-
mation File 1 for the preliminary results), which are quite

promising.

Experimental

Materials

In this work two different kinds of oxide surfaces were used.
Experiments on SiO, surfaces were conducted by using 40 nm
thick SiO, membranes on 100 pm Si grids (suitable for TEM
analyses) from Plano GmbH. In addition, flexible ITO-coated
PET substrates from Aldrich were used. Toluene from Sigma
Aldrich was dried over Na/benzophenone ketyl radical and
distilled afterwards. 2-(4-Chlorosulfonylphenyl)ethyltrichloro-
silane (CSPETCS) was purchased as a 50 wt % solution in
toluene from ABCR GmbH. Ethanol (p.a.) was purchased from
Griissing GmbH. Ultrapure water was prepared by using a
Purelab Ultra from Elga. Hydrogen tetrachloroaurate(I1I)
trihydrate, sodium borohydride, and trisodium citrate dihydrate
were purchased from Sigma Aldrich or Merck. Unless stated
otherwise, all substances were used without any further purifi-

cation.
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Sample cleaning and silanisation

Prior to cleaning ITO-coated PET foils were cut into proper
pieces. Both types of substrates (SiO, and ITO) were cleaned in
oxygen plasma at p(O;) = 0.4 mbar, =40 kHz, and P =100 W,
first for 2 min and then for 4 min. In the case of Si/SiO,
substrates the initial SiO, thickness was measured by ellipsom-
etry between both plasma cleaning steps. All samples were
transferred directly into silanisation solutions after venting
and silanised in dry toluene by the Schlenk technique. For this,
a stem solution of 10 mM CSPETCS in dry toluene was
prepared first. Cleaned samples were put into dried Schlenk
tubes filled with 3 mL of dry toluene, and 1 mL of stem
solution was added. The tube was then heated to 40 °C for
30 min. Afterwards all samples were thoroughly cleaned with
ethanol, dried in a nitrogen stream, and annealed at 130 °C for

15 min.

E-beam lithography

Lithographic patterns were generated using a scanning electron
microscope (Zeiss LEO Supra 35-VP) equipped with an Elphy
Plus pattern generator (RAITH, software Elphy Plus version 4).
Patterns were exposed at an accelerating voltage of 2 kV
and basic electron doses of 10 pC-cm 2 and 50 uC-cm 2, res-
pectively.

Synthesis and deposition of AUNP

AuNPs with a diameter of 16 nm were synthesised according to
known procedures from Turkevich and Frens by using
0.056 mM of tetrachloroaurate(IIl) trihydrate and 0.178 mM of
trisodium citrate dehydrate [19-21]. Afterwards, the pH value
was adjusted to 4.7 by centrifugation and redispersion in
10 mM citrate buffer.

In addition to citrate-stabilised 16 nm AuNPs, we synthesised
citrate-stabilised AuNPs with a diameter of 6 nm. These parti-
cles were prepared by using a modified procedure reported by
Patil et al. [22-24]. First, 50 mL of a stirred 0.5 mM solution of
hydrogen tetrachloroaurate(Ill) was reduced by dropwise addi-
tion of 4.5 mL of a 48.5 mM solution of sodium borohydride.
The red solution was stirred for 5 min and 2.5 mL of a 50 mM
solution of trisodium citrate dihydrate was added as a capping
agent. Finally, the solution was stirred for an additional 5 min.
In order to adjust the pH value to 4.7, 50 mM citrate buffer was
added until the buffer concentration in solution was equal to
10 mM.

Irradiated samples were incubated with this AuNP solution for
45 min up to 60 min in a closed chamber in order to prevent
drop evaporation. Finally, the substrates were rinsed with a
copious amount of ultrapure water and dried in a nitrogen

stream.
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Ellipsometry

To determine the SAM thicknesses ellipsometric measurements
were performed by using a NFT I-Elli 2000 imaging ellip-
someter equipped with a HeNe laser (A = 632.8 nm). In order to
calculate the film thicknesses we use values of n = 3.8650 and
k = 0.0200 for Si and n = 1.4650 and &k = 0.0000 for silicon
dioxide and the organic layer [25,26].

AFM measurements

AFM measurements were conducted with a Digital Instruments
NanoScope Illa by using super sharp tips SSS-NCH-50 from
Nanosensors with small tip diameters of approximately 2 nm
and force constants between 10 N'm~! and 130 N'-m™~!. Image
processing was performed by using the open-source software
gwyddion 2.28 (http://gwyddion.net) [27]. In general, measure-
ments were post-processed with the commands “Level data by
mean plane subtraction”, “Correct lines by matching height
median” and “Correct horizontal scars (strokes)”. In addition,
measurements with an edge length greater than 5 um or distinct
curvature were also corrected with “Remove polynomial back-

ground (degree: 2)”.

Calculation of primary electron paths

Paths of primary electrons in solid substrates were calculated
with CASINO v2.48 (monte CArlo SImulation of electroN
trajectory in sOlids) [28]. Therefore the following density
values were used: p(Si) = 2.3290 g-cm 3 [29], p(SiO,) =
2.196 g-em™3 [29], p(CSPETCS) = 1.35 g-cm ™3 (estimation
using density values of commercially available solutions).

Supporting Information

Figures S1, S2 and S6 present CAD-drawings of the
patterns used within the CEBL process. Figure S3 discusses
theoretical calculations of primary electron pathways
within the used substrates. SEM pictures of 100 nm
structures incubated with 16 nm AuNPs are shown in
Figures S4 and S5. Figure S7 presents preliminary results
of AuNP pattern formation on ITO-covered PET foils by
this approach.

Supporting Information File 1

Additional CAD-drawings, theoretical calculations and
SEM pictures
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-4-39-S1.pdf]
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We present the results of our study about the deposition rate of focused electron beam induced processing (FEBIP) as a function of

the substrate temperature with the substrate being an electron-transparent amorphous carbon membrane. When W(CO) is used as a

precursor it is observed that the growth rate is lower at higher substrate temperatures. From Arrhenius plots we calculated the acti-

vation energy for desorption, E4eg, of W(CO)g. We found an average value for Egeg 0f 20.3 kJ or 0.21 eV, which is 2.5-3.0 times

lower than literature values. This difference between estimates for Eq.s from FEBIP experiments compared to literature values is

consistent with earlier findings by other authors. The discrepancy is attributed to electron-stimulated desorption, which is known to

occur during electron irradiation. The data suggest that, of the W(CO)g molecules that are affected by the electron irradiation, the

majority desorbs from the surface rather than dissociates to contribute to the deposit. It is important to take this into account during

FEBIP experiments, for instance when determining fundamental process parameters such as the activation energy for desorption.

Introduction

When the electron beam in an electron microscope is focused
on a sample in the presence of a precursor gas, it can be used to
locally modify the sample. This process has gained increasing
interest over the past ten years and is named focused electron
beam induced processing (FEBIP) [1-3]. The molecules from
the precursor gas (transiently) adsorb on the sample surface and

dissociate into fragments when they are exposed to the electron

beam. If these fragments react with the target material to form a
gaseous product, the target is etched locally (focused electron
beam induced etching). If on the other hand the fragments form
a residue, a deposit grows on the sample surface (focused elec-
tron beam induced deposition). In either case, the sample can be
modified directly with the electron beam, in principle without

the use of any extra processing before or after the electron
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exposure. FEBIP is applied in various fields. Because electrons
can be focused into narrow beams, small patterns can be
defined with FEBIP. Sub-10 nm features can be written with the
e-beam [4-6] and a deposition can even be carried out molecule
by molecule in a transmission electron microscope [7]. FEBIP
is used to repair masks for ultraviolet and extreme ultraviolet-
light lithography [8] and to create, for instance, photonic
devices [9], nanowires [10], tips for probe microscopy [11], and
magnetic nanostructures [12,13]. FEBIP is a complex process,
in which many parameters are involved. Examples are the resi-
dence times of the precursor molecules on the surface, the cross
section or the reaction rate of dissociation, the local gas flux at
the sample, etc. If we want to understand and model FEBIP, we
need to understand how these parameters contribute to the final

product.

In this paper we determined the activation energy for desorp-
tion, Egeg, from a FEBIP experiment. The desorption energy
plays a significant role in FEBIP, since (amongst others) it
determines the residence time of the precursor molecules on the
surface, which in turn affects the growth rate. The activation
energy for desorption can be determined from FEBIP experi-
ments by measuring the deposition rate as a function of sub-
strate temperature and constructing an Arrhenius plot. Christy
measured Eg.s in a FEBIP experiment for a siloxane (tetra-
methyl tetraphenyl trisiloxane, DC-704 pump oil) and found
that the value found from the FEBIP experiment underesti-
mates the desorption energy by a factor of two to three com-
pared to reference values [14,15]. Li et al. have performed the
same measurement for WFg [16] and found a desorption energy
that was three to five times lower than expected. Li et al.
explained this difference with electron-stimulated desorption.
Electron-stimulated desorption is known to occur during elec-
tron irradiation, being the result of secondary electron emission.
According to Madey and Yates, “electron bombardment can

(b) 14
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promote the desorption of ionic and neutral atomic and molec-
ular species from the surface, can alter the bonding of surface
species and can cause polymerization” [17]. While the latter
two processes are driving forces for FEBIP, the amount of
desorption from the surface may be significant during electron
irradiation.

We determined the growth rate for W(CO)g¢ as a function of
substrate temperature and compare the extracted energies Egeg
with values found in the literature.

Results and Discussion

Arrays of dots were written in an environmental transmission
electron microscope on an electron-transparent holey carbon
membrane mounted on a Au grid. The substrate temperature
was varied between 306 K to 371 K (from 33 °C to 98 °C, res-
pectively) and the irradiation times per dot were varied from 0.1
to 12 s. The precursor was W(CO)g and the precursor pressure
during writing was 1.7 Pa. Figure 1a shows an example of a dot
array, written with an irradiation time of 6 s per dot at a sub-

strate temperature of 341 K.

The annular dark field (ADF) signal was used for imaging. In
ADF images the dot intensity is proportional to the deposited
mass, assuming a constant composition of the deposited ma-
terial. Therefore, the mass of each dot can be determined by
integrating the ADF intensity on each position in the array. The
details of this method are described in [18]. We have varied the
beam current to determine whether the growth is limited by the
electron flux or the precursor flux. The beam current was varied
from spot 10 (low beam current) to spot 7 (high beam current).
The ratio between the beam currents was measured by inte-
grating the intensity of Ronchigrams [19] recorded on a charge
coupled device (CCD) camera. The integrated intensity of the
Ronchigram is proportional to the incident beam current. The

T

Temp:
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0.4
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4
Estimated beam current (pA)

Figure 1: (a) An array of dots written at a substrate temperature of 306 K (33 °C) and a dwell time of 3 s per dot. (b) The deposited mass as a func-
tion of beam current and substrate temperature. The dwell time was 3 s per dot for all arrays.
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beam currents were estimated by correlating the counts of the
CCD camera in STEM-mode (in arbitrary units) to the reading
of the fluorescent screen in TEM-mode (in A/cm?). The esti-
mated beam currents are given in Table 1 and range between 1
and 6 pA, which is consistent with values reported in literature
[20,21]. Figure 1b shows the average deposited mass per dot as
a function of beam current and substrate temperature. In this
case the dwell time was 3 s per dot for all arrays. From the fact
that the deposited mass increases with the beam current, we
conclude that the growth is electron-limited at all substrate
temperatures.

Table 1: The counts on the CCD camera and the estimated beam
current as a function of spot size.

spot CCD camera estimated beam
counts (arb. units) current (pA)

10 2.1 1.1

9 3.5 1.9

8 5.9 3.2

7 11.0 6.0

The effect of the dwell time is studied by writing arrays of dots
with spot 9 at three temperatures, 306 K, 341 K and 371 K. The
average deposited mass per dot is plotted as a function of the
dwell time in Figure 2a (see below), from which E4.s can be
determined. Following the model proposed by Miiller et al.
[22], the precursor coverage, N-(cm™2), depends on the adsorp-
tion from the gas phase, the diffusion of precursor molecules
over the surface, the number of molecules consumed in the

reaction with the electrons and desorption to the gas phase:

Beilstein J. Nanotechnol. 2013, 4, 474—480.

where g is the sticking factor, F is the gas flux, N is the density
of adsorption sites in a monolayer, D is the diffusion coefti-
cient, o(g) is the cross section for dissociation, J is the electron
flux, and 1 is the residence time of the molecules on the surface.
The first term describes adsorption of precursor molecules from
the gas phase on available sites on the substrate. The second
term describes the number of molecules arriving at the writing
position due to surface diffusion, the contribution of which
depends on the concentration gradient. The last two terms
describe dissociation by the electron beam and desorption from
the substrate to the gas phase. The growth rate, R (cms™!), can
be defined as:

R =VmolecuteS() N ¢)

with Violecule (cm?) being the volume of a deposited molecule.

Equation 1 has two temperature-dependent terms: diffusion and
desorption. If, in a first approach, we assume that the supply of
precursor molecules to the writing position through diffusion
does not play a significant role, the effect of the substrate
temperature follows simply from Equation 1. The residence
time 1 of the precursor molecule on the sample depends on
temperature:

1= 1/v exp(EdeS/kBT) 3)

When the substrate temperature increases, the residence time of
the molecules on the surface will become shorter and the

desorption term in Equation 1 becomes larger. The precursor

dN/dt = gF (1- N/ Ny )+ D(62n/6r2 —6n/r6r)— Sy N - Nz )
14 _
Spot: 15
1237 = a1 Y spot7 = 2769x + 5.0
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g 5067, S124 Y spor10 = 2371x + 4.5
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s , S ]
0.2 110 SRR
L Te . ] ¢
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Figure 2: (a) The average deposited mass per dot as a function of substrate temperature and beam current. (b) The Arrhenius plot for the four beam

currents, constructed from the data in (a).
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coverage, N, decreases, which leads to a lower growth rate R. In
Figure 2a the same data from Figure 1b is plotted again, this
time as a function of substrate temperature. The behavior
described by Equation 3 is observed in Figure 1b and Figure 2a;
for all beam currents the amount of deposited mass becomes
smaller at higher temperatures. Based on the data in Figure 2a
we made an Arrhenius plot (Figure 2b), with the natural loga-
rithm of the average deposited mass per array as a function of
1/T. The slope of the fitted linear function is proportional to
E4es/kp. The values for E4es we calculated from the data in
Figure 2b vary between 17.2 kJ/mol and 23.0 kJ/mol or 0.18 eV
and 0.24 eV.

Since the dots are small (a full width at half maximum between
3 and 5 nm), surface diffusion is potentially an important
precursor supply mechanism. Both desorption and diffusion are
thermally activated according to the same exponential law. For
an adsorbed precursor molecule the energy threshold for
desorption E4eq is much larger than the threshold Egjgr to move
from one adsorption site to an adjacent one [2]. So while mole-
cules diffuse faster across the surface at higher temperatures,
effectively the diffusion path length becomes shorter because
desorption will occur sooner. This reduces the total number of
precursor molecules that are transported by surface diffusion to
the writing location.

We therefore verified whether a contribution of surface diffu-
sion is observed in the measurements. The data presented in
Figure 1b (and in Figure 2a) is the result of spot exposures with
a fixed dwell time of 3 s. The number of precursor molecules
that arrive at the writing location through surface diffusion is
time-dependent. If the contribution of the surface diffusion to
the precursor transport is significant, this becomes apparent
when the dwell time is varied. We deposited arrays with dwell
times ranging from 0.1 s to 12.0 s as a function of the substrate
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temperature, all with spot 9 (i.e., a constant current density). We
determine the growth rate R by taking the slope of the fitted
linear functions in Figure 3a. In Figure 3b an Arrhenius plot is
shown, where In(R) is plotted as a function of 1/7. We found a
linear dependency, from which we calculated that
Egdes = 21.7 kJ/mol or 0.22 eV.

The values for E4.s obtained from the deposition experiments
are collected in Figure 4. It is observed that the value for Egeg
obtained with varying dwell times (from 0.1 s to 12.0 s) falls
within the scatter of the data obtained with a constant dwell
time of 3 s. This suggests that surface diffusion does not play a
significant role in these experiments. This finding is consistent
with the value of the gas pressure. We can calculate the number
of precursor molecules striking an area on the surface from the

gas phase with [23]:

F=3513x102 P(Mr) " “

with F being the flux of molecules arriving at the surface, P the
pressure in Torr, and M the molecular mass. A pressure

of 1.7 Pa gives a flux of 1.4x1013 molecules-cm™2-s7!, or

2.571. Assuming a dot diameter of 4 nm

1.4 x 10* molecules-nm™
and taking into account that both the upper and lower surface of
the holey carbon membrane are exposed to the precursor gas,
the flux on the dot area is 3.5 x 103 molecules's™!. In compari-
son, an estimated 300—1500 molecules W(CO)g¢ are necessary to
form a 4 nm dot [18]. The dwell time per dot is 3 s, which
makes the flux of precursor molecules arriving from the gas
phase about three orders of magnitude larger than the consump-
tion by the e-beam. Even when the sticking coefficient is
smaller than 1, the transport of precursor molecules through the
gas phase is sufficient to grow the dots, making the contribu-

tion from surface diffusion non-dominant in this experiment.

125 1
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@ 120 +

In(deposition rate
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Figure 3: (a) The average deposited mass per dot as a function of dwell time and substrate temperature. The dots are written with spot 9. (b) The
Arrhenius plot (the natural logarithm of the deposition rate as a function of the inverse of the temperature) constructed from the data in (a).
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Figure 4: The activation energies for desorption calculated from the
data in Figure 2b and Figure 3b.

Figure 4 shows that the activation energy for desorption Eyeg,
calculated for W(CO)g, varies significantly, from 17.2 kJ/mol to
23.0 kJ/mol. Assuming a random variation, the average value
for Eges 1s 20.3 kJ/mol (or 0.21 eV).

A reference value for W(CO)g determined by temperature-
programmed desorption (TPD) measurements is 53.8 kJ/mol or
0.56 eV (for desorption from multilayers of W(CO)g) [24]. It is
observed that the values found in the FEBIP experiments are
lower by a factor of 2.5-3.0. A possible explanation for this
difference is the fact that the desorption energy is substrate-
dependent. The FEBIP and TPD values have been determined
using different substrates (amorphous carbon and Ni(100) [24],
respectively). However, this does not explain the large discrep-
ancy between the values. Measurements of Eg4.gq for
MeCpPt(IV)Me3 (a well-known precursor for FEBIP) differ
only by about 10% for the substrates Au(110) and a mixture of
amorphous carbon and platinum [25]. This indicates that the
factor of 2.5-3.0, which we observed here, cannot be explained
solely by a substrate effect.

This conclusion is consistent with the report from Christy for a
siloxane [14] and from Li et al. for WF¢ [16]. The values for the
activation energy Li et al. obtained from FEBIP experiments
range from 71 meV to 210 meV, depending on the beam current
(51 pA to 3400 pA) and acceleration voltage (5 to 30 kV).
Similar to our findings, these values for E 4. are a factor of 1.5
to 5.0 lower than the values found by TPD [26-28]. A differ-
ence to our results is that the calculated Eq.q does not decrease
strongly with increasing beam current as Li et al. observe.
However, this can be explained with a smaller range of beam

currents that we use in our experiments. Li et al. varied the
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beam currents between 51pA and 3400 pA, in our experiments
the estimated beam currents are between 1 and 6 pA.

The results demonstrate that indeed electron-stimulated desorp-
tion plays a significant role in FEBIP. The FEBIP value for Egqg
is three times lower than the TPD value, which we assume is
more realistic. In order to find a realistic value for E .5 from the
FEBIP experiment, the difference between the growth rate at
the lowest temperature (306 K) and the highest temperature
(371 K) would need to be 25 times larger than it is in the actual
experiment. In other words, of the W(CO)g molecules that are
affected by the electron irradiation, the majority desorbs from
the surface rather than dissociates to contribute to the deposit.

This effect is not limited to WFg or W(CO)g, but extends to
electron-induced chemistry in general. According to Madey and
Yates, “generally many more neutrals than ions are observed in
electron-stimulated desorption” [17]. Menzel concludes that
“neutrals and ions are observed to desorb under electron impact,
with the neutrals contributing more than 95% of the total yield
in most cases” [29]. Although the percentage of neutrals may
vary with the incident electron energy [29], from our experi-
ments it is clear that it is still significant at energies used in
FEBIP. This can be important to take into account when calcu-
lating parameters such as residence times, cross sections, etc.
from the amount of deposited or etched material in FEBIP

experiments.

Conclusion

The deposition rate of focused electron beam induced
processing (FEBIP) has been studied as a function of the sub-
strate temperature. Using the precursor W(CO)y it was observed
that the growth rate is lower at higher substrate temperatures.
The measurements enables us to construct Arrhenius plots
based on the measurement data, from which we calculated the
activation energy for desorption, E4es. We found an average
value for Eges of 20.3 kJ or 0.21 eV. This is about 2.5-3.0 times
lower than literature values. This difference between values
measured with FEBIP and those reported in literature is consis-
tent with findings by Christy [14] and Li et al. [16].

We contribute this discrepancy to electron-stimulated desorp-
tion, which is known to occur during electron irradiation. Elec-
tron-stimulated desorption is observed for many adsorbates and
is induced by secondary electron emission. Our experimental
result suggests that, of the W(CO)g molecules that are affected
by the electron irradiation, the majority desorbs from the
surface rather than dissociates to contribute to the deposit. This
is important to take into account during FEBIP experiments, for
instance when determining fundamental process parameters

such as the activation energy for desorption.
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Experimental

Experiments were performed on a FEI Titan 80-300 environ-
mental scanning transmission electron microscope (STEM). A
differential pumping system enabled a pressure of up to 103 Pa
at the sample, while keeping the rest of the column at high
vacuum. The microscope was operated at 300 kV [30]. The
STEM images were recorded with the annular dark field (ADF)
detector at a camera length of 245 mm (inner detector angle
30 mrad). Before the deposition experiments the microscope
and the sample holder were plasma cleaned. The precursor was
W(CO)g (CAS 14040-11-0), a low-vapor pressure solid
(=0.034 mbar at 25 °C [31]). The precursor pressure during
writing was 1.7 Pa. Holey carbon membranes mounted on a Au
grid were used as substrates for the FEBIP. Prior to the deposi-
tion experiments the sample was heated to 573 K (300 °C) for
45 min in the microscope at high vacuum conditions (107* Pa)

in order to minimize contamination during writing.
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