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The triple “generation, conversion and storage of energy” are

the fundamental building blocks toward realizing the general

aim of an energy supply on demand as unrestricted as possible.

Meanwhile, however, it has become clear that this general aim

leads to conflicting feedback loops on the ecological environ-

ment. Growing awareness of such deteriorating feedbacks has

triggered worldwide activities to search for technical

approaches in order to at least reduce the negative environ-

mental consequences of energy consumption. At this point, ma-

terials science plays a central role. In most cases, rather than

looking for completely novel solutions related to the energy

triple “generation, conversion and storage” materials science

contributes to stepwise improvements of functional efficiencies,

which are based on optimizing energy-related materials.

A well-known topic related to the transport of people and goods

– an important subsector of human energy consumption – is the

effort aimed at the reduction of the weight of cars, trucks,

planes and ships in order to save fuel. Improved materials such

as novel compounds or composites should not only result in a

reduction of weight but should also have mechanical properties

that are at least comparable to those of the materials they are

exchanged for. Mechanical properties strongly depend on the

internal structure of a material such as grain size, grain orienta-

tion, defect densities, local chemical composition, and layer

sequence and thickness in layered systems. At this point, the

micro- and nanometer scales enter both experimental and theo-

retical simulation routes towards materials optimization.

Another materials property worth of being optimized is friction,

which, when trying to walk or drive on icy streets is highly

welcome, but in many cases is a source of dissipated energy.

The friction of an object moving on or through a supporting or

surrounding medium, respectively, appears to be closely related

to surface or interface roughness, so that, again, the micro- and

nanoscales are of major importance. For instance, a reduction of

the friction of cargo vessels by only a few percent leads to

considerable energy savings and a significant decrease of the

worldwide CO2 emission [1]. It is noteworthy that the nanopat-

terning of surfaces and interfaces to reduce friction by tailoring

their wettability and anti-fouling behavior is often guided by

mimicking nature [2,3]. Contributions of advanced materials

science to energy savings are numerous even when restricting

one’s view just on personal surroundings: Intelligent housing

with controlled energy delivery, distribution and consumption,

including smart heat production and insulation as well as smart

windows complemented by exploiting residual heat.

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:paul.ziemann@uni-ulm.de
mailto:khokhlov@polly.phys.msu.ru
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Besides energy savings to extend finite resources, negative

ecological feedbacks demand alternatives to oil-derived fuels.

As we have already outlined previously [4], this demand is

particularly important in the context of mobility with its signifi-

cant subsector of short and medium range transport of people

and products. Despite the increasing efforts to implement public

transit and public transportation systems, cars and trucks with

conventional combustion engines are still the predominant

means of transport causing a considerable contribution to the

global CO2 emission. Electrically powered vehicles can at least

contribute to attenuate this emission problem.

Electrically powered vehicles strongly rely on fuel cell (FC) or,

most importantly, lithium-ion battery (LIB) technology, which

is well-known and is already used on a large scale. However,

the efficiency and average lifetime of these devices is subop-

timal, and new materials are needed to fulfill these require-

ments. The development of such materials is a challenging task

for experimental and theoretical materials science, which can

only be met by joint interdisciplinary efforts between physicists,

chemists and engineers. In addition, energy storage poses an

even greater challenge, requiring contributions from the fields

of electrochemistry, catalysis and simulations on all length

scales.

Therefore, the cooperation of research facilities with a long-

established experience in materials-oriented chemistry

including catalysis and electrochemistry is a logical step,

enabling the participating scientists to join their complementary

knowledge and experience. The gains of such a multidiscipli-

nary team play was the driving force for the initiation of joint

projects between Ulm University, Moscow State (Lomonosov)

University, and the Russian Academy of Sciences, financially

supported by a recently completed BMBF-i program that

supports the installation of a joint research infrastructure

between German and Russian partners [4].

The contributions to the Thematic Series “Energy-related nano-

materials” exemplify the scientific outcome of this cooperation

and are complemented by related work outside of this network.

Emphasis is put on a balanced presentation of experimental and

theoretical work as well as physics- and chemistry-oriented

views and approaches. The contributions cover a plethora of

research fields from materials-related problems that concern

fuel cells, Li-based batteries, and organic solar cells, to energy-

related applications of nanographite and silicon nanotubes as

well as the optimization of thermoelectric materials and electro-

chemistry-based microscopy.

We would like to thank all colleagues for their valuable contri-

butions and are convinced that this Thematic Series will find

many readers. The engaged editorial support by the Production

Team of the Beilstein-Institut is greatly acknowledged.

Paul Ziemann and Alexei R. Khokhlov

Ulm, Moscow, September 2013
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Abstract
The effect of solvation on the adsorption of organic molecules on graphite at room temperature has been addressed with force-field

molecular dynamics simulations. As a model system, the solvation of a bis(terpyridine) isomer in water and 1,2,4-trichlorobenzene

was studied with an explicit solvation model. The inclusion of solvation has a noticeable effect on adsorption energies. Although

the results of the various considered force fields differ quite significantly, they all agree that the adsorption of BTP from the TCB

solvent is almost thermoneutral. The substrate simply acts as a template to allow a planar arrangement of the network, which is

stabilized by the intermolecular interaction. Using an atomic thermodynamics approach, the order of the stability of various

network structures as a function of the chemical potential is derived yielding a sequence in agreement with the experiment.

269

Introduction
The controlled formation of structured surfaces by the forma-

tion of hydrogen-bonded organic networks is of technological

interest for future applications such as molecular electronics,

organic photovoltaics [1] or functionalized host–guest systems

[2] that may be used in heterogeneous catalysis. As a model

system for ordered organic adlayers, bis(terpyridines) (BTPs)

have been studied intensively in recent years [2-10]. They are

known to adsorb in a flat configuration on various surfaces and

to form self-organized ordered surface structures. In previous

publications, we were able to show that combined DFT and

force-field simulations can help to explain experimental obser-

vations in the adsorption behavior of BTPs on graphite [11,12].

One example is the observation of blurred STM images of

phthalocyanine molecules adsorbed as guest molecules in a

BTP host network, which is due to the fact that rotations of the

host molecules are hardly hindered by barriers [6,11].

Recently it was shown by scanning tunneling microscopy

(STM) experiments that 3,3′-BTP exhibits a variety of adlayer

structures at the interface between highly oriented pyrolytic

graphite (HOPG) and the liquid as a function of the concentra-

tion in solution [6]. The resulting structures, i.e., one hexagonal,

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:axel.gross@uni-ulm.de
http://dx.doi.org/10.3762%2Fbjnano.4.29
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two closely related linear, and one densely packed linear struc-

ture, were ordered according to their packing density as a func-

tion of the concentration. Furthermore, it was found that the

presence of the liquid has a decisive influence on the structure

formation: whereas at the liquid/HOPG interface three closely

related linear patterns and one hexagonal two-dimensional

pattern were identified, at the gas/HOPG interface only one of

the linear patterns and the hexagonal structure were found. The

concentration dependence of the different surface structures was

rationalized within a thermodynamic model [13]. However, in

the calculations of the adsorption energies the solvent was

entirely neglected, as is typically done in calculations

addressing the adsorption of organic molecules [14], even if

experimentally they are deposited from a solution.

Hence, we here address the adsorption of BTP on graphite in

the presence of a liquid phase in order to assess the explicit

influence of the solvent on the molecular adsorption at the solid/

liquid interface. Note that the modeling of a liquid requires the

determination of free energies instead of just total energies,

which means that computationally expensive statistical aver-

ages have to be performed in order to evaluate free-energy

differences. Although electronic structure calculations based on

density functional theory can reproduce the properties of planar

arrangements of aromatic molecules satisfactorily [15-18], the

large size of the considered systems and the requirement to

perform thermal averages make first-principles electronic-struc-

ture calculations computationally prohibitively expensive.

Therefore we employed classical force fields as included in the

Forcite module of the Accelrys’ Materials Studio package to

describe the interaction between adsorbate, substrate and

solvent. It is true that the force fields in this package tend to

overestimate BTP adsorption energies on graphite [12]. Still,

trends in the stability of BTP stuctures on graphite as a function

of the environment should still be reproduced.

As a solvent, we have taken into account 1,2,4-trichloroben-

zene (TCB), which was used in the experimental work [6]. Add-

itionally, we have also considered water as a reference since

many organic molecules are deposited from aqueous solutions.

In this work, we show that the molecule–solvent interaction has

an important influence on the stability range of the considered

structures. Still, the order of the stability as a function of the

chemical potential is not modified by the inclusion of the

solvent effects. Because of the strong TCB–BTP interaction, the

adsorption of a single BTP molecule on graphite out of a TCB

solution is almost thermoneutral. Hence, it is the intermolecular

interaction in the hydrogen-bonded networks on graphite that

stabilizes the molecular layers; the surface just acts as a

template to allow a planar arrangement of the hydrogen-bonded

network.

Computational details
In this study, force-field molecular dynamics are used in order

to describe the adsorption properties of solvated BTP mole-

cules on graphite. The structure of 3,3′-BTP, which is known

for its high versatility in surface structures is shown in Figure 1.

There are of course force fields that reproduce structural prop-

erties of water quite satisfactorily [19,20]. However, here we

need general-purpose force fields that are able to describe

different solvents, solvent–molecule and molecule–surface

interactions equally well. Hence, we use the Universal (UFF)

[21], Compass (condensed-phase optimized molecular poten-

tials for atomistic simulation studies) [22], Dreiding [23] and

Consistent Valence (CVFF) [24] force fields included in the

Forcite module of the Accelrys’ Materials Studio package.

Figure 1: Structure of the 3,3′-BTP molecule.

The graphite surface is modeled by a five-layer graphite (0001)

slab. Convergence criteria are chosen according to the ultrafine

settings of the program. Partial charges of the atoms are

assigned with the Gasteiger [25] and QEq [26] methods for UFF

and Dreiding, whereas charging methods are already included

in the CVFF and Compass force fields.

As mentioned in the introduction, the theoretical treatment of

liquids requires a consideration of the free energies and free-

energy differences. Typically, free energy differences are deter-

mined by performing constrained MD simulations using either

umbrella sampling schemes [27,28], free-energy perturbation

methods [29] or some other appropriate thermodynamic integra-

tion scheme, such as the recently developed enveloping distrib-

ution sampling (EDS) method [30].

However, using one of these schemes often requires a series of

molecular dynamics simulations. In order to derive the adsorp-

tion energy of the BTP molecules from solution at finite

temperatures, we rather take advantage of the fact that BTP

molecules on the surface and in solution replace approximately

the same amount of solvent molecules. Hence, we determine the

free enthalpy of adsorption  from the solvent according to
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Figure 2: Structural models used to derive the free enthalpy of adsorp-
tion of a dissolved molecule: (a) adsorbed molecule at the substrate/
solvent interface and (b) dissolved molecule above the substrate/
solvent interface.

the scheme illustrated in Figure 2, i.e., it is evaluated as the

difference of the free enthalpy of the molecule adsorbed at the

substrate/solvent interface minus the free enthalpy of the mole-

cule dissolved above the substrate/solvent interface:

(1)

We also determine free enthalpies instead of free energies, in

order to remain consistent with our previous thermodynamics

calculations that we want to improve by using the solvent

model. The free enthalpies are derived as the energy average

through the molecular dynamics simulations, which were

performed within the NPT ensemble at 298 K (Nosé thermostat)

and at 0.0001 GPa (Berendsen barostat) after initial geometry

optimization steps of the randomly chosen starting configur-

ation according to [31]. The first 50 ps of the simulations with a

time step of 1 fs were considered as the equilibration time; all

averages were performed by using the subsequent 100–150 ps

of simulation time.

The free enthalpies of adsorption in the presence of the solvent

will be contrasted with the adsorption energies at the solid/gas

interface, which were calculated as usual according to [32]

(2)

where Emol/surf is the total energy of the molecule/surface

system, and Emol and Esurf are the total energies of the isolated

molecule and the surface alone, respectively.

In order to validate the reliability of the force fields used in this

study, we have considered liquid densities and the solvation

Figure 3: Force-field molecular dynamics densities of water and TCB
at 298 K. Experimental values for water are taken from [33] and for
TCB from [34].

energies in water and TCB. In order to be consistent with our

scheme to determine the free enthalpies of adsorption, we esti-

mated the solvation energy Esolv from the free enthalpy of the

dissolved molecule , the free enthalpy of the solvent

alone , and the enthalpy of the isolated molecule Emol

according to

(3)

This procedure neglects effects due to the volume change of the

solvent when the molecule is dissolved. However, due to the

large number of solvent molecules included in the simulations,

the influence of these effects should be negligible.

Results and Discussion
Validation step 1: liquid densities
As a first test case, the densities of liquid water and 1,2,4-

trichlorobenzene (TCB) are considered, yielding an indication

as to whether the intermolecular interactions within the solvent

phase can be reproduced correctly by a force field. The calcu-

lated results are compared with the corresponding experimental

values for water [33] and TCB [34].

For water, a strong variation between the different force-field

results is observed (Figure 3). The average densities of the

molecular dynamics trajectory range from 0.07 g/cm3 for UFF

with Gasteiger charging, up to 1.01 g/cm3 for Dreiding with

QEq charges. A value of 0.997 g/cm3 would have been

expected [33]. With UFF, the deviation from the experiment is

particularly high with both charging methods. Dreiding

performs well with QEq charging, but not with Gasteiger
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charges. Compass and CVFF also show a deviation from

experimental values of less than 5%. Further Compass calcula-

tions with varying system size could show that the solvent

density does not change noticeably over a wide range of system

sizes. Starting from a system of 30 water molecules, the density

remains at 0.96 g/cm3. Using fewer water molecules leads to

higher densities. But even when only three molecules are used,

the density only increases by 8% to 1.04 g/cm3.

The energy difference between an isolated molecule and a

molecule in the condensed phase, the cohesive energy, is also

relatively independent of the system size. In systems of 10 to

700 water molecules, the cohesive energy remains at −365 to

−369 meV. With smaller systems, the cohesive energy

decreases: With five molecules representing liquid water, it

drops to −404 meV. We also checked the influence of the

runtime of the trajectories on the average values. Total runtimes

of 150 ps are used in order to evaluate the influence of the

length of equilibration phase and actual trajectory. For the

larger systems, the extreme cases of 20 ps equilibration time

and 130 ps runtime on the one hand, and of 100 ps equilibra-

tion and only 50 ps runtime on the other hand differ in average

potential energy by only a few millielectronvolts. The standard

deviation in the potential energy remains below 10 meV per

molecule for cell sizes above ten molecules.

In order to understand the reason for the discrepancy between

calculated water densities and the experimental value, we deter-

mined the equilibrium O–H distance and interaction energy for

a water dimer with different force fields and additionally also

with quantum chemical methods. The corresponding results are

plotted in Figure 4. The considered quantum chemical methods

agree with an equilibrium distance of 1.98 to 2.05 Å, with inter-

action energies ranging from −85 to −102 meV. Interestingly

enough, Dreiding with Gasteiger charging reaches a very

similar result of 2.00 Å and −82 meV, but still the Dreiding/

Gasteiger density is much too low. Dreiding/QEq, Compass and

CVFF have stronger hydrogen bonds of 105 to 137 meV.

Although they yield water–water distances that are too small,

their densities agree very well with the experimental result.

With less than 40 meV, UFF greatly underestimates the

hydrogen bonds, resulting in particularly low densities.

TCB on the other hand is more accurately described by force

fields. The force field densities vary between 1.37 g/cm3 (Drei-

ding/Gasteiger) and 1.48 g/cm3 (UFF/QEq). The deviation from

the experimental density of 1.45 g/cm3 [34] is less than 6% for

all force fields.

In conclusion of this section, it is important to note that liquid

water is only poorly reproduced by the force fields considered

Figure 4: Equilibrium distance and interaction energy for water dimers,
calculated with different force fields and with quantum chemical
methods.

in this study due to problems with the reliable description of

intermolecular hydrogen bonds and liquid densities. For TCB

on the other hand, the force-field results are reasonably accu-

rate, possibly because hydrogen bonds are less important in the

TCB bonding.

Validation step 2: solvation energies
As a further validation, we addressed the interaction between

solvent and dissolved organic molecule, which should be repro-

duced accurately for a meaningful description of the system. As

test systems, we considered the solvation of pyridine and

benzene as small-but-similar models for the larger BTP mole-

cule, which consists of pyridine and benzene rings. The

resulting solvation energies evaluated according to Equation 3

are collected in Figure 5 and compared with the experimental

solvation energies of −517 meV for pyridine and −329 meV for

benzene in water [35].

Quantitatively, most of the force field results do not agree very

well with the experiment. Dreiding/QEq reproduces 88% of the

pyridine solvation energy. CVFF describes the benzene solva-

tion rather well: it overestimates the energy by only 16%. UFF/

Gasteiger is correct in a qualitative sense, pyridine has a higher

gain in solvation energy than benzene. This is not achieved by

any of the other force fields. Still, UFF/Gasteiger underesti-

mates the solvation energies.

Both UFF/QEq and Dreiding/QEq calculations fail for benzene

solvation, they overestimate the solvation energy by a factor of

3 to 4. On the other hand, pyridine solvation energies are too
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Table 1: Solvation (Esolv) and adsorption (Eads) energies of 3,3′-BTP in eV calculated using different force fields.

Esolv Eads
Water TCB Water TCB Vacuum

UFF, Gasteiger −2.459 −2.225 −4.270 0.137 −4.560
UFF, QEq −4.413 −2.625
Dreiding, Gasteiger 6.112 −1.925 −2.696 −0.142 −3.941
Dreiding, QEq −5.404 −0.016
Compass 17.349 −1.406 −1.409 0.072 −4.027
CVFF −0.068 −2.787 −3.569 −0.052 −7.312

Experiment −0.340 [2] −2.54 [12]

Figure 5: Force field molecular dynamics result for the free energy of
solvation Esolv for pyridine and benzene in water. Experimental values
taken from [35].

small by a factor of 2 to 3 with CVFF and Compass. Dreiding/

Gasteiger calculations result in positive solvation energies,

whereas negative values would be expected.

These results are certainly not satisfactory in a quantitative way.

Obviously the problem with the description of the intermolec-

ular hydrogen bonds directly translates to inaccurate solvation

energies in water. Still, most of the force fields are able to show

that pyridine and benzene have small negative solvation ener-

gies in water, so the method might still be useful for a more

qualitative analysis of the BTP adsorption process.

Another problem might be the rather crude model we use that

neglects the changes of volume in the system. However, if the

number of water molecules is large enough, this volume change

becomes smaller than the natural fluctuations in the volume

throughout the trajectory. For the benzene in water case, with

300 water molecules the volume changes by 6% when a

benzene molecule is added to the system whereas the standard

deviation amounts to 8% of the average volume for the

benzene–water solvated system. With a further increase of the

Figure 6: Force-field molecular dynamics result for the free energy of
solvation Esolv for 3,3′-BTP in water and TCB.

system size to 600 water molecules, the volume change

amounts to less than 3%. Using more than 1200 water mole-

cules brings about only small changes: For system sizes

between 1200 and 2100 atoms, the volume change stays close

to 1%, similar to the standard deviation.

Additionally, the BTP solvation process has been addressed.

Note that due to the approximate nature of the determination of

the solvation energy according to Equation 3 the results that are

collected in Figure 6 and Table 1 can only be of a qualitative

manner. However, to the best of our knowledge, there are no

experimental values for the BTP solvation energies available. It

is simply known that BTP molecules dissolve easily in TCB but

are not soluble in water [4].

For the molecular dynamics simulations of the solvated BTP

molecule, rather large unit cells containing 395 to 400 water

molecules or 106 to 143 TCB molecules were used. This is a

compromise between cells being large enough for minimal

volume effects and being small enough for an efficient compu-

tational treatment.
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Figure 7: Adsorption energy of a 3,3′-BTP molecule on graphite: under
vacuum conditions and at the solid/liquid interface from water or TCB,
respectively. Experimental value and DFT-D3 result from [12].

The solvation energies of BTP in water and in TCB again vary

strongly with the force field used. Not all force fields can repro-

duce the experimental findings at least in a qualitative way.

Both UFF calculations and Dreiding/QEq result in a higher

energy gain for the dissolution in water. With about 200 meV,

the difference between solvation in water and TCB is only small

for UFF/Gasteiger. It is more significant in the UFF/QEq and

the Dreiding/QEq calculations with nearly 2 eV and more than

5 eV, respectively. Thus QEq charging is not used any more for

the subsequent calculations.

Only with Compass, CVFF and Dreiding/Gasteiger, do the

force field results show that it is energetically more favorable to

dissolve the BTP molecule in TCB than in water. The Compass

result is probably closest to the experimental observations.

Here, the solvation in water is clearly not favorable, and the

difference from the TCB solvation is more than 18 eV. Drei-

ding/Gasteiger show a similar trend, but with 8 eV, the energy

difference is considerably smaller. In the CVFF calculation, the

difference is only about 3 eV and the solvation in water is not

decidedly unfavorable from an energetic point of view.

Adsorption of a dissolved BTP molecule
Finally, we consider the adsorption energy of 3,3′-BTP on

graphite under different conditions, namely for the BTP adsorp-

tion under vacuum conditions, at the solid/liquid interface with

TCB as a solvent, as in the experiment, and additionally the

case of adsorption of a BTP molecule from water. These

numbers are listed in Table 1. Furthermore, in Figure 7 they are

compared to the adsorption energy under vacuum conditions

derived both from experiment and from DFT-D3 [36] calcula-

tions [12] with semi-empirical corrections for the van der Waals

attraction. Obviously force fields significantly overestimate the

interaction between graphite and the BTP molecule, as can be

seen from the vacuum results [12]. Yet, as we will see below,

for the adsorption from solution, results in semi-quantitative

agreement with the experiment are still obtained.

The free enthalpies of adsorption were derived as illustrated in

Figure 2: MD simulations were performed for a BTP molecule

adsorbed on the surface with a solvent atmosphere at 298 K and

for a dissolved molecule that is not yet adsorbed. The compari-

son of the average potential energies for the two different cases

then yields the free enthalpy of adsorption of a dissolved mole-

cule. The adsorption energies obtained following this proce-

dure show surprising results: Even though the solvation and

adsorption energies strongly vary with the force field, the

general trend is the same in each case. While the adsorption

from water leads to a high gain in energy, the adsorption from

TCB is rather neutral in its energy balance. With UFF, adsorp-

tion from water yields over 90% of the energy that is obtained

under vacuum conditions. Dreiding still reaches nearly 70%.

With Compass and CVFF, this ratio drops to 35 and 49%, res-

pectively. The adsorption energy from TCB is much smaller

with all force fields, it ranges from 137 meV with UFF to

−142 meV with Dreiding. This agrees qualitatively rather well

with experimental findings, where the analysis of Langmuir

adsorption isotherms has resulted in a 3,3′-BTP adsorption

enthalpy of −340 meV at the solid/liquid interface [2]. In

contrast to the observations under vacuum conditions, it might

be that force fields tend to underestimate the interaction energy.

These findings can be rationalized fairly easily. BTP interacts

strongly with the graphite surface via van der Waals interaction

[12], thus the adsorption under vacuum conditions leads to a

relatively high gain in energy. BTP also interacts strongly with

the TCB solvent, which is why it can be dissolved in TCB.

When it adsorbs on the surface, it gains the adsorption energy,

but at the same time it loses part of the interaction with the

solvent. In total, both contributions seem to balance out. The

interaction between BTP and water, on the other hand, is rather

weak. So in the hypothetical case of BTP adsorption from

water, the system would gain a large adsorption energy, but the

loss of BTP-water interaction is rather small, such that in total,

an energy gain is associated with the adsorption.

Phase stability
Experimentally, it was observed that BTP on graphite in TCB

solution exhibits a series of different structures, one hexagonal,

two closely related linear, and one densely packed linear struc-

ture, that were ordered according to their packing density as a

function of the concentration [6]. These structures are illus-

trated in Figure 8. Also the coexistence of different structures

was found.
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Figure 8: Structural models of the different 3,3′-BTP surface structures that have been observed at the liquid/solid interface.

Thermodynamically, the stability of the adsorbate structures is

governed by the free energy. Neglecting entropic effects, the

free energy of adsorption can be expressed as [13,32]

(4)

where Eads is the adsorption energy per molecule in a given

structure and ρ is the density of molecules per surface area in

this structure. μ is the chemical potential, which depends

monotonically on the concentration. A plot of the free energy of

adsorption ΔG versus the chemical potential μ shows which

phase is lowest in free energy at a given potential range. Using

the experimentally derived adsorption enthalpy [2] of a single

molecule and estimated values for the hydrogen bonding

between the molecules, the sequence of observed structures as a

function of concentration could be reproduced [2]. This

sequence could also be reproduced based on adsorption ener-

gies obtained from force-field calculations at the gas/solid inter-

face, but at an entirely different range of chemical potentials

because of the rather different energy reference related to mole-

cules in the gas phase.

The calculations presented so far have already shown that the

inclusion of TCB into the model has a drastic effect. It may well

also be that the solvent affects the strength of the intermolec-

ular interactions. We have therefore estimated ΔG at 298 K

taking the presence of the solvent into account.

Table 2: Compass adsorption energy of 3,3′-BTP per molecule in
different surface structures in electronvolts (eV) at the gas/solid inter-
face and free enthalpy of adsorption at the liquid/solid interface at
298 K.

DP LIN1 LIN2 HEX

Vacuum
conditions −4.029 −4.173 −4.475 −4.491

Full
solvation 0.203 −0.0775 −0.339 −0.0564

MD runs with the full surface structures including graphite,

BTP and TCB were carried out corresponding to an explicit

solvation model. Due to the computational effort of these very

large cells, some simplifications were necessary. Only three

carbon layers could be used in order to represent the graphite

surface. MD runs covered 150 ps, with the initial 50 ps as equi-

libration time. For each phase, one trajectory run for the

adsorbed ordered surface structure in the presence of the solvent

and another trajectory run for the BTP molecules in solution, as

illustrated in Figure 2 using the same unit cell, were performed.

Ideally, no interaction between a BTP molecule and the surface

or another BTP molecule should occur in the latter simulations.

These simulations were done by using the Compass force field,

which provided the most reliable results.

As a result, the adsorption energies in Table 2 are obtained.

These adsorption energies combine the BTP/graphite inter-

action with intermolecular interactions and solvent effects. The
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Figure 9: Plot of the free adsorption enthalpy of different 3,3′-BTP
phases against the chemical potential obtained with fully solvated
surface structures by using the Compass force field.

adsorption enthalpies range from 0.203 eV for the DP structure

to −0.339 eV for the LIN2 structure. The Compass force field

adsorption energy of a single BTP molecule amounts to

0.072 eV (see Table 1). This indicates that for the LIN1, LIN2

and HEX structures, whose adsorption enthalpies are negative,

the intermolecular interaction is attractive, whereas for the DP

structure the packing is so dense that the intermolecular inter-

action is already repulsive. The range of adsorption enthalpies is

80 meV larger than the range of adsorption energies of the

corresponding structures at the gas/solid interface. Furthermore,

at the gas/solid interface all structures are energetically more

favorable per adsorbed molecule than the isolated adsorbed

3,3′-BTP molecule whose adsorption energy is −4.027 eV. This

indicates that the intermolecular interaction is weakened by the

presence of the solvent.

The phases in Figure 9 are ordered according to their packing

densities, in agreement with the experiment. The broader range

of adsorption energies now translates to a broad range of chem-

ical potential values over which the phase transitions occur. In

agreement with the semiempirical results, the transition between

the LIN1 and LIN2 phases is found at a slightly positive chem-

ical potential. However, compared to the semiempirical results,

the HEX–LIN2 and LIN1–DP transitions occur at noticeably

lower and higher chemical potentials, respectively. According

to Figure 9, the HEX phase should not be observed since the

free energy of adsorption is positive which means that the BTP-

uncovered substrate is more stable. However, it is also apparent

how close the two curves of the HEX and the LIN2 phases, on

the one hand, and of the LIN1 and DP phases on the other hand

are. Given the uncertainty of the force-field calculations, it may

well be that the stability range of the LIN1 and LIN2 phases are

smaller. It should also be noted that the stability ranges shown

in Figure 9 are based on the assumption of thermal equilibrium.

Kinetic effects in the structure formation are not taken into

account, which may lead to the formation of metastable struc-

tures.

Conclusion
The adsorption of 3,3′-BTP on graphite in the presence of water

and TCB as solvents has been studied by molecular dynamics

simulations at room temperature using various force fields.

Whereas the results concerning water as a solvent show a wide

spread between the different force fields, the results for TCB as

a solvent are more consistent among the considered force fields.

They all yield the result, in agreement with the experiment, that

the adsorption of a single BTP molecule out of the TCB solvent

is almost thermoneutral, i.e., it is not associated with a signifi-

cant energy gain. Consequently, the formation of ordered

hydrogen-bonded network structures of the BTP molecules in

the presence of TCB as a solvent is mainly stabilized through

the intermolecular interactions. The substrate basically only acts

as a template allowing the planar arrangement of the BTP mole-

cules. Finally, the stability of ordered BTP network structures

on graphite at room temperature has been addressed within an

atomic thermodynamics approach. In agreement with the

experiment, four different phases are found to be ordered

according to their packing densities as a function of the concen-

tration of the BTP molecules in the solvent. However, the

stability ranges of the linear phases seem to be too broad,

caused probably by uncertainties in the force-field calculations.
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Abstract
The Re3As7−xInx solid solution was prepared for x ≤ 0.5 by heating the elements in stoichiometric ratios in evacuated silica tubes at

1073 K. It crystallizes with the Ir3Ge7 crystal structure, space group Im−3m, with a unit-cell parameter a ranging from 8.716 to

8.747 Å. The crystal structure and properties were investigated for a composition with x = 0.4. It is shown that indium substitutes

arsenic exclusively at one crystallographic site, such that the As–As dumbbells with dAs–As = 2.54 Å remain intact. Re3As6.6In0.4

behaves as a bad metal or heavily doped semiconductor, with electrons being the dominant charge carriers. It possesses high values

of Seebeck coefficient and low thermal conductivity, but relatively low electrical conductivity, which leads to rather low values of

the thermoelectric figure of merit.

446

Introduction
Thermoelectric materials with good efficiency are highly

awaited by modern power engineering. Utilizing either the

Seebeck or Peltier effects, it is possible to produce electricity

from waste heat (e.g., that stemming from combustion in car

engines) or to cool an environment under an external power

supply. However, the efficiency of these processes depends on

the efficiency of the thermoelectric material in question, which

is defined by the value of the figure of merit 

where T is the absolute temperature, S the Seebeck coefficient,

σ the electrical conductivity, and κ the thermal conductivity. It

is shown in the literature [1] that the best thermoelectric ma-

terials are to be sought among narrow-gap semiconductors
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Table 1: Crystallographic data from the powder diffraction experiment for S1.

refined composition Re3As6.70(3)In0.30(3)

formula weight (g·mol−1) 1095.041
T (K) 300
wavelength (Å) 1.540598
space group Im−3m (No. 229)
cell dimensions, a (Å) 8.74231(6)
V (Å3) 668.157(14)
no. of formula units per cell 4
calculated density (g·cm−3) 10.88
2θ range (°) 17.00–85.01
Rp, Rwp, GOF 0.056, 0.077, 1.4
impurity phases (weight %) Re 2.0%, InAs 2.3%, In2O3 1.0%

composed of heavy elements, in which structural features favor

low thermal conductivity [2]. Attempts to improve the ZT value

have led to the investigation of various types of thermoelectrics

beyond the long-known lead and bismuth tellurides [3,4].

Among new candidates are the filled skutterudites [5,6], semi-

conducting clathrates [7], disordered materials such as Zn4Sb3

[8], and various inorganic and intermetallic compounds with

complex crystal structures [9,10]. Compounds with the Ir3Ge7

structure type, namely Mo3Sb5+δTe2−δ [11], Nb3Sb2Te5 [12]

and Re3As7−xGex [13], belong to the latter type of potential

thermoelectric materials and have recently shown promising ZT

values.

All members of the Ir3Ge7 family crystallize in the cubic space

group Im−3m and feature the M–M dumbbells inside the

Archimedean antiprism of the non-transition-element atoms.

The strong hybridization of the transition-metal d-orbitals with

the p-orbitals of a non-transition element may lead to the

opening of a band gap near the Fermi level [14]. As a result,

compounds with 55 valence electrons per formula unit (f.u.) ex-

hibit semiconductor-like behavior. The number of valence elec-

trons can be tuned through the solid-solution formation. For

instance, Mo3Sb5Te2 and Re3As6Ge adopt 55 e− per f.u. and

should be semiconductors according to the band structure calcu-

lations.  Their doped analogues,  Mo3Sb5.4Te1.6  and

Re3As6.4Ge0.6, display minor deviation from 55 e− per formula.

They behave as heavily doped semiconductors and possess the

ZT values of 0.8 at 1050 K and 0.3 at 700 K, respectively [13].

To expand the Ir3Ge7 family and search for new promising ther-

moelectrics, we investigated different ways of obtaining new

solid solutions based on Re3As7 or Mo3Sb7 compounds. In this

paper, we report on the synthesis of the Re3As7−xInx solid solu-

tion (x ≤ 0.5), its crystal and electronic structures, and its ther-

moelectric properties.

Experimental
Synthesis and analysis
Rhenium (–325 mesh, 99.99%, Alfa Aesar) and arsenic

(–70 mesh, 99.99%, Alfa Aesar) powders and indium ingots

(99.95%, Sigma Aldrich) were used as received. Phase purity of

the starting materials was checked by using the standard X-ray

diffraction technique, and in all cases no impurity phases were

found. To synthesize the title solid solution, stoichiometric

quantities of the starting elements were heated in evacuated

silica tubes at 1073 K for 7 days with further cooling to room

temperature in a shut off furnace. Firstly, the samples were

analyzed by means of X-ray powder diffraction using a Stoe

STADI-IP diffractometer with Cu Kα1 radiation (Ge monochro-

mator, λ = 1.540598 Å). To evaluate the lattice constants of the

Re3As7−xInx solid solution, all X-ray diffraction patterns were

recorded with Ge as an internal standard (a = 5.6576 Å). The

data were treated with the program package Stoe WinXPOW.

Secondly, the obtained samples were analyzed with a JSM

JEOL scanning electron microscope operated at 20 kV and

equipped with an EDX detection system INCA x-Sight. Both

point-spectra acquisition and element mapping were used to

investigate the elemental and phase composition of the samples.

Structure determination
The crystal structure was determined by the Rietveld method

from the X-ray powder diffraction data. For the sample with the

nominal composition Re3As6.6In0.4, hereafter sample S1, the

data were recorded with the Bruker D8 Advance diffractometer,

Cu Kα1 radiation (Ge monochromator, λ = 1.540598 Å). For the

Rietveld refinements we used the TOPAS software (version 4.2,

Bruker-AXS). The refinement enabled us to determine minor

quantities of three impurity phases (Table 1) that were taken

into account during the subsequent refinement. The atomic

parameters taken from the crystal structure of Re3As7 [15] were
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Table 2: Atomic coordinates and displacement parameters for S1.

site Wyck. x y z Biso (Å2) occupancy

Re 12e 0.3396(2) 0 0 0.60(3) 1Re
E1 12d 1/4 0 1/2 0.82(11) 0.90(1)As + 0.10(1)In
As2 16f 0.1662(2) 0.1662(2) 0.1662(2) 0.82(5) 1As

used as the starting model. The refinement showed that the

unique position of the rhenium atom was fully occupied. One of

the two positions of the arsenic atoms, namely, the 12d site,

showed a remarkably low atomic displacement parameter and

was subsequently refined as jointly occupied by indium

and arsenic. The refinement led to the composition

Re3As6.70(3)In0.30(3) in reasonable agreement with the starting

(synthetic) composition. Crystallographic details of the refine-

ment are shown in Table 1, and the atomic parameters are

shown in Table 2. Selected interatomic distances are listed in

Table 3.

Table 3: Selected interatomic distances for S1.

bond distance (Å)

Re–E1 × 4 2.597(1)
Re–As2 × 4 2.553(1)
Re–Re × 1 2.805(3)
As2–As2 × 1 2.539(5)
As2–As2 × 3 2.905(3)

Electronic-structure calculations
The FPLO (full potential local orbitals) code was utilized for

the electronic-structure calculations [16]. FPLO performs

density functional calculations with the local density approxi-

mation (LDA) for the exchange–correlation potential [17]. The

crystallographic data presented in Table 4 were used for the

calculations [15]. The integrations in the k space were

performed by an improved tetrahedron method [18] on a grid of

16 × 16 × 16 k points evenly spread in the first Brillouin zone.

Table 4: Re3As7 crystallographic data used for electronic-structure
calculations [15].

Space group Im−3m (No. 229), a = 8.7162(7) Å

site Wyck. x y z

Re 12e 0.3406(9) 0 0
As1 12d 1/4 0 1/2
As2 16f 0.1687(20) 0.1687(20) 0.1687(20)

Physical property measurements
For thermal transport measurements, the sample S1 was thor-

oughly ground and pressed at room temperature into a rectan-

gular pellet of dimensions 8 × 3 × 2 mm3. The density of S1

was estimated from the linear sizes of the pellet to be about

70% of the theoretical density. This pellet was used to measure

the electrical conductivity (σ), the Seebeck coefficient (S), and

the thermal conductivity (κ) in the temperature range of

77–300 K in a home-built setup. Resistance was determined

from the voltage drops by applying a four-probe method in

accordance with Ohm’s law, i.e., R = ΔV/I. The current (I) was

scanned in the range between 2.5 µA and 16 mA, and subse-

quently σ was calculated after measuring the length between the

contacts (L) according to σ = L/(AR), with the area A =

3 × 2 mm2. The Seebeck coefficient and thermal conductivity

were measured by using an internal standard to determine the

temperature difference in a custom-designed sample puck that

was plugged into the cold finger of a closed-cycle refrigerator.

All measurements were performed under dynamic vacuum.

For the magnetization measurements, powder samples of

Re3As7 and S1 were loaded into plastic capsules. Measure-

ments were performed with the VSM setup of Quantum Design

PPMS in external fields of 0.1, 0.5, 1, 2, and 5 T. To estimate

the diamagnetic contribution from the sample holder, an empty

capsule was measured under the same conditions.

Results and Discussion
Synthesis, sample characterization and
crystal structure
The synthesis of the Re3As7−xInx series with x = 0, 0.2, 0.4, 0.6,

0.8, and 1 from pure elements resulted in black powders that

were stable in air. The obtained samples were analyzed by

X-ray powder diffraction. All samples showed reflections of the

main phase of the Re3As7 type (space group Im−3m), together

with minor reflections of Re, InAs, and In2O3 admixtures, the

presence of which was also confirmed with EPMA (Figure 1).

In order to obtain single-phase samples, we tried to improve the

synthetic procedure, but neither increasing the annealing time

nor pressing the reactants into pellets led to phase-pure samples.

Some general trends should be noted. For the samples with

0 ≤ x ≤ 0.4, absolute intensities and, thus, quantities of admix-

tures remain constant, while for x > 0.5, quantities of Re and
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Figure 1: The plot of Rietveld refinement for the S1 sample. Experimental and difference curves, and positions of Bragg peaks are shown on the plot.
Marked with numbers: 1: Re3As6.70(3)In0.30(3); 2: Re; 3: InAs; 4: In2O3. Inset: SEM micrograph of S1 showing the distribution of secondary phases in
the microstructure (the most contaminated portion was chosen for showing all three admixtures).

Figure 2: Dependence of the Re3As7−xInx cubic-unit-cell parameter on
the nominal indium content. Esd’s are calculated from least-squares
fits of the powder data.

InAs start to increase. Additionally, we found by a linear inter-

polation that the unit cell parameter of the Re3As7−xInx solid

solution increases up to x = 0.5, and then remains constant at

higher x (Figure 2). All these facts suggest that the solid solu-

tion in question exists only for x ≤ 0.5. The outermost compos-

ition Re3As6.5In0.5 possesses exactly 55 valence electrons per

formula unit. As mentioned above, this electron concentration

should yield the semiconducting behavior for compounds with

Figure 3: Polyhedral view of the Re3As7−xInx crystal structure. Re is
shown as black spheres inside the polyhedra, E1: white spheres, and
As2: gray spheres at the vertices.

the Ir3Ge7 structure type. Thus, the indium substitution for

arsenic in Re3As7 could be used as a chemical modification to

control transport properties of this system.

The crystal structure of the solid solution was studied for the S1

sample by the Rietveld method from X-ray powder diffraction

data (Figure 1, Table 1 and Table 2). The title compound crys-

tallizes with the Ir3Ge7 crystal structure (Figure 3). This struc-
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ture can be described as being composed of rhenium-centered

square antiprisms of E atoms, ReE8 (E = As/In). Two square

antiprisms are linked by sharing a square face. These pairs form

the so-called Re2E12 barrels, the main building blocks of the

crystal structure. The barrels, oriented along the main crystallo-

graphic directions, form two interpenetrating 3D networks in

accordance with the body-centering and, thus, build up the

entire crystal structure.

The formation of the solid solution may be associated with a

chemical substitution on different crystallographic sites. There

are two sites forming the coordination polyhedra of E atoms in

the Ir3Ge7 structure type (Figure 4), and the substitution is

possible for both sites depending on the chemical nature of the

E elements. It is known from the literature that in the case of the

Ge for As substitution in the parent compound Re3As7, all Ge

atoms enter the As2 (16f) site [13]. In contrast, we have found

that when indium substitutes for arsenic in Re3As7, all indium

atoms are on the E1 (12d) site. The preference for the certain As

position depends on different aspects, including size, nuclear

charge, and number of valence electrons of the heteroatom. In

particular, there is an E–E single bond between atoms occu-

pying the 16f site, with a bond distance of 2.538(5) Å. Clearly,

indium does not favor such a short bond to arsenic and, there-

fore, avoids the occupation of this site.

Figure 4: Coordination polyhedra of E1 (left) and As2 (right) sites in
the crystal structure of Re3As7−xInx.

Electronic structure, magnetic and thermo-
electric properties
The computed density of states for Re3As7 is shown in

Figure 5. The Fermi level lies slightly above the gap of 0.8 eV

that separates the conduction band from the valence band. The

nonzero DOS at EF implies metallic behavior for the undoped

Re3As7. Additionally, the steep slope of the DOS curve near EF

should lead to a high Seebeck coefficient according to

S ~ 1/N∙∂N(EF)/∂E [19], provided that the system is made semi-

conducting by doping. Indeed, the absolute values of S for

Re3As6.4Ge0.6 exceed 150 µV·K−1 at high temperatures, thus

leading to high values of ZT [13].

Figure 5: Density-of-states curve for Re3As7. Re contribution: dashed
line, As1 and As2: light and dark gray lines, respectively.

In Re3As7, the calculated density of states at E = EF is

8.3 states/(eV·f.u.). For the solid solution Re3As6.7In0.3 (the

composition obtained from the Rietveld refinement of the X-ray

powder diffraction data, see Table 1), the DOS is reduced to

5.15 states/(eV·f.u.), given the rigid-band shift with the assump-

tion that Re3As7 possesses 56 valence electrons per f.u. and

Re3As6.7In0.3 55.4 electrons. Therefore, both compounds

should be metallic with a Pauli paramagnetic contribution to the

total susceptibility χ = χdia + χP, where χdia is core diamag-

netism, and χP = μB
2·N(EF), with μB being the Bohr magneton

[20]. The formula yields χP = 9 × 10−5 and 5.5 × 10−5 emu/mol

for Re3As7 and S1, respectively.

Experimentally, both Re3As7 and S1 show substantial diamag-

netism in the examined temperature range. However, the

susceptibility curves, Figure 6, lie above the level of core

diamagnetism χdia = −3.37 × 10−4 emu/mol, computed for a

combination of Re7+ and As(V) [21]. Therefore, both pure and

In-doped Re3As7 feature an additional paramagnetic contribu-

tion to the susceptibility. The experimental value of χP =

χ − χdia = 1.20(7) × 10−4 emu/mol for Re3As7 is reasonably

close to the one expected from the DOS at EF. However, the

calculation of χP substantially depends on the estimation

method of χdia, especially for a compound that cannot be

considered as ionic. For this reason, the calculated value of χP

may differ from the experimental one. The susceptibility of the

S1 slightly decreases upon cooling but starts increasing below

80 K. While the low-temperature upturn could be due to a small

number of paramagnetic impurities, the conspicuous increase in

χ above 80 K does not conform to the Pauli paramagnetism and

reflects deviations of S1 from a simple metal.
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Figure 7: Thermoelectric properties of the S1 sample as a function of temperature. Solid lines are drawn to guide the eye.

Figure 6: Magnetic susceptibility-versus-temperature plots for the
Re3As7 and S1 samples. The contribution of core diamagnetism is
shown as a dash-dotted line.

Figure 7 compiles the plots of the electric conductivity (σ),

Seebeck coefficient (S), thermal conductivity (κ), and ZT in the

temperature range of 77–300 K for S1. S is negative in this

temperature range, evidencing that the S1 is an n-type

conductor. However, the σ-versus-T behavior for the S1 sample

is neither metallic nor classically semiconducting, because σ

increases almost linearly with temperature. Thus, S1 can be

regarded as a bad metal or degenerate semiconductor, consid-

ering the possible presence of defects, such as vacancies in its

crystal structure, which was proposed earlier for Re3As7 [15].

In the Ir3Ge7 family, Re3As7−xGex exhibits n-type conductivity

[13], while Mo3Sb5+δTe2−δ is a p-type conductor [11]. The

obtained values of S for S1 are comparable with those for

Re3As6.4Ge0.6 and Mo3Sb5.4Te1.6: −49, −72, and +55 µV·K−1

at 300 K, respectively [11,13]. Moreover, the extent of the

substitution x in the Re3As7−xInx solid solution can be further

optimized, and possibly lead to larger values of S. Unfortu-

nately, the S1 displays considerably lower values of the elec-

trical conductivity compared to both Re3As7−xGex and

Re3As7−xSnx (0.1 ≤ x ≤ 0.6) [22]. For instance, the room-

temperature value of 1090 Ω−1·cm−1 for Re3As6.4Ge0.6 [13] is

about 3000 times larger than the observed value of

3.8 Ω−1 ·cm−1  for S1 .

The thermal conductivity of the sample S1 is quite low. Its

room-temperature value is 0.3 W·m−1·K−1, which is an order of

magnitude lower than for the Ge- and Sn-substituted com-

pounds. This may be caused by two factors: Firstly, it could be

attributed to the preference of indium atoms for only one pos-

ition within the crystal structure (increased structural

complexity); secondly, relatively low density of the sample

(about 70%) may diminish the thermal conductivity due to the

sample porosity. The total thermal conductivity is a sum of the

electronic (κe) and lattice (κL) parts. Taking into account

the rather low electrical conductivity and applying the
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Wiedemann–Franz relation κe = σLT, where L is the ideal

Lorentz number, we estimate that the electronic part of the total

thermal conductivity is negligibly small, and the observed value

is essentially the lattice contribution to the thermal conductivity.

Combining the electrical conductivity, Seebeck coefficient and

thermal conductivity, we calculate the temperature dependence

of ZT shown in Figure 7. ZT increases with temperature, and

reaches ZT = 0.0008 at room temperature, which is 30 times

lower than for Re3As7−xGex [13]. Given the compositional

width of the Re3As7−xInx solid solution and the low thermal

conductivity of the investigated sample, we note that the

optimum combination of S and σ for Re3As7−xInx is still to be

found.

Conclusion
Chemical modification of Re3As7 resulted in the formation of

the new Re3As7-based solid solution Re3As7−xInx (x ≤ 0.5) with

an Ir3Ge7 type of crystal structure. The indium for arsenic

substitution occurs exclusively on the 12d site, thus keeping

intact the As–As dumbbells with dAs–As = 2.538(5) Å. While

Re3As7 shows a Pauli paramagnetic contribution to the

magnetic susceptibility in line with the results of band-structure

calculations, the S1 sample behaves as a bad metal or heavily

doped semiconductor, with electrons being the dominant charge

carriers. This compound combines low thermal conductivity

with a relatively low electrical conductivity, and therefore, its

thermoelectric figure of merit ZT reaches only 0.0008 at room

temperature. Further optimization of the thermoelectric prop-

erties by varying the chemical composition of Re3As7−xInx is

proposed.
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Abstract
Based on chemically synthesized powders of FeGa3, CoGa3, as well as of a Fe0.75Co0.25Ga3 solid solution, thin films (typical thick-

ness 40 nm) were fabricated by flash evaporation onto various substrates held at ambient temperature. In this way, the chemical

composition of the powders could be transferred one-to-one to the films as demonstrated by Rutherford backscattering experiments.

The relatively low deposition temperature necessary for conserving the composition leads, however, to ‘X-ray amorphous’ film

structures with immediate consequences on their transport properties: A practically temperature-independent electrical resistivity of

ρ = 200 μΩ·cm for CoGa3 and an electrical resistivity of about 600 μΩ·cm with a small negative temperature dependence for

FeGa3. The observed values and temperature dependencies are typical of high-resistivity metallic glasses. This is especially

surprising in the case of FeGa3, which as crystalline bulk material exhibits a semiconducting behavior, though with a small gap of

0.3 eV. Also the thermoelectric performance complies with that of metallic glasses: Small negative Seebeck coefficients of the

order of −6 μV/K at 300 K with almost linear temperature dependence in the range 10 K ≤ T ≤ 300 K.

461

Introduction
Intermetallic compounds usually behave as metals. In some

cases, however, when a compound contains both, d- and

p-block metals, semiconducting behavior may emerge. The

number of such semiconducting intermetallic compounds is

quite limited. For instance, RuAl2 and RuGa2 with TiSi2 struc-

ture type [1], some Heusler alloys such as Fe2VAl [2], and

several intermetallics of FeGa3 structure type [3,4] are known to

be semiconductors, at least as bulk samples. The formation of

the band gap in the isostructural compounds FeGa3, RuGa3 and

RuIn3 originates from the hybridization of the narrow d-bands

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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of the transition metal (TM) with rather broad p-bands of the

group-III elements. In particular, such a hybridization also

produces sharp features in the electronic density of states (DOS)

close to the Fermi level, which are expected to be quite benefi-

cial for an enhanced thermoelectric response [5,6]; large

Seebeck coefficients of −350 μV/K [7] or even −563 μV/K [8]

at room temperature were reported for bulk FeGa3.

Recently, we found the existence of an unlimited solid solution

between the isostructural intermetallics FeGa3 and CoGa3 [9].

With an increasing cobalt content in the Fe1−xCoxGa3 solid

solution, the Fermi level shifts up to the conduction band and

crosses peaks of high electronic density of states, ultimately

leading to metallic and non-magnetic properties for CoGa3.

Thus, the composition of the solid solution x was found to

be a tool to control the number of electronic states at the Fermi

level N(EF) when the variation of N(EF) for different x was

established from the results of band structure calculations and

the nuclear quadrupole resonance (NQR) investigations of

the nuclear spin–lattice relaxation rate. In line with these results,

the Fe1−xCoxGa3 solid solution was found to behave as a metal

for x > 0.025. For smaller values of x the system remains

non-metallic, while the density of states at the Fermi level for

0 < x ≤ 0.025 increases drastically in comparison with pure

FeGa3. Such a sharp feature of N(EF) should lead to an appre-

ciable thermoelectric performance, which can be tuned by accu-

rate adjustment of the Co content.

Thus, having Fe1−xCoxGa3 solid solutions with tunable elec-

tronic properties available, the prospect of applications related

to miniaturized sensors or generators of electrical energy natu-

rally motivates to try and prepare corresponding thin films as

well. This aim, however, immediately poses the question as to

the most appropriate preparational method. Starting in the

present work with hot-pressed pellets of FeGa3 and CoGa3, as

well as of an Fe0.75Co0.25Ga3 solid solution, one faces the main

problem of picking a deposition technique which conserves

these starting chemical compositions. Previous experience

suggested applying pulsed laser deposition (PLD) for that

purpose. However, it turned out that the pressed targets were

not sufficiently stable but rather mechanically disintegrated

during the ablation process. Thus, alternatively, thermal grain-

by-grain evaporation from a powder source was applied leading

to an averaging of the chemical composition over the thickness

of the resulting films. In this way, stoichiometry changes due to

fractional evaporation can be avoided as will be discussed

below. Fractional evaporation and film disintegration is also a

critical topic in the context of the preparation at elevated sub-

strate temperatures or subsequent sample annealing in order to

improve film crystallinity. In the present study with its

emphasis on thermoelectric properties of the (TM)Ga3 films,

the related figure of merit [10] ZT = S2σT/λ (S: Seebeck coeffi-

cient, σ: electrical conductivity, λ: thermal conductivity, T:

Kelvin temperature) indicates that low thermal conductivities

may be of advantage in combination with reasonable high elec-

trical conductivities. While the Seebeck coefficient is mostly

dominated by asymmetric features of the electronic density of

states N(E) around EF, σ and λ are influenced by both, elec-

tronic properties like N(EF) and the crystalline disorder

effecting the corresponding transport mean-free-paths. As a

consequence, in the present work focus is put on strongly disor-

dered (TM)Ga3 films relaxing the above mentioned fractional

evaporation problem at elevated temperatures. Indeed, all

(TM)Ga3 films were evaporated onto substrates held at room

temperature without subsequent annealing delivering nanocrys-

talline or even amorphous samples.

Experimental
Synthesis of bulk specimens
Powders of iron (Acros Organics, 99%) and cobalt (Alfa Aesar,

99.8%), and gallium rods (Aldrich, 99.999%) were used as

received. Three specimens with chemical compositions FeGa3,

Fe0.75Co0.25Ga3, and CoGa3 were prepared by a standard

ampoule technique. For that, the starting materials with total

mass of 4 g in each case were sealed in quartz ampoules under a

vacuum of 10−2 torr. Ampoules were annealed in a program-

mable furnace at 500 °C for seven days. Thereafter, the

obtained powders were thoroughly ground in an agate mortar,

sealed in quartz ampoules and annealed in a furnace at 600 °C

for another seven days. The phase composition of the speci-

mens was analyzed through a standard X-ray technique using a

Stoe STADI-IP diffractometer with Cu Kα1 radiation (Ge

monochromator, λCu = 1.540598 Å). In all cases powder

diffraction patterns confirmed that single phase specimens were

obtained (not shown). Calculated lattice parameters for the

FeGa3, Fe0.75Co0.25Ga3, and CoGa3 are in good agreement with

previously reported values [8]. Resulting powders were pressed

into cylindrical pellets with a diameter of 10 mm and a height of

ca. 5–6 mm. These pellets and powders served as the starting

materials for the thin-film preparation.

Preparation of thin films
The films were prepared by flash evaporation [11] of the corres-

ponding FeGa3, Fe0.75Co0.25Ga3, or CoGa3 powder. For that

purpose, a rotating tube (inner diameter 3.5 mm) with an

internal thread transports the powder towards its end, where the

powder falls grain-by-grain onto an electrically heated tungsten

boat and evaporates. Each grain (typical diameter 10 μm)

contributes significantly less than a monolayer to the growing

film. Due to the statistically varying composition of the grains,

the resulting film stoichiometry is averaged over the film thick-

ness with the mean value corresponding to the composition of
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the starting powder. Film thicknesses in the range of 30–40 nm

were realized at small rates of typically 1 nm/min as indicated

by a quartz crystal monitor at a background pressure of

10−8 mbar with a cooling shield filled with liquid N2. For the

lateral patterning of the films evaporation was performed

through masks in contact with the substrates (c-cut sapphire or

glass) held at ambient temperature in all cases. In this way, film

stripes of 500 μm width and 1.6 mm length were obtained. In

the case of four-point resistance measurements performed

within a 4He-cryostat (in the range from 7 to 300 K by applying

a current of 10 μA), the films were deposited on previously

prepared gold contacts.

Structural and compositional characteriza-
tion of thin films
To extract structural information of the thin films deposited

onto sapphire substrates, X-ray diffraction measurements were

performed with a Panalytical X'Pert diffractometer (Cu Kα)

equipped with a silicon-based position-sensitive X'Celerator

detector. Information about the chemical composition of the

(TM)Ga3 films was obtained by Rutherford backscattering

spectroscopy (RBS) with 700 keV He2+ ions backscattered by

170° from samples deposited on silicon substrates. Simulating

the experimental RBS spectra by the freely accessible software

RUMP [12] delivers both, the chemical composition and the

thickness of the films. Surface-roughness data of the (TM)Ga3

films were obtained by applying height profilometry (Veeco

Dektak 150) and averaging along 200 μm long traces (needle

curvature 2.5 μm, contact force 50 mN).

Determination of thin film Seebeck coeffi-
cients
To determine the temperature-dependent Seebeck coefficients

S(T) of (TM)Ga3 films, in a first step the films were comple-

mented by strips of Pb to form (TM)Ga3/Pb-thermocouples

arranged on a thin (140 μm) glass substrate. Since S(T) values

for Pb are well documented in the literature [13], the corres-

ponding values for (TM)Ga3 films can be extracted from such

thermocouples. The glass substrate is bridging the gap between

the two parts of a split Cu sample holder, each half of which is

equipped with a heater and thermometer allowing the tempera-

ture to be controlled independently. Thus, while ramping up the

temperature of one half, the temperature of the other one is kept

constant. When the resulting temperature difference ΔT reaches

its maximum value ΔTmax, heating is reversed until, after

crossing ΔT = 0, the opposite maximum −ΔTmax is obtained. By

periodically repeating this cycle, the average temperature <T>

linearly increases while ΔT exhibits a sawtooth-like behavior,

which is closely followed by the corresponding sawtooth-curve

for the thermoelectric voltage signal ΔU. The slope ΔU/ΔT then

delivers the Seebeck coefficient S(<T>) assigned to the average

Figure 1: RBS spectra of FeGa3 (a) and CoGa3 (b) films deposited
onto Si substrates. RUMP simulations (solid lines) deliver a composi-
tion of FeGa3.2 with a thickness of 40 nm and a composition of CoGa3
with a thickness of 43 nm. Backscattering energies of Co, Ga and Si at
the sample surface are indicated by vertical marks. The displacement
of the Si edge of the substrate toward lower backscattering energies is
caused by the film thickness.

temperature. Performing these measurements within a 4He cryo-

stat allows the determination of S(T) values in the temperature

range between 7 K and 300 K. More experimental details about

the above procedure can be found in [14].

Results and Discussion
The first aim was to confirm the expectation that flash evapor-

ation of powders consisting of grains with chemical composi-

tions statistically fluctuating around an average value leads to

thin films with a stoichiometry reflecting this average. For this

purpose RBS experiments were performed and two examples of

FeGa3 (42 nm) and CoGa3 (47 nm) films on Si substrates, res-

pectively, are presented in Figure 1. The film thicknesses given

in brackets were determined by an in situ quartz crystal balance

during evaporation. The experimental data in Figure 1a and

Figure 1b are supplemented by RUMP simulations indicating a

composition FeGa3.2 with a film thickness of 40 nm and a com-

position CoGa3 with a film thickness of 43 nm. Given the
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typical RBS accuracy of 10%, in both cases the compositions

are close to the expected ones of the starting material. Similarly,

the thicknesses agree with those obtained from the quartz

balance within an error of 9%. Thus, the RBS data confirm that

flash evaporation of powders is an appropriate method to fabri-

cate thin films reflecting closely the average chemical composi-

tion of the starting material. On the other hand, since Fe and Co

are neighbors in the periodic table of the elements, their scat-

tering contrast is too small to allow their thorough distinction in

RBS. Thus, for Fe1−xCoxGa3 solid solutions a determination of

x by RBS was not possible.

Next, films prepared under identical conditions as those charac-

terized by RBS were analyzed by XRD. Quite surprisingly,

neither for FeGa3 nor CoGa3 any indication of Bragg peaks

could be detected. Even the careful comparison of the film

spectra to data of blank sapphire substrates tilted by 2° (to

suppress the Bragg peaks of the single crystal) in order to

provide a reference background did not reveal any significant

differences. Thus, one can conclude that the film structure

either is nanocrystalline with an average grain size below 4 nm

or it is even amorphous. The conjecture of extremely small

grains is supported by scanning electron microscopy (SEM)

images taken with a high resolution Hitachi S5200 system

(30 keV). Here, for all films completely featureless images were

obtained suggesting flat amorphous or nanocrystalline samples

with grains below the lateral SEM resolution of about 5 nm.

Flatness could be corroborated by stylus measurements

revealing a typical RMS averaged film roughness of 0.5 nm.

Thus, without explicitly distinguishing between nanocrystalline

and amorphous, it is clear that all films are highly disordered

with respect to their structure. This immediately poses the ques-

tion as to how such strong disorder affects electrical transport

properties like resistivity, ρ, and Seebeck coefficient, S. For

amorphous metals, often addressed also as metallic glasses, this

question has been analyzed experimentally as well as theoreti-

cally for quite some time revealing general trends as well as an

improved principal understanding [15-17]. Such a general trend

can be expressed by the empirical Mooij’s rule [18] stating that

there is a sign change of the temperature-coefficient of resis-

tivity (TCR) of metallic glasses from positive to negative values

around a resistivity of 150 µΩ·cm. Thus, around this value,

resistivities of metallic glasses are expected to be almost

temperature independent. The corresponding experimental data

for our present films are presented in Figure 2 for the tempera-

ture range 7 K ≤ T ≤ 300 K. Three features of these resistivity

results are immediately notable: 1) The absolute values for all

three films, CoGa3, Fe0.75Co0.25Ga3, and FeGa3, are extraordi-

narily high ρ ≥ 200 µΩ·cm. 2) The sequence of these high

ρ-values from 200 µΩ·cm for CoGa3 to more than 600 µΩ·cm

for FeGa3 with Fe0.75Co0.25Ga3 in between, but closer to

FeGa3, reflects the expectation from the corresponding behav-

ior of crystalline samples as mentioned in the introduction: A

metallic behavior for CoGa3 as opposed to a semiconducting

one for FeGa3, though with a small band-gap on the order of

0.25 eV [8]. 3) The TCR of the CoGa3 films is indeed practi-

cally zero while the samples with even higher resistivities ex-

hibit negative TCRs.

Figure 2: Electrical resistivity of FeGa3, CoGa3 and Fe0.75Co0.25Ga3
films as a function of temperature. The inset gives a magnified view of
the framed FeGa3 low temperature behavior together with a fit to ρ =
ρ0 + AT2 (A = −0.007 K−2).

All three features may help to distinguish between amorphous/

nanocrystalline metallic and semiconducting behavior. Most

importantly, in the case of FeGa3, a gap of 0.3 eV leads to a

resistivity of around 3·10−3 Ω·m at 300 K as corroborated

experimentally with crystalline bulk samples [8]. This value,

however, is larger by a factor of 500 than what is found for our

FeGa3 films. Furthermore, the observed negative TCR shows a

linear temperature-dependence rather than the Arrhenius behav-

ior expected for a semiconductor. Although at low tempera-

tures this may be masked by uncontrolled doping effects. But

even in such a case, the pronounced linear temperature-depend-

ence would appear as fortuitous. On the other hand, for the

family of high resistivity metallic glasses such a linear behavior

is characteristic: A more-or-less linear temperature dependence

is observed above about 150 K in all metallic glasses in this

family [19]. Even the T2-behavior ρ = ρ0 + AT2 (A < 0) at low

temperatures as it is additionally typical for this family of

metallic glasses [15] can be found here at T < 40 K (cf. inset of

Figure 2). Taken together, the data strongly suggest an interpre-

tation in terms of metallic glasses for all three types of films. In

case of FeGa3, however, such a conclusion demands that amor-

phization due to the applied film preparation method results in a



Beilstein J. Nanotechnol. 2013, 4, 461–466.

465

higher average density leading to metallic rather than semicon-

ducting properties. The electronic density of states at the Fermi

level N(EF) for amorphous FeGa3, on the other hand, should be

still well below the corresponding value for CoGa3 to account

for its higher resistivity.

The conclusion on the amorphous state of the presently

discussed films has immediate implications on their thermoelec-

tric behavior. First of all, the scattering of electrons is dominat-

ed by the static disorder rather than by phonons. As a conse-

quence, phonon drag effects, which usually are responsible for

strong non-linear temperature dependence of the Seebeck coef-

ficients S(T) below typically 100 K in crystalline samples, are

expected to be absent. Furthermore, with any ‘sharp’ features in

the electronic density of states smeared out by structural

disorder, the logarithmic derivative of electric conductivity σ

with respect to energy E taken at the Fermi energy EF,

(dln σ(E)/dln E)EF, should also lead to a smooth temperature

behavior. Thus, referring to the Mott formula for S(T) [16],

one expects an almost linear T-dependence of the second term

delivering the sign of S(T). Indeed, these expectations are

mostly confirmed by experiments including metallic glasses

containing transition metals with both signs being reported

[16,20]. In Figure 3 the S(T) results for our presently studied

films are presented. Again, the data comply with the above

expectations for amorphous metals: Smooth, almost linear

temperature behavior with no indication for phonon drag peaks

in the lower temperature range. Also the magnitude of the

S(300 K)-values ranging between 4 and 8 μV/K are typical of

high-resistance metallic glasses [16]. This clearly confirms the

idea of amorphous rather than nanocrystalline structures for

the films, especially when comparing these values with

corresponding data of crystalline bulk FeGa3 samples for which

much larger Seebeck coefficients of −350 μV/K [7] or even

−563 μV/K [8] at ambient temperature have been reported. Two

more details are interesting to note: 1) The negative signs of

S(T) within the observed temperature range of bulk and film

samples coincide, indicating a predominant electron transport

and 2) according to [20], substituting Fe by a concentration of

5 atom % Co in crystalline bulk samples leads to a transition

into a metallic state. Similarly, while 1 atom % Co was found to

enhance the magnitude of S(300 K) by a factor of two, this

enhancement is completely reduced down to the starting value

of FeGa3 by increasing the Co concentration to either 5 or even

10 atom % [21]. On the other hand, comparison to the present

film data shows that at 25 atom % Co the thermoelectric behav-

ior is already very close to that of pure CoGa3 supporting the

idea of a metallic glass in that case. Unfortunately, S(T) results

for crystalline bulk CoGa3 samples are not available to the best

of our knowledge, although because of the expected metallic

behavior of that system [9] small S(300 K)-values of only some

μV/K are likely. However, in crystalline samples a possibly

present phonon drag may give rise to more pronounced nonlin-

earities in the temperature dependence of the Seebeck coeffi-

cient. Thus, at this point we conclude that the thermoelectric

behavior of our films as presented in Figure 3 indicates an elec-

tron-dominated transport and that the data are consistent with

the assumption of a highly disordered glassy metallic structure.

Figure 3: Seebeck coefficients of FeGa3, CoGa3 and Fe0,75Co0,25Ga3
films deposited on thin glass substrates measured as a function of
temperature.

Conclusion
Based on a recently developed powder synthesis of FeGa3

and CoGa3 as well as an intermediate solid solution

(Fe0.75Co0.25)Ga3, flash evaporation onto various substrates

held at ambient temperature was applied for fabricating the

corresponding thin films. This method proved successful in reli-

ably transferring the powder stoichiometry one-to-one into the

film. Such a conservation of chemical composition, however,

can be obtained only at relatively low deposition temperatures.

As a consequence, films of all the above compositions were

found to be X-ray amorphous with no indications for the pres-

ence of crystallites larger than 5 nm. These new metallic glasses

displayed transport properties quite distinct from their crys-

talline counterparts. The most pronounced difference in this

respect is observed for FeGa3, which, in its crystalline state,

exhibits a semiconducting behavior, though with a small gap of

about 0.3 eV. Guided by the performance of standard group-IV

semiconductors like Si, which easily can be transformed into an

amorphous structure with still semiconducting properties, one

would expect amorphous FeGa3 to be semiconducting as well.

In marked contrast with that expectation, however, one finds in
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that case the behavior of a typical metallic glass: Much smaller

resistivity than what would be expected for a semiconductor

with a 0.3 eV gap and a linear rather than exponential tempera-

ture-dependence of the resistivity. Correspondingly, the

Seebeck coefficient S(300 K) is much lower than what is

expected for a semiconductor but well within the range typical

for metallic glasses. Thus, it appears that for semiconducting

intermetallic compounds formed due to the specific hybridiza-

tion effects between narrow d- and broad sp-bands, rather than

due to the formation of strong covalent bonds, structural

disorder completely removes the gap. Besides smearing out

small features in the electronic density of states, structural

disorder may also result in enhanced densities of samples with

an accompanying tendency towards the metallic state. As a

consequence, the possibility of tuning the electronic properties

by substituting Fe by Co in crystalline FeGa3 samples and, in

this way, shifting the Fermi energy into and out of peaked

features in the electronic density of states, is no longer avail-

able in the corresponding amorphous films. In the case of

CoGa3, however, we recently succeeded in transforming an

amorphous into a polycrystalline film by annealing at 300 °C

for one hour. Comparison to XRD powder data for crystalline

CoGa3 allowed to identify all significant Bragg peaks (13) in

the 2θ-range between 10 and 80° for the annealed sample,

although different intensity ratios indicate a preferential growth

in the (400)-direction. This recent result not only corroborates

the amorphous structure of the as-prepared CoGa3 films, but

also fosters hope that electronic fine tuning will be possible in

future.
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Abstract
Novel composite membranes for high temperature polymer-electrolyte fuel cells (HT-PEFC) based on a poly[oxy-3,3-bis(4′-benz-

imidazol-2″-ylphenyl)phtalide-5″(6″)-diyl] (PBI-O-PhT) polymer with small amounts of added Zr were prepared. It was shown in a

model reaction between zirconium acetylacetonate (Zr(acac)4) and benzimidazole (BI) that Zr-atoms are capable to form chemical

bonds with BI. Thus, Zr may be used as a crosslinking agent for PBI membranes. The obtained Zr/PBI-O-PhT composite

membranes were examined by means of SAXS, thermomechanical analysis (TMA), and were tested in operating fuel cells by

means of stationary voltammetry and impedance spectroscopy. The new membranes showed excellent stability in a 2000-hour fuel

cell (FC) durability test. The modification of the PBI-O-PhT films with Zr facilitated an increase of the phosphoric acid (PA)

uptake by the membranes, which resulted in an up to 2.5 times increased proton conductivity. The existence of an optimal amount

of Zr content in the modified PBI-O-PhT film was shown. Larger amounts of Zr lead to a lower PA doping level and a reduced

conductivity due to an excessively high degree of crosslinking.

481

Introduction
Polymer-electrolyte fuel cells (PEFC) based on polybenzimi-

dazole (PBI) membranes doped with phosphoric acid (PA) as an

electrolyte can be operated without any humidification of

reactant gases at an elevated temperature range, in which the

CO tolerance of the Pt catalyst becomes higher. This allows the

use of cheap hydrogen fuel, which was not thoroughly purified,

such as hydrogen produced by natural gas reforming, at the

place of consumption. On the way to commercialization, how-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:kondratenko@polly.phys.msu.ru
http://dx.doi.org/10.3762%2Fbjnano.4.57
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ever, this promising type of PEFC still faces several problems

concerning its long term stability and the overall efficiency

of electrode and membrane materials. These properties should

be further improved in order to make HT-PEFC economically

reasonable.

The proton conductivity of PBI membranes generally increases

with the PA doping level [1]. At the same time, higher PA

doping levels usually result in decreased mechanical strength,

which may lead to an increased crossover of reactant gases.

The design of an advanced membrane for HT-PEFC applica-

tions necessitates the finding of an appropriate compromise

between proton conductivity on the one hand and good mechan-

ical properties as well as low gas permeability on the other

hand.

Various PBI-based composites have been proposed in order to

achieve an optimal balance of these properties. In order to

enhance the mechanical strength, various polymers, such as

PTFE [2,3] or polymer sulfonic acids, which can form ionic

bonds with basic PBI (Nafion [4], SPEEK [5,6]), were proposed

as functional fillers for PBI membranes. Even carbon nanotubes

were impregnated into PBI matrices for a higher durability

[7,8]. In order to improve the conductivity, proton conductors

such as heteropolyacids (H3SiW12O40 (SiWA) [9-12],

H3PW12O40 (PWA) [12], Cs2.5H0.5PMo12O40 (CsPMoA) [13]),

lithium hydraziniumsulfate, LiN2H5SO4, (LiHzS) [14] and

Zr-containing compounds (zirconium pyrophosphate [15], zir-

conium tricarboxybutylphosphonate [16,17]) were introduced

into PBI membranes. According to the literature, researchers

generally use quite high amounts (10–50%) of modifying agents

when producing composite membranes. Such high amounts are

required to achieve an optimal structure of the functional filler

inside the PBI matrix, i.e., a well-developed proton-conducting

channel system if solid proton conductors are added, or a

durable polymer frame, e.g., for ionic crosslinking by polymer

sulfonic acids.

In the present work we propose an alternative approach to the

design of composite membranes based on PBI. We propose

adding a rather small number of zirconium atoms into PBI

matrices by means of Zr precursors (zirconium tetraacetate

(Zr(OAc)4) or zirconium acetylacetonate (Zr(acac)4)). Zirconi-

um atoms, which have a valence of four, exhibit coordination

numbers of up to nine and may form crosslinks between PBI

chains. In this way, they can improve the chemical and thermal

stability as well as the mechanical strength of a membrane. At

the same time, zirconium is able to form acidic phosphates with

intrinsic proton conductivity, and acts as a coordination centre

for PA, which improves the electrolyte binding in the matrix.

This should result in increased proton conductivity, and a more

effective transport and better acid retention in a membrane

during long-time operation. For the present paper we examined

the properties of composite membranes based on poly[oxy-3,3-

bis(4′-benzimidazol-2″-ylphenyl)phtalide-5″(6″)-diyl] (PBI-O-

PhT, chemical structure is shown in Figure 1 ) [18,19] with the

addition of small amounts of zirconium. Additionally, the

performance of HT-PEFC based on these composite membranes

is studied.

Figure 1: Chemical structure of poly[oxy-3,3-bis(4′-benzimidazol-2″-
ylphenyl)phtalide-5″(6″)-diyl] (PBI-O-PhT).

Experimental
Membrane preparation
PBI-O-PhT synthesis
Initially, 3,3',4,4'-tetraaminodiphenyl ether (0.461 g, 2 mmol)

and 4,4′-diphenylphtalidedicarboxylic acid (0.749 g, 2 mmol)

were mixed under dry argon flow with 3.8 mL of Eaton’s

reagent (P2O5:MeSO3H 9:1 wt.) in a three-neck flask equipped

with a mechanical stirrer and a heater with temperature control.

The mixture was stirred for 2 h at 80 °C, then for 1 h at 100 °C,

and finally 1 h at 120 °C. Then 0.57 g (4 mmol) of P2O5 was

added, and the reaction continued for a further 2 h at 120 °C.

Then the temperature was raised to 145–150 °C, and the reac-

tion continued for 2–5 h, until a dramatic increase in the

viscosity of the mixture was observed. After that, the mixture

was diluted with an equal volume of 85% H3PO4 and stirred to

obtain a homogenous solution. The latter was slowly poured

into water and dispersed, then filtered, washed with water

until pH 7, treated with methanol for extraction of residuals

in a Soxhlet extractor, and dried in vacuum for 5 h at 100 °C.

The chemical structure of the product was confirmed by
1H NMR and IR spectra, and elemental analysis. The intrinsic

viscosity, [η], measured in N-methylpyrrolidone (NMP) at

25 °C was 2.02 dL/g.

Film casting and crosslinking
Standard procedure: Polymer films were cast from a 10%

polymer solution in NMP on glass plates heated at 60–80 °C.

After solvent evaporation (8–12 h), the films were heated in

vacuum at 160 °C for 2 h for additional drying, put in hot water

to extract any residuals, then placed in 2% H2SO4 for 24 h at

room temperature, and then heated in an oven with air circula-
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tion for 1 h at 350 °C for the three-dimensional crosslinking of

polymer chains.

Zr-procedure: Zr(IV) acetylacetonate (Zr(acac)4) or Zr(IV)

tetraacetate (Zr(OAc)4) were dissolved in NMP and added to

the polymer solution in corresponding quantities before casting.

The subsequent procedure was the same as the standard one

except for the step of immersing the films in 2% H2SO4.

Doping with PA: In order to obtain the membrane material, the

cross-linked films were doped with 77% PA at 60 °C for three

days. The resulting membrane thickness was about 50 μm.

Before assembling the fuel cells, the membranes were stored in

85% PA at room temperature. In total, four series of membranes

were prepared and tested: (1) Non modified PBI-O-PhT

standard (reference membrane), (2) PBI-O-PhT modified by

adding 0.75 wt % Zr(acac)4, (3) PBI-O-PhT modified by adding

2 wt % Zr(acac)4, and (4) PBI-O-PhT modified by adding

0.75 wt % Zr(OAc)4.

SAXS
High resolution small-angle diffraction patterns of PBI-O-PhT

and Zr/PBI-O-PhT composite membranes doped with PA were

recorded with a SAXS- and WAXS camera S3-Micropix,

manufactured by Hecus (Cu Kα, λ = 1.542 Å). Two detectors

were used: a two-dimensional Pilatus 100K and a linear pos-

ition-sensitive-detector PSD 50M operating at a pressure of

8 bar Ar/Me. A Xenocs Genix generator supplied the high-

voltage (50 kV) and the current (1mA) for the detectors. Fox 3D

vacuum optics were used to shape the X-ray beam, and the slits

in the Kratky collimator were set to 0.1 and 0.2 mm, respective-

ly. The angular scale was between 0.003 Å−1 and 1.9 Å−1.

In order to eliminate the influence of air, the X-ray optics

system and the camera were evacuated to a pressure of

(2–3) × 10−2 mmHg. The exposition time was varied from 600

to 5000 s.

FT-IR
Because the loading of Zr precursors in the composite

membranes is very low, no noticeable changes in the FT-IR

spectra of composite and reference samples could be observed.

Hence, in order to confirm the active role of zirconium in the

PBI-O-PhT crosslinking process we studied a model reaction of

benzimidazole (BI) with Zr(acac)4 in a melt in the temperature

range of 320–350 °C, which was also applied for heating the

films. As a result of this interaction, a dark brown non-melting

insoluble product of polymeric nature is formed. A mixture of

BI with Zr(acac)4 (4:1 molar ratio) and the reaction product,

which occurred after heating this mixture up to 320–350 °C,

were pressed into KBr pellets, and FT-IR spectra were taken by

using a Nicolet Magna-IR-750 spectrometer.

TMA
Thermomechanical analysis of the composite membranes doped

with PA was conducted by using a Netzsch TMA 202 instru-

ment. Five heating/cooling cycles from 40 to 190 °C in air and

under a constant load of 0.05 N were performed for each mem-

brane sample.

Fuel cell testing
Fuel cell assembly
Cells with an active area of 5 cm2 were assembled. Gas diffu-

sion electrodes containing 1 mg·cm−2 Pt (Pt/C ratio = 40%)

were taken from a commercial membrane–electrode assembly

(MEA) Celtec P1000 (BASF). In our experience, they

have a rather reproducible performance. Therefore, we used

them in order to ensure the most reliable comparison of

different membranes in operating fuel cells. Membranes were

prepared according to the procedure described above. The

membrane–electrode assemblies (MEAs) were assembled with

fuel cell hardware units (Arbin Instruments) including bipolar

graphite plates with a reagent supply system and current

collectors.

Break-in
After assembly the fuel cells were heated up to 160 °C and

operated at a constant current density of 0.4 A·cm−2 for a 50

hour break-in. Pure hydrogen and air were supplied separately

to the anode and cathode electrodes, respectively, without any

humidification or excessive pressure. The gas flows were

controlled by Bronkhorst El-Flow mass-flow controllers, which

used an RS-232 interface. During the electrochemical measure-

ments the air flow on the cathode was kept at a rather high

value of 200 mL·min−1 (corresponding to a stoichiometry of

about 6 for a current density j = 0.4 A·cm−2) to minimize the

oxygen-transport limitations [19].

Steady state polarization curves
All electrochemical measurements were performed by the use

of an Autolab PGSTAT 302 (Eco Chemie) potentiostat/

galvanostat with a built-in frequency response analyser module

FRA 2. Steady state galvanostatic polarization curves were

measured in a current density range from 0 to 0.4 A·cm−2 at

160 °C. The current step was 2 mA·cm−2. After setting each

current value the system was allowed to reach a steady state for

about 10 s before measuring the voltage.

Impedance measurements
The impedance of the fuel cells with membranes of different

types was measured in a galvanostatic mode at frequencies from

100 kHz to 0.1 Hz for ten different current density values (from

0.04 to 0.40 A·cm−2). The magnitude of the current perturba-

tion was 2 mA·cm−2. After setting each direct-current density
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Figure 3: Small angle X-ray scattering results for the different types of composites and the reference membrane.

Figure 2: Equivalent circuit with a transmission line for modelling the
impedance response of the active layers.

value, the system was allowed to reach a steady state for 10 min

before taking the frequency scan. An equivalent circuit with a

transmission line of n repeating units (Figure 2) was used for

fitting the impedance data. Such an approach allows accounting

for a distributed structure of active layers (AL) and is described

in detail in our previous paper [19]. Each repeating unit with

index i stands for a thin sublayer of the AL and models the

following processes: charge-transfer during the oxygen reduc-

tion reaction, double layer charging and ohmic losses due to

finite proton conductivity of the AL. The following parameters

were obtained as a result of the impedance spectra approxima-

tion: the undistributed ohmic resistance of a cell, Rm, (mainly

membrane resistance); the distributed resistance of proton trans-

port in the cathode AL, Rel; the charge transfer resistance, Rct;

and the double layer capacitance, C (Figure 2). Fitting of the

impedance spectra was performed by means of the Zview

modelling software using the DX-6 distributed element for the

transmission line with n repeating units. In order to define the

membrane resistances more accurately, the resistance of the test

cell itself (including the resistance of current collecting plates,

contacts and wires) was subtracted from the undistributed

ohmic resistance, Rm, obtained from the impedance data. In

order to determine the resistance of the test cell we measured

the resistance of the cell assembled without a membrane and

with direct contact between the electrodes. The value of this

resistance was 4.7 mΩ.

Hydrogen crossover-current measurements
For hydrogen crossover-current measurements, the cathode was

fed with pure nitrogen, and pure hydrogen was supplied to the

anode. The dry gases were supplied at an ambient pressure at

flow rates of 50 mL·min−1. After several minutes the open-

circuit voltage reached its steady-state value of about 120 mV.

Then the voltage was swept slowly (1 mV·s−1) to 500 mV and

the resulting current of hydrogen oxidation was recorded. A

similar technique of hydrogen crossover-current measurements

is described in [20,21].

2000 hour durability test
PBI-O-PhT modified by adding 0.75 wt % Zr(acac)4 and a non-

modified PBI-O-PhT reference membrane were tested in fuel

cells operating at 160 °C at a constant current density of

0.4 A·cm−2 for 2000 h. Hydrogen and air flows were the same

as described above.

Results and Discussion
X-ray scattering data presented in Figure 3 indicate that the

composite membranes have a uniform amorphous structure.

Compared to the non-composite reference sample there are no

noticeable differences. Similar SAXS patterns for PBI films

have also been reported by Kannan et al. [8]. Only an amorph-

ous halo without any scattering peaks is observed in the region
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Figure 4: FT-IR spectra of a mixture of BI with Zr(acac)4 (4:1 molar ratio, upper spectrum) and of the product of the reaction occurring after heating of
this mixture to 320–350 °C (lower spectrum).

between 20 and 30° (2θ) for all samples of the series. The

absence of any noticeable structural changes in the composite

membranes is quite expectable since we added only very small

amounts of Zr compounds. According to the obtained data,

Zr-based crystallites are not formed (the samples are amorph-

ous), so that Zr atoms should be uniformly distributed inside the

PBI-O-PhT films. Slight differences of the intensity of the

scattered radiation above 25° are observed for membranes with

different amounts of the Zr precursor. Membranes with higher

Zr amounts (2 wt % Zr(acac)4) and the reference membrane

have stronger structure correlations with a characteristic length

of approximately 7 Å in comparison to membranes with lower

Zr amounts (0.75 wt % Zr(acac)4 or Zr(OAc)4). This is prob-

ably explained by the different number of crosslinks, which is

higher between polymer chains of the reference membrane and

the membranes with 2 % Zr(acac)4 loadings than between

polymer chains of the membranes with 0.75 % Zr precursors

loadings.

In order to prove the active role of zirconium compounds in the

PBI-O-PhT crosslinking process we studied a model reaction of

benzimidazole (BI) with Zr(acac)4. FT-IR spectra of a mixture

of BI with Zr(acac)4, and of the product of the reaction occur-

ring after heating this mixture to 320–350 °C, are presented in

Figure 4. The spectrum of the mixture after heating dramatic-

ally differs from the initial one. One can observe a noticeable

shift and widening of the absorption peaks of the BI aromatic

system at 1590, 1530, 1409, 1246 cm−1, and an appearance of

several new strong broad peaks at 1561, 1452, 617, 473 cm−1,

which can be attributed to the formation of both chemical and

coordination bonds of zirconium with BI. According to this data

one can conclude that the PBI-O-PhT macromolecules inside

the membranes, which have been modified by adding Zr(acac)4

or Zr(OAc)4 and subsequent heating, are crosslinked by zirconi-

um. It is noteworthy, that pristine non-crosslinked PBI-O-PhT

films dissolve in PA. Adding small amounts of Zr makes the

films stable and insoluble in PA even at 180 °C.

A possible mechanism of the crosslinking process of PBI by

Zr(acac)4 and further doping with PA is shown in Figure 5. Due

to lability of the N–Zr bonds in the excess of PA, one can

expect a dynamical behaviour of the Zr-crosslinks. We suggest

that zirconium is forming chemical bonds not only with PBI-O-

PhT macromolecules but also with PA molecules after the

doping procedure, as shown in the right part of Figure 5. Since

the coordination number of zirconium ranges from six to nine,

one can also expect coordination bonds of Zr atoms with several

PA molecules (not shown in Figure 5). Due to the dynamic

nature of the Zr-crosslinks and the coordination bonds of Zr

with PA, the composite Zr/PBI-O-PhT membranes should show

higher PA doping levels in comparison to the reference PBI-O-

PhT membrane with stiff sulfuric crosslinks [18,19]. This

increased acid uptake of the composite membranes is observed

experimentally, and the results are presented in Table 1.
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Figure 5: Possible mechanism of the crosslinking process of PBI by Zr(acac)4 and further doping with PA.

Table 1: Equilibrium phosphoric acid (PA) doping levels for composite
PBI-O-PhT membranes.

membrane type equilibrium PA
doping level

reference membrane (pristine
sulfuric-crosslinked PBI-O-PhT)

380%

PBI-O-PhT + 0.75 wt % Zr(acac)4 430%
PBI-O-PhT + 0.75 wt % Zr(OAc)4 430%
PBI-O-PhT + 2 wt % Zr(acac)4 400%

From Table 1 one can see that the transition from stiff sulfuric

crosslinks in the reference PBI-O-PhT membrane (for compari-

son here we used pristine PBI-O-PhT membranes, thermally

crosslinked in the presence of sulfuric acid as described in [18])

to dynamic crosslinks of PBI-O-PhT chains by zirconium

resulted in a raise of acid uptake from 380 to 430% for samples

with 0.75 wt % Zr precursor loading. An increase of this

loading to 2 wt % leads to a lower acid uptake of 400% which

can be explained by an excessive degree of crosslinking.

The strong tendency of Zr-atoms to coordinate atoms of both

PBI chains and PA is rather fortunate not only from the view-

point of enhanced mechanical properties of the composite, but

also due to the expected improved ability to retain the liquid

electrolyte. Indeed, in a typical PBI material suitable proton

conductivity is achieved only at a doping level of several phos-

phoric acid molecules per PBI monomer unit. Only one PA

molecule is really bound to the protonated N-atom, the other

molecules are retained by hydrogen bonds. This acid–base

bonding requires an immobilized proton to be excluded from

the proton transport. In contrast, the direct coordination bonding

between Zr and the O-atom of a PA molecule spares the corres-

ponding proton for proton transport, but the additional contribu-

tion to hydrogen bonding for electrolyte molecules in the matrix

is still achieved.

Composite membranes with Zr-crosslinks show a high acid

uptake and, at the same time, demonstrate excellent mechanical

stability in a temperature range of 20–190 °C, which is con-

firmed by TMA results presented in Figure 6 and Figure 7. The

thermal expansion under constant load is smooth and can be

reproduced well for several repeated heating/cooling cycles for

all samples (Figure 6). The thermal expansion coefficient calcu-

lated from TMA data as presented in Figure 7 is positive and

has similar values for the reference samples and the composites

with 0.75 wt % loading of Zr precursors. Composite membranes

with 2 wt % Zr(acac)4 have a higher crosslinking degree

resulting in a higher stiffness and a higher thermal expansion

coefficient (Figure 7).

Fuel cells with all types of the Zr/PBI-O-PhT composite

membranes demonstrate an enhanced performance in compari-

son to the pristine reference PBI-O-PhT membrane (Figure 8).

High open-circuit voltages of about 900–930 mV indicate a low

hydrogen permeability. Indeed, the measured hydrogen cross-

over-currents (Figure 9) are about 3 mA·cm−2 for all samples of

the membranes. This is lower than the 4–5 mA·cm−2 reported

by Neyerlin et al. [20] for PBI membranes from a commercial

Celtec P-1000 MEA (BASF). Polarisation curves of fuel cells

with different composite membranes demonstrate a similar

behaviour. More detailed analysis has been performed by means

of EIS by using an equivalent circuit with a transmission line

for the approximation of impedance spectra.

According to the impedance data, using zirconium as a cross-

linking agent allows to achieve a significantly reduced mem-

brane resistance in comparison to the non-modified reference
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Figure 6: Change of the relative membrane thickness in a series of five consecutive heating/cooling cycles. The temperature change is given by the
dotted line.

Figure 7: Thermal expansion coefficients of the composite membranes.

sample (Figure 10). The membrane thickness is virtually

identical for all samples (about 50 μm). That means that the

conductivity of the composite membranes is noticeably higher

(about 0.04 S·cm−1, 0.07 S·cm−1, and 0.1 S·cm−1 at 160 °C for

the pristine crosslinked PBI-O-PhT reference membrane, for

PBI-O-PhT with 2 wt % Zr(acac)4 and for PBI-O-PhT with

0.75 wt % Zr(acac)4 or Zr(OAc)4 loading, respectively). The

increase of the conductivity is because of the higher uptake of

PA by the composite Zr/PBI-O-PhT film. It can be explained by

the dynamic nature of the zirconium crosslinks between the

macromolecules and the ability of zirconium to form acidic

phosphates and act as a coordination centre for PA. As shown in

Table 1, the PA uptake of a membrane decreases with an

increasing degree of crosslinking, so the observed resistance of

membranes with 2 wt % Zr precursor loading is higher than for

membranes with 0.75 wt % loading.

According to data presented in Figure 11, the distributed resist-

ances of the cathode AL are also lower in fuel cells with com-

posite membranes containing Zr. This beahvior is expected.
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Figure 8: Performance of fuel cells based on PBI membranes of different types. Air is used as an oxidant, T = 160 °C.

Figure 9: Oxidation current of hydrogen diffusing through the mem-
brane for PBI-O-PhT with 0.75 wt % Zr(OAc)4. H2/N2 operation,
T = 160 °C.

Since the composite films take up more PA they should release

more PA into the AL of the electrodes during the break-in of the

fuel cell. According to our previous study [19] the amount of

acid inside the AL has a significant influence on the distributed

resistance: the higher the content of PA electrolyte in the elec-

trode AL, the lower their resistance. This way the observed

active-layer resistance values correlate with the equilibrium

acid-doping level of the membranes presented in Table 1.

The dependence of the acid content in the electrode AL on the

equilibrium doping-level of the membranes is also confirmed by

the double-layer capacitance data presented in Figure 12. The

capacitance values, which can be measured by means of imped-

ance spectroscopy, depend on the boundary area between the

proton- (PA) and electron- (Pt and carbon support) conducting

phases and serve as a good indicator of the acid content in the

AL [22,23]. The data in Figure 12 indicate that membranes with

0.75 wt % Zr(acac)4 release the highest amount of acid into the

AL. The lowest amount of PA is in the AL of cells with the

pristine reference membranes, which is in good agreement with

AL resistance data (Figure 11). It is interesting that the cells

with composite membranes modified by adding 0.75 wt %

Zr(OAc)4 have lower double layer capacitance values in com-

parison to the cells with PBI-O-PhT membranes modified by

adding the same amount (0.75 wt %) of Zr(acac)4. That means

that membranes for which Zr(OAc)4 was used as a Zr precursor

release less PA into the electrodes than membranes with the

same loading of Zr(acac)4. At the same time, these membranes

contain the same quite high amount of PA (430%, see Table 1).

The enhanced acid-retaining properties of PBI-O-PhT +

Zr(OAc)4-membranes may be explained by the hydrolysis of

Zr(OAc)4 by water vapour present in the air during the film-

casting process. This could result in the formation of a Zr oxide

film at the surface of the membrane, and the oxide film may

prevent acid from leaching out of the membrane. The fact

that the acid retention properties of the PBI membranes depend

on the type of Zr precursor is unexpected and needs further

investigation.

According to [23] one cannot distinguish charge- and mass-

transfer processes from a single impedance spectrum of
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Figure 10: Membrane resistances as functions of the current density for fuel cells with different PBI membranes. T = 160 °C.

Figure 11: Distributed cathode active layer resistances as functions of current density for fuel cells with different PBI membranes. T = 160 °C.

HT-PEFC since they have similar relaxation times. Thus, the

polarization resistances presented in Figure 13 account for both

charge- and mass-transfer contributions. Since the electrodes in

all FC tests are the same, the differences of the polarization

resistance are mainly due to the redistribution of PA inside the

MEA and the variation of the PA amount inside the electrode

AL. An increase of this amount leads to a flooding of the AL

pores and a less effective oxygen transport, which results in

higher polarization-resistance values. Thus, the highest resist-

ance is observed for FC with PBI-O-PhT membranes modified
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Figure 12: The double layer capacitance as a function of the current density for fuel cells with different PBI membranes (T = 160 °C). A higher capa-
citance indicates a higher area of interphase boundary (PA/Pt and C), which depends on the amount of PA in the active layer.

Figure 13: Polarization resistance (the sum of charge-transfer and mass-transfer resistances) as a function of the current density for fuel cells with
different PBI membranes (T = 160 °C). Higher resistances indicate a lower oxygen transport in the active layer because of a higher acid content in AL.

with 0.75 wt % Zr(acac)4, which release large amounts of acid

in the AL. The PBI-O-PhT films with 0.75 wt % Zr(OAc)4

release lower amounts of PA, and so the polarization resistance

for FC based on these membranes is lower. Yet the lowest po-

larization resistance is observed for FC with the pristine refer-

ence membrane since it contains and releases the lowest amount

of liquid electrolyte. It is noteworthy, that the comparative

analysis of the acid content of the AL by using polarization-

resistance measurements is in good agreement with AL-resist-

ance and double-layer capacitance data.
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Figure 14: 2000-hour stability test of a composite PBI-O-PhT + 0.75 wt % Zr(acac)4 membrane and the reference membrane in an operating fuel cell.
H2/air, T = 160 °C, current density 0.4 A·cm−2.

According to the impedance data, PBI-O-PhT membranes

modified by adding an amont of 0.75 wt % Zr precursor are

good candidates for FC applications. In order to check their

durability and overall chemical and thermal stability the

membranes were tested in operating fuel cells for 2000 h

(Figure 14). An increase in performance of about 15–20 mV

due to the redistribution of PA inside the MEA and the forma-

tion of the effective boundary between the three phases (elec-

tron and proton conducting phases and gas phase) is observed

during the first 1000 h. This relaxation time is noticeably higher

than the typical time of about 100 hours reported in the litera-

ture as a suitable break-in period of HT-PEFC [24]. This may

be attributed to the high PA amount in the composite mem-

brane. The characteristic 1000 h may be the time needed to

remove excessive acid from the AL of the electrodes. It is worth

noticing that after the first thousand hours of operation, the

performance of the FC with composite membranes is stable and

at the same time higher than that of the pristine-membrane

reference sample.

Conclusion
Adding small amounts (0.5–2.0 wt %) of zirconium precursors

(Zr(acac)4 or Zr(OAc)4) into PBI-O-PhT films and subsequent

heating allows to produce composite membranes with thermally

and chemically stable zirconium crosslinks. The membranes

become insoluble in PA and may be used in fuel cells without

any additional crosslinking. After PA doping, due to the

expected dynamic nature of Zr-crosslinks, these novel compos-

ite membranes demonstrate an enhanced PA uptake providing

improved proton conductivity and at the same time exhibit a

favourable thermal and mechanical stability. The acid-retention

ability of the composite membranes is also improved but

depends on the type of the Zr precursor. The films modified

with Zr(OAc)4 keep acid more strongly than films modified

with the same amounts of Zr(acac)4. It is possible to manage the

acid redistribution inside the MEA by varying the amount of the

Zr precursor: the higher the Zr content, the better the acid-reten-

tion properties. The existence of an optimal Zr content in a PBI-

O-PhT film was shown. Larger amounts of Zr lead to a

lowering of the PA doping level and a lower conductivity due to

a higher degree of crosslinking.
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Abstract
The development of new types of light sources is necessary in order to meet the growing demands of consumers and to ensure an

efficient use of energy. The cathodoluminescence process is still under-exploited for light generation because of the lack of cath-

odes suitable for the energy-efficient production of electron beams and appropriate phosphor materials. In this paper we propose a

nano-graphite film material as a highly efficient cold cathode, which is able to produce high intensity electron beams without

energy consumption. The nano-graphite film material was produced by using chemical vapor deposition techniques. Prototypes of

cathodoluminescent lamp devices with a construction optimized for the usage of nano-graphite cold cathodes were developed,

manufactured and tested. The results indicate prospective advantages of this type of lamp and the possibility to provide advanced

power efficiency as well as enhanced spectral and other characteristics.

493

Introduction
The fundamental importance of light in our lives cannot be

overstated. The sun is the only natural source of light emission

with appropriate intensity. This is the driving force for the elab-

oration of artificial light sources. The demand on artificial

lighting increases constantly and will continue to increase in the

future. The conversion of electric energy is the most practical

way for light generation and it is currently used in incandescent

bulbs, gas discharge, and electroluminescent lamps of various

designs, shapes, input and output power. Additionally, a photo-

luminescent process is used to convert blue or ultraviolet radia-

tion, produced by gas discharge or by electroluminescence, to

white light. Unfortunately, because of the fundamental princi-

ples of nature, the energy efficient generation of light requires

the usage of extremely toxic materials (mercury, heavy metals

and others). This leads to the necessity of expensive and labo-

rious efforts to dispose of the mercury-based fluorescent

devices and the semiconductor-based light emitting diode

(LED) lamps (see, e.g., [1,2]). Moreover, the spectral character-

istics of the light produced by these fluorescent and LED lamps

are often not perceived as pleasing in contrast to incandescent

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:obraz@polly.phys.msu.ru
http://dx.doi.org/10.3762%2Fbjnano.4.58
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Figure 1: Experimental setup with a pencil as a graphite cathode and a glass plate with a conductive ITO layer, covered by a CL phosphor as an
anode (A); FE image on the anode screen (bright spots), resulted from impingement of electrons at the anode, emitted from the tip of the pencil
cathode (B); optical micrograph of the pencil cathode apex (C).

lamps. But incandescent bulbs convert only 5% of the con-

sumed energy into light and are thus considered as ineffective.

The other 95% of the energy are transformed into heat, which

cannot be considered as waste in many countries where elec-

tricity is used for house heating practically every day. In the

“energy efficient” fluorescent and LED lamps the energy

conversion ratio is about 10%, so that there is a decrease of

energy loss on heating only from 95 to 90%. At the same time,

production costs for these lamps, i.e. consumption and waste of

energy at the production plant, are many times higher compared

to the production costs of incandescent bulbs.

Thus, the development of new types of light sources is neces-

sary to provide better energy efficiency, spectral characteristics,

and other properties desired by the consumer. The process of

cathodoluminescence (CL), which is potentially able to provide

a conversion of up to 35% [3] (or more for nanostructured phos-

phors [4]) of the energy of the excited electron into radiation, is

therefore attractive for light generation [5]. The most suitable

source of electrons is the field emission (FE) cathode [5],

allowing to exploit the FE effect for the creation of CL light

emitting lamps. Cathodes of this type (also called "cold cath-

odes") are capable of generating intense electron beams virtu-

ally without any energy consumption because of the quantum

tunneling nature of the FE effect [6]. Individual field emitters

are required to have a needle- or blade-shape with a high aspect

ratio in order to provide a sufficient intensity of the electric

field at moderate voltages. Multi-emitter cathodes are neces-

sary to achieve a reasonable total intensity of electron beams,

because the current from a single emitter is limited due to its

small emission surface area. To prevent field shielding the indi-

vidual emitters, composing flat multi-emitter FE cathodes, must

be separated from each other by a distance a few times larger

than the height of the emitters [7,8]. To survive under the action

of the extremely strong electric field, FE cathodes must be

made from rather strong materials – hard metals, or selected

semiconductors. From this point of view graphite-like materials,

having the strongest interatomic interaction, are attractive for

the FE cathode production. In this paper we describe the

production technique and the electron field emission (FE) char-

acteristics of nano-graphite films (NGF) and prototypes of CL

lamps with NGF cold cathodes.

Results and Discussion
A simple demonstration of the FE abilities of graphite is

presented in the experimental setup shown in Figure 1A, with

the cathode made of a usual pencil (see details about the experi-

mental techniques below). The field emission of electrons was

observed from the apex of the pencil at a voltage in the range of

2 to 5 kV, applied between the pencil core and the transparent

anode. The anode was constructed of a glass plate with a

conductive indium tin oxide (ITO) layer and covered by a CL

phosphor. The bright spots in Figure 1B indicate the impinge-

ment of emitted electrons with the CL anode and demonstrate

the presence of a few emission sites on the pencil tip. Figure 1C

shows an optical micrograph of the tip. A typical field emission

current vs voltage dependence is presented in Figure 2. It

demonstrates a rather high density of the obtained electron

beam (up to 400 mA/cm2) according to our estimation.

However, the observed emission was very unstable in time with

blinking and moving spots in the FE image and with a variation

of the FE current. The averaged total value of the field emis-

sion current at constant applied voltage significantly decreased

with time within a few minutes. Black traces were observed on

the anode screen after these measurements. This demonstrates

the process of the deposition of material from the pencil core,

degraded under the action of the electric field.

These results are quite similar to other materials with a graphitic

type of atomic bonding: carbon fibers [9], glassy carbon [10],
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Figure 3: Typical SEM images of NGF material taken with different magnifications: overview of the mesoporous structure of the film (A) and a frag-
ment of a flake transparent for secondary electrons taken with a higher resolution (B).

Figure 2: Typical FE current vs voltage dependence measured from
the pencil tip.

graphite [11], and carbon nanotubes [12]. The low threshold

voltage and the intensive emission properties, which are usually

observed for these materials, result from the high aspect ratio of

emission sites, which are located on the edges of the graphene

monoatomic layers. The low stability of the FE process is stems

from the weak interaction between these atomic layers, which

lead to their splitting and detachment under the action of the

strong electric field. This problem is essentially eliminated in

mesoporous nano-graphite film (NGF) material obtained by

chemical vapor deposition (CVD) [13,14]. Scanning electron

microscopy (SEM) demonstrates that this type of film material

consists of tiny graphite flakes (see Figure 3). Transparency of

these flakes for secondary electrons in the SEM observations

indicates that their thickness is just a few nanometers (see

Figure 3B). High resolution imaging with transmission electron

microscopy (HRTEM) and electron diffraction analysis [15]

confirm this conclusion and indicate that these flakes consist of

a few graphene layers (of 5 to 50) oriented predominantly

perpendicular to the substrate surface (see Figure 4). The thick-

Figure 4: HRTEM image of the top-edge fragment of the graphite flake
extracted from NGF material.

ness of only a few nanometers results in the high aspect ratio (of

500 to 1000) of these flakes, while the distance between them

(in the range of 1 to 4 µm) is close to the estimated optimal

value [8].

A significant advantage of this flaky material is its atomic struc-

ture at the top edges where adjacent graphene layers are

connected with each other. In HRTEM images these connec-

tions look like arced structures at the top ends of the graphene

layers (see Figure 4). This specific structure results from the

material formation process in the plasma activated gaseous

environment [13-15]. It is noteworthy that HRTEM images

(Figure 4) clearly demonstrate the atomic structure for only a

small range of depth in the focal plane. Consequently, we

suppose that the pairing for each layer switches from one side to
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the other, preventing the mutual shift of the atomic layers. This

greatly increases the mechanical stability of these flakes. The

arced atomic structures formed on the edges of the graphite

nanocrystals lead to a local modification of the electronic prop-

erties of the material and the formation of a double potential

barrier structure. This increases the quantum tunneling proba-

bility and the electron field emission intensity [13]. Starting to

grow immediately on the Si substrate, these graphite crystal-

lites have an excellent adhesion and electrical contact with the

substrate. The mechanical strength and the excellent electrical

conductivity at the contact between the nano-graphite flakes and

the substrate also provide an improved stability of the NGF cold

cathodes. Taking into account that an electron emission from

the nano-graphite flakes only occurs from small areas located

on their edges, aspect ratios for emission sites are similar to that

for CNT emitters. However, cross sections of the flakes are

much larger than for nanotubes or nanowires. This circum-

stance also provides an increased stability of the NGF emitters

because of the reduction of the resistivity for individual emit-

ters and the consequent lowering of the Joule heating effect. All

together these factors greatly improve the performance of NGF

cold cathodes in comparison with other types of cold cathodes.

The typical threshold electric field value for NGF cathodes is

from 1 to 1.5 V/µm (at emission current density of 1 µA/cm2),

the emission sites density is up to 106 cm−2 (at a current density

of about 100 mA/cm2), and the maximal emission current is

about 1 A/cm2 (at applied fields about 2.5 V/µm) [16,17]. The

maximal achievable current value requires special attention

because of its importance for many practical applications in

vacuum electronics.

The local emission current density for an individual emitter is

expressed by the Fowler–Nordheim equation [6]

(1)

where jFN is the current density, F is the strength of the local

electric field, φ is the work function, t(y) and Θ(y) are tabular

functions of y = e(eF)1/2/φ; A = e3/(8πh); B = 8π(2m)1/2/(3he)

are constants, e is the electron charge, m the electron mass, and

h is the Planck constant. The maximal value of this local current

density (jmax) may be estimated by assuming a potential barrier

transparency equal to 1:

(2)

where EF = pF
2/2m  5 eV is the estimated Fermi energy for

metals. However, the stable emission current density, experi-

mentally observed at room temperature for a single metallic

needle, does not exceed 105 A/cm2 [18]. The total value of the

emission current density for a multiemitter cathode (J) may be

estimated as

(3)

where s is the average emitting surface area of the individual

emitters, n is the density of the emission sites with the geomet-

rical parameters height h, radius of emission area r, L is the dis-

tance between two emission sites which is supposed to be in the

same order as the height h, and β is the so-called field enhance-

ment factor which may be estimated as the aspect ratio r/h.

Thus, the expected range for the averaged emission current

density of a multiemitter cold cathode, with aspect ratios of an

individual emitter between 100 and 1000, is in the range of 10

to 10−1 A/cm2 for materials with ‘metallic’ conductivity and

work functions about 5 eV. In the particular case of NGF cath-

odes with aspect ratios of flaky emitters about 500 to 1000, the

maximal current density should be about 1 A/cm2. This estima-

tion perfectly corresponds to our experimental measurements

[19]. A cathode exploitation in an appropriate vacuum environ-

ment (on the order of 10−6 Torr) with a current value of about

100 mA/cm2 provides its long life (more than 10 thousand

hours), while current densities higher than 1 A/cm2 or a vacuum

level reduction lead to its fast degradation within a few minutes

[20].

Taking into account that the normal operation of a CL phos-

phor requires current densities in the range of 1 to 10 mA/cm2

[3,5], the efficient application of NGF cathodes is possible in

CL lamps with a total anode area which is 10 to 100 times

larger than the cathode emitting surface. A variant of such a

kind of CL lamp has been disclosed in [21] and is presented by

a photograph in Figure 5. The FE cathode of this lamp is made

of a Ni cylindrical rod (1 mm diameter) with an NGF film

covering its end, while the anode is made of an Al thin film

deposited over the CL phosphor layer covering the inner semi-

spherical (5 mm diameter) surface of the lamp bulb. The emit-

ting end of the Ni rod is located at the center of the semispher-

ical anode surface and voltage applied between the cathode and

the anode is in the range of 5 to 10 kV at a vacuum inside the

sealed bulb of about 10−6 Torr. Applied with a pulsed voltage

(pulse duration of about 15 µs, repetition rate of about 1 kHz)

this lamp produces a bright light radiation (see Figure 5).

The light emission of this lamp originates from the cathodolu-

minescence of the phosphor layer which is located directly

under the Al film. This construction is not optimal, similar to

other ones reported previously [23-25], because of the energy
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Figure 6: Photographs showing the general design of the CL lamp (left side) and the light emission from RGB segments (right side) with the applica-
tion of a pulsed voltage (pulse duration 15 µs, repetition rate 1 kHz, amplitude 8 kV) and with a total current per segment of about 0.25 mA. The image
is an adapted version of a previously published graphic in [22] with permission from J. Nanoelectron. Optoelectron. © 2009.

Figure 5: Photograph of the CL diode lamp with an NGF cathode with
an emitting surface (of about 1 mm diameter) located at the center of
the semispherical surface of the CL anode (of about 5 mm diameter).
Applied voltage: pulses of about 15 µs, repetition rate of about 1 kHz
with 8 kV amplitude. The image is an adapted version of a previously
published graphic in [22] with permission from J. Nanoelectron. Opto-
electron. © 2009.

loss of electrons in the Al film and the loss of light radiation

during its propagation through the CL phosphor layer to the

output. These disadvantages have been eliminated in a lamp

made in accord with the design disclosed in [26]. This type of

lamp has a cylindrical diode structure similar to [23] with an

anode made of a reflecting Al layer deposited onto half the

inner surface of the cylindrical glass bulb and the CL layer

deposited over the Al layer. This structure allows direct excita-

tion of the CL phosphor by the electrons emitted from the wire

cathode (1 mm Ni wire covered by NGF film) located on the

axis of the lamp. The absence of the intermediate material (Al)

between the cathode and the CL layer reduces the loss of elec-

tron energy and, thus, increases the overall energy efficiency of

the lamp. The light generated in the CL phosphor radiates

directly from the lamp through the transparent glass surface. An

example of such a kind of lamp is presented by the photograph

in Figure 6. In this particular prototype three cylindrical diode

segments have been placed in one rectangular vacuum enve-

lope. Each segment has its own NGF cathode (40 mm long,

1 mm in diameter) and its own anode (the Al layer is deposited

onto inner side of the semicylindrical glass of 8 mm diameter)

covered by different phosphor materials to provide red, green

and blue colors of radiation.

The spectral characteristics of the emitted light are determined

by the composition of the CL phosphor materials. For the proto-

type of the CL lamp presented in Figure 6 the following phos-

phors were used: ZnS CdS:CuAl for green, Y2O2S:Eu for red,

and ZnS:Ag for blue. Measured emission spectra and color

coordinates (marked by white circle) for each segment are

shown in Figure 7.
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Figure 7: Emission spectra and color coordinates (CIE 1931 Chromaticity Diagrams) for light emitted by red (A, D), green (B, E), and blue (C, F)
segments of the CL lamp shown in Figure 6, correspondingly.

With a total power consumption of about 2 W per segment,

light intensities correspond to an energy efficiency of about

10% for green light, about 4% for red, and about 3% for blue.

These values are the ratios of the total output energy of light

and the total input energy of electric current. An inhomo-

geneity of the light emission over the anode surface (see

Figure 6) is owing to the usage of experimental laboratory-level

technologies for the cathode and lamp manufacturing, and we

believe that it may be eliminated with the application of more

advanced industrial methods. This inhomogeneity almost

completely disappears with an increase of the input power due

to the corresponding increase of radiation brightness. However,

the energy efficiency, estimated as the ratio of the energy of the

electron beam produced by the NGF cathode to the energy of

emitted light, decreases with the rising of consumed power.

This is because of the increasing temperature of the phosphor

due to the heat generated by the electron bombardment [3]. The

use of materials and special designs, allowing more efficient

heat dissipation, may reduce the temperature and increase the

energy efficiency of the lamps with NGF cold cathodes up to

the values predicted from a general consideration of the CL

process [3-5]. Standard RGB phosphors used in the present

study were designed for an application in cathode-ray tubes

(CRT), and their properties were adapted to high accelerating

voltages (more than 10 kV) and low currents (1 mA range) of

the electron beam. This determines the electrical characteristics

of the CL lamp prototypes, including a pulsed operation mode

with high voltage short pulses which is necessary to limit the

total current. The development of special phosphors, adapted

for the application at higher currents and lower voltages, will

improve the characteristics of CL lamps and lead to record

values of power efficiency.

Conclusion
Prototypes of CL lamps were manufactured by using cold nano-

graphite cathodes. NGF films produced by plasma enhanced

CVD consist of a mesoporous graphite flaky material. Each

flake is a well ordered graphite crystallite of nanometer thick-

ness, composed of graphene atomic layers, oriented predomi-

nantly in the direction perpendicular to the substrate surface.

The top edge of the nano-graphite crystallites has a special

atomic arrangement providing connections between neigh-

boring graphene layers. This arrangement is responsible for the

significant improvement of the mechanical stability of the nano-

graphite crystallites as well as for modifications of their elec-

tronic properties. Moreover, the special atomic arrangement of

the nano-graphite crystallites also results in the formation of a

heterogeneous structure with a double potential barrier for the

electrons which escape from the graphite to the vacuum under

the influence of a strong electric field during the cold emission.
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The quantum tunneling character of the electron field emission

process is responsible for the extremely low energy consump-

tion of the electron beam production. Together with an appro-

priate lamp design, the cold electron emission from NGF

provides an excellent total power efficiency of the CL light

source, which is about 10% (for green light) at current labora-

tory stage. Another advantage of this technology is the poten-

tial ability to provide light sources with any colors by simply

mixing the phosphor materials.

Experimental
NGF materials were obtained by chemical vapor deposition

(CVD) from a hydrogen/methane gas mixture activated by a

direct current discharge. The details of the used home-made

CVD system and the corresponding process are described in

[13,14]. For the cathode production pieces of Ni wire with

1 mm diameter were placed in a CVD reactor to deposit NGF

film material on one of their ends (in case of the lamp presented

in Figure 5) or on a cylindrical lateral surface (in case of the

lamp presented in Figure 6). The cathodes were used for the

lamp production “as grown” without any special post treat-

ments. The as-grown films were inspected with scanning elec-

tron microscopy (SEM) by using a Zeiss Leo 1550 instrument

and with transmission electron microscopy (TEM) by using a

JEOL 3000f instrument.

Field emission tests were performed as described in details in

[15-17,19-21] in a vacuum chamber with a basic pressure of

about 10–6 Torr. The used experimental set-up allows the regis-

tration of FE current–voltage dependencies and the distribution

of emission sites over the cathode surface in direct current and

pulsed regimes corresponding to the device applications. The

CL lamp manufacturing was made with the use of standard

vacuum electronic technologies, including outgasing with

thermal annealing at about 400 °C and porous Ti getter inser-

tion into the sealed device. Commercially available CL phos-

phor materials with the chemical composition ZnS CdS:CuAl

for green lamps, Y2O2S:Eu for red lamps, and ZnS:Ag for blue

lamps were used for the lamp manufacturing. Spectral and lumi-

nosity characteristics of CL lamp prototypes were measured by

using a HR4000-UV-NIR (Ocean Optics) spectrometer and a

LS-110 Luminance Meter (Minolta).
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Abstract
Atomistic and first-principles molecular dynamics simulations are employed to investigate the structure formation in a hydrated

Nafion membrane and the solvation and transport of protons in the water channel of the membrane. For the water/Nafion systems

containing more than 4 million atoms, it is found that the observed microphase-segregated morphology can be classified as bicon-

tinuous: both majority (hydrophobic) and minority (hydrophilic) subphases are 3D continuous and organized in an irregular ordered

pattern, which is largely similar to that known for a bicontinuous double-diamond structure. The characteristic size of the connected

hydrophilic channels is about 25–50 Å, depending on the water content. A thermodynamic decomposition of the potential of mean

force and the calculated spectral densities of the hindered translational motions of cations reveal that ion association observed with

decreasing temperature is largely an entropic effect related to the loss of low-frequency modes. Based on the results from the atom-

istic simulation of the morphology of Nafion, we developed a realistic model of ion-conducting hydrophilic channel within the

Nafion membrane and studied it with quantum molecular dynamics. The extensive 120 ps-long density functional theory (DFT)-

based simulations of charge migration in the 1200-atom model of the nanochannel consisting of Nafion chains and water molecules

allowed us to observe the bimodality of the van Hove autocorrelation function, which provides the direct evidence of the Grotthuss

bond-exchange (hopping) mechanism as a significant contributor to the proton conductivity.

567

Introduction
The hydrogen-based power engineering is one of the most

important technologies of clean energy. The main problem here

is to design efficient fuel cells (FC), electrochemical devices

that transform hydrogen fuels into electric power avoiding

combustion processes that proceed with large energy loss [1].

The earliest fuel cells based on proton exchange membrane

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:khalatur@polly.phys.msu.ru
http://dx.doi.org/10.3762%2Fbjnano.4.65
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Figure 1: (a) Nafion chain. (b) Nafion sulfonated monomer.

(PEM), consisting of a copolymer of sulfonated polystyrene and

divinylbenzene, served as the power plants for the Gemini space

missions in the early 1960s. Now, PEM fuel cells show the

greatest, most immediate, and most widespread potential appli-

cations and are considered as a promising power source for

portable devices, home power plants and vehicles.

Typically, PEM is a polymer material, which is a key compo-

nent of polymer electrolyte fuel cells (PEFCs). The polymer

membrane provides a conducting medium for transferring posi-

tively charged hydrogen ions (protons) from the anode to the

cathode; also, it serves as a barrier to fuel gas cross-leaks and

electrical insulation between the electrodes.

On the anode side, hydrogen fuel diffuses to the anode

catalyst where it dissociates into electrons e– and protons

H+: H2 ↔ 2H+ + 2e–. The hydrated polymer membrane

behaves as a solid electrolyte: it swells in the presence of water

and passes through into cathode compartment only positively

charged protons. On the cathode catalyst, they react

exothermically with oxygen molecules and electrons (which

have traveled through the external circuit) to form water,

4H+ + O2 + 4e– ↔ 2H2O, while electrons travel through the

external circuit to produce electric current. Because the overall

reaction taking place in a PEFC is 2H2 + O2 ↔ 2H2O, the only

waste product is water vapor. The structural organization of

PEM determines to a large extent the process of proton transfer

from anode to cathode, which is responsible for overall FC

efficiency [1].

The membranes are manufactured from special polymers

containing both nonpolar atom groups and a relatively small

number of polar groups that can dissociate in the water environ-

ment to give ions. Such polymers are called ionomers (they are

a variety of polyelectrolytes). Up to now, the perfluorosulfonic

acid (PFSA) polymers, such as Nafion developed by DuPont in

the late 1960s are the most successful PEM materials due to

their excellent mechanical properties, chemical stability, and

high proton conductivity (5 × 10−2 S/cm at 23 °C) [2]. For a

long time, Nafion is regarded as a benchmark material in

PEFCs due to its excellent combination of conductivity and

chemical stability [2-4].

Nafion is a copolymer composed of the fluorocarbon backbone

with attached side chains terminated with sulfonic functional

groups (Figure 1a).

The backbone of Nafion is similar to that of common Teflon

[poly(tetrafluoroethylene)] showing pronounced hydrophobic

properties. (Teflon is not only insoluble in water but even not

wetting with water.) On the contrary, the polar sulfonic acid

groups SO3H are strongly hydrophilic and tend to attract water.

In the presence of water, they dissociate and deliver protons that

serve as charge carriers. Due to the competition of hydrophobic

and hydrophilic interactions in a water environment, ionomers

tend to separate into a hydrophobic polymer-rich matrix and

water-rich nanochannels embedded in the matrix. The details of

this process and the organization of the nanochannels are not

well understood at the present time. It is assumed that the walls

of the hydrophilic channels contain mainly dissociated sulfonic

acid groups and their counter ions enabling proton conductivity

of the PEM while the hydrophobic domains maintain its

mechanical stability [2]. Owing to this specific microphase

separated morphology, Nafion and similar nanostructured

materials are widely used not only in fuel cell manufacture but

also in organic batteries, for water purification by reverse

osmosis, etc.

Although the microphase-separated morphology of water-

containing PEMs is clearly evidenced by numerous experi-

ments and widely accepted, the detailed information on the

resulting nanostructure at molecular level and the mechanism of

the proton transport are the subject of active discussions in the

current literature (see, for example [5-12]). The importance of
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optimizing the morphology becomes clear in the following

example. In order to achieve high proton conductivity, the

molecular structure should be such that the hydrated membrane

contains wide interconnected water channels, but these might

deteriorate the mechanical characteristics of the membrane.

From a general point of view it is clear that the structural orga-

nization of the hydrated membrane under different physico-

chemical conditions is determined by the balance between the

elastic deformation of Nafion chains in hydrophobic phase and

various intermolecular interactions. Equally important is the

understanding of the molecular basis of electrochemical

reactions and related to them degradation processes that occur

at all stages of the PEFC operation. Many fundamental

issues in these fields can be solved using multiscale computer

simulations.

Computer simulations are the most consistent theoretical

methods as a starting point in understanding such complex

systems as PEMs. In principle, Nafion morphologies, which

develop as a result of molecular interactions and processing

conditions, and other functional properties of PEMs can be

modeled on different levels. In particular, a large amount of

simulation work has already been carried out over the past

decade in an attempt to characterize the morphology of

hydrated Nafion membranes at the atomistic scale [13-28]. The

total number of atoms in these systems was limited to about two

million because of computer memory and CPU limitations [28].

Significant efforts have been made to take into account

quantum effects and chemical reactions within the molecular

dynamics models. For this purpose, the so-called Reax force

field (ReaxFF) [29,30] and empirical valence bond (EVB)

methods [31-33] were applied to simulate Nafion. Explicit

proton and charge delocalization of the excess proton transport

were treated on the basis of the self-consistent multistate empir-

ical valence bond (SC–MS–EVB) method [34-36]. In addition

to the atomistic MD simulations mentioned above, there are

also mesoscale models in the literature. They include coarse-

grained particle-based models widely used in dissipative

particle dynamics (DPD) simulations [37-47] and continuum

field-theoretic models in which local density fields are

employed as collective variables for simulating the structural

evolution of phase-separation morphologies [11,48-53]. Several

different quantum mechanics approaches have been used in

attempts to understand electronic structure and proton conduc-

tion in PEFCs [54-59]. There are excellent reviews that cover

this subject in considerable detail [5,12,60].

In this paper, the atomistic and first-principles molecular

dynamics simulations are employed to investigate the structure

formation in hydrated Nafion membrane and the solvation and

transport of protons in the water channel of the membrane.

Results and Discussion
Atomistic molecular dynamics
Model and simulation technique
As an atomistic model of a hydrated Nafion membrane, we

simulated a system consisting of nc identical Nafion chains with

ns = 10 sulfonate groups (Figure 2) and nw water molecules.

These species were placed in a cubic box with periodic

boundary conditions.

Figure 2: (a) Fragment of a Nafion chain with sulfonic acid groups in
dissociated state. The side chains are periodically separated by
15 CF2 groups (m = 7 in Figure 1a). This corresponds to an average
equivalent weight (EW) of Nafion, which is about 1150 g/mol (EW is
defined by the number of grams of dry Nafion per mole of sulfonic acid
groups, when the material is in the acid form, and is given by the rela-
tion EW = 100m + 446). A 1100 EW holds for the standard commer-
cialized Nafion 117. All sulfonic acid groups of Nafion are supposed to
be in dissociated state. (b) Schematic representation of Nafion as a
hydrophobic-hydrophilic copolymer with amphiphilic (A) units. Hydro-
philic (P) sites are depicted in yellow and hydrophobic (H) chain
sections are shown in gray. Connected H and P groups are consid-
ered as an amphiphilic HP "dipole".

All sulfonic acid groups of Nafion were supposed to be in dis-

sociated state (Figure 2a) and hence they had negative charge,

while released protons were bound to water molecules to give

hydronium ions Н3О
+ responsible for charge transfer reactions.

The hydration level, [H2O]/[SO3H], is defined as the ratio of

the number of water molecules to the number of sulfonated

groups: λ = nw/nsnc. The value of λ was 5, 10, and 20. Note that

the hydration level λ = 5 is close to the percolation threshold

value for water molecules in a Nafion membrane [38,48], while

λ = 10 and 20 is close to the operating regime. At these hydra-

tion levels, the membrane may function as a proton-conducting

material [61-63]. One should keep in mind that the range of λ

values corresponding to the specified hydration regime (low or

high hydration conditions) depends on the ratio of hydrophobic/

hydrophilic segments in a polymer chain [53]. That is why

under certain conditions the state with λ = 10 and 20 can be

referred to the high hydration level. For the systems under

study, both λ values correspond to high acidities (pH<<1).

Thus, the chosen λ values correspond to concentrated solutions

of strong acids.
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For atomistic molecular dynamics (AMD) simulations we used

the LAMMPS software package [64] in its highly optimized

form for hybrid CPU/GPU nodes so that the computations

scaled almost linearly on a massively parallel supercomputer.

The force field has a significant effect on the results of any

atomistic MD simulation. In this work, a class II (second-gener-

ation) polymer-consistent force field (PCFF) [65] was

employed. PCFF is an ab-initio based force field in which the

total potential energy of an atomistic system is represented as a

sum of the following terms: valence terms (the energy contribu-

tions for bond, bond angle, torsion, and out-of-plane angle coor-

dinates as well as the energy contributions for diagonal and off-

diagonal cross-coupling terms between internal coordinates)

and intra- and intermolecular non-bonded interaction terms (a

Lennard–Jones "9-6" potential for the van der Waals interac-

tions and a Coulombic term for electrostatic interactions). We

used the same force field both for the neutral and the charged

species (hydronium cations and sulfonic acid anions SO3
−). For

the neutral species, Coulomb interactions in PCFF have been

parameterized with charge increments or nonzero atom type

charges. For positively/negatively charged ions, charge assign-

ment was done by the charge equilibration method after speci-

fying an overall net charge for the whole structure or the corres-

ponding atomic groups.

Simulation details are identical to those described in our work

[27]. Integration step was 1 fs. A 12 Å cut-off radius was

applied for Coulomb and van der Waals interactions. The elec-

trostatic interactions were treated by using the PPPM method

with a precision of 10−6. The dielectric constant was set to 1.

All the simulations described in this study were performed

in an isobaric-isothermal (NPT) ensemble at T = 300 K and

P = 1 atm, using the Nose–Hoover coupling algorithm with

relaxation constants of 0.1 and 0.5 ps for the thermostat and

barostat, respectively.

It is well known that the accuracy of any atomistic simulation

increases if the size of the material sample is sufficiently large.

For hydrated ionomer materials capable of segregating under

different conditions, this means that we should operate with the

number of atoms about several millions in order to adequately

reproduce the system morphology. Another crucial point in any

MD study is fully equilibrating the simulated amorphous struc-

ture. Therefore our simulations were organized as follows. At

the first step during 200 ns, a relatively small system was simu-

lated with the total number of atoms N = 65,608 (64 Nafion

chains). To avoid metastable structures due to local energy

minima trapping, we generated several samples. Each initial

configuration was created as a random distribution of Nafion

chains, water molecules and hydronium ions. In the initial state

we did not build our systems at a density equal to the experi-

mental one. Instead, not to start with strongly entangled chains,

our initial configurations were generated randomly at a density

far below the experimental reference. After the energy mini-

mization, the final density of these configurations was subse-

quently refined during a long relaxation under NPT conditions.

Next, the simulation box was replicated twice along three direc-

tions and the resultant system of N = 524,864 atoms (512

Nafion chains) was simulated during 200 ns after a long relax-

ation. The subsequent replication of the system led to the final

system of N = 4,198,912 atoms (4096 chains, the initial box size

3563 Å3). The run of 200 ns was used to obtain the completely

equilibrated system, which was also simulated within the time

interval of 200 ns. The system density after equilibration ranged

from 1.59 to 1.85 g/cm3, depending on hydration level.

As λ increases, the membrane "swells" more and its density

decreases.

The computations reported in this study were performed on the

massively parallel supercomputer "Lomonosov" (at Moscow

State University) which is based on a hybrid blade system

TB2/TB1.1/TB2-TL from T-Platforms equipped with 4,446

X86 compute nodes (Intel Xeon X5570/X5670 2.93 GHz CPUs,

35 568 processor cores), 1554 512-core Tesla X2070 GPUs

from Nvidia, and Infiniband QDRinterconnect. Most of our MD

simulations were carried out in parallel on 512 hybrid (CPU/

GPU) nodes.

Morphology
As an example, Figure 3 shows typical snapshots obtained from

the atomistic simulation of the three systems studied at λ = 10

and T = 298 K.

The MD simulations demonstrated that a hydrated Nafion

membrane becomes phase segregated into hydrophobic and

hydrophilic domains at all hydration levels investigated. There

is a well pronounced network of hydrophilic nanochannels

resulting from self-organization and formed by water, hydro-

nium ions, and negatively charged SO3
− groups. It is seen from

Figure 3 that the channels show a tendency to a lamella-like

arrangement within several nearest layers (a "curly" lamellar

structure). However, the regular spatial arrangement of the

channels disappears at the level of far removed layers (at length

scales of several nanometers). The hydrophobic matrix perme-

ated by ion-conducting hydrophilic channels is formed mainly

by the nonpolar backbones of chains comprising carbon and

fluorine atoms. Importantly, the formation of a continuous and

percolated aqueous subphase was observed in our simulation

even at λ = 5. This observation is confirmed by a number of

other theoretical studies of hydrated Nafion. Using the

formalism of pair-connectedness correlation functions within

the framework of the self-consistent integral equation pRISM
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Figure 3: Typical structures predicted by fully atomistic molecular dynamics simulations for hydrated Nafion membrane (10 water molecules per SO3
−

group) and a fragment of Nafion chain. In the systems studied at ambient temperature and under atmospheric pressure (NPT ensemble), all SO3H
groups are dissociated, while released protons are bound to water molecules to give hydronium ions H3O+. The total number of atoms N in a simula-
tion box with periodic boundary conditions is specified for each system. A portion of materials is removed from the images of systems (b) and (c) for a
better understanding of the structural organization. The evolution of each system was monitored for 200 ns after relaxation.

theory, we have previously shown that the percolation tran-

sition associated with the formation of a continuous water

cluster through the entire system occurs near λ ≈ 3 [48]. This is

also in keeping with the MD results by Dupuis et al. [22] who

found that a λ-value of 5–6 is close to the percolation threshold.

Additional information related to the formation of conductive

channels and their topology was obtained from analysis of

slices through the hydrophilic subphase (for more detail, see

[27]). It was found that the hydrophilic subphase is organized

like a sponge-like network and the global membrane morphol-

ogy can be classified as bicontinuous: both the hydrophilic and

the hydrophobic subphase are continuous in space. In other

words, both for the hydrophobic-rich regions and hydrophilic-

rich regions, one can trace a path from any side of the simula-

tion box to any other side of the box, through one single phase.

So both majority (hydrophobic) and minority (hydrophilic)

phases have percolating network-like structures, although the

spatial distribution of microdomains does not appear to visually

conform to simple periodic shapes. The water network is, of

course, not a static entity, but a dynamic system whose shape

can change as the water molecules and the local hydrophobic

environment diffuse.

In order to further characterize the predicted microphase-sep-

arated structure, we calculated for each simulated system the

partial structure factors  which are

the Fourier transform of the partial densities ρ within the simu-

lation box. Of particular interest is the structure factor of the

water phase responsible for the formation of ion-conducting

channels. These structure factors were compared to those

known for different "perfect" morphologies. Several perfect

morphologies were considered as possible candidates. First, a

simple lamellar (LAM) morphology and hexagonally perfo-

rated lamellae (HPL) were considered as candidate phases. The

HPL structure consists of alternating minority and majority

component layers (that is the hydrophilic and hydrophobic

species in our case) in which hexagonally packed domains of

majority components extend through the minority component

[66]. Possible bicontinuous architectures are naturally asso-

ciated with well known bicontinuous cubic phases (BCPs).

Among many BCPs found in block copolymers and concen-

trated surfactant systems, the double-diamond (DD) structure

with the space group , and the Schoen's double gyroid

(DG structure with space group ) are most common [67-

69]. These structures are the most probable candidates and were

used for comparison. The results are shown in Figure 4, where

we compare the partial structure factors S(q) calculated

for the water phase with those known for HPL, DD and DG

morphologies [66-69].

First of all, we would like to draw attention to the fact that the

positions of the main harmonics predicted for the three systems

with different total number of atoms practically coincide. From

inspection of Figure 4, we see that the partial structure factor

S(q) has several distinct peaks. This means that the microphase

separation leads to the development of an ordered or partly

ordered structure. Next, we analyze the positions of these peaks

which correspond to the various harmonics.

One can conclude that the spatial organization of hydrated

Nafion is drastically different from that expected for the LAM
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Figure 4: Partial structure factors, S(q), of the water phase (red line)
calculated for (a) the 524,864-atom system and (b) the 4,198,912-atom
system at λ = 10 and T = 298 K. These functions are compared to
those known for a perfect structure, including hexagonally perforated
lamellae (HPL), double diamond (DD) and double gyroid (DG). The
vertical lines correspond to the expected peaks for these structures
[66-69]. The S(q) functions are plotted versus q/q*, where q is the
wave number and q* is the position of the first, most intensive
maximum of the S(q). The peaks are shown at each magnitude of the
scattering vector , where h, k, and l are the Miller
indices associated with the allowable reflections. (a) The solid (green)
and dashed (black) vertical lines correspond to the expected
harmonics for P63/mmc (consistent with the HPL structure) and 
(consistent with DD structure) crystallographic symmetries. (b) The
vertical lines correspond to the expected harmonics for  (consis-
tent with DD structure) and  (consistent with DG structure) crystal-
lographic symmetries.

and HPL mesophases for which the main harmonics are spaced

at a ratio of 1:2:3:4… There are also significant differences

between the simulated structure and the DG morphology. On

the other hand, except for several very weak peaks, most of the

intense peaks observed for the 4,198,912-atom system closely

resemble the ones expected for  crystallographic

symmetry. Indeed, the Bragg reflections of a perfect structure

with  symmetry are characterized by scattering inten-

sities in the relative (scattering vector) positions , , ,

, , , , and , while the eight main harmonics

predicted in our simulation are spaced at a q/q* ratio of

1.0:1.22:1.42:1.73:2.01:2.25:2.49:2.90 (cf. Figure 4b). As seen,

there is a fairly good agreement between the positions of these

peaks. However, the peaks at the relative positions , ,

, , and  expected for a structure with  space

group are absent or almost invisible. Taking this into account,

one has to conclude that microphase-separated Nafion does not

form a perfect DD phase, indicating the large amount of various

defects present in the simulated structure. These structural

defects include a considerable number of undulations and perfo-

rations, as can be seen from the examination of numerous snap-

shots similar to those shown in Figure 3. Nevertheless, the

overall organization averaged over many configurations is best

described by a pattern, which is consistent with bicontinuous

DD morphology. Note that the DD-like mesophases are rather

typical for both triblock copolymer melts and amphiphile/water

systems [70,71]. In particular, bicontinuous cubic phases (e.g.,

DD and DG) and transitions between them are often observed

for mixtures of water with surfactants or lipids [71].

The observed specific structural organization of hydrated

Nafion can be understood by reference to simple models of am-

phiphilic copolymers [72-75]. Indeed, Nafion is a typical

polyamphiphile: its perfluorosulfonic acid macromolecule

contains a strongly hydrophobic backbone and less hydro-

phobic side chains having strongly polar end group. Further-

more, it is known that the association of the hydrated proton

with Nafion also suggests its amphiphile-like behavior [35].

From this viewpoint, a hydrophobic-amphiphilic (HA) model of

Nafion can schematically be depicted like that shown in

Figure 2b. In this model, each amphiphilic unit is a hydro-

phobic-polar (HP) "dipole" that corresponds to the short side

chain of Nafion. The two antagonistic groups, H and P, in the

HP "dipole" are repelling each other, but they have to "get

along" with each other due to the chemical connectivity, so that

the amphiphilic unit prefers to be localized at the H/P boundary,

rather than in H- or P-bulk phase. This means that the HP unit

possesses a significant surface activity and behaves as an inter-

face modifier (surfactant). This behavior should be seen particu-

larly clearly in the presence of one more polar component,

namely water. The tendency to form interfaces between

different domains is the key to understand the phase behavior of

polyamphiphiles. It has been demonstrated that this feature can

lead to fairly specific scenarios of self-organization in the

system of amphiphilic-nonpolar copolymers [74-76]. In particu-

lar, an amphiphilic component with very incompatible H and P

units can form thin channels and slits permeating through a

matrix of a majority hydrophobic component [76]. The origin of

such morphologies has been discussed for these materials and

the physical forces responsible are well recognized. Essentially

interfacial tension controls their morphologies. The interfacial

tension tends to decrease interfacial stretching, thereby leading
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Figure 5: Ordered bicontinuous double diamond structure (space group 224), which contains two separate, connected, triply periodic, tetrahedrally
coordinated networks comprised of the minority (A, "red") component in a matrix of the majority (B, "blue") component. Both the red and blue domains
are three-dimensionally continuous. The right part of the figure shows the minority component bound by the isodensity surface.

to the formation of highly curved monolayers consisting of am-

phiphilic units with their polar groups in contact with water and

hydrophobic groups shielded from contacting the water. When

the concentration of these units is not too high, the monolayers

are folded in such a way as to form a pattern of connected water

channels. Such a behavior is typical for surfactants, lipids, poly-

meric foams, and assemblies of soap bubbles. In principle, the

same percolating structures we observe for our model

membrane. In this respect, the structure of hydrated Nafion

closely resembles the bicontinuous cubic phase well-known for

lyotropic mesophases. The bicontinuous morphology is an espe-

cially attractive one for many applications requiring a high

interfacial area, such as fuel cell membranes, organic solar cells,

etc. In particular, it is clear that such a morphology of the

microphase-separated system should be favorable for ionic

conductivity.

From the partial structure factor S(q) we can estimate the char-

acteristic size of water-containing channels and pores in which

ion transfer occurs in a Nafion polymeric membrane. The pos-

ition of the first peak in the structure factor, q*, provides a

measure of the average size of water channels, d = 2π/q*. For

λ = 5, 10 and 20, this measure gives d = 25.5, 39.6, and 50.1 Å,

respectively, in reasonable agreement with the available experi-

mental data for hydrated Nafion [8]. As seen, our simulation

predicts that the effect of the water content on d is well

pronounced: the micro-size of channels drastically increases

with hydration level, the behavior commonly observed in

experimental studies.

Finally, we should explain why the snapshots of the simulated

systems clearly demonstrate a layered structure (Figure 3),

while the analysis of structure factors reveals a bicontinuous

DD-like morphology (Figure 4). The answer is surprisingly

simple. In Figure 5 we present the density distribution in a

bicomponent system corresponding to a geometrically perfect

DD structure (the OBDD microdomain morphology). It is seen

that at any slice, the DD structure looks like a regular layered

pattern, in a manner similar to that seen in Figure 3.

The convenient approach to visualize the spatially complex

internal structure within the simulated volume is the use of a

surface of constant atomic density (isodensity surface)

instead of atomistic representation. As an example, we show in

Figure 6 the isodensity surface that demonstrates the distribu-

tion of water oxygens in the 524,864-atom system at

λ = 10. The isodensity surface was defined as ρO/  = 1/2,

where  is the average density of water oxygens in the system.

As seen, the 3D distribution of the hydrophilic subphase most

closely resembles that which is typical for DD structure

(Figure 5).

The main result of our large-scale atomistic simulations is the

observation that virtually all hydrophilic channels are connected

to each other even at relatively low water content in the system.

In fact, these channels represent conductive nano-wires which

should be responsible for the ionic transport during the opera-

tion of a fuel cell. From a global point of view, the channels can

be considered as a spatial continuous network organized in an

irregular ordered pattern, which is largely similar to that formed

by the minority phase of the double-diamond structure. The

existence of such a specific structural organization can explain

in part the surprisingly high ionic conductivity of the hydrated

Nafion membrane.
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Figure 6: (a) Atomistic representation of the 524,864-atom system and (b) the isodensity surface that demonstrates the distribution of water oxygen
atoms in the same system.

Ion pairing
The ionic conductivity is to a large extent determined by elec-

trostatic interactions and directly related to ion pairing. The

accepted mechanism of the ionic conductivity involves the

mobile ions moving from one polymer chain to another by a

chain-flexing process called segmental motion [77]. To clarify

the issue of whether the driving force for dissociation (associ-

ation) of positively/negatively charged ions, H3O+ and SO3
−, is

dominantly of energetic or entropic nature, we examined

the temperature dependence of pair correlation functions

(PCFs) g+–(r) and the corresponding potential of mean force

W+–(r) = –kBTlng+–(r). The value of W+–(r) is identified with

the free energy F as a function of interionic separation r at a

given temperature T. The results discussed in this subsection

were obtained from the simulations of our smallest (65,608-

atom) system at a hydration level of 10, and the temperature

ranged from 200 K to 500 K.

From the analysis of PCFs we concluded that the ion associ-

ation is seen to decrease with increasing temperature but a quite

strong ion pairing is observed even at T = 500 K. On the other

hand, no complete clustering is visible even at the lowest

temperature considered. It was found that the W+–(r) function

demonstrates a rather typical behavior well known for elec-

trolyte solutions: there are one or two deep minima at the dis-

tance corresponding to associated sulfonate/hydronium ion pairs

SO3
−·H3O+ and solvent-separated ion pairs as well as a shallow

third minimum at longer distances, probably due to a second

solvation shell for the ions (Figure 7). As the temperature is

subsequently increased, the minimum for the contact ion pairs

and solvent-separated ion pairs becomes deeper. More impor-

tantly, the main contribution to the free energy of contact ion

pairs seems to be dominated by the entropy gain, not the poten-

Figure 7: The potential of mean force, W+–(r), and the energetic and
entropic contributions, ΔU and –TΔS, to W+–(r) as a function of the
SO3

−–H3O+ separation at T = 300 K.

tial energy contribution. To demonstrate this, we performed a

thermodynamic decomposition of the potential of mean force.

If the standard state for free energy is defined as that for the

infinitely separated cation and anion, r→∞, then one can write

(1)

where W+–(∞) = 0 and ΔS = –∂W+–(r)/∂T. The entropic part ΔS

of free energy for different distances and temperatures was

calculated numerically using B-splines constructed for the set of

the PCFs. Having ΔS, one can find ΔU from Equation 1. An
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Figure 8: The surfaces (a) ΔU(r,T) and (b) –TΔS(r,T) calculated for the region 2.2 < r < 6 Å via the separation of the potential of mean force W+–(r).

example demonstrating the behavior of the energetic and

entropic contributions, ΔU and –TΔS, is presented in Figure 7

for T = 300 K. Figure 8 shows the surfaces ΔU(r,T) and

–TΔS(r,T) calculated for the regions 2.2 < r < 6 Å via the sep-

aration of the potential of mean force.

As seen, the behavior of the contributions to W+–(r) is rather

complex, depending on the regions of r and T. The energetic

contribution acts against squeezing charged groups together

below the Lennard–Jones contact distance, as expected. On the

other hand, in the region of short interionic distances, including

the region of the first minimum of W+–(r), the entropic contri-

bution to the free energy is negative. As the distance increases,

the energy appears to weakly prevent the formation of ion pairs,

while the entropy gain remains to be the main driving force for

contact pairs.

It is instructive to trace the temperature dependence of the ener-

getic and entropic contributions for some specific interion sepa-

rations, in particular, for those corresponding to the main

minimum of W+–(r). For associated ion states (at r ≈ 2.28 Å),

we see from Figure 8 that the entropic part of free energy

demonstrates a general tendency to increase and thus leads to a

decrease in ΔF as the temperature is increased, while the ener-

getic contribution changes weakly with temperature (except the

region located between about 300 and about 400 K, where

both ΔU and –TΔS display oppositely directed oscillations).

The superposition of ΔU and –TΔS results in a monotonous

decrease in ΔF which appears to be a nearly linear function of

temperature.

From the data presented above we can conclude that the change

in ion association observed in the system is largely an entropic

effect. Ion pairing, which takes place with decreasing tempera-

ture, leads to a decrease in entropy and to a corresponding

increase in free energy for the entire system. One part of the ex-

planation of this effect follows from loss of low-frequency

modes due to ion association. Because these modes are mainly

responsible for transport processes, we can expect that the

entropic effects would play an important role in the interpreta-

tion of the features related to ionic conductivity. Also, it should

be noted that an increase in temperature favors the disruption of

water-ion contacts, thus leading to an additional increase in the

total system entropy.

It is worthwhile to compare the effects of ion pairing observed

for polyelectrolytes and for electrolyte solutions, including

polymer electrolytes, in which both cations and anions are

mobile. A particularly interesting feature of this phenomenon in

the case of electrolyte solutions is evidence that pairing in-

creases with increasing temperature [78,79]. It has been sug-

gested (e.g., [80,81]) and shown by computer simulation

[82,83] that this effect might occur because more entropy is

available to ion pairs than to dissociated ions, leading to an en-

tropically driven temperature dependent contribution to the

binding free energy. For the ionomeric system studied here we

observe an opposite effect of the temperature, the ion pairing

decreases with increasing temperature, although the entropic

effect is dominant. Presumably, the different behavior of these

systems arises from the mobility of anions in polyelectrolytes,

including hydrated Nafion, is strongly restricted.

In addition to the thermodynamic properties, it is instructive to

discuss spectral densities of the hindered translational motions

of cations. The spectral density is defined by the Fourier trans-

form of the velocity autocorrelation function (VACF)

(2)
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where m is the mass of the cation, ω is the frequency, and

the factor before the integration sign is chosen so that

= 1 .  Also,  us ing the  col lec t ive  VACF

, where  and vi(t) is the center-of-

mass velocity of an individual cation at time t, we calculated the

spectral density of the collective hindered translational motions,

f(V,ω), which is directly related to the frequency-dependent

ionic conductivity. These functions are presented in Figure 9 for

frequencies ω up to 2000 cm−1 at three different temperatures.

Figure 9: Spectral densities of (a) the hindered translational motions of
individual cations and (b) the collective hindered translational motions
of the cations calculated at a few temperatures indicated in the figure.

The results show similar but not identical behavior for f(v,ω)

and f(V,ω). First, we note that any vibratory component present

in the particle motions would appear in spectral densities as a

peak away from the origin. These features clearly manifest

themselves in the simulated results, which indicate that the

motion of the cations has both a vibratory and a diffusive

component (Figure 9). In general, such behavior is essentially

the same for both spectral densities. Of special interest is the

peak located in the region between 490 and 510 cm−1, which is

believed to indicate the fast vibration of the cation due to the

formation of ionic bonds between oxygens of the sulfonate

groups and the cation. As the temperature is increased, the

vibration intensity at this frequency, ωo, becomes lower and this

is accompanied by broadening the peak toward lower frequen-

cies and by a weak "red shift" in the main peak. As a result, the

diffusive component of motion increases. The same is true for

the direct-current (dc) conductivity, which is proportional to

f(V,0). From the power spectra shown in Figure 9 we can

conclude that, although significant ion association does exist,

the cations are still mobile and would contribute to ionic

conductivity even at low temperatures. As has been pointed out

above, the loss of low-frequency modes due to ion association

is largely an entropic effect.

Quantum molecular dynamics
Models and simulation technique
In the simulation of the structure and dynamics of materials at

nanoscale, the electron subsystem (in many cases) should be

taken into account in an explicit form. Naturally, this requires

the solution of the Schrödinger equation to describe the

quantum evolution of the system of many nuclei and electrons.

This approach is accomplished in quantum molecular dynamics

(QMD), which considers in combination the motion of classical

(atomic nuclei) and quantum (electrons) particles [84]. The

model treats simultaneously the alteration of wave function

defining electron density redistribution and the change of coor-

dinates of classical atoms, i.e., the Schrödinger and Newton

equations are solved in combination at each time step. The ap-

proach consists in the determination of forces affecting atoms

"on the fly" from electronic structure calculations based on the

first (ab initio) quantum-mechanical principles rather than on

empirical potentials. This provides a possibility to observe not

only structural properties of materials at classical level but also

electronic effects responsible for chemical transformations.

However, the QMD method requires computer resources by

orders of magnitude larger than those sufficient for typical

atomistic MD simulations. In this work, we describe for the first

time the results of QMD modeling of microphase separation

and ion-conducting channels in a Nafion membrane. To that

end, two models were developed.

Model I. First of all, we tested whether it is possible to predict

the microphase separation of water and Nafion using QMD. For

this purpose, a relatively small system consisting of six iden-

tical sulfonated Nafion monomers (Figure 1b) and 30 or 60

water molecules (corresponding to a hydration level of 5 or 10)

was studied in a cubic box with periodic boundary conditions.

The initial distribution of molecules in the box was random.

Model II. The model of an ion-conducting channel was based

on the data obtained from our classical MD simulation at λ = 10

and T = 298 K. The channel was modeled as a slit whose two

opposite walls separated by a distance of 37.21 Å along the

Z-axis were built of eight Nafion strands oriented along the

X-axis of a unit simulation cell with periodic boundary condi-
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Figure 10: Model of the ion-conducting channel studied by quantum molecular dynamics. The initial configuration is shown. Channel walls are formed
by Nafion chains oriented along the X-axis. The chains are infinite in the periodic cell. The total number of atoms in the system is 1200. Water mole-
cules filling the channel are omitted for visual clarity. Conventional atom colors are used.

tions (Figure 10). The lateral distance between the neighboring

Nafion strands was extracted from atomistic MD simulations

and refined later by QMD. The chains are virtually infinite in

the periodic cell. Each periodic strand contains two sulfonic

acid groups, resulting in sixteen SO3H groups per unit cell. The

interior of the channel is filled with water molecules, resulting

in a 1200-atom system. The dimensions of the rectangular unit

cell are 20.46 × 19.91 × 37.21 Å along the X-, Y-, Z-axes, res-

pectively. The thickness of the slit (37.21 Å) adopted in the

model corresponds to the average size of the hydrophilic

channel estimated from the atomistic MD.

We employed the CP2k package [85] and the so-called

"Car–Parrinello-like approach to Born–Oppenheimer MD"

recently developed by Kühne et al. [86]. This hybrid quantum

mechanical simulation scheme combines Born–Oppenheimer

quantum molecular dynamics (BOMD) [84] and Car–Parrinello

molecular dynamics (CPMD) [87] within Kohn–Sham electron

density functional theory (DFT) [88]. As in the original CPMD,

the electronic wave functions are not self-consistently

optimized here during the evolution of electrons and ions.

However, the fictitious Newtonian dynamics is substituted by a

similarly coupled electron-ion MD. Importantly, this computa-

tional scheme does not require the use of a fictitious mass para-

meter, but similar to BOMD, the electrons are kept on the

Born–Oppenheimer surface, corresponding to their instanta-

neous electronic ground state, by means of explicit electronic

structure optimization after each MD step [89]. This implies

that the time step can be chosen to be as large as the particular

ionic resonance limit. The main advantage of this hybrid ap-

proach is that the best aspects of both conventional QMD

methods, CPMD and BOMD, are exploited simultaneously.

From a computational viewpoint, the hybrid CPMD/BOMD

scheme proved to be much more efficient than BOMD and

CPMD separately, thereby allowing one to increase the size of

simulated systems and use rather complex variants of DFT.

We used a recently modified version of the code CP2K/Quick-

step [85], which is a numerical implementation of the Gaussian

and plane waves (GPW) method [90] based on the Kohn–Sham

formulation of DFT. The electronic charge density was

expanded in an auxiliary plane-wave basis at the Γ-point up to a

kinetic energy cutoff of 280 Ry. The high-precision "molecular-

optimized" (MOLOPT) triple basis set with a supplementary set

of polarization functions (TZVP-MOLOPT-GTH) [91] was

employed. This basis set was specifically optimized to perform

accurate DFT-based molecular calculations for a wide range of

chemical environments, including gas phase, interfaces, and

condensed phase [91]. The Kohn–Sham orbitals were expanded

in contracted Gaussian basis sets. Core electrons were removed

by the introduction of norm conserving pseudopotentials devel-

oped by Goedecker, Teter and Hutter (GTH) [92]. The

exchange–correlation potential was approximated by the PBE-D

functional supplemented by a damped interatomic potential to

account for van der Waals interactions [93]. This approach

turned out to be reasonably accurate yet computationally afford-

able for our systems, which are very large. The dispersion

correction term was used because it is known that the inclusion

of van der Waals interactions systematically improves the

density of liquid water [94]. All the technical parameters (γD, K,

etc.) of the hybrid CPMD/BOMD method were selected as

recommended in [95], where static and dynamical properties of

liquid water were studied. The QMD computations were

performed on 1024 nodes of the supercomputer "Lomonosov".
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Figure 11: Snapshot of the water-containing Nafion structure obtained after the 200 ps QMD simulation at 298 K and λ = 10. The simulation box is
replicated two times along the X- and Z-directions. For clarity, some of the equivalent atoms (not all) across the periodic boundaries are also depicted.
Oxygen is shown in red, carbon in gray, fluorine in light blue, hydrogen in white, and sulfur in yellow.

Given the high computational cost of a QMD simulation, the

initial configuration of the ion-conducting channel (Figure 10)

was first pre-equilibrated for 10 ns using a classical PCFF force

field, followed by a 50-ps equilibration with QMD in the canon-

ical (NVT) ensemble. The integration of the equations of

motions for ions was performed using the velocity-Verlet algo-

rithm coupled to a Nose–Hoover chain thermostat on each

nuclear degree of freedom. The target temperature for the equi-

libration was set to 400 K. The temperature was then reduced to

298 K and the simulation was continued for additional 110 ps.

After that the productive QMD run was performed for 120 ps at

298 K. This time window is sufficient for studying the charge-

transport processes in a system where low energy barriers are

effectively washed out by zero-point motion. Because the initial

configuration for the QMD simulations of the nanochannel was

taken from the classical MD trajectory, it was important to

check the stability of the model channel. No strong drift of the

structure was observed over most of the 120-ps QMD simula-

tion and therefore the system remains stable.

In the QMD simulations of Model I, the same methodology and

protocol as described above were applied, except that the simu-

lation time was 200 ps (after 100 ps of equilibration). Note that

a rather long equilibration time (at least 100 ps) is required to

achieve an equilibrium content of water–proton complexes

(especially Eigen cations) in the system.

Segregation of water and perfluorosulfonic acid
molecules
The final molecular configuration obtained for Model I at

λ = 10 is presented in Figure 11. As seen, the Teflon backbone

and hydrophobic side chains are pushed out of the aqueous
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Figure 12: (a) Pair correlation functions, gOH(r), for the oxygen atoms of the SO3 groups and any proton, at λ = 5 and 10. (b) Pair correlation func-
tions, gOO(r), for the oxygen atoms of H2O and proton–water complexes, at λ = 5 and 10.

medium by the water molecules, while the strongly polar SO3
−

groups bound to the side chains favor contact with water and, as

a result, they tend to localize at the interface between the hydro-

phobic units and water. From examination of various snapshots,

it is evident that a lamella-like microphase-separated structure is

formed in this small system. Thus we can conclude that even

though the system is not large enough to investigate the

nanoscale morphology, a hydrophilic/hydrophobic segregation

indeed occurs in the hydrated Nafion. Of course, the system size

is also too small to develop more complex micro-segregated

morphologies like bicontinuous superstructure. Actually, we

observe the formation of a hydrophilic channel in the system.

Also, the formation of both hydronium ions and more complex

hydrated proton clusters is clearly seen (Figure 11). This issue

is discussed in more detail in the next subsection.

Additionally we analyzed pair correlation functions (PCFs).

Figure 12a shows PCF gOH(r), where O indicates the oxygen

atom belonging to the SO3 groups and H denotes any hydrogen.

At the hydration level λ = 5, the first sharp peak located at

r ≈ 1.01 Å corresponds to the O–H bond distance in non-disso-

ciated SO3H. This means that at low water loading, not all

SO3H groups are ionized. At the same time, it should be

stressed that perfluorosulfonic acids require only three water

molecules to exhibit spontaneous proton dissociation [57]. At

the higher hydration level, λ = 10, practically all protons are dis-

sociated and this "valence" peak is not visible. The main peak in

gOH(r) is associated with the first coordination shell formed by

water molecules and positively charged ions around the SO3

groups, giving an average first solvation shell size of approxi-

mately 3.5 water molecules.

In Figure 12b we show the gOO(r) function calculated for the

oxygen atoms of water and the oxygen atoms of charged water-

proton complexes H+(H2O)n (for the definition of H+(H2O)n,

see the next section). It has the first sharp peak around 2.5 Å,

which is associated with the formation of hydrated proton

complexes. The remarkable intensity of this peak is an indica-

tion that water molecules are considerably localized near these

complexes. The area under the first peak corresponds to a coor-

dination number of about 3. The differences in gOO(r) between

the systems at λ = 5 and 10 are comparatively minor: no signifi-

cant difference on the peak positions of the PCFs occurs.

Nevertheless, the second and third coordination spheres become

more pronounced when λ is increased.

Proton solvation in hydrophilic channel
In simulating the model of an ion conducting nanochannel

(Model II), our main goal was to reveal the details of the struc-

tural and dynamic mechanism of charge transfer. The statistical

analysis of the 120-ps trajectories obtained from ab initio MD

simulations allows us to establish some general features of the

mechanism responsible for proton solvation and transport inside

the hydrophilic channels of PEMs.

The sulfonic acid groups of Nafion in aqueous surrounding

release protons, which bind to water molecules to give hydro-

nium ions. Once hydronium ions are formed, they do not stay

alone, because they develop more complex hydrated proton

forms with nearby water molecules in continuously exchanging

configurations. These configurations include, e.g., the Zundel

cation H5O2
+, the Eigen cation (a triply solvated hydronium ion

(H2O)4H+ or H3O+·(H2O)3), and other more complex solvation

structures H+(H2O)n with n > 4 [96-100]. In the Zundel cation,

the proton mainly resides in between two water molecules,

H2O…H+…OH2. The Eigen cation consists of a hydronium core

symmetrically solvated by three additional water molecules [96-

100]. In liquid water or other hydrogen bonded liquids, the
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Figure 13: Sequence of snapshots from the QMD simulation of the ion-conducting nanochannel at different time points, starting with the initial con-
figuration (a).

description of the proton solvation is usually limited by the

Zundel cation and the Eigen cation. The difference between

potential energy of these cations is very small (ca. 2–3 kcal/

mol); as a result, these two solvation forms can interconvert on

the femto- to picosecond time scale [97]. While the proton

transport mechanism is believed to involve the inter-conversion

between these cations [97], the details of the solvation process

and aqueous proton transfer are still unknown for ionomer

membranes.

In order to identify water–proton complexes H+(H2O)n with

n = 1–4, the hydronium oxygens were first selected as those

closest to the centre of excess positive charges. After that their

three hydrogens were found by a shortest-distance criterion.

Finally, the complexes were completed by adding the closest

water molecules. At each time step the hydrated proton forms

were constructed anew. Snapshots of the simulated system

clearly demonstrate the formation of various proton complexes

(Figure 13).

The QMD simulations showed that the presence of water in the

model nanochannel causes dissociation of –SO3H units

resulting in the formation of the SO3
−·H3O+ ion pairs. The

dissociation and transfer of the hydrogen ion to the aqueous

medium occur very fast, typically within 0.1–0.2 ps. Due to the

further solvation, the ion pairs transform into shared proton

complexes SO3
−·H3O+·(H2O). The Zundel cations are then

formed via the proton transfer reaction H3O+ + H2O → H5O2
+.

At the next step, the topological defects in the hydrogen bond

network occur in the form of Zundel–Zundel transformations.

Also, the solvated hydronium complexes in the form of

the Eigen cations exist  as an intermediate state in

Zundel–Eigen–Zundel proton exchange.

The hydronium and the nearest water molecules constantly

interchange the proton within a very short time. In this way, the

excess proton rattles between the oxygen atoms of two neigh-

boring water molecules. In other words, the proton is trans-

ferred temporarily from a water molecule to its neighboring

molecule by hopping, but then returns to its original location. It

is clear that this process will not contribute significantly to the

actual diffusion of protons in water phase. This picture is in

agreement with both experimental observation [101] and theo-

retical work [102] which predicts that proton transfer along the

hydrogen bond network should be essentially barrierless. Also,

the proton may rattle between water molecules and the SO3
−

units similar to the rapid hopping between H3O+ and H2O.

We calculated the average relative content (per SO3
− group) of

different hydrated proton complexes [A]/[SO3
−], where [A]

denotes the concentration of the species H+(H2O)n and [SO3
−]

is the concentration of SO3
− groups. The results are shown in

Table 1.

Table 1: Average relative content of different hydrated proton
complexes.

ion H3O+ H5O2
+ H7O3

+ H9O4
+ H3O+·(H2O)3

[ion]/[SO3
−] 0.664 0.294 0.004 0.000 0.438
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It is seen that the hydronium, Zundel and Eigen ions dominate

in the system, while the H7O3
+ and H9O4

+ complexes are very

rare.

In Figure 14 we present the relative content of hydrated proton

complexes [A], A = H3O+, H5O2
+, H3O+·(H2O)3, as a function

of simulation time. The time autocorrelation functions, C(A;t),

calculated for these processes and the time-dependent cross-

correlation functions, C(A,B;t), characterizing the correlation

between three different pairs of the same complexes are shown

in Figure 15. It is notable that the C(A;t) correlation functions

exhibit an exponential decay at very short time (≈10 fs). The

estimated relaxation time τh associated with the formation of

hydronium ions is greater than the relaxation time τZ found for

Zundel ions, but is considerably less than the relaxation time τE

found for Eigen ions. This result suggests that the

proton exchange between hydronium and water molecules is a

relatively fast process as compared to the formation of both

hydronium and Eigen ions. An analogous conclusion

can be drawn from the data shown in Figure 15b for

the cross-correlation functions. The reversible transition

H3O+ + 3H2O ↔ H3O+·(H2O)3 is a strongly correlated

process, as can be expected, while the mutual transformations

of  hydronioum/Zundel  ions  ( revers ib le  t rans i t ion

H3O+ + H2O ↔ H5O2
+) and Zundel/Eigen ions (reversible tran-

sition H5O2
+ + 2H2O ↔ H3O+·(H2O)3) are less correlated. Note

that proton transmission becomes possible only when the

surrounding water molecules rearrange at particular points in

time to enable the Zundel cation and at other times the Eigen

cation configuration.

The widely accepted view is that the proton transfer process can

generally be described as the sequential transformation hydro-

nium–Zundel–hydronium (h–Z–h) [5,6]. This mechanism is

highly analogous to the Eigen–Zundel–Eigen (E–Z–E) transfor-

mation model of proton transfer in water [97,102]. For hydrated

polymeric membranes, however, the situation may in principle

be different. In this case, one may wonder what influence the

presence of SO3
− groups has on the proton hydration and

transfer. The key difference between bulk water and the

membrane is that in membrane, there is a high surface density

of SO3
− groups which are located at the water/Nafion interface

(cf. Figure 11 and Figure 13). Thus, the nanochannels can be

understood as high surface charge density pores where the

passage of charge should be affected by Donnan exclusion

effects, whose exact role and mechanism, however, is still being

debated (for more details, see [103]). Due to the fact that

protons may be trapped by negatively charged SO3
− groups,

they remain for a relatively long time at the interface instead of

being released into the bulk. Hydronium cations formed in this

interfacial region are closer to the surface than water molecules

Figure 14: A 5-ps section of a QMD trajectory showing the change in
the relative content of different hydrated proton complexes at λ = 10.
This short time section is chosen for visibility, but the behavior shown
here is typical of any time section from the same trajectory.

Figure 15: (a) Normalized time autocorrelation functions for the
processes [A](t), where A denotes H3O+, H5O2

+, and H3O+·(H2O)3, at
λ = 10. (b) Time-dependent cross-correlation functions (in arbitrary
units) characterizing the formation of different pairs of hydrated proton
complexes at λ = 10.
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so that they can more or less easily be transformed into Zundel

ions at the hydronium/water interface, but not into Eigen ions.

The results shown in Figure 15b directly confirm this behavior.

It follows from the analysis of PCFs and snapshots that the con-

figuration in which a hydronium ion is hydrogen bonded to

oxygens of two SO3
− groups is frequently found in the system.

Due to steric hindrance, the accessibility of the hydronium with

respect to the surrounding water molecules decreases in this

configuration. Such a steric hindrance makes it difficult to form

a hydrogen bond between the hydronium and neighboring water

molecules. As a result, a proton is detached from a SO3H group,

transferred temporarily from this group to its neighboring

deprotonated group SO3
− by hopping (assisted or not assisted

by surrounding water molecules), but then can return to its orig-

inal location. In a sense, this behavior is reminiscent of the

"cage effect" in classical liquids, where a particle can be trapped

inside a virtual cage formed by its neighbors for some time,

before it can escape from this cage and then diffuse in the bulk

liquid. It may well be that this is one of the reasons why the

relaxation time τh is greater than τZ (cf. Figure 15).

Since the SO3
− groups are close to each other in the water

channel, free protons can reside in between these groups,

thereby decreasing the effective degree of dissociation. We call

this dissociation mechanism "abnormal dissociation".

Schematically, the process can be represented as follows:

SO3H + SO3
− ↔ SO3

− + SO3H. It is clear that the "abnormal

dissociation" will reduce the number of proton participating in

the protonation of water. Naturally, in these circumstances, we

should speak about an "effective dissociation" that generally is

lower as compared to an expected 100% dissociation. In prac-

tice, however, a significant decrease in the degree of dissocia-

tion can be expected only for a very narrow channel, at low

water loading.

Thus, from the results of the QMD simulations, one can expect

that for our model nanochannel, proton transfer through

Zundel–Eigen–Zundel (Z–E–Z) transformations, which feature

importantly in the transfer of the protons at high water

content [97,104], should dominate over the transfer through

Zundel–Zundel (Z–Z) transformations. On the other hand, in

agreement with the scenario proposed by Paddison et al. [105]

and Idupulapati et al. [106], the dominant transport mechanism

consisting of sequences Z–Z transformations can be favorable at

very low water content when the channel diameter is very

small, comparable to the size of the Eigen cation.

Proton transport and the Grotthuss mechanism
There are several hypothetical models that describe proton

transport in aqueous media. The most known and widely

discussed model that explains the reasons of abnormally fast

diffusion of the proton in water was formulated by Grotthuss

more than 200 years ago [107-110]. This model implies that

chains of dipoles can explain the transport of charge in water.

For a long time, the Grotthuss mechanism (also called the hop-

and-turn or relay mechanism) was no more than an elegant

hypothesis. In 2005, Nibbering and colleagues [109] found that

hydrogen ions are indeed transmitted very efficiently through

water, as predicted by the Grotthuss model [107]. It should be

noted that this experimental study become possible by using a

unique technique based on ultrashort laser flashes, that enabled

the determination of the jump-like proton transmission from

acids via water to bases in time steps of 150 femtoseconds.

Very recently, Kulig and Agmon also presented the experi-

mental evidence of the Grotthuss mechanism, using a "clusters-

in-liquid" approach for calculating the infrared spectrum from

any set of charges in bulk water and water clusters [100]. It

should be borne in mind that in general, the mobility of protons

in aqueous environments is determined by a combination of the

two contributions: a fast Grotthuss-type proton hopping and the

much more slow hydrodynamic diffusion of protonated water

clusters [110]. It cannot be said, however, that the problem

related to the Grotthuss mechanism has found a unified solu-

tion. The subject has given rise to renewed interest particularly

in view of the growing role played by ab-initio molecular

dynamics methods applied to the transport of excess protons in

water and water solutions (see, e.g., [102,111-118]).

The Grotthuss proton-transfer process implies that an excess

proton moves through the hydrogen bond network of water

molecules through the formation/cleavage of O–H bonds when

the Zundel or Eigen cation can form. From the chemical view-

point, such process corresponds to heterolytically dissociating

and reforming individual H2O molecules. Of course, all mole-

cules in liquid phase are also involved in normal thermal

motion. Therefore the resulting charge migration should be a

superposition of two alternating motion motifs: (i) usual "slow"

(vehicle or Stokes) diffusion of a proton within the hydronium

ion, which behaves as a transport container and (ii) the fast

proton hopping far along the network of hydrogen bonds

between neighboring water molecules. This means that the

dynamics of charge transfer should involve at least two distinc-

tive characteristic times and corresponding to them two charac-

teristic spatial scales related to one or another motion motif.

To verify this hypothesis, we calculated the autocorrelation

portion Gs(r,t) of the van Hove space–time correlation function

G(r,t) [119], which is a fundamental property of liquid struc-

ture and in practice results from the Fourier transform of the

so-called intermediate scattering function obtained experimen-

tally from incoherent neutron scattering. The Gs(r,t) function
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provides a probability to detect a particle at moment t in a space

point r on condition that it was in the origin of coordinates at

t = 0. However, unlike common computations, we monitored

positive charge movement rather than particle position. This

methodology is similar to an "identity concept" proposed by

Agmon and coworkers [120]. Also, like this work, we did not

differentiate between "unproductive" and "productive"

(successful) proton transfer. The Gs(r,t) function defined in this

way is relevant for characterizing the heterogeneous dynamics

related to proton transfer.

The results are shown in Figure 16 for four different time inter-

vals. The sufficiently large extent of generated QMD trajecto-

ries and obtained statistics allow one to observe the bimodality

of the Gs(r,t) function, which provides the direct evidence of

the Grotthuss mechanism. Over very short times (in

femtosecond time scale), the proton moves at small distance

within hydronium so that Gs(r,t) shows only one maximum.

This motion can mainly be attributed to "unproductive" proton

transfers, including fast "proton rattling", i.e., recurrent proton-

transfer events that occur within the non-transfer intervals

[121]. At longer monitoring time (in picosecond time scale), the

first maximum of Gs(r,t) is gradually shifted to longer distances

and then splits into two maxima (Figure 16). The position of the

second maximum roughly corresponds to the size of the first

hydration shell and changes little over time. However, the inten-

sity of both maxima naturally decreases with time: in the long

time limit, the system looses memory of the initial configur-

ation and Gs(r,t) becomes independent of the distance. It is

natural to assume that the well-pronounced second maximum

on the van Hove autocorrelation function is associated with the

proton hopping along the network of hydrogen bonds, as

schematically illustrated by the insert in Figure 16.

From the above discussion, it is reasonable to conclude that we

obtained a direct confirmation that the charge transfer in the

hydrophilic channel of the ionomeric membrane indeed

proceeds via the Grotthuss mechanism. Of course, analysis of

Gs(r,t) provides information on the time and length scales of

dynamic processes but not on different molecular structures that

participate in the charge mobility process.

Conclusion
Due to up-to-date demands on the polymer proton-exchange

membranes with excellent mechanical characteristics, chemical

stability, high proton conductivity, in-depth understanding the

polymer microstructure and its connection with physical prop-

erties and fuel cell operating conditions is needed. Because the

charge mobility can hardly become higher than in water or

aqueous hydrochloric acid solution, the key challenge is to

increase the charge mobility by optimizing the morphology of

Figure 16: The Gs(r,t) correlation function is the time-dependent
conditional probability density that a particle (charge) moves a dis-
tance r = |r(0) − r(t)| during time t. At t = 0, Gs(r,0) = δ(r), whereas in
the long time limit, the system looses memory of the initial configur-
ation and Gs(r,0) becomes independent of the distance r:

 where V is the system
volume.

the membrane. Although a considerable experimental effort has

been undertaken to study the morphology of hydrated Nafion,

the microsegregated structure of this complex material is not

well understood until now. This is primarily due to the

ambiguous interpretation of experimental data. In this regard

the role of computer modeling is particularly significant. Of

course, it is impossible to solve this problem without using

different mutually supplementary computational methods

(quantum mechanical, atomistic, and mesoscopic) and the wide

application of high-performance computing. This is a funda-

mentally multiscale materials science problem. In the present

work, large-scale atomistic and first-principles molecular

dynamics simulations were employed to investigate the struc-

ture formation in a hydrated Nafion membrane and the solva-

tion and transport of protons in the water channel of the

membrane. The most important findings from the research can

be summarized as follows.

1. We have carried out atomistic force field-based simulations

for water/Nafion systems, containing more than 4 million

atoms, which are large enough to observe several hydrophilic

domains. At water loading levels corresponding to the oper-

ating conditions, the predicted microphase-separated morphol-

ogy can be classified as bicontinuous: both majority (hydro-

phobic) and minority (hydrophilic) subphases are three-dimen-

sionally continuous and organized in an irregular ordered

pattern, which is largely similar to that known for bicontinuous
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double-diamond structures. This behavior is due to the fact that

Nafion is a typical amphiphilic polymer: it combines, in one

macromolecule, strongly hydrophobic and strongly hydrophilic

groups, which gives rise to a constrained hydrophobic/hydro-

philic nanoseparation in the presence of physisorbed water. As a

result, the developed morphology is generally close to the partly

ordered mesophases or microemulsions characteristic of low-

molecular-weight surfactant systems in a non-polar solvent. The

existence of the well pronounced two-phase structural organiza-

tion can explain in part the surprisingly high ionic conductivity

of hydrated Nafion membranes even at relatively low water

content. The characteristic size of the hydrophilic channels esti-

mated from Bragg’s equation for water phase is about 25–50 Å,

depending on water content. This is in reasonable agreement

with the available experimental data for hydrated Nafion.

2. To clarify the issue of whether the driving force for ion disso-

ciation (association) is dominantly of energetic or entropic

nature, we have calculated the potential of mean force (PMF),

which characterizes the interaction between hydronium cations

and oppositely charged sulfonate groups of Nafion, and exam-

ined its temperature dependence. The energetic and entropic

contributions were found using a thermodynamic decomposi-

tion of PMF. It was shown that ion association observed with

decreasing temperature is largely an entropic effect related to

the loss of low-frequency modes. Because these modes are

mainly responsible for transport processes, one can expect that

the entropic effects would play an important role in ionic

conductivity. Although at temperatures substantially below

room temperature, significant ion association does exist, the

cations are still mobile and contribute to ionic conductivity.

3. For a relatively small system consisting of sulfonated Nafion

monomers and water molecules, it was shown that quantum

molecular dynamics simulations are able to predict the

microsegregation of water and Nafion: water molecules,

hydrated proton complexes, and sulfonic groups are arranged in

the hydrophilic regions surrounded by the hydrophobic sections

of Nafion and thus the two-phase structure is maintained.

4. Based on the results from our atomistic simulation, a real-

istic model of an ion-conducting channel containing Nafion

chains and water molecules was designed and studied using

quantum molecular dynamics. Proton solvation is only fairly

understood in bulk water, but has not been comprehended

in the ion-conducting channels of proton conducting ionomer

membrane. This contrasts with the importance of this

process for membrane transport. We have found that the

proton exchange between hydronium and water molecules is a

relatively fast process as compared to the formation of both

hydronium and Eigen ions. The formation processes of hydro-

nium and Eigen ions are strongly correlated, while the mutual

transformations of hydronioum/Zundel ions and Zundel/Eigen

ions are less correlated processes. From the results of the

QMD simulations, one can expect that for our model of the

ion-conducting nanochannel, proton transfer through

Zundel–Eigen–Zundel transformations should dominate.

5. Our extensive 120 ps-long density functional theory (DFT)-

based simulations of charge migration in the 1200-atom model

of the hydrophilic Nafion nanochannel allowed us to observe

the bimodality of the van Hove autocorrelation function Gs(r,t),

which provides the direct evidence of the Grotthuss bond-

exchange (hopping) mechanism as a significant contributor to

the proton conductivity. Over very short times (in femtosecond

time scale), the proton moves at small distance within the

hydronium so that Gs(r,t) shows only one maximum. At longer

monitoring times (in picosecond time scale), this maximum

gradually shifts to longer distances and then splits into two

maxima, the second of which indicates the proton hopping

along the network of hydrogen bonds.
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Abstract
We report here a way for improving the stability of ultramicroelectrodes (UME) based on hexacyanoferrate-modified metals for the

detection of hydrogen peroxide. The most stable sensors were obtained by electrochemical deposition of six layers of hexacyanofer-

rates (HCF), more specifically, an alternating pattern of three layers of Prussian Blue and three layers of Ni–HCF. The microelec-

trodes modified with mixed layers were continuously monitored in 1 mM hydrogen peroxide and proved to be stable for more than

5 h under these conditions. The mixed layer microelectrodes exhibited a stability which is five times as high as the stability of

conventional Prussian Blue-modified UMEs. The sensitivity of the mixed layer sensor was 0.32 A·M−1·cm−2, and the detection

limit was 10 µM. The mixed layer-based UMEs were used as sensors in scanning electrochemical microscopy (SECM) experi-

ments for imaging of hydrogen peroxide evolution.
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Introduction
The detection of hydrogen peroxide (H2O2) is of great impor-

tance in monitoring of food and the environment [1] as well as

clinical [2], biological and chemical studies [3]. For example,

hydrogen peroxide is a marker of inflammatory diseases [4].

Moreover, in fuel cells research, hydrogen peroxide is one of

the key molecules as it is produced in the cathode chamber of

the hydrogen–oxygen fuel cells causing degradation of the

proton-exchange membranes [5]. Investigations of the local

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ol.voronin@gmail.com
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Table 1: Sensitivity and operational stability of the ultramicrosensors (pH 6, batch regime).

type of UME type of film sensitivity, mA/cm2 stability in 1 mM of H2O2, min

glassy carbon PB 1600 10
glassy carbon PB–Ni–HCF 81 240
platinum PB 1050 15
platinum PB–Ni–HCF 320 240
ion deposited Pt–C composite PB 760 60
ion deposited Pt–C composite PB–Ni–HCF 100 300

distribution of hydrogen peroxide on the surface of living cells

and electrode materials as well as the in vivo analysis requires

sensors with a size of 25 μm and less. For such electrodes

(ultramicroelectrodes, UME) the thickness of the diffusion layer

is comparable to the diameter of the electrode resulting in

enhanced mass transport in comparison to macroscopic elec-

trodes and thus leading to improved sensitivity and detection

limits [6].

There are a number of studies which demonstrate the detection

of H2O2 in SECM experiments based on its oxidation at bare

platinum electrodes at a potential of 600 mV vs SCE [7-13].

However, such a high oxidation potential is often disadvanta-

geous for real-world applications as interfering compounds may

be co-oxidized. Prussian Blue (PB) is the most advantageous

hydrogen peroxide transducer [14-16] due to its higher activity

in H2O2 reduction and oxidation reactions, higher selectivity for

hydrogen peroxide reduction in the presence of oxygen, and

insensitivity to the presence of reducing compounds (e.g.,

ascorbate, paracetamol, etc.) [17]. We have already demon-

strated miniaturized PB based electrodes with diameters ranging

from 10 µm [18] to 125 µm [19]. For the electrodes with

diameters of 125 µm, a record sensitivity of approximately

9 A·M−1·cm−2 in H2O2 detection was achieved. However, the

stability of PB in neutral aqueous solutions is not sufficient in

respect to the long-term continuous monitoring of high levels of

H2O2 [20]. Moreover, different iron complexing agents (e.g.,

EDTA) are known to solubilize PB. This problem is particu-

larly severe for PB-modified UME.

Operational stability of the PB can be improved by covering its

surface with polymer films [21,22], by entrapment of the cata-

lysts into sol–gel [23-25], and by conductive polymer matrixes

[26,27]. In [20] we have demonstrated a novel approach for the

stabilization of a sensor based on mixed iron-nickel hexacyano-

ferrates. Here, we report on the highly stable ultramicrosensors

comprised of alternating films of iron and nickel hexacyanofer-

rates for the imaging of hydrogen peroxide distribution in

SECM.

Figure 1: AFM topography images of Prussian blue layer (left) and
Ni-HCF layer (right) deposited on top (contact mode images were
recorded in air with 0.3 lines/s at a resolution of 512 × 512 lines/
image).

Results and Discussion
Hexacyanoferrates were deposited onto UMEs with a diameter

of 10 µm and 25 µm, respectively. Three types of UME were

used: (i) carbon, (ii) platinum and (iii) platinum covered with an

ion beam induced deposition (IBID)-generated Pt/C composite

material [28]. Deposition of PB was carried out by using cyclic

voltammetry (CV) as described elsewhere in detail [29]. PB was

deposited using 5 cycles. A further increase of cycles led to a

decreased stability. In spite of the good selectivity, PB-based

electrodes showed low operational stability in batch measure-

ments (see Table 1).

Stabilized sensors were obtained by using a layer-by-layer

deposition with mixed layers of PB and Ni–HCF. Ni2+ and

Fe(CN)6
3− ions tend to form insoluble precipitate in pure

aqueous solutions. Therefore an excessive amount of supporting

electrolyte (0.5 М KCl) was used during the deposition of

Ni–HCF films. Deposition of Ni–HCF was performed by using

CV as described elsewhere [20]. Every two cycles of PB depo-

sition were followed by 2 cycles of Ni–HCF deposition forming

one “bilayer”. AFM images of Prussian blue and Ni–HCF

deposited on top are shown in Figure 1. After the last deposi-

tion step the electrodes were activated by CV as described in

the Experimental section of this manuscript.
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Figure 3: Standard addition curve for hydrogen peroxide recorded at 0 mV vs Ag/AgCl at a platinum UME (diam. of 25 µm) covered with three
bilayers of PB–Ni–HCFs.

Increasing the number of bilayers from one to three resulted in a

higher sensitivity of the modified electrodes. A continued

increase of the number of PB–Ni–HCF bilayers resulted in a

loss of mechanical stability. Therefore, all further experiments

were carried out with electrodes modified with three bilayers. A

typical cyclic voltammogram of a 3-layer-modified microelec-

trode in supporting electrolyte solution is shown in Figure 2.

Table 1 summarizes the comparison of sensitivity and stability

of PB–Ni–HCF-sensors using different electrode materials with

data for UMEs only modified with PB. The measurements were

carried out in a batch regime. The sensors with mixed layers

showed a significantly improved stability and an expected

decrease in sensitivity. Figure 3 shows an exemplary calibra-

tion curve for a microsensor based on PB–Ni–HCF mixed

layers deposited on a platinum UME (diam. of 25 µm).

PB–Ni–HCF-modified platinum microelectrodes were also

applied in SECM experiments to map hydrogen peroxide

profiles in substrate-generation-tip-collection mode (see

Figure 4). As clearly visible in the SECM image, the reduction

current significantly increased when the PB–Ni-modified elec-

trode was scanned towards the center of the H2O2-generating

Figure 2: Cyclic voltammogram of three PB-Ni-HCF bilayers deposited
on a platinum ultramictroelectrode (0.1 M KCl and 0.1 M HCl, sweep
rate 20 mV·s−1).

gold electrode (Figure 4A). Control experiments were carried

out by repeated SECM scans with three different scanning elec-

trodes: (i) a blank platinum electrode (biased at 0 V vs

Ag/AgCl), (ii) a platinum electrode modified only with

Ni–HCF, and (iii) a PB–Ni–HCF-modified UME with no poten-
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Figure 4: SECM image of an H2O2-generating gold electrode (diam. of 25 µm). A and B are 2D plots of images recorded with a platinum UME (diam.
of 25 µm) covered with three layers of PB–Ni–HCF and with Ni–HCF, respectively. C illustrates a 3D plot of A.

tial applied to the H2O2 generating gold electrode. In all control

experiments a significant signal was not recorded. After the

imaging experiments, the integrity of the film was confirmed by

CV recorded in 0.1 M HCl/KCl.

Conclusion
Ultramicrosensors for the detection of hydrogen peroxide with

increased stability have been developed. It was shown that the

electrodeposition of multiple PB–Ni–HCF bilayers on UME

provides a significantly enhanced stability of the electrocat-

alytic films for different electrode materials. UMEs modified

with PB–Ni–HCF films retained more than 95% of the initial

catalytic activity during at least 5 hours continuous monitoring

in 1 mM hydrogen peroxide.

Experimental
Experiments were carried out in solutions prepared with Milli-

pore water (resistivity 18.2 MΩ). All inorganic salts, organic

solvents, and hydrogen peroxide (30% solution) were obtained

at the highest purity from Sigma-Aldrich. Polishing materials

were obtained from Leco Instruments GmbH and Allied High

Tech Products Inc. Gold and platinum microwires were

purchased from Goodfellow. The micro glassy carbon elec-

trodes were obtained from ESA Biosciences Inc.

The electrochemical experiments were conducted in a three-

electrode setup using either a CHI842B bipotentiostat or a

μ-Autolab Type III (Eco Chemie) potentiostat as described in

detail elsewhere [18]. An Ag/AgCl was used as a reference

electrode and platinum was used as a counter electrode.

Microelectrodes were prepared as described elsewhere [30] by

sealing platinum or gold wires (25 μm and 10 µm in diameter,

respectively) under vacuum in borosilicate glass (Hilgenberg)

or soda lime glass, respectively, followed by consecutive

grinding, and polishing steps. Electrodes were then cleaned in

an ultrasonic bath for 15 minutes. Circular Pt/C composite

layers were deposited onto a microelectrode using a focused ion

beam gas-assisted process (Quanta 3D FEG, FEI Eindhoven).

The circular Pt/C composite were deposited on 10 µm Pt elec-
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trodes and had a radius of approx. 6.5 µm and a thickness of

approx. 150 nm (ion beam current: 300 pA and a dwell time

of 200 ns) with a ratio of carbon to platinum in the range of

60 atom % C to 24 atom % Pt [28]. Cyclic voltammetry, optical

microscopy, and AFM (5500 AFM, Agilent Technologies)

imaging were performed for characterizing the fabricated

microelectrodes.

The deposition of PB was carried out as described in detail else-

where [18]. The electrodeposition of nickel hexacyanoferrate

(NiHCF) was carried out in a non-colloid solution containing

1 mM NiCl2 and 0.5 mM K3[Fe(CN)6] with an excessive

amount of supporting electrolyte (0.1 M HCl and 0.5 M KCl),

while cycling the electrode potential between 0 and 0.85 V at a

scan rate of 100 mV/s applying 20 scans. After the deposition of

NiHCF, the electrodes were rinsed with MilliQ water (Milli-

pore MilliQ system) and and tempered at 80 °C for 0.5 h.

The deposition of the mixed films was performed as follows.

First, a layer of PB was deposited by cyclic voltammetry as

described above applying 2 scans. The electrodes were rinsed

with distilled water and dried at 80 °C for 15 min. Then, the

deposition of NiHCF was carried out by cyclic voltammetry

applying 2 cycles. All layers (except the first and the last ones)

were synthesized without temperature treatment. The activation

was carried out by CV applying 10 cycles in 0.1 M KCl and

0.1 M HCl solution within the limits of 0.00 to +0.85 V at a

scan rate of 40 mV/s and was performed after electrosynthesis

of the last layer. Then the electrodes were dried at 80 °C for

0.5 h.

SECM measurements were performed in generation–collection

mode as described in detail elsewhere [18]. A gold microelec-

trode (25 μm in diameter) was used for generating hydrogen

peroxide (bias: −0.4 V vs Ag/AgCl). Platinum microelectrodes

covered with PB, PB/NiHCF and NiHCF were used to detect

the reduction current of hydrogen peroxide at 0.00 V vs

Ag/AgCl. The microelectrode modified by metal cyanoferrate

was positioned in close proximity to the hydrogen peroxide

generating UME in feedback mode recording the Faraday

current of the Au microelectrode during the approach of the

modified electrode. Prior to the approach curve, the electrodes

were positioned centered to each other using an optical micro-

scope. The non-biased modified UME was then approached to

the Au microelectrode while the feedback current at the Au

UME was recorded in 10 mM ferrocyanide/0.1 M KCl. A nega-

tive feedback signal was obtained due to the hindered diffusion

of ferrocyanide towards the Au UME when the modified elec-

trode is in the vicinity. The SECM image was then recorded in

constant-height mode at a distance of 50 µm (determined by

Mira software package, G. Wittstock, University of Oldenburg).
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Abstract
Aprotic rechargeable Li–O2 batteries are currently receiving considerable interest because they can possibly offer significantly

higher energy densities than conventional Li-ion batteries. The electrochemical behavior of Li–O2 batteries containing bis(trifluo-

romethane)sulfonimide lithium salt (LiTFSI)/tetraglyme electrolyte were investigated by galvanostatic cycling and electrochemical

impedance spectroscopy measurements. Ex-situ X-ray diffraction and scanning electron microscopy were used to evaluate the for-

mation/dissolution of Li2O2 particles at the cathode side during the operation of Li–O2 cells.

665

Introduction
The development of new types of electrochemical power

sources is nowadays considered a key factor for further devel-

opment of hybrid and fully electric vehicles. Indeed one of the

major concerns for the practical use of fully electric vehicles is

the limited mileage of such vehicles. Aprotic rechargeable

Li–O2 batteries may overcome this limitation since they can

provide a much higher energy density than common Li-ion

batteries. However, research about this new battery technology

is still at an early stage. There are indeed still many open ques-

tions that need to be answered before proceeding for further

development.

One of the main challenges is represented by the choice of a

suitable electrolyte, which allows for the formation of the
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desired products during the operation of a typical Li–O2 battery.

In this context, recently published literature [1-3] gives new

insights about the mechanism through which the reduction and

the oxidation of oxygen occur in aprotic environments. During

discharge, the oxygen reduction reaction (ORR) proceeds in a

stepwise fashion leading to the formation of LiO2 and Li2O2 as

shown in the chemical reactions below. Conversely, upon

charging, the oxygen evolution reaction (OER) gives O2 and

Li+ back via a 2-electrons reaction.

The unsuitability of commonly used electrolytes for Li-ion

batteries (e.g., electrolytes based on carbonates) in Li–O2 cells

has been demonstrated by several research groups [4-8]. Indeed,

the main discharge product when using carbonates-based elec-

trolytes is represented by the byproduct Li2CO3 rather than the

desired Li2O2. On the other hand, ether-based electrolytes seem

able to give the desired discharge products, even if their long-

term stability is still questionable [9-15].

In view of this, we present an investigation of the lithium-oxide

phases that are generated during the operation of Li–O2

batteries, which use LiTFSI/tetraglyme as the electrolyte. The

electrochemical behaviors of the batteries were investigated by

galvanostatic cycling and electrochemical impedance spec-

troscopy. The physico–chemical investigation of the lithium-

oxide phases that form and dissolve at the cathode side upon

discharge and charge of Li–O2 batteries has been carried out by

using X-ray diffraction and SEM measurements.

Experimental
Electrolyte preparation
Tetraethylene glycol dimethyl ether (tetraglyme) purchased

from Aldrich was dried over molecular sieves and under

vacuum (at 80 °C) before being stored in an Ar-filled glovebox

(MBrown), in which the levels of O2 and H2O were kept

constantly below 0.1 ppm. Bis(trifluoromethane)sulfonimide

lithium salt (LiTFSI) was also purchased from Aldrich and

vaccum-dried before being used. The 1 M LiTFSI/tetraglyme

electrolyte was prepared and stored in a glovebox.

Electrodes manufacturing
Carbon cathodes for Li–O2 cells were prepared by airbrushing a

suspension of Super-P (Timcal) and polyvinylidene fluoride

(PvdF) in N-methyl-2-pyrrolidone (mass ratio Super-P/PvdF

8:2) on a gas diffusion layer (Toray paper). The obtained elec-

trodes of 12 mm in diameter were first dried at 100 °C in order

to allow the evaporation of the solvent and then further dried at

130 °C under vacuum, thus minimizing the moisture content.

The average loading for all the electrodes was about 1 mg·cm−2

based on the carbon content.

Electrochemical measurements
Electrochemical measurements were carried out using commer-

cially available 3-electrode ECC–air cells (EL-cell GmbH,

Germany) equipped with inlet and outlet for O2 purging.

Lithium disks acted as the counter and the reference electrode,

1 M LiTFSI/tetraglyme and Whatman glass fiber were the elec-

trolyte and the separator, respectively, and the Super-P based

electrode was set as the working electrode. The cells were

assembled in an Ar-filled glovebox (MBraun) and sealed. The

batteries were then taken outside the glovebox and pure O2 was

purged for 60 min before starting the electrochemical measure-

ments. Galvanostatic cycles of the Li–O2 cells have been

collected at a current of 50 mA·(g carbon)−1. Electrochemical

impedance spectroscopy (EIS) measurements have been carried

out in the frequency range between 200 kHz and 5 mHz super-

imposing a sinusoidal potential oscillation of ±2.5 mV. Electro-

chemical measurements have been carried out using a vmp 2/z

(Bio-Logic, France). All potentials reported hereafter are given

versus the Li+/Li semi-couple.

X-ray measurements
X-ray diffraction patterns have been collected on a Siemens

D5000 diffractometer equipped with a Cu Kα source and θ/2θ

Bragg–Brentano geometry. For ex-situ measurements, cells

were disassembled in an Ar-filled glovebox. Electrodes were

first washed with tetraglyme and then vacuum dried. Finally the

carbon cathodes were placed in an air-tight sample holder prior

to run the measurements.

Scanning electron microscopy
A Zeiss dual-beam NVISION 40 was used for scanning elec-

tron microscopy. The operating voltage for imaging was 5 kV.

The images were acquired using a secondary-electron detector

with an in-lens configuration.

Results and Discussion
The first galvanostatic discharge/charge curve of a typical

Li–O2 battery that has a carbon-based cathode, a lithium metal

anode and LiTFSI/tetraglyme electrolyte is reported in Figure 1.

The cell was cycled following a time-limited constant-current

protocol. A current of 50 mA·(g carbon)−1 was applied for 10 h

leading to a final specific capacity of 500 mAh·(g carbon)−1. At

the expense of some energy density, the use of such protocol

ensures good cyclability (more than 30 charge–discharge

cycles) of the Li–O2 cells [10,15]. The shape of the galvanostat-

ic curve is characterized by a flat discharge plateau at ≈2.7 V,
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whereas upon charging the potential of the cell rapidly increases

to 3.2 V, then proceeding up to 3.9 V in a sloped manner and

finally approaching the end of the charge at ≈4.3 V.

Figure 1: First galvanostatic discharge/charge curve of a typical Li–O2
battery consisting of a carbon-based cathode, lithium metal anode and
LiTFSI/tetraglyme as electrolyte.

In order to investigate the cathode/electrolyte interface, we

examined the evolution of the cell impedance during the first

cycle. Electrochemical impedance spectra have therefore been

collected from fresh, once discharged and re-charged elec-

trodes, as shown in Figure 2. The EIS results can be used to

evaluate the formation of an insulating phase at the electrode.

The 3-electrode configuration of the used cell allowed for

isolating the only contribution of the cathode to the total imped-

ance of the cell. The Nyquist dispersion of the fresh cathode

reported in Figure 2 (black squares) displays a depressed semi-

circle from high to middle frequencies, which can be ascribed to

the charge transfer resistance [16]. The impedance spectrum

acquired at the end of the discharge (Figure 2, red circles)

clearly shows an increased amplitude of the semicircle asso-

ciated with an increased charge-transfer resistance. The

observed behavior can be explained on the basis of a growing

insulating phase at the cathode side and more specifically

directly related to the formation of Li2O2 upon discharge, as

demonstrated by the XRD results that will be discussed later on.

After charging (Figure 2, green triangles) the impedance asso-

ciated with the charge transfer decreases, which suggests that

the formation/dissolution of Li2O2 is reversible in the system.

The reasons for the different values of the charge-transfer resis-

tances of the fresh and of the charged electrodes are still

unclear. Although the XRD results (see Figure 3) do not show

evidences of Li2CO3, we cannot exclude that traces of this com-

pound, either in an amorphous state and/or below the detection

Figure 3: X-ray diffractograms of pristine, discharged and charged
carbon cathodes. Note the additional peaks of Li2O2 (marked by
asterisk) for the discharged state of the cathode.

limit of the X-ray diffraction technique, forms during discharge

as a consequence of the instability of the carbon-based elec-

trode [17,18] or of the electrolyte [15] during cycling. The for-

mation of the insulating Li2CO3 within the cathode structure

would explain the different charge-transfer values found for the

fresh and re-charged electrodes, respectively.

Figure 2: Electrochemical impedance spectra of pristine (black), once
discharged (red) and re-charged (green) electrodes.

By means of X-ray diffraction we confirmed the reversible for-

mation and dissolution of Li2O2. The comparison of the diffrac-

tion patterns of pristine, discharged and recharged electrodes is

reported in Figure 3. The two X-ray patterns of the fresh and of

the charged electrodes show the same peaks. In contrast, the
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Figure 4: SEM micrographs of (A) pristine electrode, (B) discharged electrode for which the capacity was limited at 500 mAh·(g carbon)−1 and (C)
recharged electrode of Li–O2 batteries. Note that the large Li2O2 particles in (B) appear to have a hollow structure with a smooth surface and nodular
morphology. The scale bars correspond to 200 nm.

diffractogram of the electrode in the discharged state shows

three additional peaks, marked with asterisks, which belong to

the crystal structure of Li2O2. Apart from the Li2O2 phase we

could not identify any other peaks (such as those of Li2O,

Li2CO3 or LiF).

The SEM images of the electrode at pristine, discharged up to

500 mAh·(g carbon)−1 and recharged states are shown in

Figure 4. Discharging the battery forms lithium peroxide on the

cathode as seen in Figure 4B. It can be noticed that the Li2O2

particles appear to have a hollow structure with a smooth

surface and nodular morphology. The dimensions of the parti-

cles are typically in the range of 200 to 350 nm. From

Figure 4C it is obvious that upon recharging the battery the

Li2O2 particles disappear in accordance with the expectation.

Our SEM results are consistent with the XRD results shown in

Figure 3, which show Li2O2 peaks in discharged case but not in

the recharged case. These results are also consistent with the

results from electrochemical impedance spectroscopy.

In order to comprehend the electrochemical and microstructural

changes that occur when the depth of discharge of a Li–O2

battery is further increased, Li–O2 cells were cycled under a

fixed capacity regime of 1000 mAh·(g carbon)−1. The galvano-

static curve referred to the first cycle is shown in Figure 5. It

can be seen that the general shape of this curve is similar to that

of Figure 1 even though in the latter case the capacity was

limited to 500 mAh·(g carbon)−1.
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Figure 6: Microstructures of (A) discharged and (B) recharged electrodes. The formation of lithium peroxide crystals on the discharged electrode up
to 1000 mAh·(g carbon)−1 is clearly visible in (A). The scale bars correspond to 200 nm.

Figure 5: First galvanostatic curve of a Li–O2 battery discharged up to
1000 mAh·(g carbon)−1.

The corresponding SEM images of the discharged and

recharged electrodes are shown in Figure 6. The formation and

dissolution of lithium peroxide crystals upon discharging and

recharging are evident from these images. By comparing

Figure 6A with Figure 4B, the following three features are

obvious: (a) the morphology of the particles is rather smooth in

both the cases (b) the particles in Figure 6A are filled (not

hollow) in contrast to the case of Figure 4B and (c) the size of

the Li2O2 particles formed in the case of Figure 6A are in the

range of 250–350 nm, which is somewhat larger than in the case

of Figure 4B. From point (b) we can infer that the formation

mechanism of the Li2O2 must involve a transformation from a

hollow to filled structure with the progression of the discharge.

Moreover, the continuous coverage of Li2O2 on carbon seen in

Figure 4B is starkly different from the discontinuous coverage

shown in Figure 6A. This may be due to thermodynamic and

kinetic factors at play during discharge which determines the

overall morphology of the reaction products. Although the exact

mechanism is unclear, it also explains the aforementioned trans-

formation from hollow to filled structures. Finally, from points

(b) and (c) together we can also qualitatively understand the

excess mass deposited on the electrode due to a continued

discharge up to 1000 mAh·(g carbon)−1, as would be expected.

Conclusion
In conclusion, we demonstrated the reversibility of the oxygen

electrochemical redox reaction during the operation of a Li–O2

battery. The use of the LiTFSI/tetraglyme electrolyte allows for

obtaining the desired discharge product that is identified as

Li2O2. The combination of electrochemical techniques and

ex-situ analysis, such as XRD and SEM, led us to ascribe the

discharge plateau to the electrochemical reduction of O2 which

is subsequently re-oxidized upon charge. From the SEM

images, it can be seen that with the progression of the discharge

reaction, a hollow shell structure of Li2O2 particles forms

initially which then transforms to a completely filled solid

structure suggesting that the deposition mechanism must be re-

sponsible for this transformation.

Acknowledgements
Financial support from Bundesministerium für Bildung

und Forschung (BMBF) in the framework of LuLi project

(FKz03X4624D/E) is gratefully acknowledged. The authors

would like to thank U. Riek and H. Bächler, (ZSW) and

Dr. J. Biskupek (Universität Ulm) for fruitful discussions.



Beilstein J. Nanotechnol. 2013, 4, 665–670.

670

References
1. O’Laoire, C.; Mukerjee, S.; Abraham, K. M. J. Phys. Chem. C 2010,

114, 9178–9186. doi:10.1021/jp102019y
2. Peng, Z.; Freunberger, S. A.; Hardwick, L. J.; Chen, Y.; Giordani, V.;

Bardé, F.; Novák, P.; Graham, D.; Tarascon, J.-M.; Bruce, P. G.
Angew. Chem., Int. Ed. 2011, 50, 6351–6355.
doi:10.1002/anie.201100879

3. Hassoun, J.; Croce, F.; Armand, M.; Scrosati, B.
Angew. Chem., Int. Ed. 2011, 50, 2999–3002.
doi:10.1002/anie.201006264

4. Bryantsev, V. S.; Blanco, M. J. Phys. Chem. Lett. 2011, 2, 379–383.
doi:10.1021/jz1016526

5. Freunberger, S. A.; Chen, Y.; Peng, Z.; Griffin, J. M.; Hardwick, L. J.;
Bardé, F.; Novák, P.; Bruce, P. G. J. Am. Chem. Soc. 2011, 133,
8040–8047. doi:10.1021/ja2021747

6. Xiao, J.; Hu, J.; Wang, D.; Hu, D.; Xu, W.; Graff, G. L.; Nie, Z.; Liu, J.;
Zhang, J.-G. J. Power Sources 2011, 196, 5674–5678.
doi:10.1016/j.jpowsour.2011.02.060

7. Xu, W.; Xu, K.; Viswanathan, V. V.; Towne, S. A.; Hardy, J. S.; Xiao, J.;
Nie, Z.; Hu, D.; Wang, D.; Zhang, J.-G. J. Power Sources 2011, 196,
9631–9639. doi:10.1016/j.jpowsour.2011.06.099

8. Xu, W.; Viswanathan, V. V.; Wang, D.; Towne, S. A.; Xiao, J.; Nie, Z.;
Hu, D.; Zhang, J.-G. J. Power Sources 2011, 196, 3894–3899.
doi:10.1016/j.jpowsour.2010.12.065

9. Jung, H.-G.; Hassoun, J.; Park, J.-B.; Sun, Y.-K.; Scrosati, B.
Nat. Chem. 2012, 4, 579–585. doi:10.1038/nchem.1376

10. Lim, H.-D.; Park, K.-Y.; Gwon, H.; Hong, J.; Kim, H.; Kang, K.
Chem. Commun. 2012, 48, 8374–8376. doi:10.1039/c2cc32788k

11. Freunberger, S. A.; Chen, Y.; Drewett, N. E.; Hardwick, L. J.; Bardé, F.;
Bruce, P. G. Angew. Chem., Int. Ed. 2011, 50, 8609–8613.
doi:10.1002/anie.201102357

12. Ryan, K. R.; Trahey, L.; Ingram, B. J.; Burrell, A. K. J. Phys. Chem. C
2012, 116, 19724–19728. doi:10.1021/jp306797s

13. Peng, Z.; Freunberger, S. A.; Chen, Z.; Bruce, P. G. Science 2012,
337, 563–566. doi:10.1126/science.1223985

14. Meini, S.; Piana, M.; Beyer, H.; Schwämmlein, J.; Gasteiger, H. A.
J. Electrochem. Soc. 2012, 159, A2135–A2142.
doi:10.1149/2.011301jes

15. Marinaro, M.; Theil, S.; Jörissen, L.; Wohlfahrt-Mehrens, M.
Electrochim. Acta 2013, 108, 795–800.
doi:10.1016/j.electacta.2013.06.147

16. Cecchetto, L.; Salomon, M.; Scrosati, B.; Croce, F. J. Power Sources
2012, 213, 233–238. doi:10.1016/j.jpowsour.2012.04.038

17. Gallant, B. M.; Mitchell, R. R.; Kwabi, D. G.; Zhou, J.; Zuin, L.;
Thompson, C. V.; Shao-Horn, Y. J. Phys. Chem. C 2012, 116,
20800–20805. doi:10.1021/jp308093b

18. McCloskey, B. D.; Speidel, A.; Scheffler, R.; Miller, D. C.;
Viswanathan, V.; Hummelshøj, J. S.; Nørskov, J. K.; Luntz, A. C.
J. Phys. Chem. Lett. 2012, 3, 997–1001. doi:10.1021/jz300243r

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.4.74

http://dx.doi.org/10.1021%2Fjp102019y
http://dx.doi.org/10.1002%2Fanie.201100879
http://dx.doi.org/10.1002%2Fanie.201006264
http://dx.doi.org/10.1021%2Fjz1016526
http://dx.doi.org/10.1021%2Fja2021747
http://dx.doi.org/10.1016%2Fj.jpowsour.2011.02.060
http://dx.doi.org/10.1016%2Fj.jpowsour.2011.06.099
http://dx.doi.org/10.1016%2Fj.jpowsour.2010.12.065
http://dx.doi.org/10.1038%2Fnchem.1376
http://dx.doi.org/10.1039%2Fc2cc32788k
http://dx.doi.org/10.1002%2Fanie.201102357
http://dx.doi.org/10.1021%2Fjp306797s
http://dx.doi.org/10.1126%2Fscience.1223985
http://dx.doi.org/10.1149%2F2.011301jes
http://dx.doi.org/10.1016%2Fj.electacta.2013.06.147
http://dx.doi.org/10.1016%2Fj.jpowsour.2012.04.038
http://dx.doi.org/10.1021%2Fjp308093b
http://dx.doi.org/10.1021%2Fjz300243r
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.4.74


680

Optimization of solution-processed
oligothiophene:fullerene based organic solar cells by

using solvent additives
Gisela L. Schulz*1, Marta Urdanpilleta2, Roland Fitzner1, Eduard Brier1,

Elena Mena-Osteritz1, Egon Reinold1 and Peter Bäuerle*1,§

Full Research Paper Open Access

Address:
1Institute of Organic Chemistry II and Advanced Materials, University
of Ulm, Albert-Einstein-Allee 11, D-89081 Ulm, Germany and
2Department of Applied Physics, University of the Basque Country
(UPV/EHU), Plaza de Europa, 1, 20018 Donostia - San Sebastián,
Spain

Email:
Gisela L. Schulz* - gisela.schulz@uni-ulm.de;
Peter Bäuerle* - peter.baeuerle@uni-ulm.de

* Corresponding author
§ Fax: (+49) 731-50-22840

Keywords:
active layer morphology; comparison vacuum-processed solar cells;
maximum solubility; oligothiophene; solar cells; solution-processed
bulk heterojunction; solvent additives

Beilstein J. Nanotechnol. 2013, 4, 680–689.
doi:10.3762/bjnano.4.77

Received: 09 July 2013
Accepted: 02 October 2013
Published: 24 October 2013

This article is part of the Thematic Series "Energy-related nanomaterials".

Guest Editors: P. Ziemann and A. R. Khokhlov

© 2013 Schulz et al; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
The optimization of solution-processed organic bulk-heterojunction solar cells with the acceptor-substituted quinquethiophene

DCV5T-Bu4 as donor in conjunction with PC61BM as acceptor is described. Power conversion efficiencies up to 3.0% and external

quantum efficiencies up to 40% were obtained through the use of 1-chloronaphthalene as solvent additive in the fabrication of

the photovoltaic devices. Furthermore, atomic force microscopy investigations of the photoactive layer gave insight into the

distribution of donor and acceptor within the blend. The unique combination of solubility and thermal stability of DCV5T-Bu4 also

allows for fabrication of organic solar cells by vacuum deposition. Thus, we were able to perform a rare comparison of the device

characteristics of the solution-processed DCV5T-Bu4:PC61BM solar cell with its vacuum-processed DCV5T-Bu4:C60 counterpart.

Interestingly in this case, the efficiencies of the small-molecule organic solar cells prepared by using solution techniques are

approaching those fabricated by using vacuum technology. This result is significant as vacuum-processed devices typically display

much better performances in photovoltaic cells.
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Introduction
The demand for the development of new materials for applica-

tions in organic bulk-heterojunction solar cells (BHJSCs) has

been growing over the last decade [1-3]. In response, the field

has been expanding rapidly with the number of new com-

pounds being produced at an increasingly faster rate [3-5]. The

photoactive layer in BHJSCs is fabricated by simultaneous

deposition of both, the electron donor (D) as a p-type and the

electron acceptor (A) as n-type semiconducting material. The

field can be divided based on the type of donor material;

polymer or oligomer/dye molecules. Oligomers or, as they are

sometimes referred to, “small” molecules, have the advantage

of possessing a defined molecular structure that is monodis-

perse in nature and allows for purification and characterization,

which leads to the derivation of valuable structure–property

relationships. Problems with respect to reproducibility of solar

cell results due to batch to batch variations of the synthetic

organic materials, such as in the case of polymers, are of less

significance. On the other hand, the preparation of structurally

defined oligomers sometimes requires costly multi-step

syntheses.

Diketopyrrolopyrroles [4], oligothiophenes [5], merocyanines

[6], phthalocyanines [7], and squarine dyes [8,9] have all been

investigated as promising donor materials in efficient BHJSCs.

Power conversion efficiencies (PCEs) up to 6.9% have been

reported for oligomers based on vacuum-processed [10] and

8.2% for solution-processed single junction devices [11].

Among these prominent classes of compounds, in particular

oligothiophenes end-capped with electron-withdrawing cyano

groups proved to have excellent performance in BHJSCs.

Oligothiophenes of various lengths (from 3 to 7 thiophene

units), which contain various alkyl side chains (methyl to octyl)

with different substitution patterns, have been incorporated in

photoactive layers of BHJSCs. When using vacuum deposition,

the highest efficiency for single-junction solar cells to date has

been reported to be 6.9% for dicyanovinyl (DCV)-capped quin-

quethiophene with methyl substituents on the central thiophene

unit blended with C60 in a ratio of 2:1 [10]. In the case of solu-

tion-processed BHJSCs, a septithiophene derivative incorpor-

ating regioregular octyl chains, capped with DCV groups, and

blended with [6,6]-phenyl-C61-butyric acid methyl ester

(PC61BM), displayed a PCE of 3.7% when spin-coated from a

chloroform solution [12]. This efficiency was further increased

to 5.1% upon replacement of the terminal DCV acceptors units

with octyl cyanoacetate termini [13]. A further improvement to

6.1% was obtained by the use of an alkylated septithiophene

that bears terminal rhodanine acceptor groups [13]. Through

combination of the rhodanine acceptor with a benzodithiophene

core unit, an additional increase in PCE to 8.1% was achieved

[14,15]. Simultaneously, a series of dithienosiloles flanked with

two thiadiazolopyridine units were reported with efficiencies of

up to 8.2% in combination with [6,6]-phenyl-C71-butyric acid

methyl ester (PC71BM) [11,16,17].

We now report on the application of a DCV-capped quin-

quethiophene derivative, which contains four butyl chains along

the oligomer backbone (DCV5T-Bu4), as the p-type semicon-

ducting material in solution-processed BHJSCs. Due to its

thermal stability as well as its solubility, this material has the

unique advantage of being processable in both vacuum and

solution. This allows for a direct comparison of the two deposi-

tion techniques and the resulting solar cell performances. There

have been several reports describing the photovoltaic character-

istics of vacuum-deposited DCV5T-Bu4 [18-20], which in

combination with C60 gave an efficiency of 3.4% in planar

heterojunctions [18] and 3.5% in bulk heterojunctions [21].

Herein, the synthesis and characterization of the DCV5T-Bu4 is

described, as well as the photovoltaic performance of solution-

processed BHJSCs. To date, there have been many reports of

polymer-based solar cells, which have demonstrated significant

increases in efficiencies with the use of solvent additives [22-

28], however, there are only a handful of examples in which

oligomer-based donors were used [15-17,29]. This work further

investigates the effect of a solvent additive on active layer film

formation and relates the findings to the solar cell performance

[30].

Experimental
Materials and methods: Tetrahydrofuran (THF, Merck) was

dried under reflux over sodium/benzophenone (Merck) and

distilled. Dimethylformamide (DMF, Merck) was first refluxed

over P4O10 and distilled, then refluxed over BaO and distilled

again. 1-Chloronaphthalene (CN, Aldrich) was distilled prior to

use. All synthetic steps were carried out under argon atmos-

phere. Malononitrile and β-alanine were purchased from Merck

and 2-isopropoxy-4,4,5,5-tetramethyl[1,3,2]dioxaborolane and

thiophene were purchased from Aldrich. Diiodoterthiophene 1

[31], bisstannylterthiophene 5 [21], and 2-[(5-bromothien-2-

yl)methylene]malononitrile (6) [32] were synthesized according

to known literature procedures. NMR spectra were recorded on

a Bruker AMX 500 (1H NMR: 500 MHz; 13C NMR: 125 MHz)

or a Bruker Avance 400 (1H NMR: 400 MHz; 13C NMR:

100 MHz) at 298 K. Chemical shift values (δ) are given in ppm

and were calibrated on residual non-deuterated solvent peaks

(CDCl3: 1H NMR: 7.26 ppm, 13C NMR: 77.0 ppm; C2D2Cl4:
1H NMR: 6.00 ppm, 13C NMR: 74.0 ppm; CD2Cl2: 1H NMR:

5.32 ppm, 13C NMR: 53.5 ppm; THF-d8: 1H NMR: 3.58 ppm,
13C NMR: 67.7 ppm) as internal standard. EI and CI mass spec-

troscopy was performed on a Finnigan MAT SSQ-7000 or a

Varian Saturn 2000 GCMS. MALDI-TOF spectra were
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recorded on a Bruker Daltonics Reflex III using dithranol or

DCTB (trans-2[3-4-tert-butylphenyl]-2-methyl-2-propenyli-

dene)-malononitrile) as matrices. UV–vis absorption spec-

troscopy was carried out on a Perkin Elmer Lambda 19 using

Merck Uvasol grade solvents. The maximum solubility of

DCV5T-Bu4 was measured by using UV–vis absorption spec-

troscopy. After determination of the molar extinction coeffi-

cient, saturated solutions were made, stirred for 60 min at 60 °C

then allowed to cool to room temperature. The saturated solu-

tion was then filtered and diluted for absorption spectroscopy,

and the corresponding concentration could be determined.

Cyclic voltammetry experiments were performed with a

computer-controlled Autolab PGSTAT30 potentiostat and a

three-electrode single-compartment cell with a platinum

working electrode, a platinum wire counter electrode and an

Ag/AgCl reference electrode. All potentials were internally

referenced to the ferrocene/ferrocenyl couple (−5.1 eV).

Melting points were determined using a Mettler Toledo DSC

823e and were not corrected. Elemental analyses were

performed on an Elementar Vario EL. Plastic-sheets precoated

with silica gel, Merck Si60 F254, were used for thin layer chro-

matography. Glass columns packed with Merck Silica 60, mesh

0.063–0.2 μm, were used for column chromatography. High

performance liquid chromatography was performed on a

Hitachi instrument equipped with a UV–vis detector L-7420,

columns (Nucleosil 100-5 NO2 with a pore size of 100 Å) from

Machery-Nagel using a dichlormethane/n-hexane mixture

(40:60) as eluent. Surface images were recorded with the help

of a Bruker Nanoscope V AFM at ambient temperature in

tapping mode.

Synthesis: 3',3''',4',4'''-Tetrabutyl-2,2':5',2'':5'',2''':5''',2''''-quin-

quethiophene (3): Diiodoterthiophene 1 (2.77 g, 3.80 mmol)

and 2-(thien-2-yl)-4,4,5,5-tetramethyl-[1,3,2]-dioxaborolane 2

(1.76 g, 8.36 mmol) were combined with a 2 M aqueous

solution of potassium phosphate (12.5 mL, 25 mmol) in

dimethoxyethane (60 mL). Tris(dibenzylideneaceton)di-

palladium (41 mg, 0.04 mmol) and tri-tert-butylphosphine

(16 mg, 0.08 mmol) were added to the reaction mixture under

argon and it was refluxed for 24 h. After evaporation of the

solvent, the crude product was purified by column chromatog-

raphy on silica gel with petrol ether as eluent to yield pentamer

3 (1.70 g, 2.67 mmol, 70%) as an orange solid. Mp 72–73 °C;
1H NMR (CDCl3) δ 7.31–7.30 (m, 2H, ThH), 7.15–7.14 (m,

2H, ThH), 7.08–7.05 (m, 4H, ThH), 2.77–2.69 (m, 8H),

1.58–1.42 (m, 16H), 0.98-0.93 (m, 12H); 13C NMR (CDCl3)

140.19, 136.19, 135.94, 129.77, 127.39, 125.96, 125.90, 125.34,

32.97, 32.95, 28.01, 27.83, 23.09, 23.03, 13.93, 13.89. EIMS

m/z: M+ 636.8 (calcd for C36H44S5: 636); Anal. calcd for

C36H44S5: C, 67.87; H, 6.96; S, 25.17; found: C, 67.95; H,

6.36; S, 25.01.

3',3''',4',4'''-Tetrabutyl-2,2':5',2'':5'',2''':5''',2''''-quinquethiophene-

5,5''''-dicarbaldehyde (4): To a solution of quinquethiophene 3

(1.50 g, 2.4 mmol) in dichloromethane (18 mL), a mixture of

phosphoryl chloride in DMF (26 mL, 22.4 mmol) was added.

The reaction was refluxed for 16 h and subsequently stirred for

2 h at room temperature. A saturated aqueous solution of

sodium bicarbonate (200 mL) was added and the organic phase

was extracted and dried over sodium sulphate. The crude ma-

terial was purified by column chromatography on silica gel with

dichloromethane as eluent to give dicarbaldehyde 4 (1.30 g,

1.88 mmol, 80%) as a dark red solid. Mp 89–90 °C; 1H NMR

(CDCl3) 9.91 (s, 2H, CHO), 7.73 (d, J = 4.0 Hz, 2H, ThH), 7.28

(d, J = 4.0 Hz, 2H, ThH), 7.16 (s, 2H, ThH), 2.83–2.76 (m, 8H),

1.60–1.50 (m, 16H), 1.02–0.98 (m, 12H); 13C NMR (CDCl3)

182.53, 146.27, 142.62, 142.26, 140.84, 136.74, 135.94, 131.86,

129.01, 126.62, 126.15, 32.84, 32.56, 28.11, 27.92, 23.01,

13.84; MALDI-TOF m/z: M+ 692.3 (calcd for C38H44O2S5:

692). Anal. calcd for C38H44O2S5: C, 65.85; H, 6.40; S, 23.19;

found: C, 65.95; H, 6.63; S, 22.93.

2,2'-((3',3''',4',4'''-Tetrabutyl-2,2':5',2'':5'',2''':5''',2''''-quinquethio-

phene-5,5'' ' '-diyl)bis(methanylylidene))dimalononitrile

(DCV5T-Bu4) by method (A): A suspension of dialdehyde 4

(0.80 g, 1.15 mmol), malononitrile (0.23 g, 3.45 mmol), and

β-alanine (11 mg, 0.12 mmol) in THF/EtOH (1:3 mixture,

60 mL) was stirred for 20 h under reflux. The solvent was

completely removed in vacuo and the resulting black solid was

purified by column chromatography on silica gel with

dichloromethane as eluent to yield DCV5T-Bu4 (0.83 g,

1.05 mmol, 91%) as a dark violet to black solid.

2,2'-((3',3''',4',4'''-Tetrabutyl-2,2':5',2'':5'',2''':5''',2''''-quinquethio-

phene-5,5'' ' '-diyl)bis(methanylylidene))dimalononitrile

DCV5T-Bu4 by method (B): A mixture of bisstannylterthio-

phene 5 (3.91 g, 4.90 mmol), 2-[(5-bromothien-2-yl)methyl-

ene]malononitrile 6 (2.46 g, 10.29 mmol) and tetrakis(triphenyl-

phosphine)palladium(0) (283 mg, 0.245 mmol) was mixed in

DMF (120 mL) and heated under argon at 80 °C for 72 h. After

cooling, the resulting precipitate was filtered off and washed

repeatedly with methanol and n-hexane. The DMF filtrate was

then concentrated and stored at 7 °C and the resulting precipi-

tate was filtered off and washed with methanol and n-hexane

and combined with the previously isolated solid. Purification

via column chromatography on silica gel was done using

dichloromethane. After drying under vacuum DCV5T-Bu4

(1.7g, 2.15 mmol, 46%) was obtained as a dark violet to black

solid. The purity of quinquethiophene DCV5T-Bu4 was

confirmed by analytical high performance liquid chromatog-

raphy (see Supporting Information File 1). Mp 204 °C (onset

DSC). 1H NMR, 13C NMR, MALDI-TOF, and elemental analy-

sis were all consistent with the previously reported values [20].
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Scheme 1: Alternative synthetic routes used to yield DCV5T-Bu4.

Device fabrication: Photovoltaic devices were made following

a previously reported procedure [33], with a few exceptions.

The active areas of the cells were 0.2 cm2. The spectral

response was measured under monochromatic light from a

300 W Xenon lamp in combination with a monochromator

(Oriel, Cornerstone 260), modulated with a mechanical

chopper. The response was recorded as the voltage over a

220 Ω resistor, using a lock-in amplifier (Merlin 70104). A cali-

brated Si cell was used as reference.

Results and Discussion
Two different synthetic strategies were employed to synthesize

the DCV-capped quinquethiophene DCV5T-Bu4 (Scheme 1).

In the first approach (A) we started with the preparation of

quinquethiophene 3 by Pd(0)-catalyzed Suzuki-type cross-

coupling reaction of butyl-substituted diiodoterthiophene 1 and

boronic ester 2 in 70% yield. For the sequential introduction of

the terminal DCV acceptor groups, pentamer 3 was formylated

in both α-positions under Vilsmeier–Haack conditions to yield

dialdehyde 4, which was subsequently converted into the target

compound by a Knoevenagel condensation with malononitrile

using β-alanine as catalyst. We recently developed the more

versatile synthetic route (B), in which the already DCV-func-

tionalized terminal thiophene 6 was coupled with bis-stanny-

lated butyl-substituted terthiophene 5 in a two-fold Pd(0)-

catalyzed Stille-type coupling reaction to obtain DCV5T-Bu4

on the gram scale in 46% yield. After purification by column

chromatography, the high purity and thermal stability of

oligomer DCV5T-Bu4 were confirmed by analytical high

performance liquid chromatography (HPLC) and differential

scanning calorimetry (DSC), respectively (see Supporting Infor-

mation File 1).

The optical properties of DCV5T-Bu4 were investigated by

using UV–vis absorption spectroscopy and are displayed in

Figure 1a and summarized in Table 1. In dilute chloroform

solutions, absorption was observed between 400 and 600 nm,

which is assigned to a π–π* transition. The maximum absorp-

tion was located at 515 nm, with a molar extinction coefficient

of 62 300 L mol−1 cm−1 [20]. In comparison to the measure-

ments performed in solution, thin films of neat DCV5T-Bu4

showed a broader absorption profile that was shifted to the red

with maxima at 590 and 630 nm. The onset of absorption was

shifted for 87 nm, which reduces the band gap to 1.77 eV. The

second maximum appearing at lower energy is attributed to the

well-ordered packing of the DCV5T-Bu4 molecules in the solid

state.

The electrochemical properties of DCV5T-Bu4 were probed by

using cyclic voltammetry, the results of which are plotted in
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Figure 1: (a) Absorption spectrum of DCV5T-Bu4 measured in chloroform and as thin film, spin-coated from chlorobenzene at 80˚C. (b) Cyclic
voltammogram of DCV5T-Bu4 in dichloromethane, TBAPF6 (0.1 M) measured versus the ferrocene/ferrocenyl (Fc/Fc+) redox couple.

Table 1: Optical, electrochemical, and maximum solubility data for DCV5T-Bu4, fullerene PC61BM, and PC71BM. Absorption spectra measured in
CHCl3, thin films spin-coated from chlorobenzene at 80 °C and electrochemical measurements in CH2Cl2/TBAPF6 solutions (HOMO/LUMO vs
Fc/Fc+

vac = −5.1 eV).

compound λabs (nm)
solution

ε (L mol−1 cm−1)
solution

ΔEopt (eV)
solution

λabs (nm) film ΔEopt (eV)
film

E0
ox1 (V) E0

ox2 (V)

DCV5T-Bu4 515 62 300 2.03 590,630 1.77 0.58 0.87
PC61BM 329 40 100 3.08 — — — —
PC71BM 470 22 100 — — — — —

compound E0
red

(V)
HOMO
(eV)

LUMO
(eV)

ΔECV

(eV)
solubility CB
(mg/mL)

solubility CN
(mg/mL)

solubility ODCB
(mg/mL)

DCV5T-Bu4 −1.50 −5.6 −3.7 1.87 3 6 3
PC61BM — −6.3 [34] −4.0 [34] — 31 [29] 31 [29] —
PC71BM — −6.3 −4.1 — — — 164

Figure 1b and summarized in Table 1. Measurements were

performed in dichloromethane solutions containing tetrabutyl-

ammonium hexafluorophosphate (TBAPF6) and referenced

against the internal ferrocene/ferrocenyl (Fc/Fc+) redox couple.

The first and second reversible oxidation of DCV5T-Bu4 was

observed at 0.58 and 0.87 V, respectively. Upon reduction of

the molecule, an irreversible wave was observed at −1.50 V.

The oxidation is attributed to the formation of stable radical

cations and dications along the oligothiophene backbone,

whereas the reduction corresponds to the more instable radical

anions formed on the DCV groups. HOMO and LUMO energy

levels were calculated to be −5.6 and −3.7 eV, respectively,

from the onset of the first oxidation and reduction wave. The

results are displayed in Figure 2 and compared to energy levels

of three different electron-accepting fullerene derivatives used

in the various experiments.

Solar cell devices were fabricated by spin-coating the DCV5T-

Bu4 :PCBM blend from hot  solut ions at  80 °C on

ITO|PEDOT:PSS-coated substrates, which were heated to

Figure 2: Diagram showing the HOMO and LUMO energy levels of
DCV5T-Bu4, PCBM derivatives [34,35], and C60.

90 °C. Subsequently 1 nm LiF was deposited followed by

100 nm Al via thermal evaporation. J–V characteristics for

blends of DCV5T-Bu4/PC61BM (1:1 wt. ratio) are displayed in

Figure 3 and summarized in Table 2. When the active layer was

deposited using only chlorobenzene (CB) as the solvent, a

short-circuit current density (Jsc) of 5.2 mA/cm2, an open

circuit potential (Voc) of 1.09 V, a fill factor (FF) of 0.36, and a
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Table 2: Photovoltaic parameters of solar cells fabricated using DCV5T-Bu4:PCBM from chlorobenzene, chloronaphthalene as additive, and spin-
coated at 80 °C. Device structure: ITO|PEDOT:PSS|DCV5T-Bu4:PCBM (1:1)|LiF|Al.

donor:acceptor solvent Jsc (mA/cm2) Voc (V) FF PCE
(%) J(−1 V)/Jsc(0 V)

DCV5T-Bu4:PC61BM CB 5.2 1.09 0.36 2.1 1.33
DCV5T-Bu4:PC61BM CB:CN (0.125%) 5.3 1.11 0.36 2.1 1.37
DCV5T-Bu4:PC61BM CB:CN (0.25%) 5.9 1.10 0.39 2.6 1.29
DCV5T-Bu4:PC61BM CB:CN (0.375%) 6.5 1.11 0.41 3.0 1.28
DCV5T-Bu4:PC61BM CB:CN (0.50%) 5.9 1.10 0.41 2.7 1.28
DCV5T-Bu4:PC61BM CB:CN (0.75%) 6.1 1.11 0.40 2.7 1.31

DCV5T-Bu4:PC71BM ODCB 5.7 1.08 0.40 2.5 1.34

Figure 3: J–V curve of DCV5T-Bu4:PC61BM solution-processed solar
cells made from 1:1 blends spin-coated from chlorobenzene solutions
at 80 ˚C with (white squares) and without (black squares) the
1-chloronaphthalene additive.

PCE of 2.1% were determined. As shown in Figure 2, the

LUMO level of DCV5T-Bu4 (−3.7 eV) was found to be about

0.3 eV higher in energy than that of PC61BM (−4.0 eV), which

should be sufficient to enable efficient electron transfer at the

donor–acceptor interface in the photoactive blend layer [36,37].

Moreover, the deep HOMO level, which is typically observed

for acceptor-substituted oligothiophenes [32], implied that the

Voc of the solar cell device should be quite high. Using the

following empirical equation [37,38]:

the expected Voc can be calculated to be 1.2 V, which is 0.11 V

higher than the measured value (1.09 V). Despite the very high

Voc, a moderate PCE of 2.1% was obtained. The device made

from CB displayed a relatively low fill factor (0.36), which is

indicative of limited charge transport in the active layer.

Furthermore, charge collection in the solar cell device may be

limited by charge recombination, which is reflected in the high

saturation value of 1.33 that was calculated by dividing the

current density measured at −1 V by Jsc at short-circuit condi-

tions (sat. = J(−1 V)/Jsc(0 V)) [21].

In order to investigate the effect of a solvent additive on the

photovoltaic performance, a series of devices was made by

varying the amount of 1-chloronaphthalene (CN) in CB from

0.125 to 0.75% wt./vol. All results are shown in Table 2 and the

J–V curve for the best performing device (0.375% CN in CB) is

compared to the device without solvent additive in Figure 3.

Upon incorporation of 0.375% CN the Jsc is increased to

6.5 mA/cm2, the Voc remains similar at 1.11 V, and the FF

increased to 0.41 resulting in a significant increase in PCE to

3.0%. The main reason for this improvement is believed to be

the increase in charge generation, which is reflected in the

higher Jsc (6.5 vs 5.2 mA/cm2), and an improved charge trans-

port and collection, as evidenced by the higher fill factor (0.41

vs 0.37) and lower saturation value (1.28 vs 1.33), respectively.

The EQE spectra shown in Figure 5b (vide infra) demonstrate

that the DCV5T-Bu4:PC61BM devices generate a photocurrent

in the range of 400 to 700 nm and display maximum conver-

sion at 580 nm. The EQE at 580 nm was measured to 40% and

36% for solar cells made with and without solvent additives,

respectively. Further information regarding the solar cell perfor-

mance dependence on the donor–acceptor ratio is summarized

in Table S2 in Supporting Information File 1.

Figure 4 demonstrates the dependence of the power conversion

efficiency on the CN content in CB. From 0 to 0.375% CN, the

PCE increased from 2.1% to a maximum value of 3.0%. Upon

further increase of CN in CB to 0.50%, the device efficiency

decreased to 2.7% and then leveled off. In order to investigate

the solvent effect on the active layer formation, the maximum

solubilities of DCV5T-Bu4 and PC61BM were compared in

both CB and CN (Table 1). PC61BM displays an equally high

solubility in both CB and CN (31 mg/mL) [29], whereas

DCV5T-Bu4 is twice as soluble in CN as in CB (6 vs
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Figure 5: (a) Normalized absorption spectra of DCV5T-Bu4:PC61BM blends spin-coated from CB, CB:CN (0.375% wt./vol.) as well as DCV5T-
Bu4:PC71BM blends spin-coated from ODCB. All films were spin-coated at 80 °C to accurately reproduce the active layer. (b) Spectral response plot
of BHJ devices made using DCV5T-Bu4 in combination with PC61BM (CB, CB:CN) or PC71BM (ODCB). Device structure: ITO|PEDOT:PSS|DCV5T-
Bu4:PCBM|LiF|Al.

3 mg/mL). We reason that this difference in solubility influ-

ences the active layer film morphology, which will be discussed

in greater detail in a later section.

Figure 4: Power conversion efficiency of DCV5T-Bu4:PC61BM solu-
tion-processed solar cells as a function of CN content in CB.

Further optimization of the DCV5T-Bu4-based active layer was

done by investigating the effect of replacing the PC61BM elec-

tron acceptor with PC71BM. As PC71BM has a stronger absorp-

tion in the visible region of the solar spectrum than PC61BM, it

was expected that the Jsc values of the corresponding solar cells

that contain PC71BM would increase. The solar cells were

fabricated in the exact same manner as those with PC61BM,

except the solvent was changed to o-dichlorobenzene (ODCB).

If one now compares the short-circuit current densities and effi-

ciencies of the DCV5T-Bu4/PC61BM/CB device with the

DCV5T-Bu4/PC71BM/ODCB device then an increase is

observed (5.2 vs 5.7 mA/cm2 and 2.1 vs 2.5%, respectively).

However an increase in the overall PCE for the optimized

PC61BM (using a solvent additive) versus the optimized

PC71BM active layer was not observed. In fact, the DCV5T-

Bu4:PC71BM blends showed lower Jsc values (5.7 vs

6.5 mA/cm2), similar Voc, and FFs resulting in a lower PCE of

2.5% compared to the best DCV5T-Bu4:PC61BM device

(3.0%). The stronger absorption of DCV5T-Bu4:PC71BM

blends in the region from 400 to 500 nm is apparent in the

normalized thin film absorption spectra shown in Figure 5a and

in the photocurrent generated in the corresponding EQE spec-

trum (Figure 5b). However unfortunately, further attempts to

improve the photovoltaic performance by using solvent addi-

tives in combination with PC71BM were unsuccessful (see

Table S1 in Supporting Information File 1).

The surface morphology of the D:A blend was investigated

using atomic force microscopy (AFM). The samples were

prepared in the same way as the photoactive layers for the

solar cell devices; by spin-coating the DCV5T-Bu4:PCBM

blends from hot solutions at 80 °C on ITO|PEDOT:PSS-coated

substrates heated to 90 °C. Figure 6 depicts the phase images of

DCV5T-Bu4:PC61BM and DCV5T-Bu4:PC71BM spin-coated

from CB, CB with 0.375% CN, or ODCB, respectively. It

is possible to assign the lighter regions (higher phase shift) to

areas with mostly donor material (DCV5T-Bu4), whereas the

darker regions (lower phase shift) contain mostly acceptor ma-

terial (PCBM) [39]. The image shown in Figure 6a displays a

relatively fine phase separation with domain sizes between

10–30 nm and a topography roughness averaged to be

0.4 ± 0.1 nm. Additionally, the film shown in Figure 6b, which

was made with CN as solvent additive, displays similar domain

sizes (10–30 nm) with a slightly lower topography roughness of

0.3 ± 0.1 nm. The histogram analysis taken over several images

of different sizes gives a deeper insight into the corresponding

D:A ratio (see Figure S3 in Supporting Information File 1). The

surface of the photoactive layer deposited from the CB:CN mix-
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Figure 6: AFM phase images of samples spin-coated on ITO|PEDOT:PSS| with (a) DCV5T-Bu4:PC61BM from CB, (b) DCV5T-Bu4:PC61BM from
CB:CN (0.375%), and (c) DCV5T-Bu4:PC71BM from ODCB. Image size: 1 × 1 μm.

Table 3: Comparing vacuum [21] and solution-processed active layers of optimized solar cells fabricated from DCV5T-Bu4. Solution-processed
device structure: ITO|PEDOT:PSS|DCV5T-Bu4:PC61BM|LiF|Al.

donor:acceptor solvent D:A
ratio

Tsoln/sub
(°C)

Jsc
(mA/cm2)

Voc
(V)

FF PCE
(%)

J(−1 V)/JSC(0 V) EQE
(%)

DCV5T-Bu4:PC61BM CB:CN (0.375%) 1:1 80/90 6.5 1.11 0.41 3.0 1.28 40
DCV5T-Bu4:C60

21 — 2:1 —/90 7.9 1.02 0.43 3.5 1.17 62

ture revealed a 14% higher amount of PC61BM than the film

deposited from CB. The PCBM-rich regions are visible as dark

depressions in the top left quadrant of the phase image shown in

Figure 6b. Since the surface of the active layer under investi-

gation contacts the cathode in the device, it would be reason-

able to claim that the higher content of PCBM on the surface

could lead to improved electron transport and collection in the

photovoltaic device.

The observed changes in morphology between Figure 6a and 6b

can be rationalized through the different solubility of DCV5T-

Bu4 in CN versus CB (6 vs 3 mg/mL). Since CN has a higher

boiling point than CB (259 vs 132 °C), upon evaporation of CB

during the final spin-coating stage, the CN content near the sub-

strate increases. Considering the higher solubility of the oligoth-

iophene in CN, we suggest that DCV5T-Bu4-richer domains

are formed at the PEDOT:PSS interface. This hypothesis anti-

correlates with the AFM results in which a PCBM-rich surface

is found (vide supra), and both arguments explain the higher

short-circuit current densities and fill factors observed in the

solar cell devices made with the CN additive (see Table 2).

The DCV5T-Bu4:PC71BM blend depicted in Figure 6c shows

large domains of PC71BM up to 100 nm in size (darker regions)

and a topography roughness averaged to be 0.4 ± 0.1 nm. Thus,

implementation of PC71BM led to large phase separation and

consequently limited charge generation resulting in a reduction

in short-circuit current densities (6.5 vs 5.7 mA/cm2) and PCEs

(3.0 vs 2.5%) in the solar cell device. The non-ideal phase sep-

aration of DCV5T-Bu4 and PC71BM spin-coated from ODCB

can also be rationalized by using the relative maximum solubli-

ties of the donor and acceptor in the casting solvent. The olig-

othiophene donor displays a maximum solubility in of 3 mg/mL

versus the PC71BM acceptor that shows a value of 164 mg/mL

(see Table 1). We reason that it is this large difference in solu-

bility of the electron donor and acceptor in ODCB that leads to

a large phase separation and overall lower PCE (2.5 vs 3.0%) in

the solar cell device containing PC71BM and PC61BM, respect-

ively. This is in agreement with work done by Troshin et al., in

which they correlated maximum solubilities of dozens of

fullerene derivatives with maximum solar cell performances. In

their study they proposed that novel donor polymers should be

tested in organic solar cells with fullerene derivatives that have

a similar solubility in the used solvent [40].

Acceptor-substituted oligothiophene DCV5T-Bu4 possesses

the unique characteristic of being processable both in vacuum

and from solution, which allows for a rare comparison of

the two device types (Table 3). The previously published

vacuum-deposited active layer generates a higher Jsc (7.9 vs

6.5 mA/cm2), a lower Voc (1.02 vs 1.11 V), and a similar FF

(0.43 vs 0.41) compared to their solution-processed counter-

parts, which finally leads to an increase in the overall PCE (3.5

vs 3.0%) [21]. The lower open-circuit voltage found in the

vacuum-processed device is attributed to the decreased LUMO

energy of C60 (−4.1 eV) versus PC61BM (−4.0 eV) (Figure 2).

The superior values for Jsc and FF of the vacuum-processed

device can in part be explained by a better molecular packing in

the photoactive layer. It is well known that during vacuum

deposition the evaporation rate and substrate temperature can be
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precisely controlled and may be optimized to create highly

ordered domains of donor and acceptor material [41]. These

crystalline domains allow for higher exciton diffusion lengths

[42] and thus higher charge generation, and improve charge

transport to the electrodes. The better photocurrent saturation

values for the vacuum-deposited cells, 1.17 versus 1.28 for the

solution-processed devices, indicate reduced recombination,

resulting in increased charge collection. The relatively modest

difference in solar cell efficiency (3.0 vs 3.5%) for the two

fabrication methods demonstrates the versatility of our

DCV5T-Bu4 material in contrast to, e.g., a merocyanine dye

reported in literature (2.9 vs 4.9%) [43] or squarine dye (2.7 vs

4.1%) [44].

Conclusion
We have demonstrated that the acceptor-substituted quin-

quethiophene DCV5T-Bu4 can be applied in solution-processed

bulk-heterojunction solar cells. Power conversion efficiencies

were increased from 2.1% to 3.0% by using chloronaphthalene

as a solvent additive. Atomic force microscopy experiments

revealed that an excess of PC61BM was present on the surface

of the photoactive layer when the film was made with the addi-

tive. This finding was then correlated to the increased charge

generation (Jsc), improved charge transport (Jsc, FF), and

increased charge collection (J(−1V)/Jsc(0 V)) observed in the

J–V curve of the photovoltaic cells. Furthermore, a rare direct

comparison of solution- and vacuum-processed solar cells was

possible. The efficiency of the optimized DCV5T-Bu4:PC61BM

device at 3.0% is approaching the value of the vacuum-

deposited DCV5T-Bu4:C60 device, which has been previously

reported to be 3.5%.
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Abstract
A carbon-encapsulated Fe3O4 nanocomposite was prepared by a simple one-step pyrolysis of iron pentacarbonyl without using any

templates, solvents or surfactants. The structure and morphology of the nanocomposite was investigated by X-ray diffraction,

scanning electron microscopy, transmission electron microscopy, Brunauer–Emmett–Teller analysis and Raman spectroscopy.

Fe3O4 nanoparticles are dispersed intimately in a carbon framework. The nanocomposite exhibits well constructed core–shell and

nanotube structures, with Fe3O4 cores and graphitic shells/tubes. The as-synthesized material could be used directly as anode in a

lithium-ion cell and demonstrated a stable capacity, and good cyclic and rate performances.

699

Findings
Due to high energy density and excellent cyclic performance,

lithium-ion batteries (LIBs) have become the leading energy

storage device for portable electronic markets and for powering

upcoming electric vehicles [1,2]. In order to obtain LIBs with

superior performance, numerous strategies to find new

materials are currently being explored [3]. Fe3O4 is widely

regarded as one of the high energy-density anode materials

for LIBs, and is based on the conversion mechanism
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Figure 1: XRD pattern and Raman spectrum (inset) of [Fe3O4-C].

(Fe3O4 + 8 Li+ + 8 e− ↔ 3 Fe + 4 Li2O) [4-6]. The theoretical

specific capacity of Fe3O4 is 926 mAh·g−1, which is far beyond

that of a graphite anode (372 mAh·g−1). However, because of

agglomerations and the significant volume change of active ma-

terials during the redox reaction, Fe3O4 anodes have suffered

greatly from poor cyclic performances. A variety of strategies,

such as carbon coatings [7], carbon core–shells [8], nanocom-

posites [9], nanostructures [10], or nano-encapsulation [11],

have recently been explored to circumvent this problem. These

strategies apply various synthetic methods [12] such as

hydrothermal, coprecipitation, microemulsion, sol–gel, plasma

synthesis, electro-spray, and laser pyrolysis techniques. Much

improved electrochemical performances have been achieved

with the modified materials [13].

However, all aforementioned methods need multi-step

processes that include removing solvents, surfactants, or

templates. Especially, the removal of solvents deposited on the

nano-Fe3O4 surfaces is a major challenge, which restricts their

practical applications [12]. Hence, it is crucial to develop a

straightforward and solvent-free process for the synthesis of

Fe3O4 nanocomposite.

Herein, we report a simple method that directly affords a carbon

encapsulated Fe3O4 nanocomposite [Fe3O4–C] by employing

Fe(CO)5 precursor without any templates, solvents, or surfac-

tants. This raw material acts not only as the source of iron and

oxygen, but also of carbon, which gives rise to typical nano-

structures. Fe3O4 nanoparticles are dispersed intimately in a

carbon framework. The material could be used directly as anode

and yielded a stable capacity.

In a typical synthesis, Fe(CO)5 was sealed into a closed stain-

less steel Swagelok-type reactor under argon atmosphere as

described previously [14]. The reactor was placed horizontally

inside the home made rotating quartz-tube setup [15] in a

furnace. The tube was rotated at 10 rpm during pyrolysis to

obtain a homogeneous mixture. The reactor was heated at a rate

of 5 °C·min−1 to 700 °C and kept at this temperature for 3 h.

The reaction took place under autogenous pressure. After

allowing the reactor to cool down to room temperature, the

remaining pressure was released carefully. A dry fine black

powder of [Fe3O4–C] produced was collected and used directly

without any further treatment. The reaction precedes in two

steps: in the first step, Fe(CO)5 decomposes to form Fe and CO

gas {Fe(CO)5(g) → Fe(s) + 5CO(g)} [16]. Subsequently, CO

reacts with the active Fe nanoparticles to yield Fe3O4 nanoparti-

cles and carbon {Fe(s) + CO(g) → Fe3O4–Cx(s) + gaseous ma-

terial}. The iron nanoparticles catalyze the formation of

nanotubes and shells from the in-situ generated carbon. Mean-

while, the Fe3O4 produced from the Fe nanoparticles is encap-

sulated within the nanotubes or carbon shells. Elemental

analysis suggested that the composite consists of 70 wt % of

Fe3O4 and 30 wt % of carbon. The energy dispersive X-ray

spectroscopy (EDX) patterns by using SEM mode (Figure S1 in

Supporting Information File 1) show that the as prepared

[Fe3O4–C] is composed of C, Fe and O. The observed Fe/O

mass ratio of the composite (ca. 2.7) is in close agreement with

the nominal value of Fe3O4 (2.62).

The X-ray powder diffraction (XRD) pattern and the Raman

spectrum of the as prepared nanocomposite are shown in

Figure 1. All the diffraction peaks can be attributed to two well-
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Figure 2: SEM (top left) and TEM images of [Fe3O4–C].

defined phases, which are hexagonal-phase graphitic carbon

{26.4° (002); JCPDS-041-1487} and cubic-phase Fe3O4

{JCPDS-019-0629}. No signals for metallic iron or other oxides

were detected in the XRD pattern, which indicates that the oxi-

dation reaction was selective, and formed exclusively Fe3O4.

Scherrer analysis was performed on high intensity Bragg peaks

(220, 311, 400, 511 and 440) of Fe3O4, and the mean crystallite

size was calculated to be 14 nm. The Raman spectrum of the

composite showed two bands at 1328 and 1602 cm−1, which are

characteristic of the D (disorder-induced phonon mode [17])

and G (graphitic lattice mode E2g [18]) bands of carbon, res-

pectively. The intensity ratio IG/ID of 0.7 indicates that a

significant quantity of disordered carbon is also present in the

nanocomposite. In addition, the A1g vibration mode of the

Fe3O4 peak appeared at 668 cm−1, which agrees well with the

literature value for pure as well as for graphene encapsulated

Fe3O4 [11,19]. The infrared spectrum of the nanocomposite

exhibited a broad band at 560 cm−1, which is typical for the

Fe−O vibration of Fe3O4 [20].

The SEM image of [Fe3O4–C] (Figure 2) shows that the ma-

terial consists of interlinked nanotubes and nanogranular struc-

tures. The diameters of the tubes were in the range between 10

and 100 nm and their lengths varied up to several micrometers.

A large number of tubes were encapsulated with Fe3O4

nanoparticles at their tips. However in some longer tubes, the

particles were embedded in several places within the tube. TEM

images of the nanogranular region of the composite confirmed

the presence of a core–shell structure, containing Fe3O4 cores

and graphitic onions shells. The interface between graphitic

carbon and Fe3O4 with short-range disordered layers could be

observed. The Fe3O4 particles were surrounded by roughly

eight layers of graphite with an average carbon-coating thick-

ness of about 3 nm. However, a few Fe3O4 particles were

covered by several layers of carbon. In addition, a few incom-

pletely/defectively carbon-coated as well as bare Fe3O4

nanoparticles could also be observed (Figure S2 in Supporting

Information File 1). Fast Fourier transform (FFT) analysis of

various HRTEM images (of crystallites located inside or outside

of carbon shells, see Figure S3 in Supporting Information

File 1) reveal that the observed lattice spacings fit very well to

the cubic Fe3O4 (space group Fd3m) detected by XRD. The

encapsulated Fe3O4 particles have diameters in the order of

30 nm. The lattice spacing of the adjacent graphitic layers is

typically around 0.36 nm.

The nitrogen adsorption–desorption measurement shows type-

IV isotherms with an H3-type hysteresis loop (Figure 3), which
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Figure 3: Nitrogen isotherm (inset) and pore width profile (cumulative: open circles, differential: filled circles) of [Fe3O4–C] measured at −196 °C.

indicates a mesoporous (pore width < 50 nm) nature of the ma-

terial [21]. In addition, a sharp increase of the adsorbed gas at

very low relative-pressures suggesting the presence of microp-

ores (pore width < 2 nm). The micro- and mesoporous volumes

were determined as 0.026 and 0.07 cm3·g−1, respectively. The

differential pore volume estimated from the adsorption branch

of isotherm by using the DFT model [22] suggests that the

mesopore sizes were distributed between 10 and 35 nm. The

BET specific surface area was calculated to be as high as

110.6 m2·g−1. It has been found that porous electrode materials

can facilitate the diffusion of Li ions to active sites with less

resistance and can also withstand the change of volume during

the charge/discharge cycling [23]. Thus, the micro- and meso-

pores of [Fe3O4–C] could act as buffer for the volume change

during redox cycle, which would lead to an enhanced cyclic

performance as an anode material for LIBs.

The electrochemical performance of the [Fe3O4–C] anode has

been evaluated with respect to Li metal. Figure 4a shows a

typical galvanostatic profile for a [Fe3O4–C] cell cycled

between 3.0 and 0.005 V at 93 mA·g−1. The obtained charge/

discharge profiles are comparable to those of various Fe3O4

electrodes tested at similar current and voltage ranges [7-11].

During the first discharge the potential dropped abruptly down

to about 0.8 V, which can be ascribed to the reaction of

{Fe3O4 + xLi → LixFe3O4} [24]. The long plateau corresponds

to the conversion reaction and the sloping part of the discharge

curve can be assigned to the formation of the solid electrolyte

interface (SEI) layer, as well as to the formation of a gel-like

film through the reaction of Fe0 and electrolyte [7-11]. The

electrode exhibits a first-discharge capacity of 1480 mAh·g−1

(based on the composite weight) and a first-charge capacity of

960 mAh·g−1. The capacity decreases marginally over the first

few cycles and then stabilizes at about 920 mAh·g−1 in the

subsequent 50 cycles. The coulombic efficiency after the first

cycle remained at nearly 100%. The cyclic voltammogram of

[Fe3O4–C] is comparable to that of other Fe3O4 electrodes

[9-11], and shows a cathodic wave at 0.56 V and an anodic

wave at 1.78 V, which correspond to the Fe3+/Fe2+-to-Fe0

redox couple. The irreversible wave at 0.4 V can be ascribed to

the formation of the SEI. In the subsequent cycles, the revers-

ible waves shifted slightly to more positive potentials. The CV

curves of three successive scans almost overlap which reveals

the good reversibility of the composite electrode.

Besides the cyclic stability, the electrode also exhibits a

moderate rate capability performance. At current densities

below 926 mA·g−1 the electrode exhibited good cyclic perfor-

mances and an excellent capacity retention. When the electrode

was cycled at 1852 and 2780 mA·g−1, respectively, the

observed capacity retentions between the 3rd and the 50th

cycles were about 72 and 63%, respectively. A similar trend has

also been observed in other Fe3O4/C systems at high current

rates [9,11], which could be ascribed to the slow conversion

reaction kinetics. SEM images of the electrode cycled for 50

cycles at 93 mA·g−1 show a morphology similar to that of the
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Figure 4: Electrochemical properties of [Fe3O4–C]. (a) Charge/discharge curves, (b) cyclic voltammograms, (c) rate performance profile, and (d) SEM
image of electrode after 50 cycles at 93 mA·g−1.

original composite. This indicates that the active materials

remain intact during cycling.

Both Fe3O4 and carbon are electrochemically active compo-

nents for Li-ion storage and contribute to the overall capacity of

the electrode. The good electrochemical performance of the

composite can thus be attributed to its special morphology,

porosity and also the synergistic effect by combining metal

oxide and carbon nanotubes, which provides better electronic

and ionic transport, as well as a tolerance toward the volume

change during the reaction.

In summary, a new carbon encapsulated Fe3O4 nanocomposite

was synthesized by a simple one-step pyrolysis of Fe(CO)5. The

nanocomposite exhibits well-constructed core–shell and

nanotube structures with Fe3O4 cores and graphitic shells/tubes.

The nanocomposite electrode exhibits a stable reversible

capacity of 920 mAh·g−1 at 93 mA·g−1 in the subsequent 50

cycles. Further experiments are underway to check its extended

stability and capacity retention behaviour. We believe that this

method opens a simple way for producing carbon encapsulated

metal oxide nanocomposites for energy storage, catalysis, and

magnetic applications.

Supporting Information
Supporting Information File 1
General procedures and additional figures.
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Abstract
Systematical studies of the electrochemical performance of CFx-derived carbon–FeF2 nanocomposites for reversible lithium storage

are presented. The conversion cathode materials were synthesized by a simple one-pot synthesis, which enables a reactive intercala-

tion of nanoscale Fe particles in a CFx matrix, and the reaction of these components to an electrically conductive C–FeF2 com-

pound. The pretreatment and the structure of the utilized CFx precursors play a crucial role in the synthesis and influence the elec-

trochemical behavior of the conversion cathode material. The particle size of the CFx precursor particles was varied by ball milling

as well as by choosing different C/F ratios. The investigations led to optimized C–FeF2 conversion cathode materials that showed

specific capacities of 436 mAh/g at 40 °C after 25 cycles. The composites were characterized by Raman spectroscopy, X-Ray

diffraction measurements, electron energy loss spectroscopy and TEM measurements. The electrochemical performances of the ma-

terials were tested by galvanostatic measurements.
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Introduction
Lithium-ion batteries are key energy storage systems for

portable and mobile electric devices. However, for applications

that need high energy densities, current insertion-based lithium-

ion batteries do not match the targets for such systems [1-4]. As

a perspective, energy storage materials that are based on

conversion reactions may offer high theoretical capacities and

high theoretical energy densities for hydrogen storage and for

electrochemical storage in batteries [5]. Compared to state-of-

the-art insertion cathode materials with specific capacities of

150 mAh/g for LiCoO2 [6] up to 170 mAh/g for LiFePO4 [7]

conversion cathode materials can theoretically provide more

than three times higher theoretical specific capacities. The

theoretical capacity of the herein investigated FeF2/Li+

conversion system amounts to 571 mAh/g [8]. This mainly

results from a utilization of several oxidation states of the active

metal that allows for a multi-electron process per redox step

compared to only one-electron processes in the insertion ma-

terials [9-11].

An early example for conversion reactions in batteries was

demonstrated by Poizot et al. who used transition-metal oxides

as anode materials [9]. Metal fluorides are also prominent

examples as they reversibly react with lithium at relatively high

voltages so that they can be used as cathode materials [5,8,12-

16]. Fluorine is the lightest and smallest halogen in the periodic

table of elements, which is a precondition to achieve a high

gravimetric energy density in batteries. Iron fluorides are attrac-

tive as electrode materials because of their large abundance, low

cost and low toxicity. However, because of the electrically insu-

lating nature of metal fluorides, a well conducting nanoscale

matrix is required to ensure the electron transport to the active

material. Micrometer-sized metal fluoride particles are too big

to accommodate the transfer of electric charge, and their

capacity fades rapidly with cycling. Hence, a nanoscale disper-

sion of the material in the matrix is a precondition for its elec-

trochemical activity [17,18]. In addition, volume changes that

result from phase conversion of the active material during

charging and discharging may lead to cracks in the particles and

result in poor cyclic stabilities. For this reason, mostly carbon

materials have been used as conducting matrix as well as to

buffer the volume changes.

Various methods have been described in the literature to synthe-

size carbon–metal fluoride nanocomposites. For example,

carbon–iron fluoride nanocomposites, which show superior

electrochemical performance during the initial cycling, have

been synthesized by high energy ball milling graphite and iron

fluoride [17-19]. However, the major drawback of current

conversion materials systems is their low cyclic stability during

an extended number of cycles. Considerable efforts have been

made to understand and optimize the electrochemical perfor-

mance of the metal fluoride conversion systems [20-33].

Recently, conversion systems with excellent cyclic stabilities

were synthesized through the pyrolysis of metallocenes with

LiF, in which agglomerates of LiF and transition metal nanopar-

ticles encapsulated in layers of graphitic carbon were formed.

The agglomerates are interlinked by multiwall carbon

nanotubes which are formed in situ [34-36]. Although these

systems enhanced the cycling stability of the conversion reac-

tion greatly because of the tight embedding of iron nanoparti-

cles in the carbon matrix, their specific capacity was about 250

mAh/g, which is only one third of the theoretical value.

To improve the capacity and to still benefit from a stabilizing

and tightly attached carbon matrix, a new solid-state chemical

synthesis, which is based on a reaction between CFx and

Fe(CO)5 to produce graphitic carbon–FeF2 nanocomposites at

250 °C, was developed recently [37]. Fe(CO)5 evaporates at

103 °C [38] and decomposes at temperatures above 120 °C

[39]. In this way atomic sized Fe(0) nuclei are generated. These

Fe(0) particles obviously react inside the CFx matrix and

produce FeF2 nanoparticles by reducing the CFx carbon back-

bone to graphitic carbon in a reactive intercalation process. The

final material contains crystallites of FeF2 with diameters of a

few nanometers, which are closely packed and embedded

between graphitic carbon sheets. The graphitic carbon enwraps

the formed FeF2 nanocrystallites and provides an electrical

contact between the insulating FeF2 particles and the collector.

The overall reaction follows Equation 1:

(1)

It was also shown that ball milling of CFx as pretreatment

significantly influences the electrochemical performance of the

C–FeF2 nanocomposites. The electrochemical properties of

these nanocomposites likely depend on the amount and type of

carbon present in the nanocomposites. In our previous studies

we used only graphite fluoride with a fluorine to carbon ratio of

1.1. This resulted from the reaction with Fe(CO)5 in 20 wt % of

carbon related to the total mass of the composite. In the present

work we focus on an optimization of properties by varying the

CFx pretreatment and by varying the amount of carbon in the

nanocomposites using different precursors with a variable C to

F ratio.

Experimental
Ball milling of the CFx precursor was performed in a sealed

tungsten carbide vial under inert conditions. The CFx powder
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was ball-milled for 2 h, with a ball to powder ratio of 24:1 and

milling speeds of 200, 300, and 400 rpm.

To adjust the active material to carbon ratio in the products,

different graphite fluoride samples were used with different

fluorine to carbon ratios, which correspond to x in the reaction

equation. The synthesis of the C–FeF2 nanocomposites was

performed in a tubular stainless steel reactor with metal fittings

(VCR®). In a typical synthesis, 0.25 g graphite fluoride (CF0.5,

CF0.7, CF1.0, Alfa Aesar, 99%; CF1.1, Sigma Aldrich, 99.9%)

and the required amount of Fe(CO)5 (Sigma Aldrich, 99%)

were filled in the reaction vessel inside an argon-filled glove

box. The amount of iron pentacarbonyl used for the synthesis

was calculated for a complete reaction with the inserted CFx to

FeF2. The vessel was closed and heated to 250 °C at a heating

rate of 5 K/min and kept at this temperature for 24 h in a hori-

zontal tube furnace. Afterwards, the reactor was let to cool

down to room temperature. The pressure was released carefully

and the remaining powder was collected under argon atmos-

phere. The black powder was used without further purification.

Transmission electron microscopy analysis was carried out on

an image corrected Titan 80-300 (FEI) operated at 80 kV and

equipped with a Tridiem 963 imaging filter (Gatan) for EEL

spectroscopy with a nominal energy resolution of 0.8 eV. For

the TEM analysis, the dry powders were distributed on holey

carbon coated copper grids (Quantifoil).

Powder X-ray diffraction (XRD) patterns were recorded in a 2θ

range of 10–40° by using a Philips X’pert diffractometer with

Mo Kα radiation. Raman spectroscopy was performed with a

confocal Raman microscope (CRM200, WITec). As excitation

light source a HeNe gas laser from JDS Uniphase was used at a

wavelength of 632.8 nm. The beam was focused through a 100×

objective onto the sample. The Raman-scattered light was sep-

arated from the laser excitation light by using a holographic

notch filter, and spectrally analyzed by using a grating spectro-

graph and a Peltier-cooled charge coupled device.

Electrochemical studies were performed in Swagelok® type

cells. Each cathode material was tested 2–3 times, also at

different temperatures and at different current densities. The

variation of the obtained specific discharge capacities was

always less than 30 mAh/g below or above the presented values

for cathode materials cycled under the same conditions. The

electrode fabrication and the building of electrochemical cells

were done in an argon-filled glove box. The electrodes were

fabricated by mixing the synthesized material and polyvinyli-

dene fluoride (PVDF) in the mass ratio 90:10. A slurry

containing the above mixture was prepared by using N-methyl-

2-pyrrolidinone. It was spread on a stainless steel (SS) foil

Figure 1: Cycling behavior of C(FeF2)0.55, C(FeF2)0.55_200,
C(FeF2)0.55_300 and C(FeF2)0.55_400. The materials were cycled with
a current density of 23 mA/g between 1.3 V and 4.3 V.

(area: 1.13 cm2) and dried on hot plate at 160 °C for 12 h. Typi-

cally, each electrode contained 3–4 mg of active material.

Lithium foil (Goodfellow, 99.9 %) was used as the negative

electrode, and a borosilicate glass fiber sheet was used as sepa-

rator. The sheet was saturated with 1 M LiPF6 in 1:1 ethylene

carbonate (EC)/dimethyl carbonate (DMC) (LP30, Merck),

which was used as electrolyte. The cells were placed in an incu-

bator (Binder) to maintain a constant temperature of 25 ± 0.1 °C

or 40 ± 0.1 °C. The electrochemical studies were carried out

using an Arbin battery cycling unit.

Results and discussion
Optimization of ball milling conditions
It was shown that a pretreatment of the CFx precursor directly

influences the electrochemical performance of the resulting

products [37]. When ball-milled CFx was used for the reaction,

a significant enhancement of the capacity of the cathode ma-

terial was observed. To compare different ball-milled products

of CF1.1, the ball milling time of the graphite fluoride was set to

2 h for each sample, at rotation speeds which were 200 rpm,

300 rpm and 400 rpm. After the reaction with iron pentacar-

bonyl, these samples gave four different cathode materials here-

after named as C(FeF2)0.55, C(FeF2)0.55_200, C(FeF2)0.55_300,

C(FeF2)0.55_400 for unmilled CF1.1, and CF1.1 milled at 200,

300, and 400 rpm, respectively.

Figure 1 shows the cyclic capacity of the C(FeF2)0.55,

C(FeF2)0.55_200, C(FeF2)0.55_300 and C(FeF2)0.55_400

samples. The materials were cycled at a current density of 23

mA/g between 1.3 V and 4.3 V. The data reveals a big influ-

ence of the ball milling conditions of CF1.1 on the cycling

behavior of the nanocomposites. The samples with the CF1.1

precursor ball-milled at 300 rpm showed the highest capacities
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Table 1: Graphite fluoride precursors and composition of the respective products.

used graphite fluoride
precursor

FeF2 wt % in product C wt % in product designation of the related
product

CF0.5_300 61 39 C(FeF2)0.25_300
CF0.7_300 73 27 C(FeF2)0.35_300
CF1.0_300 80 20 C(FeF2)0.5_300
CF1.1_300 81 19 C(FeF2)0.55_300

Figure 2: XRD pattern (Mo Kα) of: a) Nanocomposites with different C/F ratio, b) CFx precursors. *:FeF2; §:C (graphite); +:CFx; $:iron carbide.

upon cycling. The first discharge capacity increased with

increasing ball milling speed of the used CF1.1 precursor. The

irreversible capacity loss (ICL) during cycling refers to the

amount of capacity which cannot be retained in the following

cycle. That means, a low or decreasing ICL is the precondition

for a stable cycling of the material. For C(FeF2)0.55_400 the

ICL did not decrease during cycling, which leads to a

decreasing cycling stability for this material, even if the first

ICL only amounts to 47 mAh/g which is the lowest ICL for all

investigated materials. For C(FeF2)0.55, C(FeF2)0.55_200 and

C(FeF2)0.55_300 the capacity faded much more slowly after the

first few cycles, and in the case of C(FeF2)0.55_300 the capacity

after 50 cycles (255 mAh/g) reached the highest value

compared to the other materials.

Variation of carbon content
In order to investigate the influence of the carbon content on the

electrochemical performance of the nanocomposite, different

graphite fluorides (CF0.5, CF0.7, CF1.0 and CF1.1) were used as

precursors. The materials were ball-milled at 300 rpm for 2 h as

this was the best milling condition we could find with respect to

the electrochemical performance. Other milling conditions were

tested for all materials, but the obtained products showed the

best cycling stability and specific capacity when ball-milled

with 300 rpm. The ball-milled precursor was used to react with

a stoichiometric amount of Fe(CO)5 at 250 °C for 24 h. The

resulting products were named as C(FeF2)0.25_300,

C(FeF2)0.35_300, C(FeF2)0.5_300 and C(FeF2)0.55_300, for

CF0.5, CF0.7, CF1.0 and CF1.1 respectively. The calculated

quantity of active material and carbon in each nanocomposite is

presented in Table 1.

The X-ray diffraction patterns of the nanocomposites are shown

in Figure 2a. All nanocomposites show diffraction peaks that

correspond to the FeF2 rutile structure. However, differences

between the patterns can be noticed in the region around 20°.

The XRD pattern of C(FeF2)0.25_300 shows an increased inten-

sity of the (210) peak and some additional peaks with lower in-

tensities between 19° and 21°, which result from a graphitic

type of carbon. The increase in intensity of the FeF2(210) peak

is the result of an overlapping FeF2(210) signal, a graphite

signal and different iron carbide signals. In the XRD patterns of

nanocomposites synthesized from higher fluorinated CFx, the

graphite signal and the iron carbide signals decrease, which

correspondingly leads to a decreased intensity at the FeF2(210)

peak. A change of the intensity ratio of the first two FeF2 peaks

((110)/(101)) can be noticed as well. It is decreasing for ma-

terials with a higher content x of fluorine. Due to the overlap of

the FeF2(110) and the graphite peak, the signal at 12.2° has a

higher intensity for composites with increasingly crystalline
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Figure 3: Measured Raman spectra and G-mode shifts of the different nanocomposites.

graphitic domains, which leads to a higher ratio between the

first two peaks. Hence, the ordered graphitic domains in the

nanocomposites seem to decrease for higher x in the used CFx

precursors.

CFx precursors with different x show different structures and

types of bonding. Lower fluorinated graphite fluorides (lower x)

lead to compounds, which contain carbon that is more graphitic

in nature [40]. This tendency can also be seen in Figure 2b, in

which XRD patterns (Mo Kα) are shown of the different types

of CFx. The data indicate that the structure of the CFx precur-

sors directly influences the nature of carbon in the synthesized

nanocomposites.

The variation of the carbon structure in the nanocomposites was

further investigated by Raman spectroscopy. Figure 3a shows

the Raman spectra of the different nanocomposites, and

Figure 3b shows the results of an analysis of the spectra. The

position and the ratio of the D and G mode (I(D)/I(G)) in a

Raman spectrum of carbon characterizes the structure and the

order of the investigated carbon [41]. Ferrari et al. reported a

model to characterize and classify different carbon structures

[42,43]. According to this model two different types of carbon

are present. Graphite shows a G-mode position of about 1580

cm−1 and a I(D)/I(G) ratio of 0.25. Nanocrystalline graphite

exhibits a G-mode position of about 1600 cm−1 and an

increased I(D)/I(G) ratio. For C(FeF2)0.25_300, a G-mode pos-

ition of 1589 cm−1 and a I(D)/I(G) ratio of 1.94 can be noticed.

Thus, the nature of carbon in C(FeF2)0.25_300 does not fully

match with the bulk graphite characteristics. The properties are

shifted towards those of nanocrystalline graphite. With a

G-mode position of 1595 cm−1 and a I(D)/I(G) ratio of 2.36 the

spectra of C(FeF2)0.35_300 matches with the description of

nanocrystalline graphite. For C(FeF2)0.5_300 the same G-mode

position was measured, but the I(D)/I(G) ratio decreased to

1.73. During a transition from nanocrystalline graphite to amor-

phous carbon the VDOS (vibrational density of states) of

graphite changes, the D-mode intensity decreases and the G

mode retains its intensity, which results in a decreased I(D)/I(G)

ratio [42]. This tendency is continued with a further decrease of

the I(D)/I(G) ratio (1.63) for C(FeF2)0.55_300 which, in addi-

tion, shows a downshift of the G position to 1589 cm−1.

In addition, EEL spectroscopy was performed to further eluci-

date on the carbon structure. The EEL spectra confirmed the

data previously obtained with Raman spectroscopy about the

characteristics of the carbon structure. The loss of the distinct

sharp structure in the energy-loss near edge structure (ELNES)

of the C K-edge (Figure 4) signifies a reduced order of the

graphitic carbon matrix [44-46]. At the same time, the peaks,

resulting from the transition of the electrons from the π to the π*

or σ* band, increase for the products prepared with precursors

with a lower C/F ratio. These peaks indicate the presence of a

conjugated π system. That means, the choice of the CFx

precursor before the reaction with Fe(CO)5 will determine the

graphitic character of the carbon matrix.

The EEL spectra from the F K-edge, Fe L3-edge and Fe

L2-edge (Figure 5) showed no difference between the various

samples prepared with different CFx precursors and are in good

agreement with FeF2 [47,48]. (See Supporting Information

File 1 for L3/L2 intensity ratio data)

TEM and SAED measurements were made to investigate the

microstructure and morphology of the nanocomposites.

Figure 6 shows TEM and SAED pictures of the nanocompos-

ites. The material consists of graphitic carbon with embedded

FeF2 nanoparticles. Figure 6 a–c show images of the compos-

ites C(FeF2)0.5_300, C(FeF2)0.35_300 and C(FeF2)0.25_300, res-
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Figure 4: C K-edge EEL spectra of compounds with different carbon
contents.

Figure 5: EEL spectra of C(FeF2)0.25_300. The spectrum shows the F
K-edge and the Fe L3- and Fe L2-edges.

pectively. In comparison, in the C(FeF2)0.5_300 system, the

FeF2 particles are packed most densely. The FeF2 particles in

the C(FeF2)0.25_300 system have smaller diameters, mostly

below 5 nm, and are more dispersed by the graphitic layers,

which can be because of the higher atomic percentage of

carbon. While the FeF2 particle size increases slightly from

Figure 6: TEM and SAED pictures of a) C(FeF2)0.5_300, b)
C(FeF2)0.35_300, c) C(FeF2)0.25_300 and d) one complete particle with
SAED pattern of C(FeF2)0.25_300.

C(FeF2)0.25_300 over C(FeF2)0.35_300 to C(FeF2)0.5_300

(below 5 nm at C(FeF2)0.25_300 to around 9 nm at

C(FeF2)0.5_300) no visible size-changing effects between

C(FeF2)0.5_300 and C(FeF2)0.55_300 could be found. Despite

the absence of a change in the particle sizes the electrochemical

behavior during cycling is very different between those

samples. Therefore we attribute the different electrochemical

behavior in all samples to the structural change of the carbon

matrix and not to an effect which solely comes from the

different FeF2 particle size. The graphitic nature of the carbon

was evident also in the SAED data. As can be seen in Figure 6d,

a highly ordered crystalline structure of graphitic carbon,

clearly indicated by the hexagonally arranged spots in the

SAED, is shown, when the SAED pattern was taken from the

particle surface. The diffraction rings in the picture can be

assigned to the FeF2 rutile structure.

In galvanostatic measurements, the nanocomposites were

cycled at different temperatures with a current density of

25 mA/g between 1.3 V and 4.3 V (Figure 7). C(FeF2)0.5_300

showed the highest capacity and lowest ICL after a few cycles,

which led to a high stability of the capacity for the first 40/30

cycles at 25/40 °C. At 40 °C no convergence to a stable

capacity value was observed, instead the capacity faded almost

linearly. The first discharge capacities also reached their

maximum with C(FeF2)0.5_300 as cathode material, and faded

for higher or lower contents of active material. The first

discharge capacity of C(FeF2)0.5_300 at 40 °C reached a value

of 635 mAh/g, which is beyond the theoretical value of an FeF2/
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Figure 7: Discharge capacities at: a) 25 °C, b) 40 °C. The samples were cycled with a current density of 25 mA/g.

Figure 8: Charge/discharge profiles for the first 20 cycles of the nanocomposites at 25 °C. The samples were cycled with a current density of
25 mA/g.

Li conversion system (571 mAh/g). This overcapacity is the

consequence of an electrochemical reaction between unreacted

CF1.0_300 and Li+. Graphite fluoride is known to react with

lithium to carbon and lithium fluoride between 2.0 V and 3.0 V

[49]. This reaction can be seen in the discharge profile of the

material (Figure 8). If the capacity that we attribute to the reac-

tion of graphite fluoride with lithium is subtracted from the first

discharge capacity of 635 mAh/g, a capacity value is obtained

that almost coincides with the theoretical value of the synthe-

sized FeF2. The discharge capacity which can be related to the

reaction of CFx, is indicated by a slope at the beginning of the

first discharge cycle at the discharge profiles (Figure 8).
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Figure 9: Long time cycling of C(FeF2)0.25_300. a) Specific discharge capacity at different temperatures, b) Charge/discharge profile. The samples
were cycled with a current density of 25 mA/g.

Cells with C(FeF2)0.5_300 as cathode material showed the

highest capacity, but were lacking in cyclic stability. This

capacity behavior was observed for the nanocomposites, which

contain a more amorphous type of carbon (C(FeF2)0.5_300,

C(FeF2)0.55_300). Contrary to that, the cyclic stability increased

for nanocomposites with a higher graphitic carbon content and

for lower temperatures (C(FeF2)0.25_300, C(FeF2)0.35_300).

Figure 7 clearly shows that, in general, a higher working

temperature increased the capacity but affected the cyclic

stability of the test cells. Cells built with C(FeF2)0.25_300 as

cathode material proved to be the most stable systems for long

time measurements. Figure 9 shows the cells cycled at 25 °C

and 40 °C for 200 cycles. The residence time of the electrode

material in such a cell was around 80 days.

Conclusion
In conclusion, studies regarding the pretreatment and the C/F

ratio of the CFx precursors for carbon–FeF2 nanocomposites

for reversible lithium storage as well as with respect to the elec-

trochemical performance and the carbon structure of these

nanocomposites were performed. The main reaction and

processes during the first and the subsequent cycles were eluci-

dated.

We have optimized the pretreatment and the C/F ratio of the

CFx precursor. Galvanostatic tests of nanocomposites with a

more amorphous type of carbon matrix (CF1.1; 300 rpm ball-

milling speed; 40 °C) showed a capacity of 436 mAh/g after 25

cycles while the nanocomposites with a more graphitic matrix

(CF0.5; 300 rpm ball-milling speed; 25 °C) showed a stable

capacity between 150 mAh/g and 200 mAh/g for more than 150

cycles. The structure of the conducting carbon matrix seems to

have a great influence on the electrochemical behavior. Raman

measurements showed a transition from graphitic carbon, over

nanocrystalline graphite to a more amorphous type of graphitic

carbon for the nanocomposites synthesized with different com-

positions CFx. A higher graphitic character of the carbon matrix

was found for materials produced with CFx precursors with of a

lower F/C ratio). These results were confirmed by EELS and

SAED measurements.

Supporting Information
Supporting Information File 1
Detailed experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-4-80-S1.pdf]
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Abstract
The often observed and still unexplained phenomenon of the growth of lithium peroxide crystal clusters during the discharge of

Li–O2 cells is likely to happen because of self-assembling Li2O2 platelets that nucleate homogeneously right after the intermediate

formation of superoxide ions by a single-electron oxygen reduction reaction (ORR). This feature limits the rechargeability of Li–O2

cells, but at the same time it can be beneficial for both capacity improvement and gain in recharge rate if a proper liquid phase

mediator can be found.

758

Findings
The idea to utilize oxygen as an oxidizer in rechargeable

batteries has been kept in mind for a long time because of the

easy availability of O2 in ambient air. Alkali metal negative

electrodes were always attractive for metal–oxygen (metal–air)

batteries as they show record parameters, which originate from

the remarkably negative standard electrode potentials. Such

cells have already been designed with lithium [1] or sodium [2]

anodes and aprotic electrolytes. Unfortunately the practical

specific energies are too far from theoretical values and, at the

moment, the application of alkali-metal–air rechargeable

batteries is impossible because of the very limited cycle life,

which primarily arises from the low chemical stability of the

electrolytes [3] and the carbon positive electrodes [4]. The

oyxgen reduction reaction, which occurs in the cathodes during

the discharge of the batteries, leads to the formation of super-

oxide anions O2
− that can survive in some aprotic solvents for a

certain time [5] and participate in various side reactions. In the

case of sodium–oxygen cells superoxide quickly associates with

Na+ ions and forms well-facetted cubic sodium superoxide

(NaO2) crystals, which are insoluble in the electrolytes and

precipitate onto the electrode [2]. The situation is different for

lithium–oxygen cells [6-8], in which LiO2 cannot be formed,

because it does not exist as a bulk phase at room temperature

[9,10]. Instead, all the intermediates have to transform into
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Figure 1: (a) Typical SEM image of the pristine porous gold electrodes. (b) Discharge voltage profiles recorded in a galvanostatic regime at current
densities of 50 μA/cm2 and 200 μA/cm2.

lithium peroxide (Li2O2) [11], which always demonstrates a

very complex morphology [12] revealing sphere-, torroid- or

rozette-like aggregates of plate-like particles. This repeated

observation evidences a complex formation mechanism of

lithium peroxide.

Here we report a new study of Li2O2 crystals growth upon the

discharge of aprotic lithium–oxygen cells. We show that lithium

peroxide plate-like crystals are likely to be formed in the liquid

electrolyte phase rather than directly on the electrode surface.

Li2O2 particles aggregate to produce finally submicron crystal

clusters with different morphologies. To perform all the experi-

ments, we utilized porous gold electrodes with an enhanced

surface area and high stability with respect to all redox

processes and interaction with peroxide and superoxide species

(see Supporting Information File 1 for details). The porous gold

electrodes that were utilized as the model electrodes (Figure 1a)

were prepared from gold–silver alloy foils (see Supporting

Information File 1 for experimental details). The mean pore size

was estimated to be about 200 nm (see Figure S1 in Supporting

Information File 1). This allowed us to observe changes in the

morphology of lithium peroxide that are caused by the varying

electrochemical experiment conditions. No side processes were

expected for the chosen electrodes [13].

The galvanostatic discharge of the cells with such electrodes at

different current densities (Figure 1b) in an oxygen-saturated

1 M solution of LiTFSI in dry DMSO resulted in the deposition

of a porous Li2O2 layer on the gold surface (Figure 2a,b). The

band at 790 cm−1 in the Raman spectra of the electrodes after

the discharge (Figure 2c) is attributed to O–O stretch vibrations

of lithium peroxide [14]. One of the most important experi-

mental conditions is the product generation rate that is being

controlled predominantly by the discharge current density.

Actually, this parameter determines a supersaturation level,

which is required for nucleation and growth of solid phases. We

found that the discharge at a lower current density (50 μA/cm2)

results in more dense Li2O2 films composed of small building

blocks (Figure 2a) while separate stacks of Li2O2 plate-like

crystals grew on the electrode operated at 200 μA/cm2

(Figure 2b). The total amount of product formed on the elec-

trodes is higher for low current density, which is in agreement

with the area-specific capacities of the cathodes (Figure 1b).

Both Li2O2 film and stacks comprise thin lithium peroxide

plates with a diameter varing from 100 to 300 nm that corre-

sponds to previously published data [15]. A typical TEM image

of such platelets is presented in Figure 2d, their size of

30–50 nm seems to be natural for as-generated nuclei (embryo

crystals) rather than for normally grown anisotropic crystals.

The plate-like shape of the crystals can be expected as it is

predicted by the Wulff rule [14,15].

The observation of the same building blocks that compose the

complex morphologies of Li2O2 obtained in different electro-

chemical experiments allows to assume that the formation

occurs more or less independently from the generation rate of

superoxide ions. In the case of a heterogeneous nucleation of

platelets on the surface of the gold electrode, a higher discharge

current, and thus a higher concentration of the species being

crystallized, would result in a denser layer of lithium peroxide,

which is, obviously, opposite to our findings (Figure 1a,b). It

seems plausible that the lithium peroxide forms aside of the

electrode surface which plays the role of a generator for precur-

sors that are subsequently converted to Li2O2.
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Figure 2: SEM images of the porous gold electrode discharged at 50 μA/cm2 (a) and 200 μA/cm2 (b). (c) Raman spectra of the pristine and
discharged electrodes. (d) TEM image of the porous gold electrode after discharge. Li2O2 plate edges are deformed by the electron beam.

Figure 3: (a) SEM image of the Li2O2 precipitate obtained by the chemical reaction of KO2 with a solution of LiTFSI. (b) Raman spectra of the
precipitate.

To find out the most probable way for the generation of such

building blocks, we performed a simple experiment purely

based on the chemical generation of lithium peroxide in the ion

exchange reaction KO2 + Li+ → K+ + ½ Li2O2 + ½ O2.

Figure 3a demonstrates evidently that the morphology of

lithium peroxide precipitated after the chemical reaction of KO2

with Li+ ions is quite similar to that of lithium peroxide

produced in Li–O2 cells (Figure 2). In the former case the
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Scheme 1: The suggested scheme for the formation of the Li2O2 precipitate during the discharge of a Li–O2 cell.

precipitate, which was found to contain Li2O2 and residual KO2

(Figure 3b), exhibited similar crystal clusters composed of thin

platelets. This finding suggests that lithium peroxide particles

can be formed right upon the formation of superoxide anions

without the influence of the surface of the electrode. After being

produced by either the electrochemical ORR or the chemical

reaction with KO2, the superoxide anions associate with Li+

which leads to the unstable intermediate that is further

converted to Li2O2. The growth of the lithium peroxide plate-

like crystals and their further assembly can already occur in the

liquid electrolyte.

Scheme 1 illustrates the suggested mechanism of the deposit

growth during discharge. At first, molecular oxygen that is

dissolved in the electrolyte is reduced to superoxide ions,

O2 + e → O2
−. These superoxide ions, which carry a negative

charge, move away from the electrode surface driven by diffu-

sion [16]. The subsequent disproportionation into a peroxide ion

and oxygen, probably by intermolecular collisions as a rate

limiting step, O2
− + O2

− → O2
2− + O2, results in the generation

of lithium peroxide that quickly exceeds a solubility threshold,

which was estimated to be about 2.5 mM by (see Figure S3 in

Supporting Information File 1). This means that the nucleation

proceeds homogeneously and the phase formation is exhausted

by the nucleation stage only without an intensive crystal growth

because of the relatively high supersaturation that appeared as a

result of the fast electrochemical generation of O2
−. After that

stage, Li2O2 platelets seem to be formed as observed recently

for carbon electrodes [12]. The generated pristine platelets

produce a colloidal system under the conditions of their contin-

uous homogeneous nucleation. Most of the layered colloidal

systems tend to aggregate if no sufficient electrostatic or steric

stabilization is provided. In the particular case of lithium

peroxide platelets, they gradually produce submicron crystal

clusters with complex morphology.

Thus this study indicates that Li2O2 crystal clusters are

deposited onto the electrode. This layer, however, remains

porous, which allows a further mass transport between the elec-

trode and the electrolyte. These deposits can then lose their

electric contact with the electrode and thus additionally limit the

rechargeablity of the Li–O2 cell. On the other hand, the special

morphology of Li2O2 provides a larger surface compared to

well-facetted crystals or uniform films that might allow a faster

recharge. This idea becomes highly interesting in view of recent

findings of Chen et al. [17] who suggested a liquid phase medi-

ator. Further work on this topic is in progress.

Supporting Information
Supporting Information File 1
Experimental details.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-4-86-S1.pdf]
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Abstract
In the search for high-energy materials, novel 3D-fluorophosphates, Li2Co1−xFexPO4F and Li2Co1−xMnxPO4F, have been synthe-

sized. X-ray diffraction and scanning electron microscopy have been applied to analyze the structural and morphological features of

the prepared materials. Both systems, Li2Co1−xFexPO4F and Li2Co1−xMnxPO4F, exhibited narrow ranges of solid solutions: x ≤ 0.3

and x ≤ 0.1, respectively. The Li2Co0.9Mn0.1PO4F material demonstrated a reversible electrochemical performance with an initial

discharge capacity of 75 mA·h·g−1 (current rate of C/5) upon cycling between 2.5 and 5.5 V in 1 M LiBF4/TMS electrolyte.

Galvanostatic measurements along with cyclic voltammetry supported a single-phase de/intercalation mechanism in the

Li2Co0.9Mn0.1PO4F material.

860

Introduction
In recent years the range of application of Li-ion batteries has

been expanded from small-sized portable electronics to large-

scale electric vehicles and stationary energy storage systems.

Large-scale energy applications require batteries that are

economically efficient, highly safe and that provide a high

energy and power density. Today most of the cells in use have

almost reached their intrinsic limits, and no significant improve-

ments are expected. Therefore, current research in this field is

directed towards the development of new high-performance ma-

terials. The specific energy of Li-ion batteries can be enhanced

by applying cathode materials that operate at high voltages, and/

or by increasing the specific capacity with materials that could

cycle more than one Li atom per active transition metal atom. In

this respect, fluorophosphates of the general formula A2MPO4F

seem to be very attractive since they are expected to exhibit a

high operating potential because of the increased ionicity of the

M–F bond. Furthermore, A2MPO4F cathode materials may

reach capacity values larger than 200 mA·h·g−1, if more than
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one lithium atom would participate in the reversible de/interca-

lation process.

Li2CoPO4F, which exhibits an electrochemical activity above

5 V vs Li/Li+, is one of the attractive candidates in the fluo-

rophosphate family [1]. This fluorophosphate possesses a three-

dimensional (3D) tunnel structure and, by analogy to the olivine

phase, is expected to demonstrate a good stability and revers-

ibility upon cycling. It is built of edge-shared CoO4F2-octa-

hedra interconnected with PO4-tetrahedra, which generate a

framework with channels through which alkali-ion diffusion

can take place [2-4] (Figure 1). The reversible electrochemical

activity of Li2CoPO4F has been studied by several groups [4-9].

Our previous investigation of this cathode material has revealed

the de/intercalation of lithium occurs through a single-

phase reaction mechanism. Moreover, according to the

capacity–voltage dependence the extraction of more than one

Li+ ion should take place at potentials larger than 5.5 V [4],

which is beyond the stability range of conventional electrolytes.

An initial discharge capacity of 132 mA·h·g−1 that is delivered

by Li2CoPO4F in a high-voltage electrolyte with fluorinated

alkyl carbonates has been reported by S. Amaresh et al.,

however noticeable capacity fading has been observed upon

prolonged cycling [8]. Therefore, the evaluation of the electro-

chemical performance of Li2CoPO4F and the other represen-

tative of this family such as Li2NiPO4F [2,10], is limited to

conventional electrolytes. Hence, the development of new

organic electrolytes with a wide range of application voltages

and the investigation of high-voltage fluorophosphates using

these new electrolyte systems are strongly required.

Figure 1: Crystal structure of 3D-Li2MPO4F, positions of Li atoms are
denoted.

Another way to explore this fluorophopshate family is to adjust

the operating voltage of these compounds to values that are

sustained by conventional electrolytes. This might be achieved

through a complete or a partial substitution of Co2+ by Fe2+ or

Mn2+ with lower values of the of M2+/M3+ redox potential.

Here, we report on the synthesis and the investigation of

Li2Co1−xMxPO4F (M = Fe, Mn) fluorophophates, which have

not been yet identified. Furthermore, different high-voltage

electrolytes systems were tested and utilized to evaluate the

electrochemical performance of the new synthesized com-

pounds.

Results and Discussion
Testing of electrolytes
An electrochemical window that extends above 5.5 V (vs Li/

Li+) has been reported for several electrolytes systems based on

sulfone or dinitrile solvents [10-14]. For instance, tetrameth-

ylene sulfone (TMS) in the presence of an imide salt (LiTFSI)

demonstrated a resistance to electrochemical oxidation up to

6 V vs Li/Li+ [11], while 1 M LiBF4/(EC)/DMC/sebaconitrile

was used to examine the high-voltage performance of the fluo-

rophosphate Li2NiPO4F [10]. We chose 1 M LiBF4/TMS to

investigate the electrochemical activity of the fluorophosphate

materials. LiBF4 salt was chosen instead of LiTFSI, because the

last one corrodes the aluminum current collector at high poten-

tials.

Preliminarily, the stability of both electrolytes was investigated

by cyclic voltammetry to further establish their compatibility

with high-voltage cathode materials. Two types of working

electrodes were used to evaluate the electrochemical window of

the electrolytes: 1) Al-foil (since it is used as a current collector

for the positive electrode); 2) an “idle electrode”, which

consisted of Al2O3/C/PVdF in a ratio of 80/10/10, in order to

imitate the effect of the carbon- and binding electrode compo-

nents at high potentials. Because the loading mass and the

effective surface area of the active material on the electrodes

that were used for electrolyte testing were similar in all experi-

ments, the obtained current values were compared without

normalization.

Both electrolytes exhibited an electrochemical stability up to

5.5 V (vs Li/Li+) with aluminum as the working electrode

(Figure 2a). For the first cycle the current detected at the highest

potential did not exceed 0.4 μА, and it decreased (to 0.001 μА)

upon subsequent cycling. It is clearly seen that the effect of the

oxidation processes occurred at the Al electrode is negligible

for both electrolytes when compared to a scanning with the idle

electrode (Figure 2b). In the anodic sweep the commercial elec-

trolyte showed a small increase in oxidation current at 4.8 V

followed by drastic growth (up to 40 μA) around 5.2 V, while

for the TMS electrolyte irreversible oxidation current peaks of

5 μA were detected. These results confirmed the reasonable
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Figure 4: SEM images of fluorophosphate materials a) Li2CoPO4F/C, b) Li2Co0.9Mn0.1PO4F/C, c) Li2Co0.7Fe0.3PO4F.

stability of 1 M LiBF4/TMS electrolyte up to 5.5 V, which

agrees with data reported previously [12,13].

Figure 2: Cyclovoltammetry curves (first cycle) of 1 M LiPF6 in EC/
DMC (black) and 1 M LiBF4 in TMS (red) at scan rate of 0.1 mV·s−1.
(a) Aluminum electrode, (b) idle electrode consisting of Al2O3/C/PVdF
in an 80/10/10 ratio.

Investigation of Li2(Co,M)PO4F (M = Mn, Fe)
Applied synthesis approaches were directed not only towards

the investigation of Li2Co1−xMxPO4F solid solutions, but also

to the preparation of the corresponding electrode materials.

Because of poor electronic and ionic conductivity that is

inherent to polyanionic compounds, a carbon coating (for

improving the electronic surface conductivity) and a down-

sizing of the particles (in order to shorten the Li-ion transfer

paths) were applied to enhance the electrochemical perfor-

mance of the investigated materials. In order to reduce the

particle size and to prevent grain coalescence the lowest

temperatures usable for the formation of the pure olivine

precursors and the fluorophosphates were always chosen.

The Li2CoPO4F/C composite for electrochemical measure-

ments was synthesized according to a procedure that was opti-

mized previously [4]. A mixture of LiCoPO4/C with 1.05 equiv

of LiF was annealed at 670 °C for 1 h under Ar-flow and subse-

quently quenched to room temperature. The XRD pattern

confirmed the formation of Li2CoPO4F, though a small amount

of WC (about 1%, from the ball-milling media) was also

detected (Figure 3). The refined unit cell parameters of

Li2CoPO4F/C (a = 10.444(3) Å, b = 6.374(2) Å, c = 10.868(3)

Å, V = 723.6(5) Å3) were in agreement with previously reported

data [1,4]. The residual carbon in Li2CoPO4F/C was found to

be 1.7%. According to the SEM images the synthesized ma-

terial consisted of almost uniform particles with an average size

of 0.7–0.9 μm (Figure 4).

Figure 3: Powder XRD patterns of Li2CoPO4F/C (a) and
Li2Co0.9Mn0.1PO4F (b). A theoretical pattern of Li2CoPO4F calculated
by using PDF 56-149 is shown on the bottom. Reflections corres-
ponding to WC are marked by an asterisk.
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In order to investigate the Li2Co1−xMnxPO4F solid solutions a

combination of freeze-drying and solid-state techniques was

applied. A mixture of LiCo0.9Mn0.1PO4 obtained from cryo-

granulate was annealed with 1.05 equiv of LiF in the tempera-

ture range of 650–700 °C for 1–2 h. Annealing at 680 °C for 1 h

was found to be optimal for the preparation of the

Li2Co0.9Mn0.1PO4F phase. The XRD pattern of this sample

(Figure 3) was indexed as an orthorhombic unit cell with para-

meters a = 10.465(2) Å, b = 6.3998(9) Å, c = 10.898(2) Å and

V = 729.9(2) Å3. No peaks of the olivine phase were observed,

though a small amount of WC (about 1%, from the ball-milling

media) was detected in the XRD pattern. Further attempts to

increase the Mn content in Li2Co1−xMnxPO4F (x = 0.2, 0.3) by

varying the annealing temperature and the heating duration

ended up with multiphase samples that contained impurities of

olivine and Li3PO4. Moreover, the unit cell parameters of the

formed fluorophosphates were found to be close to those of

Li2Co0.9Mn0.1PO4F. These results clearly indicated that

Li2Co1−xMnxPO4F exhibited a very limited range for the solid

so lu t ion  (x  ≤  0 .10) .  For  e lec t rochemica l  t es t ing

Li2Co0.9Mn0.1PO4F/C was synthesized by adding carbon black

(5 wt %) to the olivine precursor at an intermediate step of

preparation. The XRD pattern of the obtained sample confirmed

the formation of pure fluorophosphate with cell parameters

similar to those given above. EDX analysis of the prepared ma-

terial found the Co/Mn ratio to be 0.89(1)/0.11(1), which agreed

with the expected values from the chemical formula. The

morphology of this sample was investigated by SEM and

showed particles of submicron size (Figure 4). The residual

carbon in the prepared composite was determined to be as 3.1%

by TG analysis. This value was taken into account during the

preparation of the electrode.

The synthesis of the iron-substituted fluorophosphates,

Li2Co1−xFexPO4F, was performed by a two-step solid-state

process. The optimization of the preparation conditions was

done for the composition of x = 0.3. Figure 5a represents XRD

patterns of the samples obtained by annealing mixtures of

LiCo0.7Fe0.3PO4 and LiF (with 10 wt % excess) at different

temperatures. According to the XRD data, the fluorophosphate

phase started to form above 700 °С, and further enhancement of

the annealing temperature resulted in a decrease of the olivine

impurities and in an increase of the fluorophosphate constituent.

The formation of the almost pure Li2Co0.7Fe0.3PO4F was

observed upon heating at 740–750 °С. Above these tempera-

tures (>760 °С) samples melted and were heavily contaminated

by cobalt oxide. Thus, the annealing at 750 °С for 1 h in Ar was

found to be optimum to yield Li2Co0.7Fe0.3PO4F. A tuning of

the annealing temperature allowed us to synthesize pure fluo-

rophosphates with different  levels  of  subst i tut ion,

Li2Co1−xFexPO4F (x = 0.1–0.3) (Figure 5b). The XRD patterns

Figure 5: a) XRD patterns of a mixture of LiCo0.7Fe0.3PO4 and LiF,
annealed at different temperatures, starting from 670 °С. XRD peaks
that correspond to impurities are marked. b) XRD patterns of
Li2Co1−xFexPO4F (x = 0.1, 0.2, 0.3), synthesized at the denoted
temperatures.

of obtained samples were indexed on the base of an

orthorhombic structure with a Pnma space group and the unit

cell parameters that are listed in Table 1. Careful inspection of

the XRD data revealed negligible amounts of Li3PO4 and Co

admixtures. It is evident from the obtained results that the

synthesis of Fe-substituted compounds requires increased

annealing temperatures that depend on the Fe-content in

Li2Co1−xFexPO4F. For a higher Fe-substitution higher

annealing temperatures are needed. The solid-state synthesis at

elevated temperatures resulted in large micrometer-sized parti-

cles (2–4 μm) as observed by SEM (Figure 4). It should be

noted that the presence of LiF, which is used as the reagent,

promoted the coalescence of small particles and induced crys-

tallite growth because of fluxing at elevated temperatures. In

spite of varying the preparation conditions all attempts to

increase the substitution level of Fe in Li2Co1−xFexPO4F

(x = 0.4, 0.5) led to multi-phase samples, with the fluorophos-

phate phases having cell parameters close to those of

Li2Co0.7Fe0.3PO4F. Thus, it was concluded that the solid-solu-

tion range of Li2Co1−xFexPO4F was limited to x ≤ 0.3. Efforts

to prepare a Li2Co0.7Fe0.3PO4F/C composite by adding carbon

black or glucose to the initial mixtures of reagents resulted in
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Table 1: Unit cell parameters of fluorophosphates Li2Co1−xMxPO4F (M = Mn, Fe).

x (M) unit cell parameters of Li2Co1−xMxPO4F

a, Å b, Å c, Å V, Å3

0 10.439(2) 6.3731(12) 10.864(2) 722.8(2)
0.1 (Mn) 10.465(2) 6.3998(9) 10.898(2) 729.9(2)
0.1 (Fe) 10.440(2) 6.3862(13) 10.867(3) 724.5(4)
0.2 (Fe) 10.442(2) 6.4103(14) 10.884(2) 728.6(3)
0.3 (Fe) 10.453(1) 6.4096(8) 10.888(12) 729.5(2)

multiphase samples that contained large amounts of metallic Co

(>10%), which can be explained by the strongly reductive

conditions that appeared at elevated temperatures (>700 °С)

because of the presence of C-containing additives. Therefore,

for the electrochemical evaluation of the Fe-substituted fluo-

rophosphates the electrodes were prepared from the carbon-free

product Li2Co0.7Fe0.3PO4F by thoroughly mixing it with Super-

C carbon (10 wt %).

According to the obtained results Li2Co1−xFexPO4F and

Li2Co1−xMnxPO4F systems exhibit limited ranges of solid solu-

tion. This finding might be explained by differences in the sizes

of transition metal ions: Apparently, the structure framework

becomes unstable upon higher substitution of Co2+ (0.735 Å)

by larger Fe2+ (0.780 Å) and Mn2+ (0.820 Å) [15]. Indeed,

while Li2MPO4F (M = Co, Ni) can be obtained by direct syn-

thesis, the preparation of 3D-Li2FePO4F requires the electro-

chemical ion-exchange of the Na-counterpart, and the corres-

ponding Mn-based fluorophosphate has not been yet identified

[16]. It is reasonable, that a substitution of Co2+ by Mn2+,

which has the largest ionic radius, only takes place in a smaller

range (x ≤ 0.10) than in the case of Fe2+ (x ≤ 0.30). In both

cases the substitution results in considerable expansion of the

unit cell (ca. 7 Å3) for the highest level of substitution

(Table 1).

Electrochemical performance of
Li2(Co,M)PO4F (M = Mn, Fe)
According to galvanostatic measurements performed at a rate of

C/5 (Figure 6) Li2CoPO4F starts to discharge at approx. 5 V,

which agrees well with previous results. The Li/Li2CoPO4F

cells delivered initial discharge capacities of ca. 90 and 85

mA·h·g−1 with the commercial and the sulfone-based elec-

trolyte, respectively, and these values corresponded to a revers-

ible de/intercalation of about 0.65 Li. During the initial cycles

the charge capacity values were remarkably higher than the

corresponding discharge capacities. This discrepancy in the

capacities may result from a decomposition of the electrolyte on

the conductive carbon and on the flurophosphate material at

high potentials. For the TMS electrolyte this discrepancy disap-

Figure 6: Charge-discharge curves of Li2CoPO4F in the commercial
(a) and in the sulfone-based electrolytes (b) measured at C/5.

peared upon subsequent cycling. During the 10th cycle the

corresponding values became almost equal, with a coulombic

efficiency of 98% (Figure 6). Moreover, there is less capacity

fading when using the TMS electrolyte. During the 10th cycle

the discharge capacity decreased to about 83% of the initial

value in contrast to a decrease to about 45% found with the

commercial electrolyte. The obtained results indicated a rather

stable electrochemical performance of the Li2CoPO4F material

at high voltages in the 1 M LiBF4/TMS electrolyte. The



Beilstein J. Nanotechnol. 2013, 4, 860–867.

865

Figure 7: Cyclovoltammetry curves of the Li2Co0.9Mn0.1PO4F elec-
trodes in the commercial (a) and the sulfone-based (b) electrolytes
recorded at 0.1 mV s−1.

decrease of the irreversible capacity, which leads to the high

columbic efficiency, implies that this electrolyte forms a stable

solid-electrolyte interface on the electrode surface, but this

suggestion should be further investigated and confirmed.

A preliminary investigation of the electrochemical behavior of

Li2Co0.7Fe0.3PO4F was carried out with electrodes prepared

from the well crystallized sample. Potentiodynamic measure-

ments in both electrolytes resulted in broad peaks on the anodic

and cathodic branches with the discharge capacity values being

lower than 10 mA·h·g−1. Because of the poor electrochemical

activity, which is ascribed to the non-optimized morphology of

the electrode material (particle size of 2–4 μm), any compar-

isons of Li2Co0.7Fe0.3PO4F with the unsubstituted material

were unreasonable.

Figure 7 shows the cyclovoltammetry (CV) curves of the Li/

Li2Co0.9Mn0.1PO4F cells cycled in both electrolytes. For the

TMS electrolyte two oxidative peaks (at 4.9 V and 5.2 V) and a

broad reductive peak (at 4.8 V) were observed in the first

anodic and cathodic scans, respectively. During the second

Figure 8: Charge–discharge curves of Li2Co0.9Mn0.1PO4/C in the
commercial (a) and the sulfone-based (b) electrolytes measured at
C/5.

cycle the two oxidative peaks merged, and the broad peaks on

the anodic (≈5.1 V) and cathodic (4.8 V) branches showed

charge and discharge capacities of 135 and 70 mA·h·g−1, res-

pectively. The CV curves that were recorded in the commercial

electrolyte were quite similar. The presence of two oxidative

peaks in the first anodic scan (Figure 7) hints at the occurrence

of at least two redox processes. We related them to the struc-

ture transformation upon deintercalation of Li, followed by a

further removal of Li from the transformed structure. This irre-

versible structure transformation, which occurs upon first

charging, was investigated by ex-situ XRD studies and

described in detail in our previous paper. This transformation

resulted in an expansion of the framework and a probable redis-

tribution of Li ions within the framework [4]. Similar features

were observed in CV curves of Li2CoPO4F by D. Wang et al.

[5] and S. Amaresh et al. [8]. This indicates the intrinsic nature

of this transformation.

Galvanostatic measurements on Li2Co0.9Mn0.1PO4F (Figure 8)

revealed the highest discharge capacities of 75 and 85 mA·h·g−1

in TMS and the commercial electrolytes, respectively. As in the
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case of Li2CoPO4F, the capacity fading of the Mn-substituted

fluorophosphate was slower in the TMS electrolyte. Sloping

charge–discharge profiles and broad CV peaks suggest a single-

phase (solid-solution) reaction mechanism, similar to

Li2CoPO4F [4,8]. There is no visible change in the operating

potential of Li2Co0.9Mn0.1PO4F. Therefore it was difficult to

draw a decisive conclusion on the effect of Mn-substitution on

the electrochemical activity of the Li2CoPO4F system. A further

optimization in synthesis and formulation of the cathode ma-

terial (particle investigation and carbon coating) of Mn- and

Fe-substituted fluorophosphates will improve their electrochem-

ical performance and, thereby, answer the question about a

possible fine tuning of the operating voltage of this fluorophos-

phate family through substitutions on the transition metal site.

Conclusion
N e w  f l u o r o p h o s p h a t e s ,  L i 2 C o 1 − x M n x P O 4 F  a n d

Li2Co1−xFexPO4F, were successfully synthesized and investi-

gated. Both systems exhibited narrow ranges of solid solution

that agreed well with the ionic sizes of the transition metals.

Good cycling and capacity behavior was attained with the 1 M

LiBF4/TMS electrolyte. Galvanostatic measurements revealed a

reversible electrochemical activity with discharge capacities as

high as  90 and 75 mA·h·g−1  for  Li2CoPO4F and

Li2Co0.9Mn0.1PO4F respectively. A further investigation that

includes the optimization of the electrode materials and the

development of a high-voltage electrolyte is required to eval-

uate all potentials of this Li2Co1−xMxPO4F (M = Mn, Fe) fluo-

rophosphate family.

Experimental
The fluorophosphates, Li2CoPO4F and Li2Co1−xMxPO4F (M =

Fe, Mn) were synthesized in a two-steps process. In the first

step LiCo1−xMxPO4 olivine precursors were prepared through

freeze-drying or ceramic techniques, depending on the tran-

sition metal. In the second step the obtained olivine samples

were ball-milled with 1.05 equiv of LiF (5% excess), pelletized,

annealed at 650–720 °C for 1–2 h under Ar flow and, subse-

quently, quenched to room temperature. As noticed above the

technique applied to synthesize olivine precursors depended on

the transition metal. Thus, LiCoPO4 was prepared by a solid-

state reaction from a stoichiometric mixture of Li2CO3 (99.1%),

(NH4)H2PO4 (99%), Co(NO3)2·6H2O (99.9%). It should be

noted that the purity of initial reagents was checked by X-ray

diffraction, the weight form of the crystallohydrates that were

used for sample preparation was verified by thermogravimetric

analysis. The initial reagents were mixed by planetary ball-

milling, pelletized and then annealed in a tubular furnace (under

steady Ar flow) at 380 °C for 10 h and at 600 °C for 15 h with

intermediate regrinding. The Fe-substituted olivine precursors,

LiCo1−xFexPO4, were obtained from stoichiometric mixtures of

Li2CO3, NH4H2PO4, FeC2O4·2H2O (99%) and CoC2O4·2H2O

(99%). The annealing profile was similar to that described for

LiCoPO4. The oxalates, FeC2O4·2H2O and CoC2O4·2H2O,

were chosen as initial reagents because the mixture of CO and

CO2 released upon their decomposition suppressed the Fe2+

oxidation (in contrast to NO2 evolved by nitrates) and, at the

same time, did not reduce Co2+ to metallic Co.

The Mn-substituted olivine precursors, LiCo1−xMnxPO4, were

prepared through the freeze spraying technique. The initial

reagents LiCH3COO (99%), NH4H2PO4, Co(NO3)2·6H2O and

Mn(CH3COO)2·3.2H2O were dissolved in distilled water and

combined to form a transparent solution with a pH value of

3.0–3.5, which was adjusted by adding 1 M CH3COOH. This

solution was exposed to freeze-spraying in liquid nitrogen, and

the obtained product was subjected to vacuum sublimation in a

Labconco sublimator (pressure 0.2 mbar, temperature range −40

to +30 °C) for 70 h. The prepared granulate was pressed into

pellets and annealed at 350 °C for 10 h and at 550 °C for 15 h

under Ar flow with intermediate regrinding.

The carbon-containing composites, Li2Co1−xMxPO4F/C, were

prepared by adding carbon black (3–5 wt %) to the initial

mixtures or, as in the case of M = Mn, to the products obtained

from cryogranulates by annealing at 350 °C. The amount of

residual carbon in the obtained composites was determined by

thermal analysis and taken into account during the preparation

of the electrodes.

Mechanical grindings (180–200 rpm for 2–3 h) were carried out

in a Fritsch planetary micro-mill Pulverisette 7 while using a

WC bowl, ZrO2 balls and acetone media. Thermal analysis was

performed in the temperature range of 20–750 °C (10 °C/min

heating rate) by using a thermo-gravimetric differential scan-

ning calorimetry (TG-DSC) apparatus STA-449 (Netzsch,

Germany).

The samples were characterized by powder X-ray diffraction

(XRD) using a Huber G670 Guinier camera (Cu Kα1 radiation,

Ge monochromator, image plate detector) and Bruker D8

Advance with a Lynxeye detector (Cu Kα radiation). The quan-

titative phase analysis for the selected samples was carried out

by Rietveld refinement with the program JANA 2006 [17].

SEM investigation of powdered samples was performed with a

JEOL JSM-6490LV scanning electron microscope equipped

with an energy dispersive X-ray spectroscopy (EDX) attach-

ment.

The electrochemical evaluation was performed in two-elec-

trode-configuration cells with Li-metal foil acting both as the

reference and counter electrodes, borosilicate glass was used as
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a separator. The positive electrodes were prepared by thor-

oughly mixing the active material (80 wt %) with carbon

Timcal Super C (10 wt %) and PVdF (10 wt %) dissolved in a

minimal amount of N-methyl-pyrrolidone. This cathode slurry

was cast on an Al-foil collector by using the doctor-blade tech-

nique with a typical loading of 1 mg·cm−2. The prepared elec-

trodes were dried, rolled and then dried again at 100 °C under

vacuum for several hours. The electrochemical evaluation was

carried out by using the following electrolytes: 1) 1 М LiPF6

solution in ethylene carbonate (EC) and dimethylcarbonate

(DMC) with a volume ratio of 1:1 (commercial electrolyte,

Merck); 2) 1 M solution of LiBF4 in tetramethylene sulfone

(TMS). The latter electrolyte was prepared by dissolving an

appropriate amount of LiBF4 (99.99%, Aldrich) in TMS that

was purified up to 99.8% before. The electrochemical cells

were assembled in an Ar-filled glove box. All tested cells were

left to relax before the measurements (10–20 h). A potentiostat/

galvanostat Biologic VMP-3 was used for data collecting. The

cyclic voltammetry scanning was performed in the voltage

range of 2.5–5.5 V at a scan rate of 0.1 mV·s−1. The galvanos-

tatic charge–discharge cycling was conducted in the voltage

range of 2.5–5.5 V at a rate of C/5 (the current required to dein-

tercalate one Li ion from Li2Co1-xMxPO4F in 5 hours).
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Abstract
In order to resolve substrate effects on the adlayer structure and structure formation and on the substrate–adsorbate and

adsorbate–adsorbate interactions, we investigated the adsorption of thin films of the ionic liquid (IL) 1-butyl-1-methylpyrroli-

dinium-bis(trifluoromethylsulfonyl)imide [BMP][TFSA] on the close-packed Ag(111) and Au(111) surfaces by scanning tunneling

microscopy, under ultra high vacuum (UHV) conditions in the temperature range between about 100 K and 293 K. At room

temperature, highly mobile 2D liquid adsorbate phases were observed on both surfaces. At low temperatures, around 100 K,

different adsorbed IL phases were found to coexist on these surfaces, both on silver and gold: a long-range ordered (‘2D

crystalline’) phase and a short-range ordered (‘2D glass’) phase. Both phases exhibit different characteristics on the two surfaces.

On Au(111), the surface reconstruction plays a major role in the structure formation of the 2D crystalline phase. In combination

with recent density functional theory calculations, the sub-molecularly resolved STM images allow to clearly discriminate between

the [BMP]+ cation and [TFSA]− anion.
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Introduction
In the last 15 years ionic liquids (ILs) have attracted increasing

attention due to their special physical and chemical properties

such as a low volatility, high chemical stability, low flamma-

bility, high intrinsic conductivity, high polarity, nearly

vanishing vapour pressure and their wide electrochemical

window [1-3]. Because of the enormous flexibility in varying

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:juergen.behm@uni-ulm.de
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the combination and nature of cations and anions [4], e.g., by

using different alkyl chain lengths at the cations [2,5-7] it is

possible to systematically optimize ionic liquids for a specific

application. Aside from many other applications, ionic liquids

have been proposed as promising new solvents in electroche-

mical applications, e.g., in lithium ion batteries [8-10]. For the

latter application, trifluoromethylsulfonyl imide [TFSA] based

ionic liquids have turned out to be promising candidates;

members of this group, e.g., alkylmethylpyrrolidinium-[TFSA]

seem to suppress dendrite formation [11]. The underlying mole-

cular processes, however, are not yet understood. Thus, a

systematic and fundamental understanding of the interface

between ionic liquids and the respective electrode surface

(solid–liquid interface) is essential for developing improved

future battery systems based on ILs. Correspondingly, the inter-

action between different ILs and various electrode materials

was investigated by electrochemical methods, including, e.g.,

cyclovoltammetry, but also by other techniques such as in situ

scanning tunnelling microscopy [12-14].

More detailed insight, on a molecular scale, may be gained in

model studies investigating the interface between the respective

solid surface and thin films of the IL under ultrahigh vacuum

(UHV) conditions. These films can be deposited by physical

vapour deposition, which allows to accurately control the film

thickness (coverage) in the submono- to multilayer regime.

Furthermore, applying proper cleaning procedures, high purity

films can be obtained. This not only allows to use a wide

variety of surface science tools for characterization of the IL

adsorbates/adlayers, but also to vary the temperature over a

wide range, down to cryogenic temperatures, where molecular

motion is largely frozen. This way, the interaction between sub-

strate and adsorbed ILs was investigated in a number of studies,

applying both spectroscopic techniques such as ultraviolet

photoelectron spectroscopy (UPS) [15,16], X-ray photoelectron

spectroscopy (XPS) [17-21], or temperature programmed

desorption (TPD) [22], as well as scanning probe microscopies

(scanning tunnelling microscopy (STM) and atomic force

microscopy (AFM)) [16,23,24]. These surface science tech-

niques allow to gain detailed information on the electronic

properties of the ILs and adsorption induced modifications

therein, on the chemical nature of the adsorbed species, and on

the structure and structure formation in the resulting adlayer.

The latter in turn provides information on the molecule–sub-

strate and molecule–molecule interactions in the respective

adsorption system.

In the following, we will discuss these aspects for the adsorp-

tion of 1-butyl-1-methylpyrrolidinium-bis(trifluoromethylsul-

fonyl)imide [BMP][TFSA] (ball and stick models of the ions

are shown in Figure 1a) comparing adsorption on the close-

packed surfaces of Au and Ag. In that comparison, we will

make use of new and recently published data [25,26]. In addi-

tion to their different chemical nature, these surfaces differ from

each other in that the Au(111) surface is reconstructed, forming

the well-known herringbone reconstruction [27], while the

Ag(111) surface is not reconstructed. We will focus on ques-

tions related to structure and structure formation such as the

nucleation and growth behavior and temperature effects

thereon, the nature and stability of ordered phases, or the role of

the substrate. First we will discuss the adsorption behavior for

room temperature adsorption, then concentrate on the structure

formation at low temperatures down to 100 K, and finally eluci-

date the thermal stability of the different adlayer phases.

Results and Discussion
Room temperature adsorption
Previous STM studies by Waldmann et al. and by Foulston et

al. on the structure and structure formation of IL thin films on

single crystal substrates, specifically for 1-butyl-1-methylpyrro-

lidinium-tris(pentafluoroethyl)trifluorophosphate [BMP][FAP]

adsorption on Au(111) [24] and for 1-ethyl-3-methylimida-

zolium-[TFSA] ([EMIM][TFSA]) adsorption on Au(110) [16],

respectively, indicated that at room temperature the thermal

mobility of IL adsorbates is too high for resolving individual

molecular entities by STM. Images recorded under these condi-

tions resolved a characteristic noise in the tunnel current on the

IL covered surfaces, which was not observed in the absence of

the IL adlayer. The authors of those studies attributed this noise

to the formation of a 2D gas or 2D liquid adlayer phase, where

the IL adsorbates are mobile on the surface and cause a tempo-

rary modification in the tunnel current whenever a diffusing

admolecule passes through the tunnel gap underneath the tip.

(Note that the 2D gas and 2D liquid adlayer phase differ mainly

by the adlayer density.) Similar effects were observed also for

adsorption of [BMP][TFSA] on Au(111) [25] and on Ag(111)

[26]. While this point shall be discussed in more detail later, it

should be noted here already that the high mobility of the

adsorbed species, which reflects a low lateral corrugation of the

adsorption potential along the surface, is incompatible with the

formation of localized covalent bonds between substrate and the

adsorbed IL species.

Finally it should be noted that the STM images showed no indi-

cations of a restructuring of the Ag(111) or Au(111) surfaces

upon interaction with [BMP][TFSA], as it was reported by

Atkin et al. [23] for [BMP][TFSA] on Au(111) in electroche-

mical STM measurements, where bulk IL was in contact with

the surface at potentials between −0.4 and −2.2 V vs the

ferrocene/ferrocenium (Fc/Fc+) redox couple [28]. Hence, the

presence of the IL adsorbate alone is not sufficient to induce a

restructuring of the substrate surface.
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The information derived from STM imaging can be combined

with results of spectroscopic measurements. XP spectra

presented in [25] for submono- to multilayer [BMP][TFSA]

films on Au(111) showed a similar dependence of the intensity

of the different XPS signals (C(1s) and N(1s)) on the emission

angle and an XPS based composition identical to the stoichio-

metric ratio, both in the submono- to monolayer regime and at

higher coverages. Therefore, the authors of that study concluded

that in average all atoms of the two ions are located in the same

layer, with anions and cations placed side by side on the

surface. Therefore, both ions in the first layer are in direct

contact with the surface. This is also confirmed by the fact that

for coverages up to 1 monolayer (ML) the C(1s) and N(1s) XPS

signals show a shift of 1.1 eV to lower binding energy (BE),

due to the interaction with the Au(111) surface. For Ag(111),

where ARXPS measurements are not available, we expect a

comparable adsorption behavior. This is supported also by the

results of density functional theory (DFT) calculations

discussed below.

These results can be compared with findings reported for other

IL adsorption systems. For 1,3-dimethylimidazolium-[TFSA]

([MMIM][TFSA]) and 1-octyl-3-methylimidazolium-[TFSA]

([OMIM][TFSA]) adsorption on Au(111) [19], the same

adsorption geometry with both the anion and cation in direct

contact to the surface was concluded from ARXPS measure-

ments at room temperature. The authors of that study deduced

that the cation adsorbs with the imidazolium ring flat on the

surface and that the anion adsorbs in a cis-conformation, with

the SO2-groups pointing to the surface and the CF3-groups

pointing towards the vacuum. The same adsorption geometry

for the anion was also proposed by Sobota et al. [29] for

[BMIM][TFSA] (B = butyl) adsorbed on a thin alumina film

grown on NiAl(110) [30,31], utilizing a combination of infrared

reflection absorption spectroscopy (IRAS) and density func-

tional theory (DFT) calculations. [OMIM][TFSA], which

differs from [MMIM][TFSA] only by its longer alkyl chain,

showed a coverage dependent adsorption geometry on Au(111):

at coverages below 0.6 ML, the octyl chain lies flat on the

surface, while at higher coverages it sticks up from the surface,

reducing the space requirement of the adsorbed ion pair. In

contrast, for adsorption on other surfaces, also other adsorption

geometries were reported: For [EMIM][TFSA] adsorption on a

glass substrate, an adsorption geometry with the cations lying

flat in direct contact with the surface and the anions placed on

top of the cations was proposed based on ARXPS measure-

ments [17]. For [MMIM][TFSA] adsorption on Ni(111) [20], a

similar adsorption geometry was proposed for adlayers in the

submonolayer coverage regime up to ≈0.8 ML. Finally, for

coverages >0.8 ML, the ARXPS data did not show a vertical

layering of the different ions, therefore under these conditions

both adsorbed cations and anions have to be in direct contact to

the substrate. This behaviour was explained by an increasing

repulsive electrostatic interaction between the ion pairs with

increasing coverage, leaving the former configuration energeti-

cally less favourable at coverages above 0.8 ML compared to a

structure with both species in direct contact with the surface.

Overall, though structural resolution of the IL adlayer was not

possible at room temperature, the examples discussed above,

with their very similar ILs (most of them contain the same

anion and an imidazolium- or pyrrolidinium-based cation),

demonstrate already that the structures resulting in ionic liquid

adlayers depend sensitively on the substrate. This will become

even more evident when comparing adlayer structures on the

two different surfaces Ag(111) and Au(111) in the next section.

Low-temperature adsorption
The situation changes considerably when cooling the samples to

lower temperatures. Under these conditions, molecular motion

is frozen and the adsorbates can be resolved in STM measure-

ments. Since cool-down was done very slowly (ca. 2 K min−1),

the system stays in thermal equilibrium until the adsorbates are

immobilized and STM images show the surface at this freezing

temperature. Although the resulting adlayer differs clearly from

that in the solid–liquid interface at room temperature and above,

e.g., by the much higher molecular mobility, these measure-

ments provide sensitive information on the interactions between

the adsorbed ions and on the variation in substrate–adsorbate

interaction (adsorption potential) along the surface. These char-

acteristic energies can be used as starting point also for the

description of the solid–liquid interface at room temperature

and above.

In their STM study on [BMP][FAP] adsorption on Au(111),

Waldmann et al. resolved round shaped protrusions at tempera-

tures below 210 K [24]. A direct assignment of these structures

to adsorbed cations or anions and a clear identification of the

adlayer structure in terms of co-planar adsorption of both types

of ions or adsorption of one species on top of the other one,

however, was not possible from these data. Likewise, in their

STM study of [EMIM][TFSA] adsorption on Au(110), Foul-

ston et al. identified round shaped protrusions at liquid nitrogen

temperature, which were oriented along the missing row lines of

the (1 × 2) reconstruction of the Au(110) surface, but without

long-range ordering along the lines or strict correlations

between neighbouring lines. These protrusions were proposed

to represent the complete IL ion pair. Also in these images it

was not possible to resolve and identify anions and cations [16].

Overall, these studies succeeded in resolving individual molec-

ular entities, but were not able to derive the actual structure of

the adlayer, or to identify anions and cations separately.
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Figure 1: (a) Ball and stick model of 1-butyl-1-methylpyrrolidinium-bis(trifluoromethylsulfonyl)imide [BMP][TFSA] (grey: C, white: H, blue: N, red: O,
green: S, yellow: F) (drawn with Chem3D). (b) STM image of a Au(111) surface covered with 0.7 ML of [BMP][TFSA] arranged in islands of the 2D
glass phase. Inset: detail of the image in (b) with enhanced contrast between the adsorbate islands, resolving the Au(111) reconstruction pattern
(T = 112 K, UT = −1.9 V, IT = −40 pA); (c) STM image of a Au(111) surface with a small amount (≈0.2 ML) of adsorbed [BMP][TFSA], resolving the
preferential decoration of steps and the nucleation of small islands with 2D glass structure at the elbows of the Au(111) reconstruction, while islands
with a 2D crystalline structure have grown larger. The Au(111) reconstruction pattern is visible on the uncovered parts of the surface (T = 111 K,
UT = −1.74 V, IT = −0.020 nA). (d) High resolution image of the 2D glass phase on Au(111): longish protrusions with a lower height are visible
between the round shaped protrusions (partly marked by white circles and ellipsoids) (T = 119 K, UT = −1.06 V, IT = 80 pA).

Going to the present system, [BMP][TFSA] adsorption on

Ag(111) and Au(111), we find two types of structures, one type

which similar to the above observations does not exhibit a long-

range order but rather a short-range order, which we denote as

’2D glass’ phase, and a second one exhibiting a distinct long-

range order [25,26]. This latter structure can be denoted as ‘2D

crystalline’ phase.

Examples for the ‘2D glass’ adlayer structure are shown in

Figure 1 for adsorption on Au(111) and later in Figure 2 for

adsorption on Ag(111). STM images of the 2D crystalline struc-

tures are depicted in Figures 4–6 (see below).

We will first concentrate on the discussion of the ‘2D glass’

structure. In Figure 1b, a Au(111) surface covered with
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0.7 monolayers (ML) of [BMP][TFSA] adsorbates is shown

(for a definition of 1 ML see Experimental section). In that

image, the IL adsorbates appear as round shaped protrusions

and form distinct islands on the surface. In between the islands,

adsorbate free Au(111) surface areas appear, where the typical

[27] zig-zag pattern of the Au(111) surface reconstruction is

resolved (see inset with enhanced contrast in Figure 1b). The

formation of islands demonstrates the presence of attractive

interactions between the adsorbed IL species, which must be

strong enough to cause island formation at the freezing

temperature. Interestingly, the steps of the Au(111) surface are

decorated with adsorbate species, hence these sites seem to be

preferred adsorption sides. While this is true for both the

ascending and descending side of the steps, on the lower and

upper terrace side, respectively, the structural characteristics

differ for both sites. On the upper terrace side, a single row of

IL adsorbates follows the step, indicative of a stronger adsorp-

tion at these sites, similar to the frequent observation of stronger

adsorption of atomic adsorbates and adsorbed small molecules

[32]. At the lower terrace side, the IL adsorbates seem to

condense at the ascending steps, forming large IL islands which

grow over the Au(111) terraces. Interestingly, 2D condensation

of IL adsorbates at the row of adsorbate species decorating the

step edge on the upper terrace side is not possible. The physical

reason for the different 2D condensation behavior on the upper

and lower step edge is not yet clear.

In addition to the step edges, also the elbows of the Au(111)

reconstruction act as nucleation sites for 2D island formation. A

few examples are visible in Figure 1b. More clearly, this is

observed in STM images recorded at low coverages, where only

the steps and the elbows are covered with adsorbates, as illus-

trated in Figure 1c. This points to a higher adsorption energy at

the elbow sites as compared to the other surface areas, similar to

findings for metal epitaxy, e.g., Ni/Au(111) [33], or adsorption

of large molecules such as porphyrin molecules [34].

The (short-range) ordering of the adsorbates in the islands was

checked by calculating a Fourier transformation (FFT) in

sections of STM images which show solely one island and the

distribution of round shaped protrusions on it. The FFT always

shows a broad circle (see [25]), as expected for a short-range

ordered system. We found no evidence for a coverage effect on

the density and structural characteristics of this phase in the

submonolayer and monolayer regime.

On Ag(111), adsorption of [BMP][TFSA] leads to a similar ‘2D

glass’ structure. In this case, however, it is formed only on

narrow terraces with a width of ≤10 nm, as can be seen exem-

plarily in the STM image in Figure 2, while on Au(111) there

was no obvious influence of the terrace width discernible.

Figure 2: STM image of a submonolayer film of [BMP][TFSA]
adsorbed on Ag(111); the narrow terraces of the surface are covered
with IL islands in the 2D glass phase, the inset shows a high resolu-
tion image of the 2D glass structure resolving both the round shaped
and the longish protrusions (marked with white circles and ellipsoids)
(T = 135 K, UT = −1.14 mV, IT = 100 pA).

This difference is most easily explained by the presence/

absence of the Au(111) reconstruction pattern, which seems to

severely affect the ordering behavior. Keeping in mind that on

Au(111) the elbows of the surface reconstruction act as nucle-

ation sites for IL island formation, the larger tendency for disor-

dered 2D structures on Au(111) can at least partly be ascribed

to a mismatch between the lattice created by the elbow sites and

the ordered lattices of IL adsorbates (see below). In that case, IL

adsorbate islands created at neighbouring elbow sites are not in

registry, and therefore can not coalesce easily. These effects are

absent on the unreconstructed Ag(111) surface.

In the inset of Figure 2, we show a high resolution image of the

2D glass structure. It is recorded in the central area of an island

with very little or no motion of the adsorbed molecules during

imaging. Between the round shaped protrusions, longish protru-

sions with a lower apparent height are resolved. Some of these

species are marked in the image by white circles and ovals for

better identification. For Au(111), high resolution images of the

disordered structure look exactly the same, with identical struc-

tures, mean distances between the protrusions etc. (see

Figure 1d and inset in Figure 2). Therefore, the adsorption

geometry, the structure formation and the molecule–molecule

and molecule–substrate interactions in the 2D glass structure of

[BMP][TFSA] should be identical on Au(111) and Ag(111) and

they can be discussed for both substrates together. The first

question relates to the origin of the different protrusions in the

STM images. Most simply, the longish protrusions represent

one ion type and the round shaped protrusions the other one. In

that case, the adsorbed cations as well as the anions lie next to

each other in direct contact to the surface, as it was already

concluded from the XPS data for [BMP][TFSA] on Au(111)

[25] and for the adsorption of the very similar ILs

[MMIM][TFSA] and [OMIM][TFSA] on Au(111) [19]. A

quantitative evaluation of the numbers of longish and round
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shaped protrusions in several 2D glass domains and on several

STM images yielded a ratio of 2:1. This leaves us with two

different plausible explanations: either one ion type is repre-

sented by two parallel longish protrusions and the other one by

the round shaped protrusion, or one type is represented by the

round shaped protrusion plus one longish protrusion and the

other one by the other longish protrusion. Though the first inter-

pretation sounds more convincing, this question cannot be

solved on the basis of the STM images alone. We will get back

to this point after discussion of the 2D crystalline structure.

As evident in Figure 1d, the longish protrusions are aligned in

rows of varying lengths (between 2 and 8 protrusions are

typical), which are oriented at an angle of roughly 120° (or

240°) in between. The resulting threefold symmetry is probably

due to an alignment to the closed packed directions of the

Au(111) surface. So the structure is not completely random,

even if there is no long-range order visible for the distribution

of the round shaped protrusions in the FFT.

In addition to the differences in the structure formation

processes between Au(111) and Ag(111), there seem to be

differences also in the mobility of the IL adsorbates on these

two surfaces. For the Ag(111) surface, apparently adsorbate free

areas between IL adsorbate islands, e.g., on the central terrace

in Figure 2 or in front of the topmost step in this image, show a

significant noise. The noisy appearance resembles that obtained

for imaging at room temperature, but in the latter case the noise

is more pronounced and present on the entire terrace. On

Au(111), this noise is visible also on similarly covered surfaces

for STM imaging at 100 K, but is much less pronounced. This

indicates that these areas are essentially free of mobile IL adsor-

bates. A higher mobility of IL adsorbates on Ag(111) compared

to Au(111) is evident also from inspection of series of images

from the same surface area, which reveal changes in the island

boundaries with time. This is illustrated in Figure 3, which

shows a time sequence of STM images (time between subse-

quent image starts: 11 s) recorded on a partly IL adsorbate

covered Ag(111) surface. Beside the 2D glass phase, an appar-

ently uncovered region is visible, which, as also described for

the STM image in Figure 2, appears noisy. This sequence

clearly demonstrates that the island edge (phase boundary)

gradually changes with time (Figure 3a–r). While the major part

of the round shaped protrusions persists on the same site from

frame to frame, molecular jumps are detected for others. This is

evident, e.g., in the areas marked with red ovals in Figure 3b

and 3c. The two protrusions in the smaller oval are stable from

image to image, while the protrusions in the larger oval collec-

tively move to a lower position in the image. A red arrow is also

included, pointing towards a single protrusion, which changed

position. In Figure 3d and 3e, the arrows in the orange frame

mark a molecular jump between two consecutive images, while

in subsequent images no motion at the same position takes place

(Figure 3r). In Figure 3m and 3n, the blue circles label protru-

sions, which persist at the same positions, while for others at

and close to the boundary between 2D glass structure and adsor-

bate free area significant changes are visible. Thus, both tempo-

rary changes directly at the phase boundary and also some

limited motion inside the 2D glass phase is found on Ag(111).

On Au(111), these processes were also observed, but less

frequent. These structural changes can be explained either by a

motion of IL adsorbates along the island edge or by a 2D

adsorption–desorption equilibrium between the IL adsorbate

islands and a 2D gas/liquid of IL adsorbates. As expected for

this case, structural variations mainly take place at the island

perimeter, while the inner part of the islands is essentially

stable; with infrequent molecular jumps only in the vicinity of

defects in the adlayer lattice.

Aside the 2D glass phase, also well ordered, 2D crystalline

domains/islands are found on the surface. This is illustrated in

the high resolution images of the 2D crystalline structure on

Au(111) in Figure 4a and 4b. These images also reveal charac-

teristic round shaped protrusions and in between longish, less

pronounced protrusions. Similar to the findings in the 2D glass

phase, the ratio between round and longish protrusions is 1:2. In

the one lattice direction, the round shaped protrusions form a

densely packed line of dimers, which are slightly rotated against

the main direction of the line (in Figure 4a, the lines run

roughly from the lower left to the upper right corner), which

results in a zig-zag like appearance. Between two close-packed

lines of round protrusions, there are always parallel lines with a

lower density of these protrusions (50%). The resulting unit cell

is marked yellow in Figure 4b. The longish protrusions are also

aligned in row like structures, which run in the same direction

as those formed by the round shaped protrusions (see second

unit cell marked in Figure 4b, where the round and longish

protrusions are marked by ovals and circles). Also in this case,

there are two types of rows. In two neighboured rows the

longish protrusions are oriented in the same direction. In the

subsequent third row, they are rotated by ≈120°. In the latter

row, the density of longish protrusions is only two thirds of that

in the other two rows (4 instead of 6 longish protrusions per row

and unit cell). The size of the unit cell seems to differ slightly,

depending on whether the 2D crystalline domain is completely

surrounded by a 2D glass domain, i.e., whether the surface is

saturated with a monolayer of IL adsorbate, or whether there are

adsorbate free surface areas around (= submonolayer coverage

regime). The ordered domains in Figure 4a and 4b were

recorded on a surface covered by a submonolayer film; in this

case the unit cell has a size of 4.20 ± 0.04 nm × 3.37 ± 0.04 nm

with an angle of 68 ± 2° in between. In the monolayer coverage
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Figure 3: Sequence of STM images of [BMP][TFSA] adsorbed on Ag(111), acquired at 124 K, imaging the phase boundary between the 2D glass and
2D liquid phase (image-to-image time ≈11 s). Noisy features near the phase boundary and the successively changing phase boundary are indications
for mobility at the phase boundary. A red frame in Figure 3b and 3c including two ovals marks two protrusions at stable positions (smaller oval), while
the other protrusions in the larger oval shift to a lower position. The red arrow points out the changing position of a single protrusion. The orange
boxes in Figure 3d and 3e highlight a molecular jump between two consecutive images. Subsequently, no motion is observed up to Figure 3r. The
blue circles in Figure 3m and 3n show stable protrusions, while others at and close to the boundary between 2D glass structure and adsorbate free
area clearly change positions (T = 124 K, UT = −0.76 V mV, IT = 50 pA).
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Figure 4: High resolution STM images of the 2D crystalline structures on Au(111) (a, b) and Ag(111) (c). The unit cells are marked with yellow lines.
Both structures are composed from round shaped and longish protrusions, which are marked with white circles and ellipsoids. In (a) the white line and
in (b) the dashed lines mark the zig-zag lines of the Au(111) reconstruction, which are visible through the 2D crystalline structure of the IL adsorbates;
the inset of (c) shows an enlarged part of image (c) with superimposed ball and stick models of [BMP][TFSA] (a: T = 139 K, UT = −1.20 V,
IT = −0.060 nA; b: T = 116 K, UT = −0.71 V, IT = −0.10 nA; c: T = 134 K, UT = −0.37 mV, IT = 110 pA).

regime, the dimension of the unit cell shrunk to 3.79 ± 0.04 nm

× 2.89 ± 0.04 nm, with an angle of 78 ± 2° in between, indica-

tive of a certain flexibility in the structural arrangement of the

adlayer. In both cases, the unit cell contains 8 round shaped and

16 longish protrusions, which most likely (see below) corre-

sponds to 8 ion pairs of adsorbed [BMP][TFSA]. This gives a

space requirement for one ion pair of 1.64 nm2 in the submono-

layer and 1.34 nm2 in the monolayer coverage regime, equiva-

lent to densities of 0.61 and 0.75 ion pairs per nm2, respective-

ly (see Table 1). The alignment of the unit cell with respect to

the substrate lattice will be discussed below.

Atkin et al. [23] concluded from their AFM measurements that

the first [BMP][TFSA] adlayer binds more strongly than the

following layers, i.e., it binds more strongly to the metallic sub-

strate than to itself. In that case, one may expect the saturation

density in the first layer to be higher than in the bulk phase. For

the present adsorption system this means that the bulk structure

may be more similar to the ordered phase in the submonolayer

coverage regime than to that at monolayer saturation.

The 2D crystalline structure of [BMP][TFSA] on Ag(111),

shown in Figure 4c, is more simple than the one formed on
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Table 1: Summary of the adsorbate densities and melting temperatures of the adlayer phases found on Ag(111) and Au(111).

IL adsorbate phase density / nm−2 2D melting temperature / K−1

2D crystalline phase / Au(111), submonolayer coverage regime 0.61 ± 0.03 170 ± 5
2D crystalline phase / Au(111), monolayer coverage regime 0.75 ± 0.03 225 ± 5
2D glass phase / Au(111), submonolayer coverage regime 0.61 ± 0.03 113 ± 5
2D glass phase / Au(111), monolayer coverage regime 0.61 ± 0.03 173 ± 5
2D crystalline phase / Ag(111), submonolayer coverage regime 0.79 ± 0.03 180 ± 10
2D crystalline phase / Ag(111), monolayer coverage regime 0.79 ± 0.03 180 ± 10

Au(111). The round shaped protrusion are aligned in rows,

running from the bottom left side to the top right side in

Figure 4c. The spacing between these rows is slightly different,

leading to the appearance of pairs of lines. In between these

lines, the longish protrusions are also aligned in the same direc-

tion. The orientation of the long side of these protrusion

changes by 120° between neighbouring rows (in the limits of

the experimental accuracy), i.e, they are parallel to each other in

every second row. In the row of longish protrusions that lies

between the two more widely spaced rows of round shaped

protrusion, the longish protrusions are aligned in a straight line

(parallel to the row of round protrusions), in the neighbouring

lines the longish protrusions are pairwise rotated away from the

direction of the row, which allows a closer spacing between the

neighbouring rows of round shaped protrusions. The unit cell of

this structure is marked twice in Figure 4c with yellow lines; in

one of these cases, the protrusions in the unit cell are marked by

white circles and ovals. The size of the unit cell is 1.1 ± 0.1 nm

× 2.3 ± 0.1 nm with an angle of 95 ± 3° in between the two

lattice directions. For Ag(111), the size (2.5 nm2) and geometry

of the unit cell was found to be independent of the IL adsorbate

coverage. The unit cell contains 2 round and 4 longish protru-

sions, which represent two [BMP][TFSA] ion pairs (see below).

In that case, the space requirement per IL ion pair is 1.25 nm2,

the density of the adsorbed ion pairs is 0.79 nm−2. This is very

similar to the density of ion pairs on Au(111) in the monolayer

regime, while in the submonolayer regime the ion pairs on

Au(111) have a 30% lower density.

Next we will discuss additional aspects of the 2D crystalline

phase, such as its alignment with respect to the substrate surface

lattice, its distribution structure on the surface, etc. The orienta-

tion of the IL adlayer can be derived from larger scale images as

shown in Figure 5a and 5b for Au(111). In the image in

Figure 5a, the Au(111) surface was covered with 1 ML of

[BMP][TFSA]. The image shows one island of the 2D crys-

talline structure, which is surrounded by the 2D glass structure,

as typical for the monolayer regime. The amount of the 2D

crystalline structure relative to that of the 2D glassy was found

to vary between experiments. In most cases, the amount of the

2D glass structure is higher than that of the 2D crystalline

phase, and islands of the latter phase are embedded in a

surrounding 2D glass phase. In the submonolayer regime

(Figure 5b) this is similar, but the amount of 2D crystalline

structure relative to that of the 2D glass phase is typically

higher. This is illustrated in Figure 1c: on samples with a low

coverage of [BMP][TFSA] adsorbates we only observed small

islands with 2D glass structure (which are mostly growing from

the elbow sites of the Au(111) reconstruction pattern), while the

islands of the 2D crystalline structure present in between are

much larger. The physical reason for the higher fraction of 2D

crystalline phase at lower coverages, which reflects an easier

alignment of the adsorbate species during cool-down under

theses conditions, may only be speculated upon. It may be

related to more stable adsorption at the perimeter of islands of

the 2D crystalline phase compared to (small islands of) the 2D

glass phase, which allows preferential growth of the former

ones during cool down at lower coverages, while at higher

coverage such effects do not seem to play a significant role.

The STM image in Figure 5a reveals another phenomenon

typical for [BMP][TFSA] on Au(111). The 2D crystalline struc-

ture is also severely affected by the reconstruction pattern of the

Au(111) surface. In this image, the zig-zag line pairs of the

herringbone reconstruction are clearly visible through the

adlayer, they are marked in Figure 5a with white lines in the

upper right part to guide the eye. Note that for the 2D glass

phase the reconstruction could not be resolved. In Figure 4a and

4b, the reconstruction pattern is also visible, but less

pronounced. It is marked by a white line in Figure 4a. The

adlayer is usually aligned in such a way that the direction of the

longer side of the unit cell (see Figure 4b) is parallel to the lines

of the Au(111) reconstruction pattern. Accordingly, the 2D

crystalline phase tends to grow in domains/islands which are

limited by the domain boundaries of the herringbone recon-

struction, i.e., by the bending points of the dislocation lines.

This can be seen in Figure 5a, where the positions of the

bending points of the Au(111) surface reconstruction are

connected with white dashed lines. A large part of the 2D crys-

talline domain visible on this image, which extends diagonally
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Figure 5: (a) STM image of a monolayer film of [BMP][TFSA] on Au(111), showing both 2D crystalline islands as well as 2D glass areas. The Au(111)
reconstruction is visible in the 2D crystalline island (for better visibility it is marked with white lines in the upper right of the image). In the 2D glass
domain, this is not resolved; dashed lines mark the domain boundaries of the Au(111) reconstruction pattern (T = 118 K, UT = −1.25 V,
IT = −0.060 nA). (b) STM image of 2D crystalline domains of [BMP][TFSA] on a single Au(111) terrace in direct contact to each other. The domains
are rotated by 60° to each other (T = 146 K, UT = −1.20 V, IT = 60 pA). (c) STM image of a submonolayer film of [BMP][TFSA] on Ag(111). The
adlayer islands nearly completely consist of the 2D crystalline structure. The island boundary shows a frizzy appearance, which is associated with
mobility of the adsorbed IL species, either along the island edge or in a 2D adsorption–desorption equilibrium between the 2D solid and the adjacent
2D gas phase (T = 130 K, UT = −1.09 V, IT = 80 pA).

across the image, grows on one domain of the Au(111) recon-

struction and fills it nearly completely. As can be seen in the

upper part of the image, it is also possible for the adlayer struc-

ture to grow across such kind of domain boundary in the

Au(111) reconstruction pattern. This was only observed,

however, when the adlayer domain spanned at least over three

Au(111) reconstruction domains and the part with the ‘wrong’

orientation is in the middle. In this case we often observed a

narrow stripe of 2D glass phase directly at the elbows of the

Au(111) reconstruction pattern (see inset in Figure 5a). Isolated

2D crystalline islands, which are limited to a single domain of

the Au(111) reconstruction and where the rotational orientation

of the adlayer island, as described above, does not fit to the

orientation of the Au(111) reconstruction, have not been

observed. It is interesting to note that the elbows of the Au(111)

reconstruction act as nucleation sites for nucleation of 2D glass
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phase islands, and on the other hand limit domains of the 2D

crystalline phase, which seems to be in contrast to each other. A

simple physical explanation is still missing.

Because of the threefold symmetry of the Au(111) surface and

of the Au(111) reconstruction pattern there are only three

different orientations for the 2D crystalline domain on the

surface possible. In Figure 5b, three 2D crystalline domains are

present which are rotated at angles of 120° relative to each

other. Furthermore, because of the non-rectangular form of the

adlayer unit cell, two different chiral forms of that unit cell (see

Figure 4b) are possible along each direction, leading to 6

possible adlayer domains in total. An example for two islands

with chiral structure is shown in the inset in Figure 5b.

On Ag(111), the situation is very different because of the

absence of a surface reconstruction. In this case the domains of

the 2D crystalline structure mostly extend across the entire

terraces, i.e., the domains extend across hundreds of nanome-

ters (if the surface is well prepared and the terraces are suffi-

ciently large). This is equally true also for islands of the 2D

crystalline phase in the submonolayer coverage regime, where

these islands coexist with large areas of adsorbate free surface.

At typical images sizes, most of the STM images show either a

fully covered or an adsorbate free surface. Small terraces with a

width ≤10 nm are covered with ILs adsorbed in the 2D glass

structure as described above. The 2D crystalline structure is

normally attached to an ascending Ag(111) step, mostly with a

small amount of the 2D glass structure between step and

ordered adlayer phase. In this case, the width of the 2D glass

phase is between a few molecules to several nm. It seems as if

the steps of the substrate surface disturb the formation of the 2D

crystalline structure, rather than acting as nucleation sites.

When comparing different domains (an example is shown in

Figure 5c) of the 2D crystalline structure, they are all aligned in

the same direction to each other (like in Figure 5c) or at angles

of 60° or 120° to each other, even when they grow on different

terraces of the substrate. This suggests that the adlayer struc-

ture also follows the threefold geometry of the Ag(111) surface.

Due to experimental reasons (adlayer imaging requires a large

tunnel resistance while atomic resolution require low tunnel

resistances) it was not possible to achieve atomic resolution of

the surface near a boundary of a 2D crystalline island, therefore

it was not possible to correlate the adlayer orientation directly

with the substrate lattice.

In addition to the different arrangements of [BMP][TFSA] on

Au(111) and Ag(111), we also found differences in the mobility

of the island edges of the 2D crystalline phase, evidenced by a

frizzy appearance of the island edges (Figure 5b and 5c). The

frizzyness of the island boundary is proportional to the displace-

ment of the boundary position between subsequent images,

which arises from 2D adsorption/desorption of molecules at the

island perimeter or diffusion of adsorbates along the island

perimeter. The displacement can be quantified by determining

the change in position of the island boundary in successive

STM line scans. A quantitative evaluation revealed that the root

mean square deviation of the position is more than double for

Ag(111) (see Figure 5c) than for Au(111) (Figure 5b), indica-

tive of a significantly higher mobility of the adsorbates at the

island perimeters on the Ag(111) surface than on Au(111).

The mobility of the IL adsorbates at the edge of a 2D crys-

talline adlayer island on Ag(111) is resolved in more detail in

the sequence of STM images shown in Figure 6. The images

were acquired at the same position with a frame to frame time

of 11 s. It is clearly visible that the island edge changes with

time. Places, where the round shaped protrusions vanished from

one image to the other, are labelled with red arrows. Those

places, where a round shaped protrusion is added to the struc-

ture are labelled with green arrows. Similarly as discussed for

the mobility of the 2D glass phase on Ag(111), we assume that

these changes are due to sudden motion of IL adsorbates along

the island edge, or, more plausible, to 2D adsorption–desorp-

tion equilibrium between the IL adsorbate islands and a 2D gas/

liquid of IL adsorbates. Again those regions, which are appar-

ently free of adsorbate appear with streaky features, which we

attribute to highly mobile molecules in a 2D gas/liquid phase,

which diffuse to fast to be resolved with STM. Round shaped

protrusion in the inner parts of the islands remain stable over

time. The difference compared to the 2D glass phase, where

infrequent jumps of these protrusions were possible, is

explained by a higher stability and the absence of defects in the

2D crystalline phase.

Despite of the considerable structural insight gained from these

STM images it was not possible to unambiguously identify the

adsorbed IL species, specifically the adsorbed cations and

anions in these images. This is possible by combination with

dispersion corrected density functional theory (DFT-D) calcula-

tions, performed recently for adsorption of individual

[BMP][TFSA] ion pairs on Ag(111) [26]. Details on the calcu-

lations can be found elsewhere [26].

According to those calculations, the ring of the cation lies flat

on the surface and the butyl group points upwards. The anion

adsorbs in a cis-configuration (both SO2-groups are positioned

on the same side of the molecule, both CF3 groups on the other

side, as it is also shown in Figure 1a) on the Ag(111) surface

and binds via its two oxygen atoms to the surface. The CF3

groups point towards the vacuum. In this conformation both ion

types of [BMP][TFSA] are in direct contact to the surface.
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Figure 6: Time sequence of STM images at the phase boundary of the 2D crystalline phase of [BMP][TFSA] on Ag(111), recorded at 124 K (image to
image time of ≈11 s) The images exhibit frizzy features directly at the 2D crystalline | 2D liquid interface, reflecting mobility of the adsorbed IL species,
either along the island edge or in a 2D adsorption–desorption equilibrium. The red arrows in the images show places at the boundary, where round
shaped protrusions vanish compared to the preceding image. The green arrows depict locations where a protrusion is attached to the boundary
(T = 124 K, UT = −0.76 V, IT = 50 pA).

Simulated STM images using tunnelling conditions similar to

the experimental ones (similar potential, comparable tip–surface

separation) yield characteristic features very similar to those in

the measured STM images. The upright standing butyl chain of

the cation appears as round shaped protrusion. Right next to it

an oval protrusion appears with lower height, which is due to

the parts of the alkyl ring that are not directly lying below the

butyl chain. In the measured STM images, only the round

shaped protrusion is visible due to the limited resolution of the

STM tip. The anion appears in the simulated images as two

longish protrusions each of which is generated mainly by

2 fluorine atoms of the CF3-groups, in perfect agreement with

experimental findings. Similar to experimental data, also their

height is significantly lower than that of the round shaped

protrusion reflecting the butyl chain of the cation.

Although these calculations did not include interactions

between neighboured adsorbed ion pairs, the good agreement

between the characteristic features in the experimental and

calculated STM images are strong evidence for the validity of

this assignment. Further support comes from the qualitative

agreement with the ARXPS measurements of [BMP][TFSA],

[MMIM][TFSA] and [OMIM][TFSA] adsorbed on Au(111)

[19,25]. A suggestion for the structure model for BMP-TFSA

on Ag(111) based on these data is shown in the inset of

Figure 4c, where ball and stick models of the [BMP+] and

[TFSA]− ions are superimposed to the STM-image.

Another interesting result from these calculations was that

based on a Bader charge analysis of the adsorption complex, the

charges of the cation and the anion hardly change upon adsorp-
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tion, and that the adsorption bond is dominated by van der

Waals interactions. We expect these results as characteristic

also for adsorption on Au(111).

Thermal stability of the adlayer structure
Further information on adsorbate–adsorbate interactions can be

derived from the thermal stability and the melting temperature

of the structures on the surface. This was investigated by slowly

heating up samples in the STM from 100 K to room tempera-

ture while recording STM images. Because of the very low

heating rate (3 h for heating from 100 K to 300 K) the surface

has enough time to maintain thermodynamic equilibrium during

heating. Generally, the noise level in the STM images increased

with rising temperature, implying a higher mobility of the 2D

liquid on the surface. At certain temperatures it was finally not

possible any more to resolve the adsorbate structures on the

surface, which was interpreted as the temperature where the ion

pairs, which before formed the island/domain started to move.

This temperature is considered here as melting temperature (for

the 2D glass structure it would be more correct to describe it as

a glass transition when comparing to the notation in a bulk

system, but for simplicity we use the term “melting tempera-

ture” for both adlayer structures). For the adlayer structures on

the Au(111) surface, we could determine four different melting

temperatures, which differ in a characteristic way: the 2D glass

structure is stable up to a temperature of 113 ± 5 K in the

submonolayer and up to 173 ± 5 K in the monolayer regime.

The 2D crystalline structure is maintained up to 170 ± 5 K in

the submonolayer and up to 225 ± 5 K in the monolayer regime.

Hence, islands are thermally less stable than closed layers and

the 2D glass structure is less stable than the 2D crystalline one.

On Ag(111), the melting temperature could only be determined

for the 2D crystalline phase, where it was found to be

180 ± 10 K, both in the submonolayer and monolayer coverage

regime. Because of the small amount of the 2D glass structure

on the surface it was not possible to determine a defined

melting point for the 2D glass structure, it definitely decays at

lower temperatures than the 2D crystalline structure.

The thermal stability of the island is mainly determined by two

parameters, by the surface diffusion barrier, i.e., the activation

barrier for the motion of individual adsorbed species between

two adjacent adsorption sides, and the interactions between

adjacent adsorbates (adsorbate–adsorbate interactions). The fact

that the IL adsorbates form islands at low temperatures is a

clear proof for the existence of attractive adsorbate–adsorbate

interactions between the adsorbed IL species. Furthermore it

shows that the adsorbate–adsorbate interactions exceed the

strength of the surface diffusion barrier, since otherwise the IL

adsorbates would be trapped on their adsorption sites before

they are able to undergo a 2D nucleation and growth process

during cool-down to 100 K. Sufficient mobility of individual

molecules is indicated also by the mobility at the island edges.

Therefore, the temperature for 2D melting is dominated by the

strength of the attractive adsorbate–adsorbate interactions.

Interestingly, the trend in melting temperatures of the 2D crys-

talline phases on Ag(111) and Au(111) does not correlate with

that of the adlayer density (see Table 1). While the 2D melting

temperature on Ag(111) is only little higher than that of the 2D

crystalline adlayer on Au(111) in the submonolayer regime, the

density is comparable with that of the monolayer coverage

adlayer on Au(111). This indicates that the adlayer stability is

affected by the nature of the substrate, not only by purely dis-

tance (and thus density) dependent adsorbate–adsorbate interac-

tions.

Since the structures in the 2D glass phase are similar for both

substrates, we would expect the same melting temperature in

both cases. It was not possible, however, to reliably determine

the melting temperature of the 2D glass phase on Ag(111) (see

above). For adsorption on Au(111), the lower melting tempera-

ture in the 2D glass phase compared to that in the 2D crys-

talline phase arises from the fact that the 2D glass phase is most

likely a kinetically hindered structure and therefore not in ther-

modynamic equilibrium, which is less stable than the equilib-

rium phase. Interestingly, though the monolayer and the

submonolayer coverage 2D glass adlayer have the same local

density, the melting temperature of the latter is significantly

lower. On the other hand, the melting temperature of the 2D

glass phase at monolayer coverage and the 2D crystalline phase

at submonolayer coverage, which also have similar densities,

are essentially identical. In that case, the higher amount of

defects in the former structure does not seem to play an impor-

tant role.

Conclusion
We have investigated substrate effects on the structure and

structure formation, and thus on the substrate–adsorbate and

adsorbate–adsorbate interactions, for the adsorption of

[BMP][TFSA] by STM, by comparing their adsorption on the

close-packed Au(111) and Ag(111) surfaces under UHV condi-

tions in the temperature region between 100 K and 293 K. In

combination also with previous data, these measurements lead

to the following conclusions and adsorption characteristics:

1) Upon adsorption at room temperature, the [BMP][TFSA]

adsorbates form a 2D gas/2D liquid phase with highly mobile

adsorbed species on the surface. The integrity of the ions is

maintained and both ions are in direct contact with the sub-

strate surface. Interaction with the surface results in modifica-

tions of the electronic structure compared to that in condensed
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thicker layers. While XPS data exist only for adsorption on

Au(111), we expect similar behavior also for adsorption on

Ag(111).

2) Upon cooling the sample to 100 K, molecular motion in the

adlayer is frozen and the adsorbates form islands/domains on

the surface with 2D crystalline and 2D glass structures. In the

submonolayer coverage regime, these coexist with (essentially)

adsorbate free surface areas (2D gas). On Ag(111), the adsor-

bates form large islands consisting of a single domain of the 2D

crystalline structure on terraces wider than ≈10 nm, while small

terraces are (partly) covered with a 2D glass structure, and this

phase dominates also in regions directly in front of ascending

substrate steps. On Au(111), both structures are formed in small

islands on the surface in the submonolayer regime. In the mono-

layer regime islands of the 2D crystalline phase are surrounded

by the 2D glass phase. The 2D crystalline adlayer structure on

Ag(111) is oriented along Ag surface lattice, with 3 different

adlayer lattice orientations at angles of 120° to each other

reflects the threefold symmetry of the Ag(111) substrate.

3) The 2D solid adlayer phases exhibit characteristic patterns

consisting of round protrusions and longish protrusions in a

ratio of 1:2. Based on comparison with results of previous DFT

calculations [26], the round protrusion are identified as cations,

with their ring lying flat on the surface and the butyl group

pointing upwards, while the [TFSA] anions are represented by

pairs of parallel longish protrusions. These mainly arise from

the CF3 groups which are pointing upwards, while the anions

bind to the surface with their O-atoms. Based on the similar

structural characteristics in the STM images, we expect a

similar adsorption geometry also for Au(111), where no DFT

calculations exist.

4) Structure formation and adlayer structure/adlayer order are

strongly affected by the reconstruction of the Au(111) substrate.

Furthermore, they are also affected by the chemical nature of

the substrate. The latter is reflected by the slightly different

geometry (and IL adsorbate density) of the adlayer unit cell on

the two surfaces, while the general appearance of the adlayer

structure is identical on both substrate surfaces. The compa-

rable density achieved on Au(111) in the monolayer coverage

regime points to similar size substrate–adsorbate interactions on

both surfaces. The influence of the reconstruction of the

Au(111) surface is indicated in several ways: In addition to

steps, the elbows of the Au(111) reconstruction act as preferen-

tial nucleation sites, starting island growth at these sites.

Furthermore, they tend to induce narrow stripes of 2D glass

phase in the adlayer when overgrown by an 2D crystalline

adsorbate island/domain. The orientation of the 2D crystalline

structure is also influenced by the Au(111) reconstruction

pattern, it prefers to be oriented with the longer side of its unit

cell along the Au(111) dislocation lines. Therefore domain

boundaries of the adlayer structure often coincide with the

connection line of adjacent elbows, where the Au(111) recon-

struction pattern bends.

5) The (2D) melting temperature of the 2D solid phases is

affected by substrate effects, by the adlayer coverage and by the

order in the adlayer/domain. The melting temperature is signifi-

cantly higher for the 2D crystalline phase on Au(111) than for

the 2D glass phase, and it is higher in the (more closely packed)

adlayer in the monolayer coverage regime than in the submono-

layer coverage regime on the same substrate. For adsorption on

Ag(111), where the density of the 2D crystalline phase does not

depend on the overall coverage and where the size of the 2D

crystalline islands is generally very large, we found no effects

of the overall IL adsorbate coverage. The 2D melting tempera-

ture on Ag(111) resembles that on Au(111) in the submono-

layer coverage regime, despite of the significantly lower density

in the latter case. On the other hand, despite of similar densities

on Ag(111) and Au(111) in the monolayer coverage regime (2D

crystalline phase), the melting is significantly higher in the

latter case, indicative of stronger (effective) adsorbate–adsor-

bate interactions on Au(111) than on Ag(111).

Experimental
The measurements were performed in an UHV system with a

base pressure of <4 × 10−10 mbar, equipped with an Aarhus

type STM (SPECS; Aarhus STM 150), which allows measure-

ments in the temperature range between 90 and 400 K, and stan-

dard facilities for surface preparation and surface characteriza-

tion.

The Au(111) and Ag(111) samples were purchased from

Mateck GmbH and cleaned by repeated sputtering with Ar+

(0.5 keV, 4 μA, 30 min) and heating to 770 K for 30 min, until

atomically flat surfaces with mean terrace sizes of >100 nm

were obtained (checked by STM). The Au(111) surface exhib-

ited the typical reconstruction pattern with its characteristic

regular zig-zag pattern [27]. Between two measurements, only a

single cleaning cycle was sufficient to obtain a clean surface

again.

The ionic liquid [BMP][TFSA] was purchased from Merck in

ultrapure quality. It was mounted in a quartz crucible in a

Knudsen effusion cell (Ventiotec, OVD-3) in the UHV

chamber. It was degassed for more than one week in UHV at

room temperature, followed by several hours degassing at

360 K. The crucible itself was also baked at 870 K in UHV

before filling it with the IL. Prior to the experiments, the evap-

oration behaviour of [BMP][TFSA] was tested with a quartz
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micro balance. Based on these preliminary measurements, an

evaporation temperature of 375 K was used in the experiments,

which resulted in a pressure of 5 × 10−10 mbar. At this flow, a

deposition time of 3 min resulted in a coverage of ca. 1 ML, as

verified by STM. The cleanliness of the IL vapour was tested

with a quadrupole mass spectrometer.

One monolayer is defined as one closed layer of ions in direct

contact to the surface. In other publications [19,21], one closed

layer of IL was defined as a layer of IL molecules with the

cation and anion on top of each other, which gives 50% smaller

values compared to our definition. These values were corrected

to fit our definition in the present discussion.
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Abstract
The electronic and optical properties of semiconducting silicon nanotubes (SiNTs) are studied by means of the many-body Green’s

function method, i.e., GW approximation and Bethe–Salpeter equation. In these studied structures, i.e., (4,4), (6,6) and (10,0)

SiNTs, self-energy effects are enhanced giving rise to large quasi-particle (QP) band gaps due to the confinement effect. The strong

electron−electron (e−e) correlations broaden the band gaps of the studied SiNTs from 0.65, 0.28 and 0.05 eV at DFT level to 1.9,

1.22 and 0.79 eV at GW level. The Coulomb electron−hole (e−h) interactions significantly modify optical absorption properties

obtained at noninteracting-particle level with the formation of bound excitons with considerable binding energies (of the order of

1 eV) assigned: the binding energies of the armchair (4,4), (6,6) and zigzag (10,0) SiNTs are 0.92, 1.1 and 0.6 eV, respectively.

Results in this work are useful for understanding the physics and applications in silicon-based nanoscale device components.
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Introduction
Silicon nanotubes [1-5] (SiNTs) have been demonstrated to be

emerging materials with exclusive applications in micro- and

nanoelectronics [6-12]. An extra advantage of SiNTs lies in the

natural compatibility with current silicon-based technology.

Their noncytotoxic nature, further, makes them promising

candidates for a large variety of biotechnological applications as

well. In addition, due to the quantum confinement effect, SiNTs

have great potential for photoemission applications directly on

silicon substrates that in turn could lead to the integration of

photonics and microelectronic devices on a single chip [13].

One-dimensional SiNTs have been viewed as potential basic

building blocks for future applications. SiNTs exhibit, for

instance, excellent electrochemical performances when being

used as anodes for lithium rechargeable batteries [10-12].

Although the ground-state geometric and electronic properties

of SiNTs have been studied [14-17], properties of excited states,

for example optical absorption of SiNTs, are still in need. It is

of high importance to correctly understand the optical prop-

erties of SiNTs due to fundamental applications in electro-

optical fields.

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:timo.jacob@uni-ulm.de
http://dx.doi.org/10.3762%2Fbjnano.5.2
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In structures with reduced dimensionality, higher quasi-particle

(QP) excitation energies can be reached by confinement effects,

which enhance electron−electron (e−e) self-energy effects. In

addition, reduced electronic screening leads to the formation of

excitonic resonances or strongly bound excitons with consider-

able binding energies. Therefore, many-body effects [18-31] are

required to understand this kind of systems sufficiently, espe-

cially their single-particle excitation and optical absorption

properties.

It is well-known that density functional theory (DFT) often fails

in describing the properties of light absorption. This process

requires a description of two-particle properties, which certainly

goes beyond single-electron excitations that can be described at

the purely electronic level. Fortunately it is possible to make

quantitative predictions of the absorption spectra and the band

structures of a wide class of systems by combining the GW

approximation and the Bethe−Salpeter equation (BSE) [32-37],

i.e., many-body Green’s function perturbation theory. The

GW+BSE scheme properly includes the e−e correlations and

e−h interactions and its results frequently match experimental

results in an excellent manner [38-41].

In the present work, many-body effects in semiconducting

single-wall (4,4), (6,6) and (10,0) SiNTs, as shown in Figure 1,

are studied. It has been identified that the self-energy effects are

evident in the studied SiNTs, giving rise to large QP band gaps,

and the excitonic effects distinctly modify optical absorption

properties, resulting in the formation of bound excitons with

considerable binding energies. The results shed some light on

understanding the physical properties of SiNTs and potential

applications in silicon-based nanoscale device components. It

should be pointed out that many-body effects have also been

highlighted in silicon nanowires [24,42] and carbon nanotubes

due to the reduced dimensionality [43-45].

Figure 1: Perspective view of silicon nanotubes (4,4) (a), (6,6) (b) and
(10,0) (c).

Computational details
On the basis of DFT-calculated ground-state wave functions,

obtained with the plane wave packge QUANTUM ESPRESSO

[46], QP calculations have been performed. For these calcula-

tions we used a plane-wave basis set with a cutoff energy of

50 Ry and the local density approximation (LDA) for the

exchange−correlation energy in conjunction with the norm-

conserving pseudopotentials for treating the core-electrons. A

Monkhorst−Pack k-mesh of 20 integration points is used along

the SiNTs tubes. A sufficiently large vacuum spacing of 13 Å

surrounding the tube is imposed to separate periodic images and

to avoid spurious interactions. Geometry optimization has been

done with an energy convergence criterion of 5.0 × 10−6 eV and

a force convergence criterion of 0.01 eV/Å.

As already summarized in [47], starting from the LDA wave

functions and Coulomb screening, QP energies (within the GW

approximation for the electron self-energy operator Σ) are

obtained by solving the Dyson equation [48]:

with the non-interacting Green’s function

and fnk being the occupation factor and εnk the Kohn−Sham

energies. The Dyson equation is solved non-self-consistently,

i.e., within the G0W0 approximation, leading to Σ = iG0W0.

Though a fully self-consistent GW calculation often improves

the accuracy, in some cases it can even overestimate the band

gap. As the G0W0 approximation gives a band gap for bulk Si

in excellent agreement with experiment, no self-consistent

GW-treatment was necessary in the present work. Afterwards

the random-phase approximation (RPA) was employed to

obtain the reducible response function, while the generalized

plasmon−pole model served as basis for treating dynamical

screening effects in the self-energy.

The optical absorption spectrum, which is directly associated

with the imaginary part of the macroscopic dielectric function,

is defined in terms of the microscopic inverse dielectric func-

tion as

The coupled excitonic effects and absorption spectra are calcu-

lated by solving the BSE in terms of two-particle Green’s func-

tion of quasi-electron and quasi-hole states, which is obtained

by performing a second iteration of Hedin’s equation:
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where  is the kernel describing tow-particle screened inter-

actions.  satisfies the following relation:

Finally, the macroscopic dielectric function can be expressed as

The standard Tamm−Dancoff approximation is adopted, in

which only the positive e−h interactions are considered and, in

addition, the non-Hermitian BSE reduces to a Hermitian one

that can be solved with efficient and stable iterative methods

[49]. For studying excitations in nanostructures [50] and in

molecular systems [51] solving the BSE within the

Tamm−Dancoff approximation is successively becoming a stan-

dard tool. For both the GW and BSE calculations, a box-shaped

truncation of 13 Å is applied to screen the Coulomb interac-

tions. Calculations including many-body effects are performed

by using the YAMBO program suite [48].

Results and Discussion
On the DFT-LDA level, the band gap of Si is calculated to be

0.61 eV, while at the GW level it turns out to be 1.17 eV, in

good accordance to the band gap obtained from experiment

[52]. As demonstrated in previous theoretical works [25,33], we

reproduce the optical absorption spectrum of bulk Si with exci-

tonic effects emphasized. The analogue of graphene but with Si

instead of C is two-dimensional silicene, for which many efforts

have been made to synthesize this material [53,54]. In silicene,

massless Dirac fermions, as in graphene, have been demon-

strated, and thus silicene holds a substantial promise for future

applications in nanoelectronics. Because of the presence of two-

dimensional silicene, the synthesis of one-dimensional SiNTs is

waiting for its realization. It has been discussed that the extra

cost to produce SiNTs from silicene is of the same order of the

equivalent cost in carbon [1]. In silicene, the optical responses

are characterized by resonant excitations [54].

Figure 2 shows the band structures of (4,4), (6,6) and (10,0)

SiNTs, which indicate semiconducting character as band gaps

appear. In case of armchair (4,4) SiNT, the band structure indi-

cates an indirect band gap of 0.32 eV at Z point and a direct

band gap of 0.65 eV at the k point on two-thirds way from Γ to

Z in the one-dimensional Brillouin zone along the tube (2π/3a).

However, it has been indicated that (n,n) armchair SiNTs are

not stable for n < 6 [14]. In the case of a more stable armchair

(6,6) and zigzag (10,0) SiNTs, as-calculated band structures

show direct band gaps of 0.28 and 0.05 eV (50 meV), respect-

ively. In (10,0) SiNT, the vanishingly narrow gap appears at the

Γ point. However, there are still controversies with respect to

the dependence of the conductance (semiconducting or

metallic) on the chirality and/or diameter of SiNTs [1,14,15].

This discrepancy can be attributed, for instance, to the different

symmetries of the initial structures from where SiNTs are

constructed [15]. In the current work, after geometry relaxation,

SiNTs prefer to be in a gear-like configuration.

Figure 2: Band structures of silicon nanotubes (4,4) (a), (6,6) (b) and
(10,0) (c). The Fermi level is set at the top of valence band, and the
arrows indicate the k point where the inter band transitions occur.

However, the standard DFT-based method generally underesti-

mates band gaps because the independent particle picture breaks

down. When including the e−e self-energy effects within the

GW approximation, band gaps of the selected SiNTs are signifi-

cantly broadened to be 1.9 (1.43 for indirect gap), 1.22 and

0.79 eV for the different SiNTs, respectively. In Table 1, all the

relevant values are summarized. In the framework of

GW approximation, such enormous modifications on the

Kohn−Sham LDA values originate from enhanced e−e correla-

tions due to the confinement effect in SiNTs with reduced

dimensionality. A simple “scissor rule” is inapplicable due to

the fact that the screening behavior determines the QP correc-

tions [55]. For example, the QP self-energy effects give elec-

tron and hole masses smaller than the values predicted by DFT

[56]. The nonlocal character of the self-energy operator in the

GW framework is responsible for such a behavior [57]. As illus-
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trated later, the exciton binding energy compensates the

discrepancy between the electronic band gap calculated by DFT

and the optical gap observed experimentally.

Table 1: Band gap at DFT-LDA and GW levels (Eg-DFT and Eg-GW),
QP corrections to the DFT-LDA gaps (QPC), excitation energy (EI) and
binding energy (Eb) of the first bound exciton of silicon nanotubes. All
values are in eV.

Eg-DFT Eg-GW QPC EI Eb

(4,4) 0.65 1.9 1.25 0.98 0.92
(6,6) 0.28 1.22 0.94 0.12 1.1
(10,0) 0.05 0.79 0.74 0.19 0.6

As a representation, electronic wave functions of the last

valence band and the first conduction band of (4,4) SiNT at the

k point at which the direct transition occurrs are shown in

Figure 3. As can be seen from the wave function of the last

valence band, the weak π bonds are predominating with pz

states floating above Si atoms due to the fact that sp3 hybridiza-

tion in silicon is stable, which is in accordance with the mixed

sp2–sp3 hybridization in silicene. In Figure 3b, a strong mixture

of the π* states and σ* states exists in the tubes forming a ring-

like distribution due to the curvature effects. In addition, one

can see where the electrons are excited (with holes left).

Figure 3: Charge density of the last valence band (a) and the first
conduction band (b) of (4,4) SiNT at the k point at which point direct
transitions occurrs (see arrow in Figure 2a).

In Figure 4, optical absorption spectra of studied SiNTs for light

propagation along the tube are presented. In case of SiNTs, the

quasi-one-dimensional nature causes optical transitions to obey

well-defined selection rules across the entire bands. In compari-

son with the spectra at independent-particle level (LDA-RPA,

not shown), self-energy effects generally blue-shift the oscil-

lator strength (GW+RPA). When considering e−h interactions

(GW+BSE), optical absorption properties of SiNTs are charac-

terized by strong excitonic effects. In comparison with the

single-particle spectrum, as can be seen from Figure 4, this

prominent variation in weight redistribution of the oscillator

strength reveals a global red-shift of the whole spectrum. In par-

ticular, optically active excitons (bound) below the onset of the

single-particle transition continuum turns up with considerably

large binding energies. The excitation energies EI of the first

bound excitons (the first sharp peaks in Figure 4) of (4,4), (6,6)

and (10,0) SiNTs are 0.98, 0.12 and 0.19 eV, respectively.

Binding energies, defined as the differences between the exci-

tonic energy and the one-particle continuum onset and can be

considered as a sign of e−h interactions, of these bound exci-

tons are 0.92, 1.1 and 0.6 eV for (4,4), (6,6) and (10,0) SiNTs,

respectively. The optically allowed transitions are mainly

ascribed to the direct transitions between the last valence band

and the first conduction band in (4,4) and (6,6) SiNTs, and

between the last valence band and the third conduction band in

the case of (10,0) SiNT. The smaller binding energy of the

bright exciton in (10,0) SiNT is probably a consequence of the

smaller quasi-electron effective mass. Since the interband tran-

sitions between the last valence band and the first conduction

band are dipole-forbidden, there are several dark (optically

inactive) excitons below the bound exciton in (10,0) SiNT.

Compared with two-dimensional silicene, excitonic effects in

SiNTs are stronger due to the lower dimensionality.

Figure 4: Absorption spectra of silicon nanotubes for light polarization
along the tube calculated with and without the inclusion of e−h
Coulomb interactions, i.e., GW+BSE and GW+RPA, respectively: (4,4)
(a), (6,6) (b) and (10,0) (c). For the GW+BSE calculation, five occu-
pied and five empty bands and a Lorentzian broadening of 0.05 eV are
used.
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The BS two-particle’s Hamiltonian was diagonalized to obtain

the e−h wave functions (quantum amplitudes) to show the

correlation between excited electrons and holes in real space.

Figure 5 shows the resulting three-dimensional electron proba-

bility distribution |ψ(re;rh)|2 of the bound excitons of selected

SiNTs. As shown in Figure 5a, the bound exciton of (4,4) SiNT

has a relatively small distribution radius featured by a damping

nature, which is an indication of a strong binding between

excited electrons and holes with large binding energy. In the

case of (6,6) and (10,0) SiNTs, the wave functions of the first

bound excitons extend far away along the tubes, similar to a

nature of resonant excitons. The reduced electronic screening

governs the strong binding of excitons in SiNTs, which is

revealed by the huge overlap of exciton wave functions. In all

studied SiNTs structures, exciton wave functions are strongly

cylindrically asymmetric.

Figure 5: Electron probability distribution |ψ(re;rh)|2 for finding the
electrons re with the hole position rh (black dot) fixed slightly above a
Si atom for the bound excitonic state of silicon nanotubes (4,4) (a);
(6,6) (b) and (10,0) (c).

Quantitative representations of the electron distribution of the

first excitons of studied SiNTs are demonstrated in Figure 6. In

agreement with the exciton wave functions shown in Figure 5,

the first bound exciton of (4,4) SiNTs is mainly localized within

a radius of 20 Å. In the case of (6,6) and (10,0) SiNTs, the

exciton radii extend over 60 Å. However, we also can see the

damping nature, and the envelope function in the case of (10,0)

SiNT.

Figure 6: One-dimensional electron probability distribution |Ψ(re;rh)|2
in real space of the first excitonic state (the first absorption peak) of
silicon nanotubes (4,4) (a), (6,6) (b) and (10,0) (c). This one-dimen-
sional distribution is plotted along the tube axis (z) with the hole posi-
tion rh fixed at zero; the other coordinates are integrated out.

Conclusion
In summary, electronic and optical properties of single-wall

semiconducting SiNTs have been studied by means of first-

principles many-body perturbation theory. It has been eluci-

dated that many-body effects strongly depend on the dimension-

ality of the system, and the quasi-one-dimensional features can

be reflected in band structures and optical responses. One-

dimensional structures, armchair (4,4) and (6,6), and zigzag

(10,0) SiNTs, have been proven to be characterized by strong

many-body effects due to the quantum confinement effect. The

self-energy effects increase the single-particle excitation energy

resulting in large QP band gaps in the studied SiNTs. The

absorption properties are dominated by excitonic effects due to

the reduced electronic screening giving rise to the formation of

bound excitons with considerable binding energy. Since SiNTs

are of great interest for basic scientific studies as well as poten-

tial applications, results in this work are of importance for a

good understanding such systems.
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