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In many cases new technologies are driven by the development
of novel materials providing properties or combinations of
properties that were not available before. The use of polymers
and silicon-based semiconductor technologies are just two
examples of how the availability of certain materials revolution-
ized existing technologies and products, giving rise to
completely new technologies and having an enormous impact

on our everyday life.

During the past three decades, the field of nanomaterials experi-
enced a tremendous rise from the early beginnings to modern-
day technologies, and still, new ideas and breakthroughs keep
opening new perspectives for future technologies, from cars to
aircraft, from semiconductors and electronics to novel displays,
from energy harvesting to energy storage technologies and from
biomimetic structures to medical technologies, to mention just a
few examples.

One recent development in the field of nanomaterials is the
ability not only to tailor the properties of nanomaterials (to
achieve custom-designed, “tailor-made” values of certain prop-
erties) but to tune these properties. Tunable materials allow to
change the properties of these materials reversibly and in a
controlled manner after fabrication, e.g., by applying an elec-

tric field. Another remarkable development is the discovery of

Beilstein J. Nanotechnol. 2013, 4, 805-806.
doi:10.3762/bjnano.4.91

Received: 21 November 2013
Accepted: 22 November 2013
Published: 27 November 2013

Guest Editors: H. D. Gleiter and T. Schimmel

© 2013 Gleiter et al; licensee Beilstein-Institut.
License and terms: see end of document.

“nanoglasses”, based on the idea of introducing internal inter-
faces on the nanometer scale not between crystalline structures
(leading to nanocrystalline materials) but between non-crys-
talline, amorphous or glassy structures. These glasses differ
structurally from present-day glasses and thus are expected to
open the way to an age of glass-based technologies comparable

to the contemporary, primarily crystalline-based, technologies.

This Thematic Series does not attempt to give a comprehensive
overview over the vast and thriving field of nanomaterials. It
rather gives a sequence of contributions on recent develop-
ments within this field.

The volume is dedicated to Horst Hahn on the occasion of his
60th birthday. Horst Hahn is Executive Director of the Institute
for Nanotechnology at the Karlsruhe Institute of Technology
(KIT) and Full Professor at the Technische Universitit Darm-
stadt. In addition, he is Founding Director of the Helmholtz
Institute Ulm for Electrochemical Energy Storage (HIU). He is
Distinguished Professor at the Indian Institute of Technology
Madras, India, and Honorary Professor at the University of
Hyderabad, India, and at the Lanzhou University, China. More-
over, he is Elected Member of the German Academy of
Sciences Leopoldina and the European Academy of Science. As
a Fellow of the Materials Research Society (MRS), his
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sustained and distinguished contributions to the advancement of
international materials research were recognized. In the past two
years, Horst Hahn was recipient of the highest award of the
Deutsche Gesellschaft fiir Materialkunde (DGM), the Heyn
Denkmiinze, and of the renowned Robert Franklin Mehl Award
of the Minerals, Metals & Materials Society (TMS). Horst Hahn
has published more than 300 peer-reviewed articles in various
fields of materials science. His main research interests are
related to the synthesis and processing of nanocrystalline ma-
terials and nanostructures with tailored and tunable properties,
with a focus on applications in printed electronics and energy
materials.

The nucleation point for this Thematic Series was an interna-
tional symposium held in August 2012 at the Karlsruhe Insti-
tute of Technology on the occasion of the 60th birthday of
Horst Hahn — the “Nanomaterials Days” — which brought
together renowned experts in the field of nanomaterials, each of
them giving a short contribution on one recent research high-
light in this field. A selection of these contributions is found in
this Thematic Series in the form of original research articles

reflecting recent advances in nanomaterials.

The articles in this Thematic Series highlight recent develop-
ments, from nanoporous polymers to graphene quantum dots,
from concepts for designing magnetic properties to nanoplas-
ticity and to the remarkable mechanical properties of a novel
type of nanowires, just to mention some of the developments
described.

We would like to thank all the authors for contributing their
excellent work to this Thematic Series. Moreover, we would
like to thank all referees for their promptly provided reports
keeping the publication times short and attractive for contribu-
tors. Finally, we thank the team at the Beilstein Institut for their
excellent support, and we acknowledge to the open access
policy of the Beilstein Journal of Nanotechnology, which
provides the basis for unrestricted discussions on “Advances in

Nanomaterials”.
Herbert Gleiter, Horst Hahn and Thomas Schimmel

Karlsruhe, November 2013
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The electronic and structural properties of oligo- and polythiophenes that can be used as building blocks for molecular electronic

devices have been studied by using periodic density functional theory calculations. We have in particular focused on the effect of

substituents on the electronic structure of thiophenes. Whereas singly bonded substituents, such as methyl, amino or nitro groups,

change the electronic properties of thiophene monomers and dimers, they hardly influence the band gap of polythiophene. In

contrast, phenyl-substituted polythiophenes as well as vinyl-bridged polythiophene derivatives exhibit drastically modified band

gaps. These effects cannot be explained by simple electron removal or addition, as calculations for charged polythiophenes demon-

strate.

Introduction

Since the first report about the electrical conductivity of doped
polyacetylene (PA) in 1977 [1], significant efforts have been
spent in studying organic polymers as an alternative to common
inorganic semiconducting materials [2], as they can, e.g., form
supramolecular architectures on surfaces [3,4] that can serve as
building blocks in molecular electronics or can be used in the
future solar-energy technology [5]. Although the electrical
conductivity of well-prepared PA is nearly the same as for
copper [6], its technical applications are very rare due to its

instability towards air and humidity [7]. Searching for more

stable compounds, thiophene-based materials turned out to be
promising candidates, and thus, they have gained considerable
attention during the past 20 years [6,8].

Like PA, nanosized polythiophene (PTp) shows a diffuse wide-
spread conjugated n-system [8]. Consequently, removing an
electron from the highest occupied polymer orbital or adding an
electron to the lowest unoccupied orbital is relatively easy [9].
In a chemist’s terminology one might call these processes redox

reactions, whereas from a physicist’s point of view one would
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more likely call them n- and p-doping, respectively, to stress the
analogy to the doping processes in traditional semiconducting
materials such as silicon. Hence, neutral polymers, which
usually show semiconducting or insulating properties, can trans-
form into highly conductive compounds with a metal-like
behavior.

The advantages of these synthetic metals are obvious. On the
one hand they are nearly as conductive as metals but on the
other hand they are as light and durable as plastics [10].
Furthermore, especially in the case of PTp, the doping
processes causing the high conductivity of polymers are highly
reversible [9]. This offers the opportunity to switch between
conducting and insulating properties very easily and opens a
broad field of application in the area of micro- and optoelec-
tronics, e.g., as organic transistors, photoresistances or polymer
light-emitting diodes (LEDs) [11]. In particular, thiophene-
based organic solar cells have shown remarkable efficiency
[5,8]. Nevertheless they are still relatively cheap in production
[12].

For all these applications, the particular electronic structure of
polymers is crucial. In this regard, a directed manipulation of
the band gap to tailor the electronic properties is very desirable.
Considering the significant potential of organic chemistry at
synthesizing and manipulating compounds, there is definitely a
demand for a better understanding of how the electronic struc-
ture of compounds such as PTp can be manipulated by using
these tools. There have been already several studies addressing
the electronic structure of thiophenes with electronic structure
methods [13-20]. In these computational studies, typically
oligothiophenes of varying size have been considered based on
density functional theory (DFT), and the properties of polythio-
phenes have been derived by using scaling relations [21].

Here, we focus on the modification of the electronic properties
of oligo- and polythiophenes by substituents based on periodic
DFT calculations. Hence, we are able to address oligo- and
polythiophenes within the same computational method so that
no scaling relations have to be invoked. Our aim was in particu-
lar to determine the influence of different substituents on the
electronic structure and especially on the band gap of thio-
phene-based polymers, as it is known that there is a close rela-
tionship between the geometrical structure and the physical

properties of conductive polymers [22].

As a starting point, we first considered thiophene monomers
and dimers and then compared their properties to those of infi-
nite chains of thiophene, which can also act as a model for
macrocyclic systems, namely cyclothiophenes [23]. As

substituents we considered both singly bonded substituents,
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such as methyl, amino or nitro groups, as well as phenyl-like
substituents. In addition, we studied vinyl-bridged polythio-
phene derivatives. Finally, we also addressed charged polythio-
phenes in order to model doped systems and to check whether
the modified electronic properties can simply be regarded as
effects resulting from band filling or band emptying.

Methods

Our calculations are based on the periodic DFT code imple-
mented in the Vienna Ab initio Simulation Package (VASP)
[24,25]. Exchange and correlation effects were treated in the
generalized gradient approximation (GGA) by using the
Perdew—Becke—Ernzerhof (PBE) functional [26], which gives a
reliable description of intramolecular properties [27,28]. Disper-
sion corrections [29] are not necessary since we are not
concerned with intermolecular interaction or adsorption of the
aromatic molecules [30,31]. The ionic cores were represented
by projector augmented wave (PAW) potentials [32] as
constructed by Kresse and Joubert [33]. The electronic one-
particle wave functions were expanded in a plane-wave basis
set up to a cutoff energy of 400 eV, which was checked for

convergence.

All geometrical optimizations were carried out by using the
conjugated gradient algorithm implemented in VASP. Mole-
cules were geometrically optimized by using a sufficiently large
unit cell in the supercell approach and one k-point. In contrast,
the polymers were described as one-dimensional infinite chains
with a 7 x 1 x 1 k-point sampling to replace the integration
over the one-dimensional first Brillouin zone. k-Point conver-
gence was carefully checked. When optimizing the polymer
structure, both the geometric structure within the unit cell as
well as the width of the unit cell were optimized as the latter
correlates directly with the intercellular bond length.

For molecules, calculations concerning the density of states
(DOS) were carried out at the I' point with a Gaussian smearing
(6 =0.01 eV). For polymers, in contrast, a grid of 29 x 1 x 1
I'-centered k-points and linear tetrahedron smearing with Blochl
corrections [34] were used. Geometrically optimized structures
were taken as a basis for all of these calculations. Polymers of
different oxidation states were modeled by changing the number
of electrons per unit cell. In order to preserve the electric
neutrality of the cell, a compensating background charge is

generated by default.

As we are interested in the HOMO-LUMO gap of oligothio-
phenes and the band gaps of polythiophenes, we have to be
concerned with the well-known deficiency of DFT using
current-day GGA exchange—correlation functionals to repro-

duce the correct magnitude of band gaps. The calculated band
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structure can be improved by including self-energy corrections.
However, including such corrections basically just affects the
distance between valence and correction band, the shape and
k-point dependence of valence and conduction bands remain
more or less unchanged [35]. Furthermore, the more costly
time-dependent DFT methods also do not necessarily yield
better results [21]. In addition, hybrid functionals, which appar-
ently work well for thiophenes [16], still require a significant
computational effort in plane-wave codes such as VASP. As we
are mainly interested in trends in the local density of states
depending on the choice of the substituent, GGA-DFT calcula-
tions should be sufficient to reproduce these trends. However,
one has to be aware that all absolute values of HOMO-LUMO
and band gaps reported in this work are severely underesti-
mated. As for the Fermi energy, it is throughout this work
defined as the top of the valence band for polythiophenes with a
band gap, and as the energy of the highest occupied state for
periodic systems without a band gap.

Results and Discussion
Unsubstituted oligo- and polythiophenes

As a first step and as a reference, we determined the properties
of unsubstituted oligo- and polythiophenes. All oligomers were
modeled by using a sufficiently large box in three dimensions to
avoid intermolecular interaction due to the use of a periodic
DFT code. Note that in any polymer material the molecules are
not isolated. However, there is no true chemical interaction
between the molecules such that it is very likely that the elec-
tronic and structural properties of the oligo- and polythio-
phenes are not substantially modified by the presence of weakly
interacting neighboring thiophenes.

For the unsubstituted monomer (thiophene, Tp), experimental
geometric parameters obtained by Bak et al. [36] were repro-
duced quite well. Small deviations from experimental values
concerning the dihedral angle were observed on modeling the
dimer (2,2’-bithiophene, BTp): Calculations predicted a dihe-
dral angle of 17.5° with a very flat rotational potential for
angles from 0° to 30° whereas Almenningen et al. obtained an
angle of about 34° using gas-phase electron diffraction [37].
There are known problems when using GGA-DFT to compute

Beilstein J. Nanotechnol. 2012, 3, 909-919.

rotational barriers especially for conjugated systems [38], but
there is definitely a flattening effect of a growing chain length
as the trimer (2,5-bis(thiophen-2-yl)thiophene, TTp) was
predicted to show a totally flat structure. This should be due to
the extended n-system and, hence, definitely agrees with expec-
tations. Regarding HOMO-LUMO gaps for the unsubstituted
oligomers listed in Table 1, the previously mentioned problem
of GGA-DFT when it comes to bandgaps is obvious. The calcu-
lated values are about 1 eV smaller than those measured by
Diaz et al. [39]. Yet, the trend that the width of the
HOMO-LUMO gap decreases with increasing size of the
oligomer is reproduced by the calculations.

Table 1: Calculated HOMO-LUMO gaps for thiophene oligomers (in
eV) compared with experimental values obtained by Diaz et al. [39].

calculations experiment
monomer (Tp) 4.49 5.37
dimer (BTp) 2.93 412
trimer (TTp) 2.21 3.52

The polymer PTp was modeled as a one-dimensional chain,
which was separated by sufficiently large distances from its
periodic images perpendicular to the chain as to avoid any
sizable interaction between them. As shown in Figure 1 the unit
cell contained two thiophene rings. We also modeled a unit cell
that contained four rings, but neither structural nor electronic
parameters differed from the results for the two-ring cell.

Our calculations predict PTp to form a totally planar structure
as was already calculated for the trimer. This confirms the
already mentioned flattening effect of a growing chain length
also found in DFT calculations for other large oligomers
[27,31]. It also agrees with the results of Azumi et al. [40], who
found a planar structure for the crystalline penta- and heptamer
by X-ray diffraction. The calculated bond lengths are the same
as in the middle ring of TTp and fit quite well to the experi-
mental values for the heptamer [40]. This definitely justifies our
ansatz to approach the polymer through smaller molecules.

Figure 1: Considered structure of polythiophene (PTp). The frame indicates the unit cell used in the calculations, which contained two thiophene rings

connected at their respective a-positions.
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Regarding the electronic structure of PTp (see Figure 2a), we
obtained a band gap of 1.2 eV. Again, the tendency of DFT to
underestimate band gaps is obvious as the calculated value is
about 60% of the experimental value of 2.0 eV [41]. One might
ask whether modeling linear polymers as a planar chain of infi-
nite length could be an additional source of error in comparison
with experimental values that were obtained for large, but finite
and, most likely, twisted polymers. But as there are known satu-
ration effects for electronic properties in PTp when it comes to
chains consisting of 10—12 rings [42,43], this should not be a
source of additional errors.

In principle, there is a second possibility to build up a polymer
from thiophene monomers. Instead of connecting the individual
rings at their respective a-positions (2,5-connection) they can be
coupled in an alternating 2,5/3,4-connection. We also modeled
such an a,B-PTp system; the corresponding structure is illus-
trated in the inset of Figure 2b. Note that modeling a polymer
consisting of exclusively 3,4-connected thiophene monomers
with a two-ring unit cell is not possible because of steric
hindrance. Figure 2 compares the density of states for PTp and
o,B-PTp. Obviously, there is a considerable difference in the
band gap of both isomers. As already mentioned, for PTp we
obtained a value of 1.2 eV, whereas for a,3-PTp the calculated
band gap of 2.5 eV is twice as large. This difference is most
probably due to a less effective conjugation between the single-
ring systems in o,B-PTp compared to PTp. As shown in
Figure 3, for PTp the highest occupied crystal orbital (HOCO)
as well as the lowest unoccupied crystal orbital (LUCO) are
delocalized over the whole polymer chain, whereas for o,3-PTp
the corresponding orbitals look rather localized. Especially in
the area of the 2,5-bonds there is nearly no probability density
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of the orbitals, which suggests that this compound consists of
basically conjugatively isolated dimeric units. This explanation
is supported by the DOS plots in Figure 2. On the one hand, for
PTp there are several broad populated areas, which indicate a
relatively widespread conjugation over the polymer. But on the
other hand, for a,B-PTp some small sharp areas of occupied
states are visible, especially close to the Fermi edge. This
implies flat energy bands in this area and is indicative of a rela-
tively weak interaction between the unit cells [44]. In contrast,
the DOS plot of PTp shows rather broad energy bands and,
thus, a relatively strong intercellular interaction. The large band
gap of a,B-PTp is not very favorable for most technical applica-
tions, hence we focus on PTp derivatives in the following.

(a) ®

(d)

Figure 3: Electronic density isosurfaces (p(r) = 0.01 e/A3) of the
highest occupied crystal orbital (HOCO, red) and the lowest unoccu-
pied crystal orbital (LUCO, orange) for PTp (a,b) and a,3-PTp (c,d).

|
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Figure 2: Structure and density of states for (a) PTp and (b) a,B-PTp.
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Influence of substituents

The main goal of this study is to determine how substituents
affect the electronic properties of oligothiophenes and whether
the underlying effects can be transferred to the respective poly-
mers. First, we took into account classical substituents, namely
methyl (CH3), amino (NHj) and nitro groups (NO;) and the
chlorine atom (Cl). We chose these substituents, because they
exemplify the basic electronic effects on the electronic charge
distribution of conjugated systems known from organic chem-
istry. The considered substitution patterns for singly bonded
substituents are illustrated in Figure 4. Furthermore, we have
considered an annulated phenyl ring as a kind of special
substituent to see how an explicitly extended m-system influ-

ences the respective systems.

s S 7\ S 1\
Q L) s L) s
X X X

Figure 4: lllustration of the substitution patterns for singly bonded
substituents of oligo- and polythiophenes considered in this study.

Structural effects concerning bond lengths in the monomers and
dimers compared to the unsubstituted Tp and BTp turned out to
be negligibly small. Nevertheless, the dihedral angle between
the two aromatic ring-systems in the substituted dimers differs
from BTp. Except for the chlorine-substituted dimer (CIBTp),
all BTp derivatives show dihedral angles of about 22° to 24°.
CIBTp itself is predicted to appear in a totally flat structure,
probably caused by the intramolecular dipole—dipole inter-
action. The already mentioned flattening effect of a growing
chain length again becomes observable as the dihedral angles of
the substituted polymers are about 12° for NO,PTp and
NH,PTp, and the methyl- and chlorine-substituted polymers,
such as PTp, turn out to be both completely flat.

The substituents lead to recognizable effects in the electronic
structure of the oligothiophenes. As shown in Table 2, except
for the methyl-substituted dimer, all substituted molecules
reveal a lowered HOMO-LUMO gap. The nitro group defi-
nitely causes the largest effect among the considered
substituents, lowering the gap by about 1.3 eV for the mono-
mer and by about 0.7 eV for the dimer, which we tentatively
assign to the strong negative mesomeric effect of the nitro
group. The influence of all other considered substituents on the
electronic structure is rather minor. Regarding the chlorine-
substituted bithiophene, one should take its planar structure into

account. Hence, the gap-lowering effect cannot solely be

Beilstein J. Nanotechnol. 2012, 3, 909-919.

accredited to the direct electronic influence of chlorine. In addi-
tion, the steric effect has to be considered, as flat structures gen-
erally tend to form more stable conjugated systems and there-
fore smaller HOMO-LUMO gaps. Still, the fact that, with the
exception of the nitro group, all considered constituents have a
rather similar effect on the HOMO—- LUMO gap in spite of the
fact that they influence the dihedral angle in opposite ways,
suggests that the geometry may not play such an important role

in the electronic structure.

Table 2: Calculated HOMO-LUMO gaps Eg (in eV) for substituted
oligothiophenes compared to the unsubstituted ones.

substituent monomer dimer
H 4.49 2.93
CH3 4.44 2.97
Cl 4.22 2.87
NH» 4.46 2.75
NO, 3.21 2.22

In Figure 5, the resulting DOS of the substituted polymers is
compared with the DOS of the unsubstituted PTp. Interestingly
enough, although there are some changes in the band structure,
there is only a minor effect of the substituents on the band gap.
The band gap of 1.19 eV for the unsubstituted polythiophene is
changed to 1.19 eV (CH3PTp), 1.22 eV (CIPTp), 1.14 eV
(NH,PTp), and 1.27 eV (NO,PTp). The nitro group, which
caused the largest reduction in the HOMO-LUMO gap for the
monomer and dimer, now even leads to an increase of the band

gap.

Hence, the influence of the substituents on the electronic struc-
ture is significantly reduced upon the transition from oligo- to
polymer. This agrees with the results obtained by Salzner who
reported similarly small effects of hydroxy and cyano
substituents [15]. These groups lower the band gap of polymers
only by about 0.1 eV, whereas they reduce the HOMO-LUMO
gap of monomers by more than 1 eV.

In order to analyze the reason for the rather similar band gaps,
we compare in Figure 6 the band structures of the unsubstituted
polymer PTp (Figure 6a) with the substituted polymers
NH,PTp (Figure 6b) and NO,PTp (Figure 6¢). The amino
group does not change the band structure significantly. The
substituted polymer is still a direct-band-gap semiconductor
with the band gap located at the I'-point. Apparently, the delo-
calized states at the band gap are only weakly disturbed by the
presence of the amino group. Only far below the Fermi energy
are some additional almost dispersionless bands visible,

reflecting the existence of localized substituent states. These
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Figure 5: Density of states of substituted polymers: (a) CH3PTp, (b) CIPTp, (c) NH2PTp and (d) NO,PTp. As a comparison, in each panel the DOS of

the unsubstituted PTp is indicated by the dashed lines.

features are in fact present for all considered substituents, which
lead to band structures that resemble the one of NH,PTp.

(a) (b) (c)
SL%— E g = ]
] r 1 ;
Op—u 7 13 r ;
= —————
g —— |
e :
— |
_15___/,_% — C =
R — E_\
_20> 4 = = L -
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k

Figure 6: Calculated band structure of (a) unsubstituted PTp and of
the substituted polymers (b) NH,PTp and (c) NOoPTp.

The only exception is NO,PTp whose band structure is shown
in Figure 6¢. A rather flat band related to the addition of the
nitro group appears at about 1 eV above the valence band. This
flat, almost dispersionless band indicates the presence of local-
ized electronic states caused by the presence of the strongly
interacting nitro group. The former conduction band of the
unsubstituted polymer is shifted up by about another 1 eV. This
demonstrates that the apparently only weak modification of the
band gap upon substitution with the nitro group is only coinci-
dence, since the substitution significantly modifies the band
structure of the polymer.

One might assume that the small changes in the band gaps are a
consequence of the fact that the substituents hardly affect the
HOCO and LUCO. But this assumption can be rejected
regarding Figure 7. There, the electronic density isosurfaces of
the HOCO and the LUCO for the substituted polymers are
shown, which should be compared to the corresponding plot of
unsubstituted polymer in Figure 3. Also the amino group leads
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Figure 7: Electronic density isosurfaces (p(r) = 0.01 e/A3) of the
HOCO (red) and LUCO (orange) for (a), (b) CH3PTp; (c), (d) CIPTp;
(e), () NH2PTp; (g), (h) NO2PTp.

to significant changes in both the HOCO and the LUCO
although it only caused minor changes of the band structure. It
has been suggested that one assumes a similar energetic shift of
both orbitals for n-donating/accepting substituents resulting in

Beilstein J. Nanotechnol. 2012, 3, 909-919.

nearly unaltered values for the respective band gaps [45].
However, energetic shifts with respect to the vacuum level can
be caused both by changes in the band structure as well as by
the presence of modified dipole fields that arise due to the pres-
ence of the constituents. It is rather hard to disentangle these
two contributions. Still it can be concluded that although the
singly bonded substituents have some effect on the electronic
structure of both oligomers and polymers, they hardly affect the
Only if the
substituents are strongly interacting, such as the nitro group, do

band gap of the corresponding polymers.

significant changes in the band structure and the orbitals result
(see Figure 3g and 3h).

Until now we focused our investigation on classic substituents,
which are all basically singly bonded to the aromatic ring
system of the thiophene backbone. In order to extend our study,
we considered a phenyl ring as a substituent, thus obtaining
benzo[c]thiophen (PhTp), 1-(thiophen-3-yl)-benzo[c]thiophen
(PhBTp) and the corresponding polymer (PhPTp, see below
inset of Figure 8 for an illustration). Since this z-extending
substituent differs significantly from those previously regarded
in that it is bonded to two different carbon atoms of the thio-
phene backbone, we discuss it here separately.

Our calculations yielded a dihedral angle of about 34° for
PhBTp and 21° for the corresponding polymer, respectively.
Note that this is about twice the dihedral angle of NH,PTp and
NO,PTp due to the steric demand of the annulated phenyl ring.
Still, the previously observed flattening effect upon growing
chain lengths also holds for this system. The HOMO-LUMO
gap for PhTp is predicted to be 2.71 eV, which is far below the
other substituted monomers discussed so far. This is reasonable
because the annulated phenyl ring extends the conjugated
n-system quite considerably. For the dimer, the calculated
HOMO-LUMO gap is further reduced to 2.19 eV, which is
rather close to the corresponding nitro-substituted analogue.
However, in contrast to the polymers with singly bonded
substituents, the PhPTp polymer exhibits a direct band gap of
0.7 eV that is also significantly reduced with respect to the
unsubstituted polymer PTp, as Figure 8 shows. Apparently, the

S 20
[0]
% 10 .
(@]
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Figure 8: Calculated DOS of PhPTp compared to PTp. The inset illustrates the structure of PhPTp.
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larger m-system of the phenyl-substituted polythiophene affects
the electronic structure of polythiophene to a larger extent and
leads to a smaller band gap. However, the valence band below
the gap and the conduction band above the gap become
narrower compared to the unsubstituted polymer (compare
Figure 8 with Figure 2a) indicating more localized states. Note
that Hong and Marynick found an increased direct band gap for
an annulated cyclobutene ring [46], but also significantly
reduced direct band gaps for other cyclic substituents. This
suggests that it is possible to both increase and decrease the
band gap with the choice of a suitable annulated substituent.
Hence, annulated systems may be promising candidates for the
manipulation of the band gap of polythiophene.

Vinyl-bridged polythiophene derivatives

In the discussion about the singly bonded substituents, we
mentioned that the steric repulsion between the substituents also
influences the geometric and electronic structure of the poly-
thiophenes. In order to minimize this steric repulsion between
the substituents, we considered polymers in which the thio-
phene rings in the backbone of the polymers are separated by a
vinyl bridge (see Figure 9a). This results in entirely flat struc-
tures, independent of the respective substituent. Thus, geometric
effects, such as deviations in the dihedral angle of the polymer,
should not influence the band structure.

As Figure 9b demonstrates, the inclusion of a vinyl bridge also
reduces the band gaps significantly from 1.2 eV for PTp to
about 0.7 eV for the vinyl-bridged polymers. Apparently, the
vinyl bridges reduce the aromaticity of the polymers by modi-
fying the structure toward a quinoid form, leading to reduced
band gaps, as the band gap of conjugated polymers depends
(among other factors) on the degree of the quinoid or aromatic
character of the backbone [20,46].

The trends among the substituents are similar to those for the
substituted polythiophenes. Again, the nitro-substituted polymer
reveals the largest band gap among the polymers. A closer look
at the band structure and the density of states reveals that the
widths of the bands are hardly modified, it is just the band gap

/ eV

(=]
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between the valence and the conduction band that is reduced.
Note that the band gap of the vinyl-bridged polymer with an
annulated phenyl ring is even further decreased to 0.25 eV.
Obviously, the effects of adding n-extending substituents and
including vinyl bridges are roughly additive and can be
combined in order to tailor the band gap.

Influence of doping on the electronic

structure

The electrical conductivity of a large class of polymers, in par-
ticular of polythiophene, can be highly increased when they are
doped. The doping process itself corresponds basically to a
manipulation of the number of valence electrons of the poly-
mers, often in an electrochemical environment induced by
adding counter ions. In order to model these doped compounds
we varied the number of valence electrons per unit cell. Counter
ions were not explicitly considered but modeled through a
homogeneous charge background. Because polythiophene is
known to be a good conductor in the p-doped state [11], we
limited our study to oxidized states. Note that the exact nature
of the charge carriers in doped polythiophenes is still debated,
i.e., it is discussed whether the conductivity is caused by bipo-
larons or polaron pairs [18,19]. Since our unit cell only contains
two aromatic rings, we cannot address polarons, which are
supposed to extend over five thiophene rings [18]. Still, our
results may be helpful to understand trends in the band gap
engineering. Furthermore, we note that it has been shown that
changing the oxidation state through electrochemical potential
control can have a decisive influence on the conductivity of
molecular junctions [47].

Table 3 lists calculated bond lengths for PTp in different
oxidized states. When the polymer is neutral, a unit cell
consisting of two thiophene rings contains 48 valence electrons.
Obviously there are some bonds that lengthen and some bonds
that contract when PTp is oxidized. A closer inspection reveals
that the formerly short bonds lengthen and vice versa. All in all
this results in a change into a quinoid-like structure that
becomes more distinct the more the polymer is oxidized. This
quasi-shift of the double bond goes along with a loss of

(b) 08} 0.76

H Cl

CHj,
substituent

NH, NO,

Figure 9: Considered vinyl-bridged polythiophene derivatives. (a) Structural formula, (b) band gaps Eg of the corresponding polymers.
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aromaticity and thus should be energetically unfavorable at first
glance. Of course the aromatic structure is more stable in the
ground state, which is confirmed computationally [48], but the
quinoid-like structure has a smaller ionization potential and a
bigger electron affinity, and thus, the structural change caused
by oxidation can be explained with the overall higher affinity of
the quinoid-like structure towards charges [13].

Table 3: Calculated bond lengths for PTp (in A) as a function of the
charge state per unit cell in units of the elementary charge |e|.

charge state/unit cell®
2.0 1.0 0.8 0.5 0.3 0.0

C'-C2 145 143 142 141 1.40. 1.39
C2-c3 137 138 138 139 139 141
c4Chl 142 141 142 142 142 144
cl-s 175 173 174 174 174 174

Concerning substituted polymers, we have limited our investi-
gation in this case to NO,PTp and NH,PTp as these two
substituents are considered to have mesomeric effects, which
are of special importance when it comes to (de)stabilization of
excess charges. Regarding these polymer, the effects of doping
are basically the same. Both reveal a tendency to form a
quinoid-like structure in the oxidized state. However, as a
consequence of the broken symmetry that comes along with the
addition of a substituent, these quinoid-like structures are
distorted to a certain extent. Figure 10 illustrates the color-
coded change of the respective bond lengths in oxidized poly-

mers.

Ad <-0.02
Ad = 0.0¢

0.02 <Ad

Figure 10: Color-coded change of bond lengths in (a) NH,PTp and (b)
NO,PTp for positively charged polymers with the number of electrons
per unit cell lowered by one.

Note that in the case of the amino-substituted polymer there is a
contraction of the carbon-substituent bond by about 0.05 A. In
contrast, the corresponding bond length in NO,PTp increases
by about 0.03 A. This may be due to mesomeric effects. The
nitro group is known to destabilize positive excess charges
whereas the amino group usually stabilizes them through its

+M-effect of organic chemistry, i.e., by its capacity to increase

Beilstein J. Nanotechnol. 2012, 3, 909-919.

the electron density of the rest of the molecule. Hence, on the
one hand, the NH,-group may shift electron density into the
formerly aromatic electron-lacking ring system. On the other
hand, it may be energetically favorable for an electron-lacking
system to quit the conjugation to the nitro group and therefore
to lengthen the respective bond. This could be a reason for the
observed distortions of the polymer structure.

Regarding the density of states of the oxidized polymers plotted
in Figure 11, it is obvious that positively charging the polymers
leads to a partially occupied valence band, whereas the band
structure is hardly changed compared to the neutral polymers.
This indicates that charging the polymers basically corresponds
to a shift of the Fermi energy without significant changes in the
band structure and leads to metallic behavior. The substituted
polymers, in contrast, still exhibit band gaps, cf. Figure 7. This
means that the modification of the electronic structure upon
substitution cannot be explained by simple electron removal or
addition.

The resulting metallic state of the considered polymers seems to
be at variance with the well-known fact that for n-conjugated
organic polymers electrical conductivity cannot be understood
with the mobility of unpaired electrons [48]. In fact, one-dimen-
sional metals tend to distort spontaneously such that the spacing
between adjacent unit cells becomes modulated [49]. In the case
of polymers, conduction is associated with the formation of
polarons or bipolarons. Quite often this leads to the formation
of modulated quinoid-like structures [18,19] that extend over
about five thiophene rings. In fact, as illustrated in Figure 10,
we also find indications of a quinoid-like modification upon
oxidizing the polymers. Yet, since our unit cell only contains at
most two thiophene rings, such polarons, which would prob-
ably lead to the existence of a band gap, cannot be formed in
our periodic DFT calculations. In order to address this issue,
larger unit cells are required. Such calculations, which are more
time-consuming, are planned for the future.

Conclusion

The structural and electronic properties of oligo- and polythio-
phenes and their modifications through substituents have been
studied by periodic density functional theory calculations.
Whereas the considered oligothiophenes still exhibit nonvan-
ishing dihedral angles, the corresponding polythiophenes turn
out to be basically planar. Among the considered singly bonded
substituents, methyl, amino or nitro groups, or a chlorine atom,
the nitro group in particular leads to a significant modification
of the HOMO-LUMO gap of thiophene monomers and dimers.
In contrast, the corresponding polythiophenes exhibit a hardly
modified band gap compared to the unsubstituted polythio-
phene.
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Figure 11: Density of states for positively charge polymers corresponding to a charge of 1|e| per unit cell: (a) PTp, (b) NH,PTp and (c) NO,PTp.

Phenyl-substituted polythiophenes as well as vinyl-bridged
polythiophene-derivatives, on the other hand, have drastically
modified band gaps. In addition, positively charged polythio-
phenes were considered as a model for doped polythiophenes.
All considered charged polythiophenes become metallic, which
shows that the modified band gaps cannot be explained by
simple electron removal or addition. However, the unit cell in
the periodic DFT calculations was still too small to allow for
the formation of polarons.

Acknowledgements
Useful discussions with Elena Mena-Osteritz are gratefully

acknowledged.

References

1. Chiang, C. K;; Fincher, C. R., Jr.; Park, Y. W.; Heeger, A. J.;
Shirakawa, H.; Louis, E. J.; Gau, S. C.; MacDiarmid, A. G.
Phys. Rev. Lett. 1977, 39, 1098-1101.
doi:10.1103/PhysRevLett.39.1098

2. Heath, J. R.; Ratner, M. A. Phys. Today 2003, 56, 43—49.
doi:10.1063/1.1583533

3. Koslowski, B.; Tschetschetkin, A.; Maurer, N.; Mena-Osteritz, E.;
Bauerle, P.; Ziemann, P. Beilstein J. Nanotechnol. 2011, 2, 561-568.
doi:10.3762/bjnano.2.60

4. Caterbow, D.; Kiinzel, D.; Mavros, M. G.; Grof, A.; Landfester, K.;
Ziener, U. Beilstein J. Nanotechnol. 2011, 2, 405-415.
doi:10.3762/bjnano.2.46

5. Mishra, A.; Bauerle, P. Angew. Chem., Int. Ed. 2012, 51, 2020-2067.
doi:10.1002/anie.201102326

6. Bauerle, P. Adv. Mater. 1993, 5, 879-886.
doi:10.1002/adma.19930051202

7. Stevens, M. P. Polymer Chemistry: An Introduction, 3rd ed.; Oxford
University Press: London, 1998.

8. Ma, C.-Q.; Mena-Osteritz, E.; Debaerdemaeker, T.; Wienk, M. M.;
Janssen, R. A. J.; Bauerle, P. Angew. Chem., Int. Ed. 2007, 46,
1679-1683. doi:10.1002/anie.200602653

. Reddinger, J.; Reynolds, J. Molecular Engineering of m-Conjugated
Polymers. In Radical Polymerisation Polyelectrolytes; Capek, .;
Hernandez-Barajas, J.; Hunkeler, D.; Reddinger, J.; Reynolds, J.;
Wandrey, C., Eds.; Advances in Polymer Science, Vol. 145; Springer:
Berlin, 1999; pp 57—122. doi:10.1007/3-540-70733-6_2

10.Roncali, J. Chem. Rev. 1992, 92, 711-738. doi:10.1021/cr00012a009

11.McCullough, R. D.; Tristram-Nagle, S.; Williams, S. P.; Lowe, R. D ;
Jayaraman, M. J. Am. Chem. Soc. 1993, 115, 4910-4911.
doi:10.1021/ja00064a070

12. Die Aktuelle Wochenschau der GDCh.
http://www.aktuelle-wochenschau.de/2010/w11/woche11.html
(accessed Sept 22, 2012).

13.Brédas, J. L.; Thémans, B.; Fripiat, J. G.; André, J. M.; Chance, R. R.
Phys. Rev. B 1984, 29, 6761-6773. doi:10.1103/PhysRevB.29.6761

14. Salzner, U.; Pickup, P. G.; Poirier, R. A.; Lagowski, J. B.

J. Phys. Chem. A 1998, 102, 2572-2578. doi:10.1021/jp971652I

15. Salzner, U. J. Phys. Chem. B 2002, 106, 9214-9220.
doi:10.1021/jp020141i

16. Radhakrishnan, S.; Parthasarathi, R.; Subramanian, V.;
Somanathan, N. J. Chem. Phys. 2005, 123, 164905.
doi:10.1063/1.2072947

918


http://dx.doi.org/10.1103%2FPhysRevLett.39.1098
http://dx.doi.org/10.1063%2F1.1583533
http://dx.doi.org/10.3762%2Fbjnano.2.60
http://dx.doi.org/10.3762%2Fbjnano.2.46
http://dx.doi.org/10.1002%2Fanie.201102326
http://dx.doi.org/10.1002%2Fadma.19930051202
http://dx.doi.org/10.1002%2Fanie.200602653
http://dx.doi.org/10.1007%2F3-540-70733-6_2
http://dx.doi.org/10.1021%2Fcr00012a009
http://dx.doi.org/10.1021%2Fja00064a070
http://www.aktuelle-wochenschau.de/2010/w11/woche11.html
http://dx.doi.org/10.1103%2FPhysRevB.29.6761
http://dx.doi.org/10.1021%2Fjp971652l
http://dx.doi.org/10.1021%2Fjp020141i
http://dx.doi.org/10.1063%2F1.2072947

17.Radhakrishnan, S.; Ananthakrishnan, S. J.; Somanathan, N.
Bull. Mater. Sci. 2011, 34, 713-726. doi:10.1007/s12034-011-0186-1

18.Zade, S. S.; Bendikov, M. J. Phys. Chem. C 2007, 111, 10662—10672.
doi:10.1021/jp071277p

19.Zamoshchik, N.; Salzner, U.; Bendikov, M. J. Phys. Chem. C 2008,
112, 8408-8418. doi:10.1021/jp7111582

20.Patra, A.; Wijsboom, Y. H.; Leitus, G.; Bendikov, M. Chem. Mater.

2011, 23, 896-906. doi:10.1021/cm102395v

.Gierschner, J.; Cornil, J.; Egelhaaf, H.-J. Adv. Mater. 2007, 19,

173-191. doi:10.1002/adma.200600277

22.McCullough, R. D. Adv. Mater. 1998, 10, 93—116.
doi:10.1002/(SICI)1521-4095(199801)10:2<93::AID-ADMA93>3.0.CO;
2-F

23.Mena-Osteritz, E.; Zhang, F.; Gétz, G.; Reineker, P.; Bauerle, P.
Beilstein J. Nanotechnol. 2011, 2, 720-726. doi:10.3762/bjnano.2.78

24.Kresse, G.; Furthmiller, J. Comput. Mater. Sci. 1996, 6, 15.
doi:10.1016/0927-0256(96)00008-0

25.Kresse, G.; Furthmdller, J. Phys. Rev. B 1996, 54, 11169-11186.
doi:10.1103/PhysRevB.54.11169

26.Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77,
3865-3868. doi:10.1103/PhysRevLett.77.3865

27.Kinzel, D.; Markert, T.; GroB, A.; Benoit, D. M.
Phys. Chem. Chem. Phys. 2009, 11, 8867-8878.
doi:10.1039/b907443k

28. Meier, C.; Roos, M.; Kiinzel, D.; Breitruck, A.; Hoster, H. E.;
Landfester, K.; Gross, A.; Behm, R. J.; Ziener, U. J. Phys. Chem. C
2010, 114, 1268-1277. doi:10.1021/jp910029z

29.Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. J. Chem. Phys. 2010,
132, 154104. doi:10.1063/1.3382344

30. Tonigold, K.; GroR, A. J. Chem. Phys. 2010, 132, 224701.

doi:10.1063/1.3439691

.Kiinzel, D.; Tonigold, K.; Ku€era, J.; Roos, M.; Hoster, H. E;

Behm, R. J.; GroB, A. ChemPhysChem 2011, 12, 2242-2245.

doi:10.1002/cphc.201100240

32.Bléchl, P. E. Phys. Rev. B 1994, 50, 17953—-17979.
doi:10.1103/PhysRevB.50.17953

33.Kresse, G.; Joubert, D. Phys. Rev. B 1999, 59, 1758-1775.
doi:10.1103/PhysRevB.59.1758

34.Blochl, P. E.; Jepsen, O.; Andersen, O. K. Phys. Rev. B 1994, 49,
16223-16233. doi:10.1103/PhysRevB.49.16223

35.Rohlfing, M.; Kriiger, P.; Pollmann, J. Phys. Rev. B 1995, 52,
1905-1917. doi:10.1103/PhysRevB.52.1905

36.Bak, B.; Christensen, D.; Hansen-Nygaard, L.; Rastrup-Andersen, J.
J. Mol. Spectrosc. 1961, 7, 58—63. doi:10.1016/0022-2852(61)90341-1

37.Almenningen, A.; Bastiansen, O.; Svendsas, P. Acta Chem. Scand.
1958, 12, 1671-1674. doi:10.3891/acta.chem.scand.12-1671

38.Karpfen, A.; Choi, C. H.; Kertesz, M. J. Phys. Chem. A 1997, 101,
7426-7433. doi:10.1021/jp971606!

39.Diaz, A.; Crowley, J.; Bargon, J.; Gardini, G. P.; Torrance, J. B.
J. Electroanal. Chem. 1981, 121, 355-361.
doi:10.1016/S0022-0728(81)80592-X

40.Azumi, R.; Goto, M.; Honda, K.; Matsumoto, M. Bull. Chem. Soc. Jpn.

2003, 76, 1561—-1567. doi:10.1246/bcsj.76.1561

.Kobayashi, M.; Chen, J.; Chung, T.-C.; Moraes, F.; Heeger, A. J,;

Waudl, F. Synth. Met. 1984, 9, 77-86.

doi:10.1016/0379-6779(84)90044-4

42.Zade, S. S.; Benedikov, M. Org. Lett. 2006, 8, 5243-5246.
doi:10.1021/01062030y

2

=

3

=

4

iy

43.Bednarz, M.; Reineker, P.; Mena-Osteritz, E.; Béuerle, P. Chem. Phys.

2007, 342, 191-200. doi:10.1016/j.chemphys.2007.09.052

Beilstein J. Nanotechnol. 2012, 3, 909-919.

44.Piela, L. Ideas of Quantum Chemistry; Elsevier: Amsterdam, Boston,

2007.

45. Perepichka, I. F.; Perepichka, D. F. Handbook of Thiophene-Based

Materials: Applications in Organic Electronics and Photonics; Synthesis
and Theory, Vol. 1; Wiley: Chichester, U.K., 2009.

46.Hong, S. Y.; Marynick, D. S. Macromolecules 1992, 25, 4652—4657.

doi:10.1021/ma00044a029

47.Leary, E.; Higgins, S. J.; van Zalinge, H.; Haiss, W.; Nichols, R. J.;

Nygaard, S.; Jeppesen, J. O.; Ulstrup, J. J. Am. Chem. Soc. 2008, 130,
12204-12205. doi:10.1021/ja8014605

48.Brédas, J. L.; Street, G. B. Acc. Chem. Res. 1985, 18, 309-315.

doi:10.1021/ar00118a005

49.Heeger, A. J.; Kivelson, S.; Schrieffer, J. R.; Su, W.-P. Rev. Mod. Phys.

1988, 60, 781-850. doi:10.1103/RevModPhys.60.781

License and Terms

This is an Open Access article under the terms of the
Creative Commons Attribution License
(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of
Nanotechnology terms and conditions:
(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one
which can be found at:
doi:10.3762/bjnano.3.101

919


http://dx.doi.org/10.1007%2Fs12034-011-0186-1
http://dx.doi.org/10.1021%2Fjp071277p
http://dx.doi.org/10.1021%2Fjp7111582
http://dx.doi.org/10.1021%2Fcm102395v
http://dx.doi.org/10.1002%2Fadma.200600277
http://dx.doi.org/10.1002%2F%28SICI%291521-4095%28199801%2910%3A2%3C93%3A%3AAID-ADMA93%3E3.0.CO%3B2-F
http://dx.doi.org/10.1002%2F%28SICI%291521-4095%28199801%2910%3A2%3C93%3A%3AAID-ADMA93%3E3.0.CO%3B2-F
http://dx.doi.org/10.3762%2Fbjnano.2.78
http://dx.doi.org/10.1016%2F0927-0256%2896%2900008-0
http://dx.doi.org/10.1103%2FPhysRevB.54.11169
http://dx.doi.org/10.1103%2FPhysRevLett.77.3865
http://dx.doi.org/10.1039%2Fb907443k
http://dx.doi.org/10.1021%2Fjp910029z
http://dx.doi.org/10.1063%2F1.3382344
http://dx.doi.org/10.1063%2F1.3439691
http://dx.doi.org/10.1002%2Fcphc.201100240
http://dx.doi.org/10.1103%2FPhysRevB.50.17953
http://dx.doi.org/10.1103%2FPhysRevB.59.1758
http://dx.doi.org/10.1103%2FPhysRevB.49.16223
http://dx.doi.org/10.1103%2FPhysRevB.52.1905
http://dx.doi.org/10.1016%2F0022-2852%2861%2990341-1
http://dx.doi.org/10.3891%2Facta.chem.scand.12-1671
http://dx.doi.org/10.1021%2Fjp971606l
http://dx.doi.org/10.1016%2FS0022-0728%2881%2980592-X
http://dx.doi.org/10.1246%2Fbcsj.76.1561
http://dx.doi.org/10.1016%2F0379-6779%2884%2990044-4
http://dx.doi.org/10.1021%2Fol062030y
http://dx.doi.org/10.1016%2Fj.chemphys.2007.09.052
http://dx.doi.org/10.1021%2Fma00044a029
http://dx.doi.org/10.1021%2Fja8014605
http://dx.doi.org/10.1021%2Far00118a005
http://dx.doi.org/10.1103%2FRevModPhys.60.781
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.3.101

Beilstein Journal
of Nanotechnology

Hydrogen-plasma-induced magnetocrystalline
anisotropy ordering in self-assembled magnetic

nanoparticle monolayers

Alexander Weddemann', Judith Meyer 2, Anna Regtmeier?, Irina Janzen?,

Full Research Paper

Address:

'Research Laboratory of Electronics, Massachusetts Institute of
Technology, 77 Massachusetts Ave, Cambridge, MA 02139, USA and
2Department of Physics, Thin Films and Physics of Nanostructures,
Bielefeld University, PB 100131, 33501 Bielefeld, Germany

Email:
Judith Meyer” - jmeyer@physik.uni-bielefeld.de

* Corresponding author
Keywords:

dipolar particle coupling; magnetic nanoparticles; magnetocrystalline
anisotropy; monolayers

Abstract

Dieter Akemeier? and Andreas Huitten?

Beilstein J. Nanotechnol. 2013, 4, 164-172.
doi:10.3762/bjnano.4.16

Received: 10 October 2012

Accepted: 08 February 2013

Published: 04 March 2013

This article is part of the Thematic Series "Advances in nanomaterials".

Guest Editors: H. D. Gleiter and T. Schimmel

© 2013 Weddemann et al; licensee Beilstein-Institut.
License and terms: see end of document.

Self-assembled two-dimensional arrays of either 14 nm hep-Co or 6 nm e-Co particle components were treated by hydrogen plasma

for various exposure times. A change of hysteretic sample behavior depending on the treatment duration is reported, which can be

divided in two time scales: oxygen reduction increases the particle magnetization during the first 20 min, which is followed by an

alteration of the magnetic response shape. The latter depends on the respective particle species. Based on the Landau-Lifshitz equa-

tions for a discrete set of magnetic moments, we propose a model that relates the change of the hysteresis loops to a dipole-driven

ordering of the magnetocrystalline easy axes within the particle plane due to the high spatial aspect ratio of the system.

Introduction

Due to their wide range of applications in physical, biological
and medical fields, magnetic nanoparticles have been thor-
oughly studied during the past few decades [1,2]. In this regard,
various manufacturing techniques to synthesize particles with
distinct magnetic properties [3,4] or specific biological surface
coatings [5,6] have been established. Such nanocrystals have a

nonzero magnetization at zero field because of finite-size

effects. Nevertheless, due to their superparamagnetic nature, the
effective magnetic moment of an ensemble of noninteracting
magnetic nanoparticles is zero if there is no external field

applied.

The situation changes if various types of interaction become

important. A common example is given by ligand- or polymer-
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stabilized magnetic nanoparticles that tend to assemble in self-
ordered two-dimensional arrays of high spatial symmetry [7-9]
or various superstructures such as lines or rings [10,11]. In these
systems, the magnetic coupling between individual particles
increases the geometrical order of the assembly, which makes
such patterns promising candidates for the design of novel data-
storage devices [12]. A basic prerequisite for such an applica-
tion is the high thermal stability of a magnetic state in order to
maintain the magnetic configuration and not to lose the stored

information.

In the case of a single particle, materials with a strong uniaxial
magnetocrystalline anisotropy, such as face-centered tetragonal
L1j FePt alloyed particles, meet this requirement [12,13]. The
magnetic-moment vector aligns with the easy axis due to energy
minimization. In the transition from a single free particle to a
closed monolayer, stray-field contributions of contiguous parti-
cles need to be taken into account. For such ensembles of inter-
acting magnetic nanocrystals, not only the magnetocrystalline
contribution, but also the magnetic coupling determines the
stability of a given magnetic state. In particular, the most stable
magnetic configuration is achieved whenever the magnetocrys-
talline axes of individual particle components are aligned
parallel to the magnetization directions of the magnetic equilib-
rium state of the system itself.

If particles with low magnetocrystalline anisotropy are consid-
ered, the magnetic equilibrium state is mainly dominated by
dipolar coupling. In this case, the magnetic-moment vectors do
not tend to align with the easy axes. Instead, as long as the crys-
tallographic orientation of the particles can rotate freely by
some mechanism, the easy axes align with the magnetic-
moment vectors in order to minimize the total energy. Thus, the
stability of the initial equilibrium configuration is increased. We
investigate the two-dimensional assemblies of Co nanoparticles
of different crystallographic phases and sizes under the influ-
ence of a hydrogen plasma. We will show evidence for such an
ordering of the magnetocrystalline easy axes and consequent
stabilization of the corresponding magnetic equilibrium states.
The experimental results will be compared to numerical calcula-
tions based on the idea that the plasma induces a process
comparable to the time-dependent creep under tension in which
the plasma acts as thermal activation.

Experimental

Measurements were carried out with two different species of
monodisperse Co particles, which will be referred to as sample I
and sample II in the following. Sample I consists of particles
with an average diameter d; = 13.80 nm and a standard devia-
tion of oy = 2.60 nm, while nanoparticles in sample II have a

size of djf = 6.09 nm at a standard deviation of oy = 1.14 nm.
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According to Hiitten et al. [3], the smaller species are super-
paramagnetic while the larger contain a certain degree of ferro-

magnetic components.

Sample preparation

Both samples were prepared in a procedure introduced by
Puntes et al. [14] under airless conditions. For the synthesis of
sample I, 65 pL (0.2 mmol) oleylamine was dissolved in 4 mL
1,2-dichlorobenzene. The solution was subsequently heated
under reflux. Separately, 150 mg (0.44 mmol) dicobaltoctacar-
bonyl Co,(CO)g was dissolved in 2 mL of 1,2-dichlorobenzene.

During vigorous stirring, the second solution was rapidly
injected into the refluxing bath. After a reaction time of 1 h, the
mixture was cooled to room temperature. For the synthesis of
particle species II, 265 uL of a mixture of equal parts of oleyl-
amine and oleic acid were dissolved in 4 mL 1,2-dichloroben-
zene and heated to 180 °C. Similar to sample I, 180 mg
(0.53 mmol) dicobaltoctacarbonyl Co,(CO)g was dissolved in
2 mL of 1,2-dichlorobenzene and rapidly injected into the
refluxing bath. After a reaction time of 15 min, the mixture was
cooled to room temperature. Due to the different surfactants
present during the particle formation, particles in sample I are
stabilized by oleylamine, while species II present a composi-
tion of oleylamine and oleic acid on the surface.

In order to realize closed nanoparticle monolayers, a silicon
wafer with a SiO, layer of 500 nm thickness was dipped into
the particle solution at an angle of 45°. The angle is experimen-
tally chosen to provide the optimal deposition of closed particle
monolayers onto the substrate. Upon evaporation of the liquid,
particles remain immobile on the substrate surface. An example
of a scanning electron microscopy image (SEM) taken from the
resulting assemblies is shown in Figure la.
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Figure 1: Monolayer of magnetic Co nanoparticles, species . (a) SEM
image of a two-dimensional particle assembly of 13.8 nm oleylamine-
stabilized Co particles. (b) AGM measurements before and after
hydrogen treatment.
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Hydrogen plasma treatment

The self-assembled two-dimensional particle arrays were
exposed to a soft hydrogen plasma (100 W) at room tempera-
ture under a pressure of 1.7 x 1073 mbar for different exposure
times. In order to analyze the influence of the plasma on the
magnetic properties of the nanoparticles, alternating gradient
magnetometer (AGM) measurements were performed before
and after plasma treatment. Since a significant degree of oxi-
dation can occur on very short time scales [15,16], the samples
were covered in situ with a thin protective layer. These layers
were deposited employing magnetron sputtering. For sample |
and II, Ir and Pt were chosen as the respective layer materials;
the layer thickness was set to 10 nm in both cases. Different
materials were employed to ease the evaluation of the X-ray
diffraction (XRD) measurements (see below).

On short time scales of approximately 20 min, an oxygen reduc-
tion of the particle material is expected, which entails an
increase of the saturation magnetization of the sample [17-19].
For a sample prepared with species I, an example of such an
increase is shown in Figure 1b. After a time period longer than
20 min, no further increase of the magnetic moment can be
observed. However, as shown in Figure 2, the shape of the
measured hysteresis loops is altered with respect to the expo-
sure time. With Mg being the saturation magnetization of the
sample material, the normalized magnetization M/Mg is shown
with respect to the applied magnetic field. Subplots (a) and (b)
represent the behavior of sample I for in-plane and out-of-plane
measurements, respectively, and (c) and (d) the corresponding
results for species II. All measurements were carried out at
room temperature.

As a measure of the magnetic properties, we evaluate the rema-
nent magnetization Mg, the coercive field Hc, and the change of
the normalized magnetization M/Mg at the magnetic field
strength H = Hc¢
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Figure 2: AGM measurements of nanoparticles assembled in mono-
layers after different exposure times to a hydrogen plasma. The results
were obtained at room temperature. (a) and (b) show the behavior of
particle species | for in-plane and out-of-plane external fields; (c) and
(d) are the respective results for species II.

. 1 [GMJ
N=—| % : 1
Mg\ ot )y_y, M

The evaluation of these parameters for in- and out-of-plane

measurements are given in Table 1, with the respective indices ||

and .

For in- and out-of-plane measurements of samples prepared
with particle species I, we find increasing values for the rema-
nent magnetization Mg and the coercive field Hc with longer
treatment times. In contrast to these observations, the experi-
ments carried out on species II show no clear tendency for these
particular values. Instead, we find an increasing in-plane and a
decreasing out-of-plane value for yy, which cannot be reported
for species I.

Table 1: Characteristic magnetic data obtained from AGM measurements for sample | and Il for different plasma treatment times. Measurements

were taken at room temperature.

MR, IMs] Mg | [Mg] Hg,) [Oe] Hc, ) [Oe] X, [mOe™] XN, [mOe™]
I, as prep. 0.200 0.059 56.72 44.40 2.95 1.43
1, 20 min 0.297 0.039 84.63 56.60 3.30 0.80
1, 40 min 0.333 0.067 100.51 63.17 3.38 0.82
1, 60 min 0.478 0.096 242.60 73.99 2.17 1.38
I, as prep. 0.028 0.010 10.69 10.02 2.65 1.01
11, 20 min -0.018 0.007 -6.27 5.76 2.84 1.23
11, 40 min 0.004 0.021 1.27 20.64 3.01 1.02
11, 60 min 0.060 0.010 18.40 11.70 3.23 0.85
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In order to ensure that the observed changes in the hysteretic
behavior cannot be attributed to changes of the particle
morphology due to the impact of the plasma, the particle shape
was analyzed. The sample used for this analysis was prepared in
a dropping procedure with species I and, consequently, exposed
to the hydrogen plasma for three hours. The sample was
covered by a thin Pt layer of 15 nm thickness to prevent oxi-
dation of the Co particles. A scanning microscopy image taken
along the particle plane reveals a situation similar to Figure 1.
However, this observation does not exclude a deformation
along the out-of-plane direction such as the flattening of the
spheres towards ellipsoidal colloids.

For the imaging of a particle cross section along the out-of-
plane axis, a thin sample lamella was prepared with a FEI
Helios Dual Beam FIB by cutting through a suitable particle
agglomeration. The lamella was subsequently thinned down to a
thickness of 20 nm. In order to protect the particles from conta-
mination and possible ablation by gallium ions, an additional
thin protective layer of platinum was deposited with the elec-
tron beam before the preparation process. A scanning transition
electron microscopy (STEM) image of the cross section is
shown in Figure 3a, and the different material regimes are high-
lighted in Figure 3b to aid understanding. The area on the
bottom of the figure (red) shows the Si wafer. Particles on top
of the substrate (blue) are covered by a thin layer of Pt of
approximately 15 nm thickness (green), to prevent oxidation,
and an additional 15 nm Pt layer (bright green) deposited before
cutting the lamella, to protect the sample from ablation by
gallium ions. During the deposition, carbon inclusions are
created, which can be seen as dark spots along the corres-
ponding area. As highlighted in Figure 3b, Co particles main-
tain their spherical shape. Therefore, the observations described
above cannot be related to topological changes.

Figure 3: (a) STEM image of the cross section of a plasma-treated
sample. (b) As highlighted, the Co particles maintain their spherical
shape. The spots in the top Pt layer refer to carbon inclusions due to
the preparation process.
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XRD measurements

By annealing wet-chemically synthesized FePt nanoparticles at
a temperature of 600 °C, Antoniak et al. [20] found evidence for
the partial formation of the chemically ordered L1, state, which
entailed a significant increase of the coercive field by a factor of
6 after thermal treatment. With the pure Co particles studied in
this work, local composition variations within individual parti-
cles may not be at hand; however, Co particles can be found in
the hep-, fce or e-crystallographic phases [21]. In order to
understand the different behaviors of sample I and II, the crys-
tallographic structures were analyzed by XRD measurements
before and after plasma treatment.

The measurements reveal that species Il can be found in an
e-phase, while sample I is ordered on an hcp-lattice (Figure 4).
The arrows indicate the expected peak positions of the
fcc-phase (44.22° (111), 51.52° (200), 75.86° (220), 92.23°
(311), 97.66° (222)), which are not present in either sample.
According to the XRD data, no phase transition during
plasma exposure is observed. This is in accordance with the
findings by Sun and Murray [22] who reported the transitions
between the different crystallographic phases e-Co — hcp-Co
and hep-Co — fee-Co to have activation temperatures of about
300 and 500 °C, respectively.
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Figure 4: XRD measurements of sample | (top) and sample Il (bottom)
before (red) and after (blue) hydrogen-plasma treatment. Particle
species | shows an hcp order while sample Il is crystallized in the
e-phase. No evidence of an fcc-Co phase can be found; the gray
arrows in the top plot indicate the expected peak positions. Further,
each phase maintains its stability during plasma treatment.
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Numerical model

In order to obtain a qualitative understanding of the micro-
scopic origin of the experimental findings, simulations of two-
dimensional particle arrays are carried out. Since particles of the
given size are superparamagnetic, they are homogeneously
magnetized along their volume. Therefore, each individual
particle may be approached by its magnetic moment
m; =M ¢Vpm;, with Mg being the saturation magnetization of
the material, V'p the particle volume and m; the angular compo-
nents. The equilibrium state of a system of ferromagnetic
components is a solution of [23]

mxHegy =0 2)
24 .1 8fyi(m)
H = Am — —an +H +H,,.
eff o MS o MS St demag ext (3)

The first term of Equation 3 corresponds to the magnetic
exchange energy with the exchange constant 4. Since single-
domain particles are considered, no variations of the magnetiza-
tion can be found along the magnetic volume, and therefore,
this contribution equals 0. The second term refers to magne-
tocrystalline anisotropy with f,,; being the anisotropy energy
functional. In order to study the influence of anisotropy effects,
we will assume two different types of anisotropy: (a) uniaxial
anisotropy, in which the crystal structure has an energetically
favorable direction, the easy axis k; and (b) cubic anisotropy.
The respective energy functionals are given by

i A \2
ani = Ky (k) (4)
b 2 2 2.2 2.2
ani = Ko (mmy +mymZ +mZmy) )

with the anisotropy constants K, K. and the Euclidean inner
product <,> The corresponding energy surfaces in dependency
on the solid angle are shown at the top of Figure 5 (see below).

A particle at position R; creates a magnetic stray field at every
space point r. Due to its magnetic single-domain structure, the
magnetic field is described by a dipolar approximation. There-
fore, the j-th particle at position R; feels a field given by the
superposition of all other field contributions

: MV 3m;,r)r  m
J — S"P pyry
Hext,p - Z 5 3 (6)
4n
AN i
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with r;; = R; — R; being the distance vector and ry; = |ry| its
absolute value. Due to a rapid decrease with distance, not all
particles need to be taken into account, but it is sufficient to
restrict the analysis to contributions from particles at a distance
smaller than 7.5 times the average particle radius of the system.
This threshold value is in accordance with the findings of
Schaller et al. [24]. The total external-field contribution acting
on a particle is given by the sum of Equation 6 and an add-
itional homogeneous-field contribution applied to bring parti-
cles to magnetic saturation. Finally, the third term of Equation 3
can be omitted since the demagnetization field Hyemag
of a homogeneously magnetized sphere is antiparallel to
the magnetization vector m and, consequently, we always have
n % Hgemag = 0.

Assumptions

With m constant on each individual particle, Equation 3 is
transformed from a set of partial differential equations to a set
of ordinary ones. A solution is obtained by consideration of its

time-dependent extension [25]

mx H g :—l[a—m—om} X@_mj %)

with y the gyromagnetic ratio and o a dimensionless damping
constant. The microscopic relaxation occurs on time scales
significantly shorter than the time scales on which external
fields change. Therefore, the microscopic dynamics are not in
the scope of this work and the value of the damping parameter
may be adjusted to provide a high numerical convergence rate.
We chose a =1 [26]. For the integration with respect to time, a
backward differential formula of fifth order is applied. As a
model system, we consider a two-dimensional, 10 x 10 particle
lattice of hexagonal symmetry with a lattice constant of 18 nm,
which was taken from the experiments. Furthermore, the
particle diameter and magnetization are set to d = 13 nm and
Mg =900 kA/m [27], respectively. In order to analyze the influ-
ence of the magnetocrystalline anisotropy, uniaxial and cubic
scenarios according to Equation 4 and Equation 5 with the
respective choices of anisotropy constants K, = 50, 100 and
150 kJ/m? and K, = 30 and 50 kJ/m? are studied. The bulk
values of fcc and hep Co cubic anisotropy constants lie in the
range of 27 to 45 kJ/m3 [28]. For particles at the edges of the
lattice, periodic boundary conditions are employed.

Examples of the equilibrium states of such systems are shown
in Figure 5, for different cases: (a) amorphous particles,
(b) particles with a randomly oriented uniaxial anisotropy,

Ky =50 kJ/m3, and (c) particles with a randomly oriented cubic
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anisotropy, K. = 30 kJ/m3. For each subplot, the upper part
shows the in-plane magnetic component (color-code: disc) and
the lower the out-of plane component (color-code: cone). The
surfaces in the upper right corner of subplots (b) and (c) repre-
sent the angular energy distribution of uniaxial and cubic
anisotropy, where blue areas correspond to the energy minima

(easy axes) and red ones to maxima (hard axes).

For magnetically amorphous particles (Figure 5a), the spatial
confinement in two dimensions entails the alignment of the
magnetic moments parallel to the particle plane. Contiguous
magnetic moments are likely to align parallel or antiparallel to
each other. Such a configuration minimizes the stray-field
energy of the system. For uniaxial anisotropy (Figure 5b), the
magnetic moments partially follow the easy axis and, therefore,
show a significantly higher z-component whenever the easy axis
kis perpendicular to the particle assembly. In comparison, with
an increased number of such axes, the probability of an energet-
ically favorable direction parallel to the particle plane is higher
in the case of cubic magnetocrystalline anisotropy. Conse-
quently, the z-component of individual magnetic moments lies

between the amorphous and the uniaxial case (Figure 5c).

For the uniaxial settings, the distribution of the anisotropy
vectors k is chosen in three different ways:

1. equally random on the unit sphere in three dimensions,

2. equally random on the section of the three-dimensional
unit sphere that includes an angle a with the xy-plane
between —45° < o < 45°,

3. and equally random on the two-dimensional unit sphere
in the xy-plane.
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For the systems with cubic anisotropy, two different distribu-
tions are studied:

1. easy axes are randomly distributed,
2. one easy direction coincides with the axis perpendicular
to the particle plane.

Both cases are schematically shown in the insets of Figure 6.
These choices are motivated by the equilibrium state for amor-
phous particles aligning their magnetic moment parallel to the
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Figure 6: Hysteresis loops of the 10 x 10 hexagonal lattices shown in
Figure 5 for different anisotropy cases obtained from numerical calcu-
lations. (a) and (b) show the behavior of particles with a uniaxial
anisotropy and K, = 10° J/m3 for in-plane and out-of-plane external
fields; (c) and (d) show the respective results for cubic anisotropy with
K. = 3 x 104 J/m3. The insets visualize the different choices for the
distribution of easy axes.
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Figure 5: Equilibrium state of the model system. Particles of 13 nm size assembled in a hexagonal lattice with a grid constant of 18 nm and a satura-
tion magnetization of Mg = 900 kA/m. Subplots show different anisotropy scenarios: (a) amorphous, (b) uniaxial and (c) cubic magnetocrystalline
anisotropy. The surfaces in the upper-right corner of (b) and (c) represent the angular energy distribution of the respective anisotropy scenario where
blue areas correspond to energy minima (easy axes) and red to maxima (hard axes). The upper plots present the in-plane component of the magnetic
moments (color-code: disc), the lower ones the out-of-plane component (color-code: cone).
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particle plane (Figure 5). After preparation of the samples, the
magnetocrystalline orientations are randomly distributed along
the sample. Similar to the microscopic ordering during
annealing, see e.g. [29], the crystallographic orientation may
change under plasma treatment following the magnetic stress
induced by the stray fields of contiguous particles. The mecha-
nism is comparable to mechanical creep under tension with the
hydrogen plasma acting as the thermal actuator. With the stray-
field energy minimum obtained for an in-plane magnetic
configuration, the easy magnetocrystalline axes of individual
particles should migrate into the particle plane, resembling
the respective choices made above. In order to analyze the
hysteretic behavior, an alternating external field Hegr in the x-
and z-direction is considered.

Results and Discussion

Typical hysteresis loops, which result from the numerical
analysis are shown in Figure 6; remanent magnetization Mg,
coercive field Hc, and magnetization change at H = H¢ are
given in Table 2 for various magnetocrystalline anisotropy
assumptions. We begin our discussion with the case of uniaxial
anisotropy: For in-plane measurements, remanent magnetiza-
tion and coercive field increase with decreasing average <kz>.
This is in agreement with the experimental findings. The
increasing in-plane alignment of the magnetocrystalline easy
axes results in a higher stability of the magnetic states and the
particle assembly exhibits an increasingly harder magnetic
behavior. For perpendicular external fields, the opposite ten-
dency can be observed. The corresponding values drop down to
zero and the system behaves similarly to a paramagnet. The
effective anisotropy of geometrical and magnetocrystalline

contributions has no longer an out-of-plane contribution, and
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therefore, the z-component of individual magnetic moments
resembles a behavior similar to the amorphous state shown in
Figure Sa, bottom. The derivative xy | does not show a clear
tendency for the in-plane evaluation, which is due to a step-like
decrease/increase of the magnetization with respect to the
applied field; the appearance of hard shoulders will be
discussed below. For the out-of-plane case, a decreasing yn, |
with decreasing <k2> may be reported. These results are inde-
pendent of the value of the anisotropy constant. However, with
higher anisotropy constants, in-plane and out-of-plane data
obtain similar values, i.e., the anisotropy energy becomes the
dominant contribution and overcomes the dipolar coupling.

For cubic systems, the components of remanent magnetization
and coercive field are significantly lower. The higher number of
easy axes provides a less restrictive energy landscape in the
sense that distinct energy minima are separated by lower energy
barriers, which entails a softer switching behavior. Depending
on the choice of the anisotropy constant K, the in-plane magne-
tization may increase or decrease with a higher order of the
magnetocrystalline easy axes. For low values, switching
between different magnetic configurations is enhanced, which
coincides with the case of the e-Co phase employed in species 11

[8].

In general, the obtained values for the remanent magnetization
and coercive field are much higher than the experimental obser-
vations. Further, the hysteresis loops do not exhibit smooth
characteristics but show multiple step-like jumps. These effects
may be attributed to various simplifications of the simulations:
(a) Temperature was not taken into account, which entails a
higher stability (higher obtained values [30]). (b) In compari-

Table 2: Characteristic magnetic data obtained from numerical calculations for different anisotropy cases. The remnant magnetization of particle
species |l is close to 0, which indicates the superparamagnetic behavior as mentioned before. Sign inversions may be attributed to noise effects such

as thermal contributions.

MR | [Ms] Mg [Ms]

uniaxial 1 50 0.6485 0.1403
uniaxial 2 50 0.7084 0.1155
uniaxial 3 50 0.7095 =0

uniaxial 1 100 0.5356 0.2673
uniaxial 2 100 0.5952 0.1841
uniaxial 3 100 0.6682 =0

uniaxial 1 150 0.5400 0.3366
uniaxial 2 150 0.6048 0.2429
uniaxial 3 150 0.6198 =0

cubic 1 30 0.4205 0.0151
cubic 2 30 0.4216 0.0573
cubic 1 50 0.0457 0.0467
cubic 2 50 0.0470 0.1266

Hc,| [Oel Hc, 1 [Oe] X, [mOe™  xn_ [mOe™]
408.56 370.65 6.26 0.47
427.98 348.27 6.88 0.35
473.42 =0 3.41 0.34
906.03 884.72 2.97 0.34
976.00 746.60 3.67 0.30
1087.49 =0 1.04 0.22
1527.03 1534.88 3.48 0.40
1480.74 1210.44 2.60 0.23
1661.77 =0 1.36 0.17
92.95 36.35 4.67 0.49
225.26 169.82 4.84 0.47
9.93 80.34 9.93 0.46
20.13 404.84 2.26 0.45
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son to the experimental system, only a small number of parti-
cles was modeled. The appearance of small domains (compare
Figure 5) that switch as a whole entails hard shoulders in the
hysteresis curves. (c¢) The assumption of a perfect grid entails
anisotropic response functions [31]. In the experimental realiza-
tion, the data resemble the average taken over all measuring
directions due to arbitrarily oriented particle grains. Finally,
(d) a small degree of the sample area is not covered by a mono-
layer, but multilayers/particle clusters can be found instead.
Even though they are only present on a very low area ratio, they
may still contain a high number of particles. This particularity
diminishes the observed effects and results in an increased <kz>
in these areas.

Conclusion

The exposure of magnetic Co nanoparticles to hydrogen plasma
entails an alteration of the magnetic sample response. From
XRD analysis, we were able to conclude that the plasma has no
impact on the crystallographic phase, and STEM images of the
particle cross sections revealed an unaffected particle shape. By
comparison to numerical data obtained by solving the stationary
micromagnetic equations, we proposed a model for the influ-
ence of the plasma treatment on the microscopic structure. The
magnetocrystalline easy axes of individual particles align with
the stray field of contiguous nanocrystals. The process is
comparable to the time-dependent creep under tension with the

plasma acting as the thermal activation.

For uniaxial magnetocrystalline anisotropy, the migration of the
magnetocrystalline easy axes results in an increase of the effec-
tive sample anisotropy, which entails a hard switching behavior
for in-plane measurements and a soft paramagnetic one for out-
of-plane measurements. For cubic symmetry, the in-plane
hysteresis decreases over time due to a higher number of energy
minima within the particle plane.
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The plastic behaviour of individual Cu crystallites under nanoextrusion is studied by molecular dynamics simulations. Single-

crystal Cu fcc nanoparticles are embedded in a spherical force field mimicking the effect of a contracting carbon shell, inducing

pressure on the system in the range of gigapascals. The material is extruded from a hole of 1.1-1.6 nm radius under athermal condi-

tions. Simultaneous nucleation of partial dislocations at the extrusion orifice leads to the formation of dislocation dendrites in the

particle causing strain hardening and high flow stress of the material. As the extrusion orifice radius is reduced below 1.3 A we

observe a transition from displacive plasticity to solid-state amorphisation.

Introduction

In macroscopic metals, the plastic flow is carried by the
continuous movement, multiplication, and entanglement of
mobile dislocations. As system size decreases, the relative
surface (nanoparticle) or interface area (nanograined material)
increases, and nucleation or annihilation of dislocations at
surfaces or interfaces becomes a dominant factor since conven-
tional dislocation sources, such as Frank—Read sources, are
suppressed. This is commonly cited as the reason for the high
mechanical strength of nanoscale materials [1].

Nanoscale systems also exhibit modes of plasticity not encoun-

tered in their macroscopic counterparts. Nanowires, for

example, tend to respond to high tensile strain rates by amorph-
isation [2] attributed to the kinetic energy of atoms exceeding
the enthalpy of fusion [3]. Also, a near-surface nanodisturbance
path, where, instead of conventional displacive plasticity, nano-
scopic areas of plastic shear accommodate the stress, was
reported for Ag nanowires at high stresses and zero tempera-
tures [4]. Non-close-packed nanostructures have been reported
to deform by phase-transitions to a higher density phase. A limit
of displacive plasticity leading to a phase-transition path was
reported for Si nanospheres [5] concluding that in ultrasmall
structures, where dislocation activity is suppressed, this path

should dominate. Also in the tensile testing of twinned fcc Fe
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nanowires, a phase-transition path was reported as the disloca-
tion activity is suppressed by the dense twin boundaries [6].
These findings raise a question: could there also be a size limit
for the displacive plasticity of fcc metals?

Even though individual metal nanocrystallites would seem the
simplest possible system in which to study nanoscale plasticity,
they have not been well studied. One reason for this has been
the complicated methods required to experimentally probe these
systems. In a recent development, Sun et al. [7] reported a
method in which individual nanocrystals are embedded inside
nano-onions and pressurised by the contraction of the graphitic
shells under electron irradiation. The contraction stems from the
remarkable self-healing of the hexagonal network of
carbon atoms as in fullerenes, carbon nanotubes, and graphene
[8,9].

These nano-onions contract by electron-irradiation-induced
defect formation and can exert forces in the gigapascal range on
the encapsulated system. A hole punctured during the pressur-
isation allows the material to flow out after a threshold pressure,
depending on the material properties, is reached. In their pion-
eering work, Sun et al. [7] studied the extrusion of Ag nano-
particles experimentally and attributed the plastic flow to dislo-
cation activity, based on a combination of simulation results on
Pt showing traces of dislocation activity (stacking faults within
the encapsulated material even though the extruded material
was not crystalline) and thermodynamical arguments stating the
insufficient speed of diffusion for vacancy-assisted creep in the
experimental system. Yet, neither dislocation nucleation nor
dislocation interactions were observed in the computational
study.

In this paper, we study the plasticity of Cu nanocrystallites in
nanoextrusion. We show that dislocation pileup leading to the
formation of dislocation dendrites inside the particle leads to
strain hardening and limits the plastic flow. This supports the
observed dislocation accumulation in nanograined materials
[10,11]. We report novel dislocation interactions activated by
the high pressure and dislocation density, and low dislocation
length in the nanoparticle. We also show that the dislocation
activity becomes suppressed as the extrusion hole radius is
reduced to 12 A and the mode of plasticity is changed from

displacive to surface amorphisation.

Results and Discussion

Depending on the orifice radius, the mode of plasticity is either
displacive or driven by surface amorphisation (see Figure 1 and
Supporting Information File 1, and Supporting Information
File 2). We start our analysis by presenting the details of the
displacive case.

Beilstein J. Nanotechnol. 2013, 4, 173-179.

Figure 1: Two observed modes of plasticity. (a) Snapshot of the extru-
sion from a 15.6 A orifice showing the displacive plasticity (b) The
same from a 11.6 A orifice showing the amorphous region about the
orifice. Atoms coloured by the centrosymmetry parameter, from red
(=0, fcc) to blue (>25, surface).

The maximum shear component (the maximum eigenvalue of
the atomic stress tensor) in the initial system and at the onset of
plasticity for different orientations for a 15.6 A orifice is illus-
trated in Figure 2a—Figure 2c. For all the orientations, larger
than average values of maximum shear are roughly localised on

inverted spherical caps joining the edge of the circular orifice.

The most extreme values of the atomic shear (parallel 2.4 MPa,
orthogonal 2.3 MPa, and tilted 2.3 MPa) are almost the same
and are located at the intersection of the orifice and the surface
where the dislocations are nucleated. Before the onset of plasti-

Figure 2: The maximum shear component of the atomic stress tensor
expressed by the colouring of the atoms (colouring from red (= 0) to
blue (>1 GPa)). (a—c) 15.6 A orifice (displacive mode). (d) 11.6 A
orifice (surface amorphisation). (a) {111} planes oriented parallel to the
extrusion direction. (b) {111} planes tilted with respect to the extrusion
direction. (c) {111} planes oriented perpendicular to the extrusion
direction. (d) {111} planes parallel (as in (a)) at the inset of surface
amorphisation. To relieve the stress the systems have slightly rotated
inside the force field.
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city, the system goes through small rotations to accommodate

the stresses changing slightly the initial lattice orientation.

Qualitatively, in the displacive regime, the deformation follows
the same route in all our simulations. At the onset of plasticity,
multiple dislocations nucleate simultaneously at the surface of
the particle near the borders of the extrusion orifice (see Figure
S1 in Supporting Information File 3 for illustration of this in
different orientations of the system). These dislocations form
complicated lock structures, named here dislocation dendrites,
inside the particle that have to be broken for the plastic flow to
continue. As the qualitative behaviour of the system is almost
independent of the orientation, we concentrate on the case
where the {111} planes are parallel with the extrusion direction
(Figure 2a) remarking where the behaviour differentiates
depending on the direction.

The stress—strain behaviour of this system during the extrusion
process through an orifice of 15.6 A radius is presented in
Figure 3. Before the elastic regime, the system goes through a
short plastic phase in which the faceted surface of the particle
accommodates the spherical force field. The system yields at
11.9 GPa (2.9% strain, marked as 1 in Figure 3) when two
Shockley partials are nucleated 2.5 ps apart (see Figure 4 and
Figure 5). The first partial is soon met with a third partial nucle-
ated at the opposite side of the orifice forming a %<01 1> stair-
rod dislocation ((c) in Figure 4 and Figure 5). Such interactions
of partial dislocations in Cu have been reported before as the
obstacle for dislocation motion [12]. In the case of the nano-
particle under extreme stress, the stair-rod dislocations do not
block the plastic flow, because the continuous nucleation—inter-
action—unzipping cycles make the Shockley partial-stair-rod

systems unstable.
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24 .
= von Mises stress
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Figure 3: Extrusion from a 15 A orifice. Hydrostatic pressure, von
Mises stress and the amount of extruded material as a function of the
simulation time. The nonzero initial value of the von Mises stress is
due to the initial shear stresses at the faceted surface of the nano-
particle.
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Figure 4: Extrusion from 15 A orifice. (a) The nucleation of the first
Shockley partial. (b) Two nonlocking sessile Shockley partials. (c) A
stair rod is formed. (d) The dislocations are pinned to the particle
surface through a <312> dislocation.

a) b)
|
c) d)

Figure 5: Dislocations interacting at the onset of plasticity. Colouring
by the length of the Burgers vectors, red |%<312>|, grey |%<112>|,
and blue |%<110>|. (a—b) Shockley partials are nucleated 2.5 ps apart
at the onset of plasticity. (c) Nucleation of a third dislocation leads to
the formation of a stair-rod dislocation. (d) Nucleation of multiple dislo-
cations leads to the formation of dislocation dendrite inside the particle
blocking the dislocation nucleation and motion.
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Contrary to the common view of dislocation nucleation and
annihilation at the surface of the grain, the dislocations can be
stopped inside the particle also independently of any disloca-
tion interaction, as shown in Figure 5b and Figure 5c, in which
the second Shockley partial becomes sessile promptly after the
nucleation. As the opposing surfaces of the particle are under
extreme stress it would be unfavourable to accommodate the
strain field associated with the partial approaching the
constricted surface. This leads to accumulation of dislocations
near the extrusion orifice and to dislocation interactions typic-
ally not found in bulk materials. An example of such a situation
is presented in Figure 5d in which two stair-rod dislocations and
a Shockley partial interact to form an unstable %<130> disloca-
tion (coloured coral in Figure 5d) (%<OTT> + %<0TT> +
%<2T1> = %<1§0>) linking to another pair of partials
(%<2TT> + %<El> = %<1§0>). A typical feature is the
locking of a dislocation multijunction to the particle surface
through a %<312> dislocation (red in Figure 5d) here by a
Shockley triple junction and a stair rod (+<011>+ %<12T> +
%<1T2> + %<1T2> = %<3T2>). The system reaches a steady
state 35 ps after the onset of plasticity, and the dislocation
nucleation and movement becomes locked by a clawlike
multijunction reaching the surface at the extrusion orifice (see
Figure 6). Also in macroscopic materials, simpler dislocation
multijunctions have been reported as a contribution to strain
hardening [13].

After locking the dislocations into dislocation dendrites, they
have to be broken in order to continue the plastic flow. We

Figure 6: A dislocation multijunction blocking the dislocation mobility
and nucleation in the system. Dislocations end at the right side of the
figure on the particle surface, and the Shockley partial on the left
connects to the other dislocations in the particle. Colouring by the
Ie1ngth of the Burgers vectors, red |%<312>|, grey |%<1 12>|, and blue
|5<110>|

Beilstein J. Nanotechnol. 2013, 4, 173-179.

observe two distinct breaking mechanisms: Disassociation of
dislocations or interaction with new partials nucleated at the
surface. Examples of these processes are presented in Figure 7
and Figure 8 (marked as points 2 and 3 in Figure 3). The disas-

sociation mechanism we observe is not an unzipping process as

Figure 7: Atomic arrangement during the breaking of the dendrite.
(a—b) The locking multijunction (see Figure 6) is broken as the %<1 12>
partial is disassociated from the junction. (c—d) A partial nucleated at
the particle surface (here lower right about the orifice) interacts with
the partials in the dendrite pinned to the surface, resulting in a slip.

Figure 8: Dislocation interacting to break the dendrite. (a—b) The
locking multijunction (see Figure 6) is broken as the %<1 12> partial is
disassociated from the junction. (c—d) Partial nucleated at the particle
surface (here lower right about the orifice) interacts with the partials in
the dendrite pinned to the surface, resulting in a slip.
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discussed above in the case of the stair-rod dislocations. Here, a
partial breaks of from the clawlike structure (Figure 7a and
Figure 7b and Figure 8a and Figure 8b) and the remaining
1[101], =[111], +[121] and +[312] are broken into two
partials. Note that the system is on average constantly at the
limit of the lattice instability of bulk Cu (=10 GPa), allowing
such violent processes. The nucleation—interaction mechanism
is initiated, if in spite of the back stresses of the dislocations
locked in the dendrites inside the particle, partials are nucleated
at the surface. As an example, in Figure 7c and Figure 7d and
Figure 8c and Figure 8d a partial from the surface immediately
meets the sessile partials in the dendrite about the orifice,
resulting in a slip and a residual stair rod.

When the orifice size is reduced the maximum stress at the
onset of plasticity is increased (see Figure 9) but the qualitative
behaviour of the system remains the same down to an orifice
radius of 12.6 A. At this point, we observe that the displacive
mode of plasticity becomes unfavourable in favour of a surface-
amorphisation-induced plastic flow. As an example, we present
the results for a parallel system with 11.6 A orifice radius, see
Figure 10 and Figure 1. Here at the onset of plasticity the
surface of the particle breaks down leading to a burst of ma-
terial out of the orifice. Von Mises stress at the onset of plasti-
city exceeds 1/5 G = 10 GPa, where G = 46 GPa is the shear
strength of Cu, suggesting a stress regime above the ideal shear
strength, even locally at the orifice.

O === Hydrostatic pressure
O == von Mises stress

Pressure [GPa]

12
10
8

10 12 14 16
Orifice radius [A]

Figure 9: Hydrostatic pressure and von Mises stress at the onset of
plasticity versus extrusion orifice radius. Lines are guides for the eye.

An amorphous region is observed at the orifice throughout the
whole simulation, and dislocations carry the plasticity only
further inside the particle (see Supporting Information File 2).
Such behaviour is observed at all radii below 12.6 A. Why is
the surface amorphisation favoured over displacive plasticity?
In the fcc phase, the material is at the maximum possible
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Figure 10: Extrusion from a 11 A orifice. Hydrostatic pressure, von
Mises stress and the amount of extruded material as a function of the
simulation time. The nonzero initial value of the von Mises stress is
due to the initial shear stresses at the faceted surface of the nano-
particle.

density and amorphisation cannot release the pressure by
contraction of the atomic volume. However, in the observed
surface phase transition the amorphous phase is effectively at
zero pressure, and beyond the pressure limit of ca. 20 GPa the
energies of the pressurised fcc phase and the zero-pressure
amorphous phase coincide and the system does not lose energy

when transforming to the higher-energy phase, see Figure 11.
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Figure 11: Energy per atom with respect to the fcc phase at zero pres-
sure for fcc and amorphous Cu. Energy of the fcc phase coincides with
the amorphous phase at 23.5 GPa.

It is important to note, that even though the amorphous region

shows liquid-like flow, the system temperature stays at about
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0 K and the atoms in the amorphous region stay static between
the bursts of the material. Thus this process is distinct from the
high-strain-rate/high-momentum driven amorphisation observed
in nanowires [2], where the threshold strain rates for amorphisa-
tion are more than three orders of magnitude higher than in this
study. Still, it has to be noted, that the atomic pressures as such
are not well-defined locally and can give only qualitative

reasons.

Regarding the suppression of the dislocation activity, the most
obvious limit would be the stress required to bend the disloca-
tion pinned at the extrusion orifice, as this stress

T oc@ (1)
bend R ’

where R is the radius of curvature of the dislocation bending.
However, as for Cu, G =46 GPa, b=1.48 A and R = 10-16 A.
This leads to stresses in the range of 6.8—4.3 GPa, which the
von Mises stress of the system exceeds in all the cases. Thus,
such simple approximations cannot capture even the qualitative
differences of the observed modes of plasticity. The only
apparent difference, in addition to the hydrostatic pressure, is
the initial stress distribution as seen in Figure 2d. At the lower
orifice radii the shear stress is localised at the particle surface,
and thus, even if dislocations attempting to accommodate the
loading to the system would be nucleated, there would not be a
shear to drive these inside the particle. Moreover, as the hydro-
static pressure of the system increases it becomes increasingly
difficult for the dislocations nucleated at the surface to pene-
trate the material.

Conclusion

In summary, we have used molecular dynamics simulations to
show how the formation of dislocation dendrites consisting of
multiple different types of dislocations leads to strong strain
hardening of individual Cu nanocrystallites. We also report a
variety of dislocation interactions, not observed in the deforma-
tion of macroscopic metals, taking place during the plastic flow
from the nanoparticle. We suggest a high pressure limit for
displacive plasticity at which the surface amorphisation of the
particle becomes the more favourable mode of plasticity. Our
computational study further elucidates how the nanoscale
processes differ from the familiar macroscopic counterparts and
motivates more studies to understand the possible limits of
displacive plasticity.

Methods

Molecular dynamics (MD) simulations were performed by
using a modified version of the LAMMPS [14] simulation
package. Interatomic interactions of Cu atoms were modelled
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by an EAM type inter atomic potential developed by Mishin et
al. [15], which gives the correct generalised stacking fault ener-
gies [16]. In order to restrict the system to the regime of purely
displacive plasticity, the system temperatures were kept close to
0 K by a Berendsen thermostat [17].

The nanoparticles were encapsulated inside a external repulsive
spherical force field with a circular orifice interacting with the
Cu atoms with a repulsive Lennard-Jones type potential. As the
carbon atoms in a graphitic shell interact very weakly with the
metal particle in equilibrium [18], and since during the contrac-
tion the interaction is repulsive, the exact functional form of this
interaction is irrelevant, and such a simple model captures the
essence of the process of a contracting carbon shell. Spherical
nanoparticles were formed by cutting a sphere of radius
21.58 A, with 3892 atoms, from an fcc Cu bulk. After cutting,
the particle was annealed at 800 K for 500 ps and slowly cooled
down to 0 K. Three different orientations aligning the {111}
planes of the particle parallel, orthogonal, and tilted with
respect to the extrusion direction, were chosen (referred to

below as parallel, orthogonal and tilted).

The system was strained by reducing the radius of the external
force field in 0.005 A steps every 25 ps while keeping the
radius and the position of the orifice constant. The radius of the
extrusion orifice was varied from 16.6 to 10.6, which was found
to capture the orifice-dependent changes in the plasticity. As the
initial radius of the force field was 24.6 A, this contraction rate
corresponds to an initial strain rate of 8.1 x 107 ps™! increasing
to 8.5 x 107 ps~! at the onset of plasticity. A constant contrac-
tion rate was selected over a constant strain rate, because it
relates more accurately with the experimental setup modelled. A
small time step of 0.5 fs was used to capture accurately the
physics of the extremely fast processes taking place in the high-

pressure nanosystem.

Atomic stresses and the pressure of the system were calculated
from the atomic virials assuming constant atomic volumes, and
the atomic stress tensors were diagonalised by using the Jacobi
rotation method [19] for the analysis of shear components. With
the multitude of possible dislocation interactions in a nanoscale
system with a high dislocation density, it becomes cumbersome,
or impossible, to identify the dislocations by using atomic ener-
gies, common neighbour analysis, or centrosymmetry para-
meters, which are often efficient and reliable in the studies of
macroscopic systems in large-scale simulations. To overcome
this problem, we employed a recent dislocation-detection
algorithm developed by Stukowski et al. [20] and the related
tool [21]. We found this method to be reliable and robust, even
with the complicated surface effects and dense dislocation

networks of our studied systems.
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Supporting Information

The Supporting Information files show the evolution of the
nanoparticle during extrusion from a 15 A orifice showing
displacive plasticity; evolution of the nanoparticle during
extrusion from a 11 A orifice showing surface
amorphisation; and simultaneous dislocation nucleation at
the onset of plasticity in different orientations of the
nanoparticle during extrusion from a 15 A orifice.

Supporting Information File 1

Extrusion from a 15 A orifice
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-4-17-S1.avi]

Supporting Information File 2

Extrusion from a 11 A orifice
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-4-17-S2.avi]

Supporting Information File 3

Simultaneous nucleation in different orientations of the
system
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-4-17-S3.pdf]
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In this study the highly ordered corneal nanonipple structure observed on the Mourning Cloak butterfly (Nymphalis antiopa) is

analyzed with a particular emphasis on the high-angle grain-boundary-like defects that are observed between individual nanonipple

crystals. It is shown that these grain boundaries are generated by rows of topological coordination defects, which create very

specific misorientations between adjacent crystals. These specific orientations form coincidence site lattices, which (i) have unit

cells larger than the unit cell in each individual crystal and (ii) extend from one crystal to the next, effectively creating order over

areas larger than the individual crystals. A comparison to similar coincidence site lattices in engineering materials is made and the

importance of such arrangements in terms of nipple packing density, corneal lens curvature and potential optical properties is

discussed.

Introduction

The structure of moth and butterfly eyes consist of many
repeating unit cells referred to as ommatidia. Thousands of
ommatidia are closely packed together and typically form a
nearly spherical or semispherical compound eye with the well-
known surface facet structure [1]. Each ommatidium is
composed of a corneal lens, a crystalline cone, a rhabdom and
retinula cells. The signals detected by thousands of ommatidia
are processed neurologically in the brain to form a complete

image. The corneal lens incorporates chitin, a long chained

semicrystalline natural polysaccharide with a refractive index of
about 1.52. It is well known that the outer surfaces of the
corneal lens of some moths and butterflies are covered with
so-called corneal nipples, nanometer-sized protuberances
distributed over the surface in patterns with varying degrees of
regularity [2-6]. In an earlier study these nipple arrays were
classified in different categories depending on nipple height,
which can vary from less than 50 nm to over 200 nm [3]. The

advantages of compound eyes with corneal nipple structures,
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compared to flat lens surfaces observed in many other insects,
have been discussed in numerous studies, e.g., [5-7]. Most
importantly, these structures reduce the reflection of light from
the surface of the eye, due to the gradient in the refractive index
in the near surface region. This is important for nocturnal
insects such as moths, because it gives a better low-light vision
(moth-eye effect). The reduced light reflection also provides an
antiglare effect, which provides some protection from predators.
In recent years many artificial moth-eye-type surfaces have
been developed as antireflection, antiglare surfaces by various
methods such as photoresist patterning, porous aluminium oxide
templating or direct reproduction, e.g., [7-9]. With respect to the
topological arrangements of the nanometer sized nipples, both
completely irregular and highly ordered structures have been
observed on different species [2,6]. In an ongoing study, we
analyze the highly ordered nipple structure of the Mourning
Cloak butterfly (Nymphalis antiopa) in more detail and from a
crystallography/defect-structure point of view. The results of
this investigation will be published shortly [10]. Briefly, this
study has shown that the highly ordered hexagonal structure is
made up of nipples with average diameters on the order of
150 nm and a unit cell lattice parameter of about 200 nm.
Perfect crystals with sizes on the order of a few micrometers
cover the entire surface of each ommatidium. The crystals are
separated by grain-boundary type defects created by rows of
5-7 coordination defects. While an individual 5-7 coordination
defect in a perfect crystal creates a dislocation-type defect, rows
of these defects with relatively large spacing form low-angle
grain boundaries. With decreasing spacing between 5—7 coordi-
nation defects, high-angle grain boundaries are formed for
which the misorientation between adjacent crystals is more than
10 degrees.

In the current investigation the type and nature of these high-
angle grain boundaries was studied in more detail. It will be
shown that these boundaries have preferential misorientation
angles, such that adjacent crystallites are arranged in specific
coincidence site lattices (CSLs). A comparison to similar CSLs
observed in engineering materials will be made and the purpose
and potential advantages of such unusual nipple array struc-
tures will be discussed in the current report.

Results and Discussion

Eye structure

The Mourning Cloak butterfly (Nymphalis antiopa) is a
common butterfly in North America. It has a wing span of
4-8 cm and shows beige-yellow edges and several blue spots on
brown colored wings.

A low magnification scanning electron micrograph of one of the

eyes is shown in Figure 1. The hexagonal shape of the omma-

Beilstein J. Nanotechnol. 2013, 4, 292-299.

tidia is clearly visible with each facet measuring about 25 pm
across. The entire eye of the Mourning Cloak butterfly is
covered with randomly distributed tiny hairs (about 4 um in
diameter), which usually grow at the triple junctions between
the ommatidia. In Figure 1, the bases of fractured hairs are
visible on three of the triple junctions. Figure 1 also shows areas
with contaminations/local damage, which are likely the result of
the collection and the handling and/or preservation processes of

the specimen.

b3
-

Figure 1: Scanning electron micrograph showing the facet structure of
the Mourning Cloak butterfly. Note the bases of fractured hair at some
of the triple junctions (magnification: 800x).

Figure 2 shows a triple junction between three ommatidia at
higher magnification. In this micrograph the nanonipple struc-
ture on each of the facets is clearly visible. At the triple junc-
tion and the three facet boundaries the nipple structure is highly
irregular showing no long-range order in their arrangement.
However, with increasing distance from the triple junction and
the facet boundaries, considerable structural order in the nipple
arrangements can be seen as crystals, i.c., areas with close-
packed, hexagonal nipple arrangements. These crystals can be
several micrometers in diameter and are separated by topologi-
cally disordered or defective regions across which the orienta-
tion of the ordered regions changes by various rotational angles.
In an earlier study on nipple arrangements on various butter-
flies similar structures were referred to as local domain arrange-

ments [6].

For the remainder of this study, nipple arrangements located at

least 4 pm away from triple junctions and facet boundaries in
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Figure 2: Triple junction in the facet structure and nanonipples in three
adjacent facets (magnification: 6,000x%).

contamination-free arecas of the eye were selected. Figure 3
shows a high magnification micrograph of the nipple arrange-
ment in one of the highly ordered regions. While most of the
nipples are arranged in a regular hexagonal close-packed
pattern, the structure is defective at the points marked with “s”
and “X”. We refer to these defects as 5—7 coordination defects,
because the normal coordination number of six for the defect-
free regions of the nipple arrangements is locally changed to
five or seven nearest neighbors. It was observed that the nipples
with seven nearest neighbors were usually slightly larger than
the average nipple diameter (150 nm) while the nipples with
five nearest neighbors were slightly smaller. These coordina-
tion defects usually occur in pairs. Only a small number of
isolated 5-fold coordination defects were found. One pair of 5-7
coordination defects creates a dislocation-type defect in the

crystalline structure [10].

Moreover, many 5—7 coordination defects were arranged in
rows creating defects that can be described as high-angle grain
boundaries [10]. In the current study we analyzed the type of
these high-angle boundaries in more detail.

Figure 4 shows two different regions with rows of 5-7 coordi-
nation defects again marked with “+” and “X”. It can be seen
that these defect rows are clearly grain-boundary-type defects
across which the orientations of otherwise defect-free crystals
change. What is quite remarkable in both cases shown in
Figure 4 is that some sort of superlattice can be identified as

indicated by the nipples marked in white. This superlattice has

Figure 3: Topological disorder in the hexagonal nipple structure
showing two pairs of 5-7 (“’-"X") coordination defects (magnification:
52,000%).

the property of a regular repeat pattern with a unit cell several
times larger than the unit cell in each of the crystals. The super-
lattice extends over adjacent crystals and is not interrupted by
the grain boundaries separating two crystals. Another feature of
the superlattice is that it subdivides the nipple array into regions
of relatively good superlattice fit that are much larger than the
crystal/domain size in the nipple array. It can be noted in both
examples shown in Figure 4 that the superlattice is not 100%
perfect for all nipple positions. Instead, some minor deviations
from the perfect superlattice position are found for some of the
nipples. The significance of these deviations will be discussed
later.

The coincidence site lattice (CSL)

Superlattice structures such as those shown in Figure 4 have
been studied in crystalline materials for several decades in the
context of grain boundary analysis. For example, in 2D crystal
structures produced by bubble rafts [11] or 3-D polycrystalline
materials [12,13] such superlattices were studied for many
different grain boundaries. Kronberg and Wilson [12] were
likely the first researchers to point out the significance of super-
lattices for crystals rotated about the common <111> crystallo-
graphic direction and the preferred misorientations of crystals
separated by <111>-type grain boundaries in recrystallized
copper. In this work the term X was introduced to characterize
such preferred orientations and the importance of X for grain
boundaries in copper was discussed. The X-value is the size
ratio of the superlattice unit cell divided by the original lattice
unit cell. It should be noted that the motif arrangement of the
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Figure 4: Examples of 13 grain boundaries between crystals (domains) in the nipple structure consisting of rows of 5-7 coordination-defects. White
circles indicate nipple positions belonging to a coincidence site lattice (CSL) superlattice (magnification: 20,000x).

closest-packed (111) plane in face-centered cubic copper is
identical to the hexagonal close packed plane in the 2-D crystal
structure of the butterfly nipple structure arrangement.The work
by Kronberg and Wilson was the foundation for numerous
studies over the past six decades, which looked at the signifi-
cance of so-called coincidence site lattices (CSLs) for grain-
boundary structure and property analyses in engineering ma-
terials.

Ranganathan [13] derived the following mathematical relation-
ships for the generation of general CSLs about any common
rotation axis <hk/>, not only the <111> direction.

0= (2 tan~! (x/y))(Nl/Z) (1
N=h*+k* +1* @
T =x? +y2N 3)

where 0 is the misorientation angle between the two adjacent
crystals, 4, k, [ are the Miller indices of the common rotation
axis, and x, y are the coordinates of superlattice sites.

These CSL descriptions can be applied to both 2-D and 3-D
crystal arrangements. It should be noted that all grain bound-
aries can be described by a X value. However, with increasing
number the physical significance of the superlattice becomes

questionable as the unit cell of the lattice becomes very large.
Many studies have shown that grain boundaries in materials
associated with relatively low X values (small CSL unit cells)
show special properties such as low energy or reduced suscepti-
bility to intergranular degradation (e.g., intergranular corrosion,
cracking, segregation) as summarized in several books, e.g.,
[14,15]. It was further shown that the special properties of grain
boundaries were even maintained for small angular deviations
(A0) from the special misorientations (8). Several criteria were
introduced for permissible angular deviations up to which the
special properties of grain boundaries are maintained [16-19].
The most commonly used criterion is the Brandon criterion
[16], which states

AO=15°3"12 )

Table 1 summarizes all possible superlattices with £ < 19 that
can be generated for increasing misorientation values up to 6 =
60° about the <111> crystallographic axis, together with the
corresponding deviation angles A8 according to the Brandon
criterion.

For a polycrystalline aggregate with crystals in random crystal-
lographic orientations it has been shown that the fraction of
grain boundaries with low X values is on the order of 10% [20].
In other words, a random material contains about 10% of grain
boundaries with potentially enhanced resistance to intergran-
ular degradation. In 1984, Watanabe suggested that the overall
resistance of a material to intergranular degradation could be
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Table 1: Z-values for CSL lattices generated by misorientations 6
about the common <111> rotation axis together with A8 values
according to Equation 4.

z 8 () 46 (°)
19 13.2 3.4
7 218 5.7
13 27.8 4.2
13 322 42
7 38.2 5.7
19 46.8 3.4
3 60.0 8.7

increased enormously by “grain-boundary design and control”
which involves materials processing routes that increase the
number of special boundaries [21]. This led to the new field of
grain-boundary engineering, which has been successfully
applied for many metals and alloys [22-24].

CSL structures on Mourning Cloak butterfly
eyes

Returning to the importance of CSL grain boundaries for the
2-D nipple crystal structures found on the Mourning Cloak
butterfly eye, Figure 5 shows three different special <111> tilt
grain boundaries for three crystal rotations about the common
<111> rotation axis. All three rotations correspond to low X
values of X =7 for 6 =21.8°, X =13 for 6 =27.8° and X = 19
for @ = 13.2° (Table 1). It should be noted that in these figures
the open circles show motif positions in the two crystals while
the filled circles are the positions of CSL motifs belonging to
both crystals. It can be clearly seen that the CSLs in all three
cases extend across the grain boundaries over both crystals. The
figures also show that the unit cell of the CSLs becomes larger
with increasing X value. It should be pointed out that in Figure 5
the size of all motifs is the same, while in the nanonipple
arrangement of the Mourning Cloak butterfly the grain
boundary is introduced by rows of 5-7 coordination defects in

which the nipple sizes vary to some extent. However, for the

Beilstein J. Nanotechnol. 2013, 4, 292-299.

crystallographic description of the superlattice the actual nipple
size distribution along the grain boundary is of secondary

importance.

In order to assess the statistical significance of CSL boundaries
within the nipple arrangements of the Mourning Cloak butterfly
a total of 73 grain boundaries such as the ones shown in
Figure 4 were analyzed. The results of this analysis are
presented in Figure 6, which shows the number of boundaries
found as a function of their misorientation 6 about the common
<111> tilt axis. Also shown in this Figure are the positions of
various low X grain boundaries. This figure clearly demon-
strates a strong preference for £7 and 13 boundaries, and even
perhaps 219. Surprisingly, there is no preference for £3 bound-
aries expected at an angle of misorientation of 60°. Many engi-
neering materials show a high preference for X3 boundaries
[14,15]. Note that when the Brandon criterion is applied, all
boundaries fall within the angular deviation given in

19 I7 D313 Y 19 3

2
1 “ [
.Ml

30 40 50 6

0 10 20

Angle of Misorientation ( °)

0

Figure 6: Histogram showing the misorientations around the common
<111> direction between adjacent crystals in the Mourning Cloak
nanonipple structure.
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Figure 5: Coincidence site lattices for > =7, > =13 and Z = 19.
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Figure 7: Extended 213 coincidence site lattice covering several crys-
tals (magpnification: 13,000x).

Equation 4. In other words, all 73 boundaries can be considered
special boundaries.

It was observed that the nipple arrangement was not perfect for
all CSL positions shown in Figure 4 and that some deviations
did occur. This becomes more obvious when the area of
analysis is increased as shown in Figure 7.

This figure clearly shows considerable distortions in the super-
lattice unit cell and a fairly pronounced waviness in rows of
closest packed CSL lattice lines. However, this is perhaps not
surprising because the SEM micrographs are 2-D projections of
the ommatidia surfaces, which actually show a considerable
curvature. This is observed in Figure 8, which is a micrograph
of several ommatidia taken at a relatively high tilt angle to visu-
alize their surface curvature. The radius of curvature can be esti-
mated to be on the order of 16-20 um. In addition, many
ommatidia show some localized depressions, likely due to
dehydration. It is therefore expected to see distortions of the
superlattices shown in Figure 4 and Figure 7 as these are projec-
tions of curved 2-D crystals. In other words, the superlattice fit
may actually extend over much larger areas if this curvature is

taken into consideration.

In summary, the 2 mm hemispherical eyes of the Mourning
Cloak butterfly consist of several thousand ommatidia, each
covered with thousands of nanonipples. A total of about 100
million of these nipples are arranged in closest packed hexag-
onal crystals separated by grain boundaries. A small sample of

Beilstein J. Nanotechnol. 2013, 4, 292-299.

UG AL

Figure 8: Several facets at very high tilt angle showing the curvature
on each facet surface (magnification: 4,000x).

73 of these boundaries has shown that they are mainly of the X7
and X13 type and perhaps also X£19 boundaries. These bound-
aries consist of rows of 5—7 coordination defects, which are
generated by using slightly larger/smaller nipple sizes than the
average nipple size. These Z-related superlattices extend over
areas larger than the average crystal size.

When looking at these surprising results two questions arise:
(i) what is the purpose of this peculiar nipple arrangement, and
(ii) what benefit does the Mourning Cloak butterfly derive from
these structures? Perhaps it is instructive to first look at nipple
arrangements on the moth eye, which has been studied much
more extensively in the past. The moth eye has very similar
nipple arrangements to the Mourning Cloak butterfly, although
a detailed analysis of the exact arrangements of nipples along
crystal interfaces has not been presented yet. One of the earliest
theories [2] for the purpose of the nanonipples on the moth eye
is that they effectively decrease the reflection of light from the
eye because of the gradient in the refractive index as light
travels from air (n = 1.0) to the ommatidia (chitin, n = 1.52).
Thus, more light enters the eye, which is beneficial for moths as
they are nocturnal and active in low light conditions. However,
the Mourning Cloak is a diurnal butterfly, active during the day
where low-light vision improvement may not be the most
important. Nevertheless, the Mourning Cloak butterfly could
benefit from less glare of the eye due to reduced reflection,
which perhaps provides some protection from predators.
However, a reduced eye reflection does not necessarily require
ordered nipple arrangements.
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Space filling due to the curved surfaces of the ommatidia could
be another reason for the preference of coordination defects. If
the intent is to create the highest possible density of nipples on
the eye, a perfectly flat closed-packed crystal must include
some sort of defects when curvature is introduced. In fact,
nature uses this trick quite often to introduce curvature into
hexagonal closely packed structures. For example, the combs of
honey bees and social wasps, which also make use of space-
filling hexagonal patterns, show interruptions to adjust for
curvature, confined boundary conditions, or transition zones
from smaller to larger cells [1]. Sometimes four-sided cells are
found, but most commonly it is a row of five-sided cells that
accommodates such obstructions. However, configurations of
rows of several 5-fold coordination defects were not found in

the nipple structures of the Mourning Cloak butterfly.

If the purpose of the CSL lattices is to create special properties
of the eye, it is likely associated with an optical function. One
such function could be a diffraction capability making the eye
sensitive to diffraction phenomena for certain wavelengths.
Table 2 shows the distances between rows of CSL sites for the
three X boundaries X7, £13 and X19.

Table 2: Distances between coincident sites on the eye of the
Mourning Cloak butterfly.

b2 grating distance (nm)
. dq =529
dp =917
dy=721
13 !
dp = 1249
dy =872
19 1=8
dp = 1509

If diffraction of light is indeed a primary role of the superlat-
tices formed on this butterfly eye, the various CSLs could
provide diffraction gratings that are sensitive to selective wave-
lengths in the visible and infrared wavelength range. It is
suggested that a future study should be concerned with optical
measurements to explore if there is indeed any wavelength
sensitivity due to diffraction as a result of this unusual structure.

Although completely different in nature, the 5—7 coordination
defects found as the most common defect in the Mourning
Cloak butterfly eye are topologically similar to some of the
defects found in other structures with closest packing. For
example, in hexagonal graphene and carbon nanotubes,
Stone—Wales 5-7 defects [25-27] have been found in numerous

studies. Rows of 5—7-7-5 defects and other combinations have
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also been associated with grain boundaries in such structures
[27]. Coordination defects are also common in other curved
surfaces with closest packed structures such as polymer colloids
assembled on water or oil droplets [28,29]. The importance of
5-7 topological coordination-number defects has further been
discussed for the cases of grain growth in polycrystalline ma-
terials and the stability of periodic cellular structures [30,31].
All these examples show that, from a topological point of view
there are similarities between inorganic materials and living
structure patterns that should be further explored, as suggested
earlier [32].

Experimental

The Mourning Cloak butterfly used in the current study was
received from Thorne’s Insect Shoppe Ltd, London, Ontario. It
was collected in July 2008 at Miner’s Bay, Ontario. The head of
the butterfly was separated, mounted on a holder and carbon
coated. Scanning electron micrographs were taken in a Hitachi
4500 field emission scanning electron microscope operated at
5 kV acceleration voltage. Micrographs were taken at various

locations in contamination/macro-defect-free regions.
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Synthetic diamond films can be prepared on a waferscale by using chemical vapour deposition (CVD) on suitable substrates such as

silicon or silicon dioxide. While such films find a wealth of applications in thermal management, in X-ray and terahertz window

design, and in gyrotron tubes and microwave transmission lines, their use for nanoscale optical components remains largely unex-

plored. Here we demonstrate that CVD diamond provides a high-quality template for realizing nanophotonic integrated optical

circuits. Using efficient grating coupling devices prepared from partially etched diamond thin films, we investigate millimetre-sized

optical circuits and achieve single-mode waveguiding at telecoms wavelengths. Our results pave the way towards broadband optical

applications for sensing in harsh environments and visible photonic devices.

Introduction

Integrated photonic circuits are of tremendous interest because
they allow for realizing complex optical functionality in a
compact and scalable fashion [1]. Alignment and stability issues
commonly encountered in free-space setups can be avoided by
moving to a chip-based architecture, in which photonic building
blocks are laid out in much the same fashion as electronic integ-
rated components. One of the most prominent materials for
integrated optics is silicon, because of the availability of high-

quality substrates, established fabrication routines, and a high

refractive index [2-4]. For waveguiding in the telecommunica-
tions transmission window, thin silicon layers (surrounded by
cladding material of lower refractive index) are required, which
has led to the establishment of silicon-on-insulator (SOI) as a
primary platform for nanophotonics [5,6]. However, silicon
only provides a relatively small bandgap of 1.1 eV, which
prevents waveguiding below 1100 nm. Furthermore, silicon is
plagued be free-carrier absorption [7], which presents signifi-

cant challenges for high-power applications and nonlinear

300

O


http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:wolfram.pernice@kit.edu
http://dx.doi.org/10.3762%2Fbjnano.4.33

optics. Some of these material shortcomings can be addressed
by using chalcogenide-based devices for realizing tunable
photonic circuits [8-10]. Alternatively, material systems with a
wider bandgap are also actively pursued to extend the capabil-
ities of photonic integrated circuits. Among the various options,
group-III/IV nitride semiconductors, such as silicon nitride
(=5 eV), gallium nitride (3.37 eV) and aluminium nitride (AIN,
6.14 eV), have been investigated [11-13]. Because of their
larger bandgap, these materials allow for waveguiding through-
out the visible spectrum and do not suffer from free-carrier-
based absorption effects or instabilities. While waveguiding at
visible wavelengths is of importance for applications in bio-
logical sensing and spectroscopy, materials that also provide
transparency in the long-wavelength range are equally sought
after. In this respect CVD diamond has found a wealth of
applications for the fabrication of windows that permit trans-
mission in the long-IR or microwave regions [14]. In addition,
diamond provides attractive material properties, such as
biocompatibility, chemical inertness, high thermal conductivity,
and mechanical hardness [15]. In addition, a large bandgap of
5.5 eV also makes diamond a prime candidate for the realiza-
tion of optical components [16]. To date, the possibility of
fabricating nanophotonic devices out of diamond has mainly
been explored in single-crystalline substrates [17-22]. In order
to make suitable waveguides, single-crystal diamond foils are
transferred onto oxidized silicon carrier wafers and
subsequently etched down to the target thickness of a few
hundred nanometres. This elaborate procedure inherently limits
the size of the available substrates (and thus also the later
photonic devices) and provides limited device yield.

Here, in contrast, we employ direct deposition of CVD diamond
thin films as a convenient alternative for realizing wafer-scale
diamond substrates for integrated optics. Using microwave-
enhanced CVD we prepare diamond-on-insulator templates up
to six inches in diameter, without the need for further post-
growth treatment or thinning. In microcrystalline films we
demonstrate waveguiding over millimetre distances in the fibre-
optics C-band. To characterize our platform, we design effi-
cient grating couplers, which provide out-of-plane access to
integrated photonic circuits with insertion loss of —5.0 dB. Our
approach holds promise for transferring established silicon
photonics technology to a diamond platform for applications in

broadband optics and biological sensing.

Results

Fabrication of diamond photonic circuits

Diamond provides a relatively high refractive index of 2.4,
which is well suited for tightly confining light in subwavelength
structures [16]. In order to prevent radiative loss into the

surrounding medium, the diamond waveguiding layer needs to
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be surrounded by a material of lower refractive index. Here in
analogy to silicon-on-insulator (SOI) substrates we employ
silicon dioxide as the lower buffer layer and air as the top clad-
ding, to realize diamond-on-insulator (DOI) substrates [17,19].
Commercial, high-purity silicon wafers with atomically flat
surfaces are thermally oxidized to a thickness of 2 pm. The
resulting amorphous silica provides the later buried oxide and
serves as the template for the CVD diamond overgrowth. The
oxide thickness is chosen to provide optimal coupling effi-
ciency for the grating structures described further below. A
diamond nanoparticle seed layer is deposited onto the SiO, film
to initiate growth of polycrystalline diamond. We employ ultra-
sonification for 30 minutes in a water-based suspension of ultra-
dispersed (0.1 wt %) diamond nanoparticles of typically
5-10 nm diameter to ensure uniform coverage of the under-
lying oxide surface [23]. Then the samples are rinsed with
deionized water and methanol for cleaning and residual particle
removal. After drying under nitrogen, the wafer is transferred
into an ellipsoidal 915 MHz microwave plasma reactor [24].
Diamond films with a target thickness of 600 nm are grown at
1.8 kW microwave power. As feeding gas we employ a mix-
ture containing 2% methane and 98% hydrogen at a base pres-
sure of 80 mbar and a substrate temperature of 850 °C. Sub-
strate rotation is applied to avoid angular nonuniformities
arising from the gas flow. Growth rates are typically in the
range of 1-2 pm/h. The diamond film thickness is controlled by
timed growth combined with in situ interferometric measure-
ment to allow for precise thickness monitoring. Because the
growth rate is moderate and reproducible, the final film thick-
ness can be controlled with high precision. After growth, the
samples are cleaned in concentrated HNO3/H,SO4 to remove

remaining surface contamination.

Following the film growth the resulting DOI substrates are
inspected for thickness uniformity and surface roughness. We
employ atomic force microscopy (AFM) and scanning electron
microscopy (SEM) imaging to estimate the CVD diamond grain
size and height distribution. A typical measured surface profile
is shown in Figure 1a. From the AFM scan we obtain a mean
roughness of 15 nm and a typical grain size on the order of
100 nm. The surface roughness leads to occasional diamond
peaks that extend out of the surface. In order to structure the
diamond layer for the creation of photonic devices, we there-
fore employ a thick photoresist, which uniformly covers the
entire diamond surface and does not leave any peaks unpro-
tected. Here we use the negative-tone electron beam (e-beam)
lithography resist Fox15, which is spun onto the prepared
wafers to a thickness of 400 nm. After exposure, Fox15 cross-
links to a silica-like inorganic matrix, which provides good
etching resistance as well as high spatial resolution during

e-beam writing.
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Silicon dioxide

Figure 1: (a) AFM image of the as-grown surface of microcrystalline diamond-on-insulator substrates. Mean surface roughness of 15 nm rms is deter-
mined. (b) Cross-sectional SEM image of a nanophotonic waveguide cut by focussed-ion-beam milling. The diamond, e-beam resist, and buried oxide

layers are marked in a false-colour overlay.

Photonic circuitry is designed and written into the Fox15 layer
by using a JEOL 5300 50 kV e-beam system. After developing,
the written structures are transferred into the diamond thin film
by reactive ion etching (RIE) on an Oxford 80 system. We use
oxygen/argon chemistry at high bias voltage in order to obtain
highly anisotropic etching. Typical etch rates are around
25 nm/min, allowing us to precisely reach a desired etch depth.
A false-colour SEM image of a typical ridge waveguide fabric-
ated this way is shown in Figure 1b. Focussed ion beam (FIB)
milling is used to cut through a waveguide cross-section, which
is the reason for the line features at the edge of the waveguide.
The FIB image reveals that the sidewalls resulting from the
etching are near vertical, illustrating that the etch recipe is
indeed highly anisotropic. Also visible in the image is the
residual e-beam resist (labelled HSQ for Hydrogen silsesqui-
oxane) on top of the waveguide.

Design of focussing grating couplers

We fabricate nanophotonic waveguides with a width of
1000 nm using the procedure outlined above. Here we employ
partially etched ridge waveguides as shown in the image in
Figure 1b. By using such a waveguide geometry, the optical
mode is confined more deeply into the diamond thin film
compared to fully etched strip waveguides. This way, scat-
tering effects due to the remaining surface roughness are
reduced. Furthermore, we do not remove the Fox15 silica layer
on top of the waveguide, which provides a further alleviation of
scattering on the diamond top surface.

In order to access the optical properties of the ridge wave-
guides light needs to be transmitted through on-chip devices.
While traditional butt-coupling using optical fibres aligned to
cleaved facets of photonic chips is commonly employed [25],

such an approach requires careful positioning of the
input—output fibres with respect to the waveguide, which is time
consuming and not suitable for the investigation of large
numbers of devices. Therefore, we employ an alternative ap-
proach using grating couplers, which scatter light propagating
inside the diamond waveguide out of plane [26]. As a result,
scattered light can be collected from the top of the chip, which
makes the assessment of many devices on a chip much easier.
We use focussing grating couplers as shown in the SEM image
in Figure 2a. The design consists of a Bragg grating, that scat-
ters light to first order into and out of the waveguide and then
focusses it into the onset of the waveguide. The coupler
provides a coupling bandwidth of 50 nm centred around a mean
wavelength that is determined by the grating period [27,28]. As
shown in the optical micrograph in Figure 2b we employ two
grating couplers connected by a nanophotonic waveguide in
order to assess the transmission properties of the device. The
circuit is aligned to two optical fibres bundled into a fibre array
with a fixed separation between the fibre cores.

To measure transmission through the device, light from a
tunable laser source covering the wavelength range from
1510 nm to 1620 nm (New Focus Venturi 6600) is coupled into
the input fibre. After propagating through the photonic device
and being collected with a second fibre at the output coupling
port, the transmitted signal is recorded with a low-noise
photoreceiver (New Focus 2011). The device is aligned against
the fibre array using a computer-controlled motorized three-axis
piezo stage.

Typical spectra recorded from devices as shown in Figure 2b

are shown in Figure 3a. The coupler provides a 3 dB coupling
bandwidth of 50 nm centred in the fibre-optics C-band at
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Figure 2: (a) SEM image of a fabricated focussing grating coupler. Light propagating through the incoming waveguide is scattered out of plane and
collected by an optical fibre aligned to the grating section. (b) Optical microscope image of a fabricated chip containing several grating couplers
connected by nanophotonic waveguides. The circuits enable characterization of the transmission profile of the grating couplers.

1555 nm. For optimized grating couplers we find a best coup-
ling efficiency of —5.0 dB, which is on par with or slightly
better than comparable structures reported in SOI [29]. For use
at different wavelengths the coupler bandwidth can be shifted
by adjusting the period of the grating. As shown in Figure 3b,
the central coupling wavelength varies almost linearly with
increasing grating period. The data is obtained by fitting meas-
ured spectra from different circuits of varying period with a
Gaussian profile to extract the central coupling wavelength.

The coupler efficiency is strongly dependent on the depth of the
grating etched into the diamond thin film. Therefore we
fabricate several rounds of devices that are etched to different

depths in order to find optimal coupling performance. In
Figure 3c we show measured results for devices with varying
etch depth. The best coupling efficiency of —5.0 dB per coupler
is found for devices that are etched half way into the diamond
layer (300 nm deep in our case). For weakly etched gratings the
maximum coupling efficiency measured in the tuning range of
the laser increases up to a depth of 300 nm. Upon further
etching, the coupling efficiency decreases, due to increasing
modal mismatch with the intensity profile of the input-coupling
fibre. However, for each etching depth the linear dependence of
the central coupling wavelength on the grating period is main-
tained. Therefore we select partial etching down to 300 nm as
the default structure for the following section.
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Figure 3: (a) Measured transmission spectrum of typical grating coupler devices. Best coupling loss at the central coupling wavelength of 5.0 dB is
obtained. (b) The measured dependence of the central coupling wavelength on the grating period, which allows us to target specific wavelength
windows over the coupler bandwidth of 50 nm. (c) The measured coupling efficiency for a pair of grating couplers in dependence of fill factor and etch
depth. Optimal performance is obtained for gratings etched half way through the diamond layer.
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Measurement of long waveguide devices
Having established a robust fabrication and measurement ap-
proach for diamond nanophotonic circuits we fabricate devices
containing long waveguides in order to estimate the propaga-
tion loss on-chip. We fabricate photonic circuits with a wave-
guide length up to 4.6 mm. To accurately measure the propaga-
tion loss through such waveguides we design a three-terminal
photonic circuit. Light coupled into the input waveguide is split
evenly by using a 50/50 Y-shaped beam splitter. Half of the
light is then guided towards a reference-grating coupling port.
The other half of the light propagates through the long wave-
guide and is then collected at a third output port. By measuring
the transmission through both the reference port and the output
port we can thus perform balanced detection of the properties of
the long waveguide. By normalizing the output intensity to the
reference intensity, the coupling loss occurring at the grating
coupler can be eliminated. Taking into account the propagation
length of the reference arm, we then obtain a nominal propaga-
tion loss of 5.3 dB/mm. This value is a factor of five smaller
than the propagation loss reported in [30]. As obvious from the
AFM image in Figure la, the measured loss is likely due to
scattering at the surface due to roughness. Such scattering loss
can be quantitatively estimated by using the Payne—Laycey
model [31,32]. The scattering loss a (in units of dB/unit length)
scales quadratically with the surface roughness o as

o o

=434 gL
kod*n 2

where k is the free space wave vector, 2d is the height of the
waveguide and n the refractive index of the waveguiding layer.
The factor k = gf/\/E consists of the analytical function g,
which depends on the waveguide geometry and the function f,
which depends on the index step of the waveguide and the
correlation length of the surface roughness. Depending on the
statistics used to describe the surface roughness, k is bounded
and an upper limit for a can be determined. For our waveguide
geometry and the measured rms roughness of 15 nm the upper
bound for scattering at the surface roughness is calculated as
0 < 6.0 dB/mm for exponential statistics or o < 9.4 dB/mm for
Gaussian statistics, which is on the same order as the measured
value for propagation loss in the diamond ridge waveguides.
Since scattering loss is the dominant loss channel, in future
work further improvement of the propagation loss will be
possible by using surface polishing procedures to reduce the
as-grown surface roughness.

Discussion
Our implementation of wafer-scale diamond-on-insulator

substrates offers new possibilities for nanophotonic integrated

Beilstein J. Nanotechnol. 2013, 4, 300-305.

circuits. In contrast to existing opinions, we show that micro-
crystalline CVD diamond provides a viable platform for fabric-
ating nanophotonic waveguides. Here we have demonstrated
essential components for the investigation of optical function-
ality on chip, including efficient coupling ports, optical wire
waveguides, and on-chip beam splitters. The possibility to
deposit diamond thin films on high quality substrates with
diameters of commercial relevance enables the design and
layout of large photonic circuits on-chip. Because of the broad-
band transparency of diamond and the good thermal properties,
such devices may also be driven at high optical input power.
Thus, our approach holds promise for the realization of optical
functionality that is currently not available in silicon techno-
logy. While our initial demonstration proves the viability of the
concept, in future work advanced concepts from the nano-
photonic community may also be ported to our diamond plat-
form in order to make DOI a new addition to integrated optics.
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The magnetic and electronic properties of single-molecule magnets are studied by X-ray absorption spectroscopy and X-ray

magnetic circular dichroism. We study the magnetic coupling of ultrathin Co and Ni films that are epitaxially grown onto a Cu(100)

substrate, to an in situ deposited submonolayer of TbPc, molecules. Because of the element specificity of the X-ray absorption

spectroscopy we are able to individually determine the field dependence of the magnetization of the Tb ions and the Ni or Co film.

On both substrates the TbPcy molecules couple antiferromagnetically to the ferromagnetic films, which is possibly due to a super-

exchange interaction via the phthalocyanine ligand that contacts the magnetic surface.
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Introduction

Molecular spintronic devices as building blocks for future appli-
cations in information technology may be a big improvement
and lead to higher efficiency [1-9]. Therefore several groups
have studied the properties of potential organic molecules inten-
sively over the past few years. Single-molecule magnets
(SMMs) meet the requirements because of their magnetic rema-
nence at low temperature without the need for long-range
ordering. While most of the well-known SMMs consist of
several interacting metal ions [10-13], bis(phthalocyaninato)
terbium(I1) (TbPc;) has only one rare-earth ion, coordinated by
two organic phthalocyanine ligands consisting of nitrogen,
carbon and hydrogen atoms (Figure 1a). The SMM properties
arise simply from the single ion anisotropy of the Tb ion ex-
hibiting a total angular momentum of J = 6 [14]. The crucial
point with regards to the applicability of magnetic molecules for
industrial usage is the control of the magnetic properties. Mn-
and Fe-porphyrin molecules were successfully coupled to ferro-
magnetic thin films, leading to the alignment of the magnetic
moments of the metal ions parallel to the film [15-17] or
antiparallel due to an interlayer of oxygen [18,19]. Recently, it
was shown that TbPc, molecules can be magnetically coupled
to a ferromagnetic Ni substrate [20]. The magnetic anisotropy
and field dependence were also studied for TbPcj in a
submonolayer on Cu(100) [21] and on antiferromagnetic
substrates [22]. Spin quantum tunnelling at zero magnetic field
leads to vanishing magnetization of the molecules, showing
typical butterfly hysteresis [23-25]. Only at very low tempera-
tures below 4 K is the relaxation slow enough for observation of
magnetic remanence [26]. Here we demonstrate that it is
possible to block this relaxation and conserve the magnetiza-
tion without any external field by coupling the molecules to a
ferromagnetic substrate. By X-ray absorption spectroscopy and
X-ray magnetic circular dichroism we study the electronic and
magnetic properties of a submonolayer coverage of TbPcy mol-
ecules on ultrathin Co and Ni films, focusing on the magnetic
coupling between the substrate and the molecules.

Cobalt/Nickel

Cu(100)

Figure 1: (a) The TbPc, molecule, consisting of two parallel phthalo-
cyanine planes with the Tb ion centred in between and (b) a schematic
illustration of the sample studied.

Beilstein J. Nanotechnol. 2013, 4, 320-324.

Results and Discussion
X-ray absorption spectroscopy of TbPc, mol-

ecules

Figure 2 shows spectra of circularly polarized (top) and linearly
polarized X-rays (bottom) and the corresponding circular or
linear dichroism at the Tb My 5 absorption edges of TbPc; on
Cu(100). The XMCD signal has the shape typical for a Tb3"
ion, in agreement with what has been already reported for this
molecule [20,21,24,25]. The high XMCD intensity at the Ms
edge and the low intensity at the My edge indicate the large
orbital moment of the Tb ion [27,28]. From the X-ray linear
dichroism (XLD) at 45° X-ray incidence, one can deduce the
orientation of the molecules. The typical shape at the M5 edge,
with the sign changing from negative to positive, indicates that
the molecules lie flat, with the phthalocyanine planes parallel to
the surface, as expected for the submonolayer coverage [25].
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Figure 2: X-ray absorption spectra of the Tb My 5 edges for a
submonolayer TbPcy/Cu(100), measured at T2 10 Kand B=6 T. The
top shows the spectra for circularly polarized X-rays (black and red)
and the p* — p~ = XMCD signal (blue) at perpendicular photon inci-
dence (0°). The bottom figure shows the linearly polarized absorption
spectra for an incidence angle of 45°. The red line corresponds to
vertical polarization, where the electric field vector is parallel to the
sample plane. The black line corresponds to horizontal polarization
with an angle of 45° between the electric field vector and the sample
surface. The blue line is the difference, i.e., the py — py = XLD signal.
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Magnetic coupling on a Ni surface

The 15 ML thick Ni film has a well-defined easy magnetic axis
perpendicular to the plane [29] and the TbPc, molecule is
known for its large magnetic anisotropy with the easy axis of
magnetization perpendicular to the phthalocyanine plane [21].
Thus, the easy axis of the molecules is parallel to the one of the
underlying Ni film. From the field-dependent XMCD at both Tb
Mj and Ni L3 absorption edges presented in Figure 3, the influ-
ence of the Ni film on the magnetization of the molecules is
visible. While the magnetic moments of Tb align parallel to the
external magnetic field when the field is strong enough, they
align antiparallel in a small magnetic field. This antiparallel
alignment is caused by the magnetic coupling to the Ni sub-
strate. At the top of Figure 3 one is able to identify the coupling
by the magnetization sign changes. The signal crosses zero
three times, twice when the exchange field and the external field
cancel out each other and once when the Ni magnetization
crosses zero. In the image below the coupling is even more
visible. In this very small region around zero, one can see the
remanence of the Ni substrate. For the Tb signal there is rema-
nence as well, but with the opposite sign. The magnetization
direction for Ni and Tb switch exactly at the same external field
of about £0.01 T, demonstrating the interaction between the
molecules and the Ni film. Please note that the connecting lines
for the Ni data in the upper picture of Figure 3 do not represent
the Ni hysteresis curve, because of the low density of magnetic
field steps. A more precise representation of the Ni hysteresis
and the corresponding coercive field can be seen in the lower
figure. Since the identical system was investigated by Lodi
Rizzini et al. [20], it is remarkable that we obtain a significant
difference in the exchange field and the amplitude of the
antiparallel signal at the Tb M5 edge, probably as a result of a
weaker coupling. However, the main issue of the present manu-
script is the demonstration of an antiferromagnetic coupling of
rare-earth—Pc, molecules to ferromagnetic substrates. The quan-
titative analysis of the antiferromagnetic coupling strength goes
beyond the scope of this manuscript. This can be achieved by
experimental investigation by means of a detailed temperature-
dependent XMCD study together with comparison to ab initio
calculations, e.g., by utilizing density functional theory (DFT).

Magnetic coupling on a Co substrate

The important difference between the Co and the Ni substrate is
the orientation of the magnetic easy axis that is parallel to the
surface for the 10 ML thick Co film [30]. The magnetic
coupling between the Co substrate and the molecule is there-
fore only between the out-of-plane component of the Co
magnetization. The parallel component cannot polarize the mol-
ecules because of their large magnetic anisotropy [20]. The top
graph of Figure 4 shows the magnetic signal of Tb in an
external field between —6 T and 6 T. The shape is dominated by
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Figure 3: Element-specific field-dependent magnetization for the
sample TbPcy/Ni/Cu(100). The blue line is the magnetization curve at
the maximum XMCD intensity of the Ni L3 edge (852.5 eV), the black
line is at the Tb M5 edge (1235.4 eV). The top figure shows the curves
from =1 T to 1 T and the bottom figure presents a zoom between
-0.04 T and 0.04 T. The measurements were performed at T =8 K
under normal X-ray incidence (0°).

a paramagnetic signal that one would expect for a free mole-
cule at a temperature of 7 = 10 K. But close to zero field the
superposition of a second contribution becomes visible. In order
to highlight the contribution, we subtracted the magnetization
signal expected for the free molecule, which is simply a linear
background at this temperature. The outcome is the lower graph
of Figure 4. Compared to the Co magnetization curve (red line),
one can see the antiparallel signal of the Tb magnetization. This
antiferromagnetic contribution is very small compared to the
dominating paramagnetic signal, because the Co magnetization
direction is not in the direction of the molecular easy axis. If a
very large coupling strength between the molecules and the Co
substrate exceeds the magnetic anisotropy barrier, the magnetic
moment of Tb could be forced in the plane. However, because
of the large magnetic anisotropy barrier of the TbPc, molecules
of 73 meV [20,31], we expect the magnetic moment of the Tb
ions not to be forced to the in-plane direction by the Co magne-
tization since the coupling energies presented in [20] are in the
regime of 1 meV. Nevertheless, this needs to be demonstrated,

e.g., by angle-dependent measurements. In addition, the calcu-
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lated coupling strength compared to the anisotropy energy
would answer this question. But as mentioned above, this goes
beyond the scope of this manuscript. Another reason for a
smaller antiferromagnetic coupling strength may be the higher
temperature for the measurements on Co (T > 10 K) than on Ni
(8 K). This temperature difference may cause changes in the
field dependence of the XMCD, because a significant tempera-

ture dependence of the magnetic coupling is expected [20].
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Figure 4: Magnetization curves for the sample TbPc,/Ni/Cu(100). The
top figure shows the magnetization curve at the maximum of the M5
edge of Tb (1235.4 eV) from -6 T to 6 T. In the bottom figure one can
see the magnetization curve at the maximum of the L3 edge of the Co
XMCD signal (778 eV) (red line) and the Tb M5 curve after subtraction
of a linear signal (black curve). The measurements were performed at
perpendicular X-ray incidence at T = 10 K.

Conclusion

We have shown that the magnetic moments of TbPc, mol-
ecules can be ordered by coupling to a ferromagnetic substrate.
At a temperature of 8 K it is possible to get a remanent magneti-
zation, originating from an antiferromagnetic coupling to the Ni
substrate. We observe an antiferromagnetic coupling also on the
Co substrate, whose magnetic easy axis is in the plane and thus
perpendicular to the one of the terbium(III) total angular
momentum of J = 6. This antiferromagnetic contribution is
much smaller than on the Ni film, partially due to the higher
measuring temperature, but primarily because of the large
magnetic anisotropy of the molecule. Therefore the magnetiza-

tion curve is dominated by the paramagnetic signal.

Beilstein J. Nanotechnol. 2013, 4, 320-324.

Experimental

The samples were prepared in situ at a base pressure of
10719 mbar directly before the measurements. By cycles of Ar*
bombardment and annealing the Cu(100) surface was cleaned.
Afterwards the ferromagnetic films were grown epitaxially via
electron beam evaporation. The 10 ML thick Co film was
produced with a rate of 0.5 ML/min and the 15 ML thick Ni
film with a rate of 0.3 ML/min. The TbPc, molecules were ther-
mally evaporated at a temperature of about 400 °C from a
Knudsen cell onto the substrate held at room temperature.

The XAS measurements of the system TbPc,/Co/Cu(100) were
performed in magnetic fields up to 6 T at the DEIMOS beam-
line at the synchrotron SOLEIL, the XAS measurements of the
system TbPcy/Ni/Cu(100) in a magnetic field up to 4 T at the
ID08 beamline at the ESRF. The lowest possible temperature
was reached by cooling with liquid helium (7' = 4 K), while the
real temperature at the sample was limited by the quality of the
thermal contact, leading to temperatures above 4 K. In detail we
were able to measure at 7~ 8 K at the ESRF and 7> 10 K at
SOLEIL, although the temperature at the sample holder was
4 K.

To determine the thermal stability of TbPc,, the sample was
exposed to high-temperature sublimation under high vacuum in
the sublimation apparatus consisting of a tube flask dipped into
a heating mantle and a condenser. This method is carried out by
heating 80 mg of the crude solid, while simultaneously evacu-
ating the system. Upon reaching 400—420 °C at the bottom of
the round flask and at a standard pressure in the system of about
2.8:1072 mbar, the sublimate appears on the cooled condenser.
After 40 min about half of the crude solid was collected on the
condenser. Both the sublimate and the residual molecules in the
tube flask were exposed to mass-spectrometric and spectro-
scopic analysis as was the rest of the sample from a Knudsen
cell. MALDI-TOF and UV-vis spectra did not reveal any
difference compared to the initial sample. The presence of a
binuclear complex (Tb,Pc3) in the MALDI-TOF spectrum as an
evidence of thermal degradation was detected only in the rest of
the sample in the tube flask after exposure to more than 450 °C
for not less than 30 min. This allows us to assert that sublima-
tion at 400 °C leaves the molecules unaffected.
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Abstract

The influence of the grain boundary (GB) specific area sgg on the appearance of ferromagnetism in Fe-doped ZnO has been
analysed. A review of numerous research contributions from the literature on the origin of the ferromagnetic behaviour of Fe-doped
ZnO is given. An empirical correlation has been found that the value of the specific grain boundary area sgg is the main factor
controlling such behaviour. The Fe-doped ZnO becomes ferromagnetic only if it contains enough GBs, i.e., if sgp is higher than a
certain threshold value sg, = 5 x 10* m%/m3. It corresponds to the effective grain size of about 40 pm assuming a full, dense ma-
terial and equiaxial grains. Magnetic properties of ZnO dense nanograined thin films doped with iron (0 to 40 atom %) have been
investigated. The films were deposited by using the wet chemistry “liquid ceramics” method. The samples demonstrate ferromag-
netic behaviour with Jg up to 0.10 emu/g (0.025 pug/f.u.ZnO) and coercivity H, = 0.03 T. Saturation magnetisation depends
nonmonotonically on the Fe concentration. The dependence on Fe content can be explained by the changes in the structure and
contiguity of a ferromagnetic “grain boundary foam” responsible for the magnetic properties of pure and doped ZnO.
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Introduction

The possibility of ferromagnetism (FM) in oxides has been
widely debated since 2000. In their theoretical work, Dietl et al.
discussed the chances for oxides to possess saturation of
magnetisation in an external magnetic field, coercivity, and a
Curie temperature above room temperature (RT) [1]. According
to their theory, FM could appear if one dopes the oxides (espe-
cially ZnO) with “magnetic” atoms such as Co, Mn, or Fe. Such
transition-metal (TM) ions induce FM ordering into a magnetic-
ally polarized oxide lattice modified by doping. After publica-
tion of their paper [1] a lot of theoretical and experimental
works were carried out in order to find the “promised” FM
behaviour of zinc oxide (see [2-6] and references therein). How-
ever, the obtained results were quite contradictory. Several
teams of experimentalists reported observations of weak but
quite reproducible ferromagnetism. Other research groups never
succeeded in synthesizing ferromagnetic ZnO. The huge interest
in FM in ZnO is because it is a cheap semiconductor that is
widely used in various devices and technologies. The FM
behaviour, in addition to the attractive optical and semicon-
ductor properties, could open the way for the future applica-
tions of FM ZnO in spintronics [2]. Recently we proposed an
explanation for the contradictory results in the investigations of
FM ZnO [6]. We observed, that FM behaviour does not appear
in bulk ZnO (even doped by Mn or Co), but only in polycrystal-
line samples with very high specific area sgg of grain bound-
aries (GBs), i.e., the ratio of GB area to grain volume [6]. Only
in the case where the specific area of grain boundaries in ZnO
exceeds a certain threshold called sy, does the ferromagnetism
appear. If sgp is high enough, even the doping by TM ions is
not essential, and FM appears in pure, undoped ZnO. The view-
point that GBs are the reason for FM in ZnO became generally
accepted in the past few years [3,7-16]. Therefore, it is
important to continue the investigations into the GB-induced
ferromagnetic behaviour of TM-doped ZnO. We were able to
observe the FM behaviour even in pure ZnO due to the
extremely small grain size in our films deposited by the original
method of so-called “liquid ceramics”, which is based on the
application of organic acids for the solution of metallic ions for
pure and Mn- and Co-doped ZnO [6,17,18].

The observed dependence of the saturation magnetization of
Mn- and Co-doped ZnO on the Mn and Co concentration
showed complicated nonmonotonic behaviour [17,18]. The
concentration dependence for Co-doped ZnO films has one
maximum [18], and the concentration dependence for
Mn-doped ZnO films has two maxima [17]. The shape of the
dependence of the saturation magnetization on the Mn and Co
concentration is different for the Mn- and Co-doped nano-
grained ZnO manufactured by different methods. It is most

probably controlled by the topology of the GB network (ferro-
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magnetic GB foam) in the ZnO polycrystals. Our findings
strongly suggest that GBs and related vacancies are the intrinsic
origin of RT ferromagnetism. We can also suppose another
reason for the fact that the concentration dependence of the
saturation magnetization for Co-doped ZnO films has one
maximum [18], and the concentration dependence for
Mn-doped ZnO films has two maxima [17]. It is probably due
to the fact that cobalt demonstrates only one oxidation state
Co®" whereas manganese can possess several oxidation states,
namely +2, +3 and +4 [17,18]. Together with cobalt and
manganese, iron is one of the most important dopants in ZnO.
Similar to manganese, iron has different oxidation states (FeZ"
and Fe3™). This fact prompts us to check, whether the concen-
tration dependence of the saturation magnetization for Fe-doped
ZnO films has one or two maxima. Therefore, the goals of this
work are to determine the threshold value sy, of the specific GB
area for Fe-doped zinc oxide and to analyse experimentally the
influence of Fe on the saturation magnetization of ZnO in a
broad interval of Fe concentrations.

Experimental

Pure and Fe-doped ZnO thin films consisting of dense equiaxial
nanograins were produced by using the novel method of liquid
ceramics [19]. Zinc(II) butanoate diluted in an organic solvent
with zinc concentrations between 1 and 4 kg/m> was used as a
precursor for the preparation of pure ZnO films. For the ZnO
films that were doped with 0.1, 5, 12, 20, 31, and 40 atom % Fe,
zinc(Il) butanoate solution was mixed with an iron(III)
butanoate solution in suitable proportions. The butanoate
precursor was deposited onto (102) single-crystalline sapphire
substrates. Drying at 100 °C in air for about 30 min was fol-
lowed by thermal pyrolysis in an electrical furnace in air at
550 °C. The Zn and Fe content in doped oxides was measured
by atomic absorption spectroscopy in a Perkin-Elmer spectro-
meter and electron-probe microanalysis (EPMA). EPMA
investigations were carried out in a Tescan Vega TS5130 MM
microscope equipped by the LINK energy-dispersive spectro-
meter produced by Oxford Instruments. The presence of other
magnetic impurities, such as Mn, Co, and Ni, was below
0.001 atom %. During the long preparation procedure all
possible precautions were taken to exclude any additional FM
contaminations (for example, nonmagnetic ceramic scissors and
tweezers, etc., were used). It is known from the literature [20]
that the effect of a contaminated substrate can completely
conceal the ferromagnetic signal of ZnO itself. We carefully
measured the magnetization curves for bare Al,O3 substrates
and subtracted them from data for the substrates including ZnO
films. The films were transparent and sometimes with a very
slight greenish finish. The films had a thickness between 50 and

200 nm, determined using edge-on transmission electron micro-
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scopy (TEM) and EPMA. TEM investigations were carried out
on a Jeol JEM—4000FX microscope at an accelerating voltage
of 400 kV. X-ray diffraction (XRD) data were obtained on a
Siemens diffractometer (Cu Ko radiation). Evaluation of the
grain size D from the X-ray peak broadening was performed by
using the Scherrer equation [21]. The magnetic properties were
measured on a superconducting quantum interference device
(Quantum Design MPMS-7 and MPMS-XL). The magnetic
field was applied parallel to the sample plane (“in plane”). The
diamagnetic background signals, generated by the sample
holder and the substrate, were carefully subtracted, due to the
small absolute magnetic moments measured in the range of
1076 to 107% emu.

Results

Using the method of liquid ceramics, we deposited nanograined
(the size of equiaxial grains was 10 to 30 nm) and poreless pure
and Fe-doped ZnO thin films (see micrographs in Figure 1a). In
the samples with 0.1, 5, 12, and 20 atom % Fe only pure
quartzite grains are present, according to the studies with
selected area diffraction (Figure 1b), TEM and XRD. These
methods reveal the presence of ternary cubic zinc—iron oxide
ZnFe,04 in samples with 31 and 40 atom % Fe. No visible
texture can be observed in the deposited thin films, namely the
diffraction rings shown in Figure 1b are uniform without any

preferred orientations of ZnO grains.

The observed FM behaviour in doped nanocrystalline as well as
in dense ZnO films with 0.1 atom % Fe is depicted in Figure 2.
Shown is the pronounced FM indicated by the saturation of
magnetization (Jg = 0.10 emu/g or 0.025 pg/f.u.ZnO (units of
Bohr magnetons per formula unit of ZnO) above the applied
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field =1.5 T) and hysteretic behaviour with coercivity H; ~
0.03 T (see the inset). These magnetization and coercivity
values are close to those obtained by other methods for the
Fe-doped samples [22-47].
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Figure 2: Magnetization (calibrated in units of Bohr magnetons per
formula unit of ZnO) at RT for ZnO thin films doped with 0.1 atom % Fe
deposited on the sapphire substrate. The curve was obtained after
subtracting the magnetic contribution from the substrate and the
sample holder. The inset shows the magnified central part of the
magnetisation curve.

The saturation magnetization depends nonmonotonically on the
Fe concentration (Figure 3). It increases more than ten times
upon increase of the Fe content from 0 to 0.1 atom %. The
magnetization drops down on further increase in Fe concentra-
tion and becomes almost indistinguishable from the back-
ground at around 20 atom % Fe. Above a concentration of
20 atom % Fe the magnetization increases again and reaches a
value of about 0.09 emu/g (0.022 pg/f.u.ZnO) at 40 atom % Fe.

Figure 1: (a) Bright-field TEM micrograph of the nanograined pure ZnO thin film deposited on a sapphire substrate by the novel liquid ceramics
method. Electron diffraction pattern (b) shows only rings from the ZnO wurtzite structure; no texture is visible. Bright spots originate from the sapphire

substrate.
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Figure 3: Dependence of the saturation magnetization J5 (magnetic
moment in units of Bohr magnetons per ZnO formula units) on the Fe
concentration in ZnO nanograined polycrystals obtained by the “liquid
ceramics” method.

Discussion

We critically analysed the published papers on the search for
possible ferromagnetic behaviour in the Fe-doped ZnO [22-66].
The results are summarized in Figure 4 in a T-sgg plot (here T’
represents the annealing or synthesis temperature). They can be
divided into three groups, depending on the sgg value. First, the

samples obtained by the magnetron and ion-beam sputter depos-
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ition or pulsed laser deposition (PLD) having small and very
small grains are almost always ferromagnetic [22-47]. The
respective (filled) points are grouping in the right part of the
diagram in Figure 4. Second, the coarse-grained samples
synthesised by the conventional powder sintering method, bulk
single crystals or single-crystalline films are always diamag-
netic or paramagnetic [48-55]. They are positioned in the left
part of the diagram in Figure 4. In between one finds the third
group of the data, namely obtained for the samples produced by
chemical vapour deposition (CVD), solution combustion or wet
chemistry methods. They have intermediate properties and can
be either paramagnetic or FM [56-66].

We used different approaches in order to determine the value
SGB, the ratio of grain boundary area to volume, basing on the
published data [22-66]. Quite frequently the grain size has been
carefully measured in published works (using TEM micro-
graphs or XRD peak broadening) and directly quoted in the
text. For other works we estimated the grain size ourselves
basing again on the published TEM micrographs or XRD
spectra. In such cases the points in Figure 4 have substantial
error bars. The single crystals and single crystalline films
[26,49] have no GBs, and formally the sgg value is zero for
=4 x 10?
indicate such data in Figure 4 (open squares). If the samples

them. We choose the value of sgg m2/m? in order to

studied in the literature were poreless and contain equiaxial
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Figure 4: FM (full symbols) and para- or diamagnetic (open symbols) behaviour of Fe-doped ZnO in dependence on the specific GB area, sgg, the
ratio of GB area to volume, at different preparation temperatures T. A vertical line marks the estimated threshold value sy,. The enlarged symbol indi-
cates the experimental data obtained by the authors’ own investigations (for symbols and references see the text).
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grains with mean grain size D, we calculated the sgg as sgg =
1.65/D. This formula is true for the space optimally filled with
tetrakaidecahedrons (i.e., polyhedrons with 14 faces) [6]. It was
used for the samples obtained by sintering of conventional
[30,37,44,48-52,54,55,58,64] or nanopowders
[24,29,32,41,42,46,53,56,59,65,66], or for films obtained by
sol-gel method, pyrolysis, CVD or PLD [22,23,25,27,28,45]. If
the samples mentioned in the analysed papers were not poreless,
such as in the partly sintered powders (open and filled
diamonds) [29,32,37,44,50,52,53,56,59,62,65], nanorods, or
nanowires (open and filled down-triangles) [34,43,57,61], we
introduced the additional porosity coefficient, p, for the sgg. p
varies from 0 for nonsintered powders to 1 for the fully
compacted polycrystals. We estimated p values using the
published micrographs. In many cases the samples were pore-
less; however, the grains were not equiaxial but elongated
[31,33,38-40,60] or flattened [35,36,45,47,66] (open and filled
up-triangles). In these cases sgg = 1.65a/D, D is the mean grain
width and a is the aspect ratio (ratio of grain width to grain
height). For the flattened grains a > 1, for the elongated ones
a<l.

The results for Fe-doped ZnO are summarized in Figure 4 in a
T-sgg plot. Indeed, the results clearly reveal a dependence of
the FM behaviour on sgg. The samples are FM only for a
certain threshold value s¢,. For the Fe-doped ZnO sy, =
5 x 10* m%/m3. For pure ZnO sy, = 5.3 x 107 m?/m> [6], for
Mn-doped ZnO sy, = 2.4 x 10> m%/m?3 [6], and for Co-doped
7Zn0 sy, = 1.5 x 10° m%/m3 [18]. This means that the addition of
“magnetic” TM atoms to the pure ZnO did indeed drastically
improve the FM properties of pure ZnO, as originally supposed
in [1]. Moreover, Fe improved the FM properties of pure zinc
oxide more effectively than Co and Mn. For the transition from
paramagnetic to FM behaviour in the Fe-doped ZnO one needs
many times fewer GBs than in the Co- and Mn-doped ZnO. The
reason for the sy, difference for the pure ZnO and ZnO doped by
Fe, Mn and Co could be also the strong segregation of Fe, Mn
and Co in ZnO GBs. According to the estimations made in
[4,5], the GB concentration of Mn or Co in the ferromagnetic
nanograined samples can be several times higher than in the
bulk. Our samples (large filled circle in the right part of the
Figure 4) have very fine grains (10-30 nm). The grains are
almost the smallest among the Fe-doped ZnO samples reported
in the literature [22-66]. This means that the minimum in the
concentration dependence J(cpe) (Figure 3) or the minima in
the equivalent dependences Jg(cco) [18] and Jy(emy) [17] for
Co- and Mn-doped ZnO cannot be attributed to the fact that the
sGB value is larger than sy,. On the other hand, it follows from
Figure 3 that the sy, value could be different for different Fe
concentrations. In other words, s¢, = sih(cpe) is generally

concentration-dependent. For example for pure ZnO sy, =
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5.3 x 107 m?*/m3. This means that the value sy, = 5 x 104 m?/m?
(Figure 4) should be considered actually as the minimum

possible one for the iron-doped ZnO.

In Figure 4 only the synthesis temperature and specific area of
GBs are taken into account. However, the saturation magnetiza-
tion Jg of the doped ZnO depends on the dopant concentration
in a nontrivial manner (see for example [17]). In the case of
Co-doped ZnO we also observed a strong increase of Jg for
small amounts of Co added to pure ZnO [18]. The saturation
magnetization decreased again above 5 atom % Fe. The pres-
ence of only one maximum in Co-doped ZnO [18] in compari-
son with Mn-doped ZnO [17] can be explained by the fact that
the valence of Mn-ions changes from +2 to +3 and +4 with
increasing Mn content and in the Co-doped ZnO Co always
remains trivalent. Fe in ZnO can also change the valence from
+2 to +3 [42,47,64,65]. Indeed, we observe a similar strong
increase of Jg for small amounts of Fe added to pure ZnO
(Figure 3). Jg increases more than ten times by the increase of
Fe content from 0 to 0.1 atom %. The magnetization drops
down at further increase in Fe concentration and becomes
almost indistinguishable from the background at around
20 atom % Fe. The magnetization increases again above
20 atom % Fe and reaches a value above 0.09 emu/g
(0.022 ppg/f.u.ZnO) at 40 atom % Fe. However, we do not
observe a second drop of Jg with increasing Fe content (as took
place in Mn-doped ZnO). This means that the concentration
dependence of Jg in Fe-doped ZnO (Fe can be either di- or
trivalent) is indeed, as we supposed in the Introduction, in a
certain sense intermediate between the dependences for Co-
(always trivalent) and Mn-doped ZnO (the valence of Mn-ions

changes from +2 to +3 and +4 with increasing Mn content).

A strong increase of Jg by the addition of the first portions of
“magnetic” TM atoms to the pure ZnO appears to be a general
phenomenon, as reported in [17,18] and this work. At least, we
observed it in all three cases of Mn-, Co- and Fe-doping. This
means that the arguments of seminal work [1] are quite reason-
able. However, the important difference is that Dietl et al. [1]
predicted the transition to TM behaviour in bulk ZnO and, as
we can see from the Figure 4 and respective plots in [6] and
[18], the bulk ZnO (single crystals or coarse-grained polycrys-
tals) remains non-FM even after the strong doping. The pres-
ence of grain boundaries is critically important for the FM
behaviour of the zinc oxide. Moreover, it is specifically the
grain boundaries and not the free surfaces that are crucial for
FM behaviour. For example, it has been observed that the
nonsintered ZnO nanoparticles doped with 16 atom % Co
obtained by forced hydrolysis were not ferromagnetic [67]. This
was despite the fact that their grain size of 40 nm was well
below the threshold value of 1 pm for the Co-doped ZnO [18].
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However, the same powder becomes FM after annealing at
400 °C. The TEM investigations revealed that the annealing
leads to the partial sintering of nanoparticles [67]. In other
words, the annealing formed the grain boundaries and they, in
turn, caused the ferromagnetism.

In [4,5] we compared the adsorption of Co and Mn in GBs and
at free surfaces of zinc oxide. It has been observed that the pres-
ence of GBs and free surfaces drastically increases the total
solubility of Co and Mn in ZnO. For example, the second bulk
phase (Coy03 or Mn30y4) appears at 550 °C in single-crystal-
line or coarse-grained ZnO if the concentration of Co exceeds
2 atom % [4] and that of Mn exceeds 12 atom % [5]. In fine-
grained poreless ZnO films (D < 20 nm) the total solubility of
Co at 550 °C exceeds 33 atom % [4] and that of Mn exceeds
30 atom % [5]. In the fine-grained (D < 20 nm) powders only
free surfaces and almost no GBs are present. The solubility of
Co and Mn in such powders also increases but to a much lower
extent (up to about 8 atom % Co and 20 atom % Mn) [4,5].
Similar investigations of the grain size influence on the total
solubility of Fe-doped ZnO are now in progress; they give
comparable results and will be published elsewhere. Simple
calculations performed in [4,5] showed that the drastic increase
of the total solubility of Co and Mn with decreasing grain size is
due to the multilayer adsorption of dopants in GBs (up to 10
monolayers) and free surfaces (2—4 monolayers). From this
point of view, the doped ZnO differs a lot from the metallic
alloys where such a multilayer adsorption was not observed and
the grain-size effect on the total solubility is much weaker [68-
70]. Moreover, it has been observed in the Cu—Bi alloys that the
Bi segregation in free surfaces is much stronger than that in
GBs [70]. Therefore, it seems that the internal porosity in pure
and doped ZnO cannot bring a significant input into FM behav-

iour.

The drop of Jg at a few percent of Co, Mn or Fe also seems to
be a general feature of ZnO doped by the “magnetic” TM
atoms. We supposed in our first paper on Mn-doped ZnO that
the first minimum in the Jy(cpn) dependence is caused by the
valence change from Mn2" to Mn3" and further to Mn*" [17].
However, later we observed that Jg in Co-doped ZnO also drops
down between 10 and 15 atom % Co after it reached a
maximum at 1.2 atom % Co [18]. This happens despite of the
fact that the valence of Co ions in ZnO is constant at Co®™. This
means that the reason for the “first decrease” of Jg at a few per
cent of “magnetic” TM atoms is not the valence change with
increasing cty. Most probably, the change of valence is respon-
sible for the Jy(cTy) behaviour at higher concentrations of TM
atoms (above 10 atom % TM). As we can see, Mn has three
different valence states (Mn?", Mn3* and Mn*") and the

respective Jg(cpp) curve has three minima and two maxima
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[17]. Fe has two different valence states (Fe?" and Fe3™) and the
respective Jg(cpe) curve has two minima and two maxima
(Figure 4 in this work). The curve Jg(cc,) for Co has only one
maximum and two minima [18]. Therefore, we suppose that the
“first minimum” between 1 atom % and 5-6 atom % of TM can
be explained by the redistribution of doping atoms in the
network of grain boundaries in TM-doped ZnO.

The nonmonotonic dependence of Jg on the Fe concentration
has been observed in this work (Figure 3). A strong increase of
Js with the addition of small proportions of Fe atoms has been
observed also in thin films with nanograined columnar struc-
ture deposited by magnetron sputtering (Figure 5, filled
triangles) [38-40,63] and in samples synthesized by the conven-
tional solid-state reaction having rather large (>10 pum)
equiaxial grains [59]. If the ZnO films are deposited by
magnetron sputtering, their Jg decreases above 5-8 atom % Fe
with increasing iron content [39,63]. The ZnO samples obtained
by mechanical alloying behave in a different way [64]. They
demonstrate a very weak dependence of Jg on Fe content (see

Figure 5, open circles).
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Figure 5: Dependence of the saturation magnetization (magnetic
moment per iron atom in units of Bohr magnetons) on the Fe concen-
tration in ZnO obtained by other methods such as magnetron sput-
tering (filled right- [38], up- [39], down- [40] and left-triangles [63]),
solid-state reaction (filled squares [58]) and mechanical alloying (open
circles [64]).

The plot in Figure 4 and respective plots in [6,18] demonstrate
that the presence of a certain amount of GBs is needed to trans-
form non-FM zinc oxide into a FM state. The comparison
between Figure 3 and Figure 5 shows that not only the specific
area of GBs but also their character distribution (i.e., the spec-

trum of GB misorientations and inclinations) influences the Jg
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value. We observed previously that the texture or the amount of
intergranular amorphous phase in the nanograined pure ZnO
films drastically influences the FM properties even at the same
grain size [68-70]. The GB structure also changes with
increasing dopant content [71]. Moreover, by varying the syn-
thesis conditions one can tailor the thickness of the amorphous
intergranular layer and, thus, increase or decrease the Jg value
[70]. It is well known that GBs with different character possess
different adsorption ability [72,73]. If the GB networks have
different topology, the GBs having various adsorption ability
will be connected with each other in a different way. For
example, the ZnO samples synthesized by the liquid ceramics
method possess the uniform, equiaxial grains without visible
pores inside [6,17,18,72-74]. The films deposited by the
magnetron sputtering are also poreless and have columnar
grains aligned perpendicular to the substrate [31,33,38-40,63].
Such samples, as well as sintered powders with equiaxial grains
[58], have at low cp the most similar Jg(cTy) dependences
(Figure 5) to our samples (Figure 3). The same is true also for
the Mn- and Co-doped ZnO films [17,18]. If the contiguity of
the GB network becomes weaker, as for example, in the
samples composed of equiaxed nanograined balls, which in turn
are loosely packed with each other (see Refs 25-29 in [17]), the
first maximum in the Jy(cTy) dependence becomes lower in
comparison with the second one [17]. By further decrease of
contiguity, such as in poreless samples with flattened grains
(see Refs 24, 26, 28, and 92 in [18]), the Jy(cTym) dependences
becomes “stretched” along the ¢y axis, and the first maximum
becomes shifted from 1 to about 10 atom % Co [18]. The
continuous increase of Jg with increasing Co content in samples
obtained by autocombustion or partly sintered nanorods (Refs
94 and 101 in [18]) can be considered as further “stretching” of
the generic dependence shown in Figure 3. In other words, if
the contiguity of the GB network (of “FM foam”) becomes low,
the “first maximum” is not reached even at ¢y = 20-25 atom
% [18]. In the samples obtained by mechanical alloying the
Js(cpe) dependence is very weak [64].

Thus, if we compare the Jg(cTy) dependences for the Co-, Mn-
and Fe-doped ZnO films having a dense, poreless structure with
equiaxial grains, on the one hand, with samples having lower
contiguity of the GB network (porosity, flattened grains, etc.)
on the other hand, we can suppose that there is a kind of
“generic” Jy(cTym) dependence. This can be observed in the
poreless, dense samples with equiaxial grains. This “generic”
Js(erm) dependence becomes “stretched” in the ¢ty direction if
the contiguity of the GB network decreases. As a result, the first
Js maximum moves from 1 atom % to 5-10 atom % and then
disappears above 20-25 atom %. As a result, in the samples
with low contiguity of the GB network only a weak increase of

Js with increasing ¢ty remains.
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Conclusion

The influence of the specific area of grain boundaries sgg on
the presence or absence of ferromagnetism in Fe-doped ZnO
has been analysed based on a review of numerous research
contributions from the literature on the origin of the ferromag-
netic behaviour of Fe-doped ZnO. An empirical correlation has
been found that the value of the specific grain boundary area
sGB 1s the controlling factor for such behaviour. The Fe-doped
ZnO becomes ferromagnetic only if it contains enough GBs,
i.e., if sgp is higher than a certain threshold value sy, =
5 x 10* m%/m3. It corresponds to the effective grain size of
about 40 pm, assuming a full, dense material and equiaxial
grains. The value of sy, = 5 % 10* m?/m? is lower than that for
pure ZnO s¢, = 5.3 x 107 m%m3, that for Mn-doped ZnO s¢, =
2.4 x 103 m?/m? and that for Co-doped ZnO sg, = 1.5 x 106 m%/
m3. This means that the addition of “magnetic” TM atoms to the
pure ZnO did indeed drastically improve the FM properties of
pure ZnO. Moreover, Fe improved the FM properties of pure
zinc oxide more effectively than Co and Mn. We experiment-
ally investigated the magnetic properties of Fe-doped ZnO thin
films. The Fe concentration varies from 0 to 40 atom %. The
thin films were deposited by using the wet-chemistry “liquid
ceramics” method onto a sapphire substrate. The dense nano-
grained samples demonstrate ferromagnetic behaviour with Jg
up to 0.10 emu/g (0.025 pg/f.u.ZnO) and coercivity H, =
0.03 T. Saturation magnetisation depends nonmonotonically on
the Fe concentration. It increases more than tenfold by the
increase of Fe content from 0 to 0.1 atom %. The magnetiza-
tion drops down at a further increase in Fe concentration and
becomes almost indistinguishable from the background at
around 20 atom % Fe. Above 20 atom % Fe the magnetization
increases again and reaches a value of about 0.09 emu/g
(0.022 pg/fu.ZnO) at 40 atom % Fe. In other published papers
similar nonmonotonous dependences were observed in nano-
structured films with elongated grains deposited by magnetron
sputtering. These differences can be explained by the changes in
the structure and contiguity of a ferromagnetic “grain boundary
foam” responsible for the magnetic properties of pure and
doped ZnO.
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Abstract

We explored the potentials of microarray printing using quill-like microcantilevers onto solid supports that are typically used in
microspot printing, including paper, polymeric nitrocellulose and nylon membranes. We compared these membranes with a novel
porous poly(2-hydroxyethyl methacrylate-co-ethylene dimethacrylate) support (HEMA) with narrow pore size distribution in the
150 nm range, which demonstrated advantages in pattern definition, spot homogeneity, and consistent spot delivery of different
dyes (phloxine B and bromophenol blue) with diameters of several micrometres. The bromophenol blue arrays on HEMA support
were used to detect the presence of bovine serum albumin (BSA). In the presence of BSA, the fluorescence spectrum observed from
the bromophenol blue microarray exhibited a significant red shift of the maximum emission wavelength. Our results show that the
porous HEMA substrates can improve the fidelity and quality of microarrays prepared by using the quill-like microcantilevers. The
presented method sets the stage for further studies using chemical and biochemical recognition elements, along with colorimetric
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and fluorometric sensors that can be spotted by this method onto flat porous polymer substrates.
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Introduction

Microarrays are of immense importance in many fields of bio-
logical research (e.g., genomics, proteomics, and cell analysis)
and medical applications in diagnostics such as the detection of
pathogens or antibodies. Nitrocellulose films and nylon
membranes are widely used as carriers for microarrays, usually
with spot sizes in the range of 100 to 500 pm, easily accessible
for current inkjet and spotting techniques [1]. For scales of
100 pm and above, even plain paper was proposed as an inex-
pensive substrate for microfluidic devices [2,3]. However, when
downsizing microarrays to the lower micrometer range with
spot features in the range of a few tens of micrometres, the
intrinsic granularity and broad pore size distribution of these
substrates impairs pattern fidelity, quality and reproducibility.
In addition, porous substrates that feature a large porous
morphology are usually nontransparent due to the extensive
light scattering, which reduces the sensitivity of readout
systems utilizing such substrates.

Recently we introduced a method for the preparation of a
porous biocompatible polymer coating on a solid substrate,
using in situ free radical polymerization of methacrylate
monomers in the presence of porogens [4]. Porous poly(2-
hydroxyethyl methacrylate-co-ethylene dimethacrylate, HEMA)
was shown to possess very high hydrophilicity due to the
combination of the porous structure with the hydrophilic nature
of the 2-hydroxyethyl methacrylate used as a monomer [5].
The small size and narrow size distribution of both pores
and polymer globules (about 20—200 nm) resulted in high
transparency of the polymer in the wetted state [4]. Such
porous HEMA substrates were used for creating superhy-
drophilic—superhydrophobic micropatterned surfaces for cell-

patterning [6] and cell-screening applications [7,8].

Here, we present an approach for the formation of high-fidelity
microarrays of three-dimensional 20-50 micrometer sized spots
inside a HEMA film, using quill-like microcantilevers. In
contrast to nonporous substrates, porous films allow for the
noncovalent infiltration of fluorescent sensors or dyes that can
accommodate a greater volume and increased surface area for
analyte binding. This should enhance sensitivity and yield a
more reliable read out due to higher signal strength and less
potential for cross contamination of sensors due to bleeding or
trailing. The increased transparency of the porous HEMA
substrates also allows for detection in transmission mode, which
increases the versatility of this technique. Combined, these
advantages of the porous HEMA substrates over plain surfaces
and other porous substrates with larger pores or broader pore
size distribution make them ideal candidates for creating high-
fidelity micropatterns and microarrays by using the quill-like

pens.

Beilstein J. Nanotechnol. 2013, 4, 377-384.

Results and Discussion

Pattern generation

The microarrays were fabricated by spotting the dye solution
with quill-like microchannel cantilevers, called surface
patterning tools (SPTs) [9], attached to a dip-pen nanolithog-
raphy (DPN) platform (NLP 2000, Nanolnk, USA) for precise
control in x- y- and z-direction (Figure 1). After filling of the
reservoir on the SPT with the dye solution, it is brought into
contact with the substrate surface for a defined dwell time to
allow a flow to the substrate by capillary forces. The SPT is
retracted and moved to the next spotting position. The process
of relocation, contacting and retracting is repeated until the
desired spot features are created. The writing procedure can be
relatively fast: our standard pattern of 100 spots arranged in a
square with pitch of 50 pm (yielding a patterned area of 500 x
500 pm?) with a dwell time of 0.5 s was written with a single
cantilever in about a minute. However, technically the writing
speed can be increased by the use of cantilever arrays, with the

added option of intrinsic multiplexing [10].

z N3

\2

Figure 1: Dye delivery by microchannel cantilever. The substrate (1) is
placed on the stage (2), which can be actuated with a precision of less
than 100 nm in the x-, y-, and z-direction by piezoelectric actuators. By
raising the stage in the z-direction the substrate can be brought into
contact with the apex of the microchannel cantilever of the SPT (3) on
which the dye solution reservoir is located.

Comparison of substrates

First, we compared four different substrate systems (i.e., plain
paper, nylon membrane, nitrocellulose, and a HEMA porous
polymer film, see Experimental section for exact type and
suppliers) for their capability to serve as platforms for the
microarrays generated by spotting with SPTs. Since porosity
was considered as a key aspect for pattern fidelity, scanning
electron microscopy (SEM) images of the different substrates
were recorded to estimate pore size distribution and
morphology (Figure 2).

The plain paper is of fibrous morphology, with dense fibres in
the width range of 10 to 50 pm (Figure 2a) and gaps of about
50 um. The microporous nylon membrane has a nominal pore
size of 0.45 um and is positively charged by quaternary ammo-
nium groups (supplier specification). The average pore size
obtained from SEM amounts to (0.79 = 0.57) pm and is
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Figure 2: SEM images of the (a) plain paper, (b) nylon membrane, (c) HEMA polymer and (d) nitrocellulose substrates used for patterning. The scale

bars respresent 10 ym in the main images and 2 ym in the insets.

compatible with the specification within one standard deviation,
but the overall pore size distribution seems broad with many
pores sizing up to almost 2 um (Figure 2b). The porous HEMA
substrate shows a highly porous (60% porosity based on the
prepolymer mixture) structure of interconnected polymer glob-
ules, with the size of pores and globules being in the range of
(0.15 £ 0.06) um (Figure 2c¢). The thickness of the film is about
12.5 pm as adjusted by the spacers used in the preparation
process. The nitrocellulose membranes with a thickness of 10 to
15 pm (supplier specification) is also highly porous with the
average pore size estimated from SEM being (0.94 + 0.37) pm.
Figure 3 presents a histogram of the pore size distribution in the
three different porous substrates. The HEMA substrate shows a
much narrower distribution and smaller average pore size
compared to the nylon membrane and nitrocellulose film. The
paper substrate was not included in the plot due to its signifi-
cantly larger pores and pore size distribution.

As shown in Figure 4, four different substrates were tested as
platforms for the microarray spotting using SPTs. A pattern of
10 x 10 spots with a 50 um pitch and dwell time of 0.5 s was
written on each of the substrates by using a 10 mM solution of
phloxine B in isopropanol mixed with 30 vol % glycerol (87%
in water) to prevent drying of the dye solution in the SPT reser-

voir.

35

30 Mean Pore Size ~ Variance
m Nitrocellulose: 0.94 pm 36.5%

” = HEMA: 0.15 pm 6.4%
= Nylon: 0.79 pm 57.1%

Frequency
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Figure 3: Pore size distribution based on SEM micrographs for the
three different porous substrates, measured over 100 pores for each
substrate. The mean pore size and variance for each porous substrate
is given in the inset.

Bright field and fluorescent microscopy images demonstrate
huge differences in the patterning outcome for the different
substrates. Plain paper (Figure 4a and Figure 4e) does not
consistently take up phloxine B from the SPT, presumably in
part because of a large surface roughness (that might have
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Figure 4: Comparison of printed phloxine B solution on different substrates. Fluorescence microscopy images of the printed solution on (a) paper,
(b) nylon, (c) porous HEMA polymer film, and (d) nitrocellulose. Corresponding in situ bright-field images with delivery microchannel cantilever still in
place for (e) paper, (f) nylon, (g) porous HEMA polymer film, and (h) nitrocellulose, respectively. Scale bars equal 100 pm.

prevented the SPT from touching the surface in some places)
and because of inhomogeneous wetting behaviour due to the
fibrous structure of the paper, as seen by sometimes brighter
and sometimes fainter features. Overall the rough surface
structure prevents clear homogenous patterning of phloxine B,
and spreading is observed along the fibres that are tens to
hundreds of micrometers long (see Supporting Information
File 1, Figure S1 for combined bright field and fluorescence
images). This behaviour is consistent with the observation that
hydrophobic barriers have to be on the order of at least 200 pm
to be effective in paper-based microfluidics [3]. Patterning on
nylon membranes (Figure 4b and Figure 4f) shows a uniform
wetting behaviour over the whole substrate area (visible by
equal fluorescence intensity in the different features). However,
similar distortions, as seen on the paper substrate, caused by the
solution trailing along the nylon fibres of the membrane were
observed. In both cases, this trailing is on the order of few tens
of micrometers, which may be acceptable for spot sizes in the
range of hundreds of micrometers as in conventional micro-
arrays. However, patterning of microarrays with spot sizes in
the lower micron range on such substrates becomes impractical.
The porous nitrocellulose performs much better with regard to
pattern fidelity (Figure 4d and Figure 4h), reflecting the fact
that it is more homogeneous with smaller fibres and pore organ-

isation as compared to paper and nylon membrane. However,
compared with the pattern on porous HEMA (Figure 4c and
Figure 4g) the pattern on nitrocellulose still has a much lower
definition, with more diffuse spot edges and some missing
features. The pattern on porous HEMA has by far the sharpest
spot edges and most homogeneous spot distribution within the
features.

Characterization of printing on porous HEMA
substrate

Several experiments on the porous HEMA were performed to
evaluate reproducibility and tunability. Three spot patterns of
100 spots (0.5 s dwell time) are shown in Figure 5a with an
average spot radius of (16.0 £ 0.7) um. The size distribution is
narrow (Figure 5d) and symmetrical, showing very good pattern
reproducibility with variance in radius of only 3.3%. The inten-
sity within a spot is very uniform, with fluctuations of around

3% (profile inset in Figure 5a).

The size of the spots can be tuned by varying the dwell time
(Figure 5b). By increasing the dwell time from 0.1 s to 2.0 s
the radius of the spot features grows from (12.6 + 0.1) um to
(22.8 £ 0.1) um as seen in Figure 5Se. Theoretically, for a liquid
being absorbed by a porous media from a point source one

380



Intensity (a.u.)

Length

d)

Mean Radius: 16.0 pm
Variance: 3.3%

Frequency

Radius

)
]

Beilstein J. Nanotechnol. 2013, 4, 377-384.

T
20 A P
A
£ F 7
ER 15 4 et
= el
2 s
3 s 7
& /
g10{
2 /
7 K
y
/
/
/
/
/
5 4
0 T T T
0 0.5 1 1.5 2

Dwell Time / s

Figure 5: Time dependence and homogeneity of microprinting on porous polymer HEMA films. Fluorescent micrographs of (a) a spot pattern with
0.5 s dwell time, the inset shows the intensity profile of a typical spot, (b) spot pattern with varying dwell time (from left column to right 2.0 s, 1.5 s,
1.0s,0.5s, and 0.1 s, respectively), and (c) lines written with different speeds (from left to right 50 ym/s, 100 ym/s, 150 pm/s, 200 pm/s, and

250 um/s, respectively). Lines were written from bottom to top. All scale bars equal 100 um. A histogram of the spot radius of the image in (a)
combined with two more patterns generated under the same conditions for more statistics is given in (d). The dependence of spot radius on the dwell
time as derived from the image in (c) is given in (e), dashed line denotes a plot of y = A-x"/3 with A = 18.5.

should expect a growth in radius with a dependence r ~ 113,
denoted by the dashed line [11]. Our results deviate from this
trend for the low dwell time of 0.1 s, which can be understood
when taking into account that the theory postulates a point
source for the liquid flow. In contrast, the SPT used in our
experiments has a finite apex opening in the low micrometre
range, therefore generating bigger spots than may be theoretic-
ally expected for short dwell times.

By moving the SPT over the substrate while keeping contact,
line patterns can be generated with the line width depending on
the speed of movement (Figure 5c¢). The lines were written from
bottom to top with speeds of 50 um/s (left line) up to 250 um/s
(right line) yielding line widths from about 22 pm to 12 pm
width. The start point of the line is demarked by a bigger spot,
since the DPN instrument pauses shortly after contacting the
SPT with the surface before drawing the line. Especially for the
higher velocity lines, there is a widening visible at the start and

end of the lines. This is caused by the acceleration and decelera-
tion, respectively, of the piezo positioning table of the instru-
ment before reaching the target speed or when slowing down

before the end of a line.

For microarray printing, the inherent three-dimensional porosity
is advantageous over flat substrates, such as glass, because
subsurface regions under a spot can act as a binding area for the
spotted sensor solution and later on for the target analyte.

In our experiments, five times longer exposure times were
needed for the plain paper and nylon substrates in comparison
to the HEMA substrate to reach equal fluorescence intensity in
the images (50 ms for plain paper and nylon membrane
compared to 10 ms to HEMA, the nitrocellulose falls in
between with 40 ms). This could be explained by the larger
surface area and better transparency of the porous HEMA in
comparison to the other substrates. The three-dimensional
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porous structure, improved transparency, and the large specific
surface area can lead to considerably higher sensitivity when
compared to substrates with the same surface area (see
Supporting Information File 1 for comparison to a flat glass
substrate, Figure S2).

Detection of BSA with bromophenol blue

pattern

We used the HEMA substrate as a platform for demonstrating a
microarray sensor application using bromophenol blue as a
sensor, which is a dye commonly used in lateral flow devices to
detect proteins in biological samples [12,13]. After preparing
10 x 10 spot microarrays using bromophenol blue solution as
shown in the inset of Figure 6b, the patterns were either incu-

bated with a 0.5 uL droplet of an analyte solution containing
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bovine serum albumin (BSA) or a clear solution to give a nega-
tive control. Fluorescence spectra obtained on the samples prior
to and after incubation are shown in Figure 6b. Additionally,
Figure 6a gives the corresponding fluorescence spectra of
macroscopic droplets of the dye solutions with and without the
addition of BSA for comparison.

All spectra were normalized to have equal intensity at the filter
cut-off wavelength of 510 nm. The spectra of the patterns in
Figure 6b were multiplied by a factor of 2 to demonstrate the
spectroscopic changes more clearly. Figure 6a shows the fluo-
rescence spectra of macroscopic droplets as shown in the inset.
The fluorescence spectrum of the bromophenol in a macro-
scopic droplet (black curve) shows a very pronounced shift to
the red after addition of BSA containing analyte solution (red
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Figure 6: Fluorescence spectra of (a) macroscopic droplets of pure bromophenol blue dye solution (black), dye solution admixed with BSA (red), and
dye solution admixed with a BSA free solution (green) as negative control (inset shows a photograph of the macroscopic droplets on a cover glass,
pure dye solution at the top left, BSA positive at the top right and negative control at the bottom left position; scale bar equals 5 mm) and (b) of the
pristine bromophenol blue pattern after lithography (black) and after incubation with BSA solution (red) or a solution not containing BSA (green), res-
pectively (inset shows a fluorescence microscopy image of one of the pristine bromophenol blue patterns, scale bar equals 100 ym).
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curve), while the spectrum shape remains unaltered on addition
of a control solution containing no BSA (green curve). For the
bromophenol blue microarrays we obtain similar results
(Figure 6b). The spectra of two patterns are given in black; the
green curve shows the spectrum after incubation with a test
solution containing no BSA and the red curve after incubation
with a test solution containing 10% BSA. Again a substantial
bathochromic shift in fluorescence distinguishes the control

sample from a sample incubated with BSA.

Conclusion

Four different substrates were tested for low-micrometre
microarray printing with quill-like microcantilevers. We
demonstrated that the porous HEMA polymer films exhibited
advantageous properties for creating micropatterns with feature
sizes below 50 um. We showed that the narrow pore size distri-
bution as well as the small average pore size is crucial for
achieving high pattern fidelity and reproducibility. Additionally,
the three-dimensional morphology in nanoporous substrates like
the HEMA polymer films presents a higher surface area for
binding of analytes, potentially giving rise to increased sensi-
tivity in sensor applications. The pattern formation by SPTs can
be tuned by varying the dwell time, or in the case of line
patterns, by using different writing speeds. The basic feasibility
of the HEMA as substrate for microarray-based sensor applica-
tions was demonstrated by the detection of BSA with a
bromophenol blue pattern. This avenue should be followed
further by the generation of sensor arrays aiming at more than
one analyte and preferably incorporation into microfluidic
systems for the delivery of analyte solutions under controlled
conditions. This would open the door for the miniaturization of
array sensor platforms like DETECHIP [14,15] and make them
less expensive and more compatible with in-field applications.

Experimental

Spotting Setup: All patterns were written on a NLP 2000
system (Nanolnk, USA) equipped with SPT pens (SPT-S-C10S,
Bioforce Nanosciences). The SPTs were freshly plasma cleaned
by oxygen plasma (10 sccm Oy, 100 mTorr, 30 W for 2 min)
prior to use. The SPT was mounted onto the tip holder by
double-sided sticky tape, and the pen reservoir was filled with
1 puL of dye solution. The spotting took place at a relative
humidity of 60% and with the sample stage tilted by 8° with
respect to the SPT tip to minimize the chance of contact
between the dye solution in the reservoir and sample. For all
patterns, except for the pattern used for spot size versus dwell
time analysis, a dwell time of 0.5 s was used.

Substrates: Plain paper (Black Label Zero 80 g/m%, Canon) and
nylon membrane (Nytran SuPerCharge (SPC), Whatman) were
cut down into pieces of about 1 x 1 cm? before spotting. The
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nitrocellulose slides (FAST Slides, Whatman) were used as
received. HEMA polymer films were prepared as follows by
using the previously described procedure [7]:

Schott (Germany) Nexterion Glass B glass plates were acti-
vated in NaOH (1 M) for 1 h followed by 30 min in 1 M HCL. A
set of glass slides was modified with 3-(trimethoxysilyl)propyl
methacrylate (20% v/v in ethanol) for 1 h. Another set of acti-
vated glass slides was fluorinated with tridecafluoro-(1,1,2,2)-
tetrahydrooctyltrichlorosilane in a vacuumed desiccator. In the
next step, the polymerization mixture consisted of 2-hydroxy-
ethyl methacrylate (24 wt %), ethylene dimethacrylate
(16 wt %), 1-decanol (12 wt %), cyclohexanol (48 wt %), and
2,2-dimethoxy-2-phenylacetophenone (1 wt % with respect to
monomers) was injected between fluorinated and modified
glass slides separated by 12.5 pum thick strips of Teflon film
(American Durafilm Co.), and irradiated for 15 min at
12 mW-cm ™2 with a 260 nm UV light to form a hydrophilic
porous polymer layer. Polymerization was carried out on an
OAI Model 30 deep-UV collimated light source (San Jose, CA)
fitted with an USHIO 500 W Hg-xenon lamp (Japan). Irradi-
ation intensity was calibrated by using an OAI 360 UV power
meter with a 260 nm probe head. Monomers were purchased
from Sigma-Aldrich (Germany). Further details can be found in
our previous papers [6,7].

Dye and analyte solutions: All chemicals were obtained from
Sigma-Aldrich and used as received if not otherwise noted.
Ultrapure water (18.2 MQ-cm) for the solutions was obtained
from an Arium water supply (Sartorius, Germany). Phloxine B
solution: 10 mM phloxine B in isopropanol was mixed 7:3
with a glycerol stock solution of 87% glycerol in water.
Bromophenol blue solution: 1.4 mg/mL bromophenol blue in
water was mixed 7:3 with a glycerol stock solution of 87% gly-
cerol in water. Analyte solution: A mix of 10% BSA in water
and glycerol stock solution (87% in water) 7:3 was used as the
analyte solution in the bromophenol blue experiments. As the
negative control, a mix of pure water and glycerol solution
(87% in water) 7:3 was used.

Scanning electron microscopy (SEM) analysis: The surface
morphologies of the substrates were analysed by using a ZEISS
Leo 1530 scanning electron microscope (Carl Zeiss NTS
GmbH, Germany) after gold sputtering (20 nm) using the
Balzers Union MED 10.

Microscope setup: All fluorescent microscopic images were
obtained on an Eclipse 80i upright fluorescence microscope
(Nikon) equipped with an Intensilight (Nikon) for illumination
and a CoolSNAP HQ? camera (Photometrics). Phloxine B
patterns were observed in Texas Red filter (Nikon Y-2E/C) with
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exposure times ranging from 10 ms (HEMA substrates) over
40 ms (nitro cellulose substrate) to 50 ms (plain paper and
nylon). The fluorescent spectra were recorded on the same
microscope through an AHF F36-QLP filter (excitation:
415-455 nm, dichroic mirror: 510 nm, emission: long-pass
500 nm) with an Avaspec-2048 Spectrometer (Avantes).
Recording time for the spectra of the macroscopic droplets and
the pristine microarray patterns was 1 s; the spectra of the incu-

bated patterns were recorded with 3 s exposure.

Image analysis: To obtain the size distribution of the spotted
features, fluorescent microscopy images were analysed with
ImagelJ [16,17]. The images were first converted into black and
white by a threshold filter, and then spot sizes were obtained by
particle analyses. Particles smaller than 20 pixels were excluded
from analysis to exclude noise-induced artefacts.

Supporting Information

Supporting Information File 1

Figures S1 and S2.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-4-44-S1.pdf]
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Abstract

Controlled tuning of material properties by external stimuli represents one of the major topics of current research in the field of
functional materials. Electrochemically induced property tuning has recently emerged as a promising pathway in this direction
making use of nanophase materials with a high fraction of electrode-electrolyte interfaces. The present letter reports on electro-
chemical property tuning of porous nanocrystalline Pt. Deeper insight into the underlying processes could be gained by means of a
direct comparison of the charge-induced response of two different properties, namely electrical resistance and magnetic moment.
For this purpose, four-point resistance measurements and SQUID magnetometry were performed under identical in situ electro-
chemical control focussing on the regime of electrooxidation. Fully reversible variations of the electrical resistance and the
magnetic moment of 6% and 1% were observed upon the formation or dissolution of a subatomic chemisorbed oxygen surface
layer, respectively. The increase of the resistance, which is directly correlated to the amount of deposited oxygen, is considered to
be primarily caused by charge-carrier scattering processes at the metal—electrolyte interfaces. In comparison, the decrease of the
magnetic moment upon positive charging appears to be governed by the electric field at the nanocrystallite—electrolyte interfaces

due to spin—orbit coupling.

Introduction
Porous nanophase materials with electrochemically induced of mechanical (e.g., [2-4]), electrical (e.g., [4-9]) and magnetic
tunability of properties [1] have become a topic of growing (e.g., [9-14]) properties have been presented for various ma-

research interest in the past few years. Studies on the tunability  terials. Besides field-induced tuning due to the accumulation of
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excess charges at the electrode—electrolyte interface of nano-
phase materials, the physical material properties may also be
changed by electrochemical surface reactions, as for instance
documented for nanoporous Au [6]. Based on tunability studies
of the electrical resistance of porous nanocrystalline Pt [5] or
nanoporous Pt [7] and of the magnetic moment of porous
nanocrystalline Pd [10], the present work aims at a direct com-
parison of electrical resistance and magnetic moment with
respect to in situ electrochemical oxidation by using porous
nanocrystalline Pt as a model system. These different electronic
properties represent an ideal combination to provide a deeper
understanding of the underlying charge-related processes since
both properties are expected to respond differently on charging
and chemical modification. The studies make use of a specifi-
cally designed electrochemical cell that allows in situ magnetic
studies in a SQUID magnetometer under electrochemical
control [12].

Experimental

Porous nanophase platinum samples were produced from
commercially available platinum powder (Platinum Black,
20-40 m?/g, Chempur GmbH). For resistance measurements,
104 mg of Platinum Black were compacted into a PTFE groove
with embedded electrical contacts similar to our previous work
[5], improved by adding a fifth wire providing an independent
contact for electrochemical charging (further referred to as
sample Ptgr). For magnetic measurements, 17.8 mg of the
powder were compacted to a cylindrical pellet, which was care-
fully wrapped by a gold wire, applying an electrical contact
(further referred to as sample Ptsquip).

All measurements were carried out at ambient temperature in a
1 molar aqueous solution of KOH. Resistance measurements
were performed in a standard electrochemical cell with a PGZ-
100 potentiostat (Radiometer Analytical). The Ptgr sample
served as the working electrode and was charged via the Pt wire
contacted to the center of the sample. Porous carbon fabric and
a commercial Ag/AgCl (sat. KCl) electrode (Radiometer
Analytical) were used as counter and reference electrode, res-
pectively. The electrical resistance was measured in a four-point
geometry with a Keithley 2400 multimeter using the outer
contact pair for current supply and the inner contact pair for
voltage measurement. SQUID magnetometry was performed in
a MPMS-XL-7 device (Quantum Design) at a constant
magnetic field of 5 kOe upon in situ electrochemical charging
with an Autolab PGSTAT128N potentiostat (Metrohm). The
magnetic measurements were performed in a miniaturized elec-
trochemical cell by using porous carbon fabric and a gold wire
as counter and quasi-reference electrode, respectively, similar to
our setup presented recently [12]. In the present improved setup
a long borosilicate glass NMR tube (Wilmad-LabGlass, length
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17.78 cm, diameter 4.96 mm) was used as the electrolyte
container. By this means, the part filled with electrolyte
extended well beyond the SQUID detection coils, and the
counter electrode was located outside the coils, so that neither
the electrolyte nor the counter electrode caused changes of the
SQUID signal while scanning the tube through the detection
coils. In the following, all potential values are given relative to
Ag/AgCl, i.e., the data taken with the Au quasi-reference elec-
trode are converted to corresponding values relative to
Ag/AgCl. As reference values for the resistance and the
magnetic moment, the initial values Ry and m of the respective

measurement were used.

Results

Charging was performed by the electrochemical methods of
cyclic voltammetry, with a constant scan rate of 0.5 mV/s, or
chronoamperometry (CA). Prior to the measurements the elec-
trode was activated by repeatedly cycling between the oxygen-
and hydrogen-evolution regimes. A typical cyclic voltammo-
gram (CV) taken for sample Ptgg is shown by the gray curve in
Figure 1. As the potential is varied with triangular characteris-
tics, the CV curve is run through clockwise. The behavior well-
known from the literature (e.g., [15,16]) can be discerned, i.e.,
upon anodic scanning, the peak system due to hydrogen desorp-
tion (—950 mV to —550 mV), the double-layer region character-
ized by low charging currents (=500 mV to —300 mV), as well
as the shoulder and plateau of oxygen adsorption/sample oxi-
dation (=200 mV to 600 mV) followed finally by O, evolution.
In the opposite direction, oxygen remains on the surface until
the desorption peak is reached (extremum at —460 mV), fol-
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Figure 1: Steady-state cyclic voltammograms (CVs) of porous
nanocrystalline Pt (sample Ptgr) measured at a scan rate of

v =0.5 mV/s in different potential ranges from -1050 mV to +600 mV
(gray), -465 mV to —35 mV (green, red), -135 mV to =35 mV (yellow),
0 mV to +500 mV (blue) in 1 M KOH.
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lowed by the region of hydrogen adsorption (—650 mV to
—1050 mV), and finally by the onset of H, evolution.

The colored CV curves in Figure 1 characterize the various
potential regions, which will be discussed in the following with
respect to charge-induced variations of the electrical resistance
and the magnetic moment. Each CV is located within the
oxygen-governed regime and shown in steady state, which
means that subsequent cycles perfectly superpose each other,
and thus, identical electrochemical processes take place in all
cycles. The CV between —465 mV and —35 mV characterizes
the formation (anodic direction, green line) and subsequent
removal (cathodic direction, red line) of a thin oxygen layer to
an extent of less than one oxygen atom per Pt surface atom [16].
This layer is modified without being entirely removed in the
narrow CV-regime between —135 mV and —35 mV (yellow
line). The CV in the higher potential regime (0 mV to +500 mV,
blue line) corresponds to the state of further strong oxygen
adsorption.

The CV between —465 mV and —35 mV (green and red) is
shown in more detail in Figure 2a along with the corresponding
variation of the electrical resistance (b) and of the magnetic
moment of the platinum samples (¢). The green- and red-
colored data in (b) and (c) again indicate the anodic and
cathodic scan direction, respectively. In each plot two subse-
quent voltammetric cycles are plotted, which can hardly be
discerned, illustrating the good reversibility of the measure-
ments in the steady-state CV. The electrical resistance R
reversibly increases upon positive charging, exhibiting a total
variation AR/R( of about 6% (Figure 2b). The variation of R
with the potential U exhibits a pronounced hysteresis, which
indicates a high sensitivity of R with respect to superficial
oxygen adsorption. This sensitivity is also clearly reflected by
the steep increase or decrease of R right in the CV regime where
oxygen adsorption or desorption takes place, respectively.
Taking a closer look at the high potential edge, a further
increase in R can be observed when the scan direction is
reversed (start of red-colored data) as the charging current 7 is
still positive. When i finally changes its sign at about =75 mV,
the resistance also starts to decrease. Thus the R-variation is
proportional to the transferred charge as presented in more
detail below (Figure 4). The magnetic moment m, on the other
hand, decreases (increases) with increasing (decreasing) poten-
tial showing a total variation Am/mg of approximately 1%
(Figure 2c¢). The variation of the magnetic moment also changes
strongly with the onset of oxygen adsorption, yet in contrast to
R, the slope of the Am/mg-potential characteristic remains at a
high value in the entire oxygen adsorbed regime, reversing its
sign immediately at the high potential edge. This indicates a
correlation to the capacitive charging currents (i.e., the electric
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field), which also reverse sign directly with the potential scan

direction, explaining the lack of hysteresis for Am/my.
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Figure 2: Relative variation of resistance (AR/Ry, b) and magnetic
moment (Am/my, c) of porous nanocrystalline Pt upon electrochemical
CV-cycling in 1 M KOH between -465 mV and -35 mV. (a) CV
measured for sample Pter. Measurements of m were performed at

5 kOe. Anodic scan indicated by green dashed line and green open
symbols. Cathodic scan indicated by red solid line and red full
symbols. To demonstrate the good reproducibility and reversibility two
cycles are shown in each plot.

The variation of m with applied potential has been studied in
more detail by cycling in the potential range between —135 mV
and —35 mV (see Figure 3). The cycling was performed after
oxidation (green-colored data) and followed by reduction (red-
colored data), similar to the measurement in the potential range
between —465 mV and —35 mV. The same variation Am/my
with potential is observed for the range between —135 mV and
=35 mV, irrespective of whether the CV cycling is limited to

this regime (yellow-colored data in Figure 3) or whether the
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potential is scanned through the entire regime of electrochem-
ical oxidation (green-colored data) and reduction (red-colored
data). Since in the narrow CV regime the adsorbed oxygen
remains on the sample, this leads again to the conclusion that
the variation Am/m is more directly governed by the potential
(i.e., the electric field) than by the superficial adsorption or
desorption of oxygen. In contrast to these findings for m, no
significant variation in R can be observed in this narrow poten-

tial range (data not shown).
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Figure 3: Relative variation of magnetic moment (Am/myg, b) of porous
nanocrystalline Pt upon electrochemical oxidation (-435 mV to

-35 mV, green: dashed line, open circles), electrochemical cycling
between -135 mV and -35 mV (yellow: dotted line, full triangles), and
electrochemical reduction (=35 mV to —465 mV, red: solid line, full
circles). (@) CV measured in situ at the identical sample (Ptsquip)-
Measurements performed in 1 M KOH at 5 kOe.

The dependence of AR/R( on the applied charge was investi-
gated using the electrochemical method of chronoamperometry
(CA), where a correction of the leak current is possible,
allowing for a higher accuracy of charge determination. Two
different potential regimes were investigated, which are illus-
trated by cyclic voltammograms in Figure 4a. The regime
between —465 mV and —35 mV, which is identical to that
applied in the CV-mode measurement (Figure 2b), character-
izes adsorption and desorption, whereas the regime between

0 mV and +500 mV corresponds to the steady state of strong
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oxygen adsorption (blue). In each potential region, CA
measurements were performed in consecutive step intervals of
86 mV (green/red) or 100 mV (blue). After an equilibration
time of 60 minutes at a given potential, the transferred charge
AQ per sample mass, relative to the first measurement point in
the respective regime, was determined from the monitored
charging current and the electrical resistance was measured. The
data AR/R( in dependence of AQ obtained in this way are
presented in Figure 4b. Again, two successive cycles are shown
in each region, to illustrate the reversibility of AR/R(. The
regime of adsorption/desorption (green, red) is characterized by
a high charge coefficient [(AR/R0)/(AO)]chem = 0.31 %-(C/g) .
The measurements performed in this regime allow for a
comparison of the CA- (see Figure 4b) and CV-mode (see
Figure 2b), which yield self-consistent results, both indicating a
strong sensitivity of R to the surface modifications. In the
regime of strong oxygen adsorption (blue), besides a signifi-
cantly smaller total variation of AR/R, also the relative depend-
ence on AQ is significantly weaker as reflected by a reduced
value [(AR/Ry)/(AQ)]ox of 0.14 %-(C/g)~ L.

Discussion

For the discussion of the present results, first of all, it has to be
pointed out that the voltage-induced responses of the magnetic
moment and electrical resistance, although nicely correlated, ex-
hibit distinctly different behavior as outlined above. As
discussed earlier neither the variation of the magnetic moment
nor that of the resistance can simply be attributed to a variation
An/n of the charge carrier density upon electrochemical
charging [7,10]. A simple An/n-dependence for both effects can
further be excluded, because for that, an equal magnitude of
variation |AR/Rg| = |Am/mg| would have to be expected. The
obviously weaker sensitivity of the magnetic moment to the for-
mation and removal of a thin oxygen layer, compared to the
electrical resistance, can yet be understood by looking more
closely at the different magnetic and electronic responses of the
metal—electrolyte interface upon adsorption and desorption of

oxygen species.

On the one hand, the increase in R with increasing potential can
be understood as being dominated directly by surface effects, in
good agreement with previous results [5,7]. Besides a reduced
charge carrier density due to positive charging [17] and a
shrinking conductor cross-section of Pt in favor of a superficial
formation of platinum oxide with ongoing oxidation, the elec-
trical resistance is strongly affected by charge-carrier scattering
processes at the metal—electrolyte interface [5-7]. In the poten-
tial regime indicated by the green/red curves (Figure 2a and
Figure 4a), oxygen adsorption takes place at a clean platinum
surface. Since the ion transfer in this regime corresponds to less

than one oxygen atom per platinum surface atom [16], each
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Figure 4: Relative variation of electrical resistance AR/Rg of sample
Pter upon adsorption (green: dashed line, open squares) and desorp-
tion (red: solid line, full squares), and upon charging in the regime of
strong oxygen adsorption (blue: dotted line, full triangles) in 1 M KOH.
(a) CVs measured in the respective potential ranges. (b) Variation of
ARIRp with charge AQ imposed upon chronoamperometry (CA) in the
potential regimes shown in (a).

adsorbed ion may effectively act as an additional charge-carrier
scattering center at the platinum surface. Therefore, the resis-
tance increases strongly in this regime and, moreover, is
directly related to the transferred charge, which reflects the

amount of adsorbed oxygen.

Compared to the preceding regime of oxidation and reduction,
the blue-colored regime (Figure 4a) denotes a steady-state
condition well above the oxygen desorption peak where revers-
ible charging is performed entirely within the oxygen adsorbed
steady state without removing it. Since the corresponding
currents in this steady-state CV are similar to that of the double
layer regime of platinum (see Figure 1), the charge transfer in
this regime can be considered as “double-layer-like” charging
of a previously oxygen-covered surface. This results in weaker
response of the resistance, because charging does not directly
affect the underlying platinum surface. This explains the
reduced charge coefficient in this regime (Figure 4b).
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It is worth mentioning that, compared to the present case of
cluster-assembled porous Pt, the charge-induced resistance vari-
ation of nanoporous Pt prepared by electrochemical dealloying
in addition showed a sign inversion at high potentials [7]. This
different behavior has to be assigned to the strongly different
types of surface states originating from the preparation, which is
a chemical reduction process for the commercial Pt powder,
whereas dealloying takes place under strongly oxidizing condi-
tions. In fact, as shown by Viswanath et al. [18], strongly
differing surface states may respond rather differently with
respect to charging. Regarding dealloyed nanoporous Pt, the
sign-inversion of the charge-induced resistance variation was
associated with the semiconducting behavior of the partially

oxidized surface [7].

The electrochemical tunability of the magnetic moment is more
than one half of an order of magnitude lower than that of the
electrical resistance. The magnetic response is less sensitive to
charging since the macroscopic magnetic moment of nanocrys-
talline Pt represents a volume average of the interior and surface
region of the nanocrystallites, only the latter part being affected
by charging. In contrast to that, the electrical resistance, which
is governed by interfacial charge-carrier scattering, selectively
probes the crystallite—electrolyte interfaces. The observed
decrease of the magnetic moment of nanocrystalline Pt with
electrochemically induced oxygen adsorption nicely fits with
earlier studies of the influence of chemisorbed oxygen on the
magnetic susceptibility of Pt [19]. The trend of decreasing
magnetic moment is also supported by recent DFT calculations
according to which the density of states at the Fermi level of Pt
monotonically decreases with increasing oxygen coverage [20].
This also demonstrates that a simple picture of voltage-induced
filling or depletion of rigid electronic bands fails, because
within such a picture positive charging, i.e., extraction of elec-
trons from the nearly filled d-band of Pt would give rise to an
increase of the density of states rather than to a decrease.

Although oxygen adsorption causes a decrease of the magnetic
moment, it may not fully account for the observed voltage-
induced variation of m. In fact, in contrast to the voltage-
induced variation of R, the Am/my—U behavior shows no
hysteresis (Figure 2¢) but, on the other hand, m changes also in
the narrow potential regime between —135 mV and —35 mV
where oxygen is not removed from the surface (Figure 3). This
indicates that the variation Am/m is governed by the electric
field at the nanocrystallite—electrolyte interface. As well known
for surfaces, the asymmetric potential drop at a surface causes
strong spin—orbit coupling with mobile spins (Rashba effect)
[21]. This is reflected by the formation of an effective magnetic
field due to unbalanced orbital currents, which polarizes the

electron spins. Since this Rashba spin—orbit coupling varies
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with an applied electric field £ [21,22], this may give rise to an

E-dependence of the magnetization, directly. In addition the

Rashba effect is also associated with magnetic surface

anisotropy [22]. The E-dependence of the latter may also cause

variations of the magnetic moment in nanophase systems

according to recent theoretical studies of Subkow and Féhnle

[23]. Spin—orbit coupling in combination with potential-depen-

dent surface stress or charge-induced relaxation of the outer-

most atomic layer may also influence the magnetization, as

suggested by Ghosh [14]. More detailed in situ electrochemical

SQUID studies, in particular measurements in dependence of

the applied magnetic field, will be necessary in order to further

elucidate the chemical or/and electric-field-induced character of
the Am/my—U behavior.

Conclusion

In conclusion, the variations of the electrical resistance and

magnetic moment upon electrooxidation show similar trends

but differ in detail, since the former is due to charge-carrier

scattering processes at the metal—electrolyte interfaces, whereas

the latter seems to be governed by the electric field at the

nanocrystallite—electrolyte interface. Consistent results for the

resistance variation were found by chronoamperometry and

cyclic voltammetry. The combination of SQUID magnetometry

and in situ cyclic voltammetry opens up attractive potentials for

studying nanophase materials under full electrochemical

control.
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The creation of magnetic storage devices by decoration of a graphene sheet by magnetic transition-metal adatoms, utilizing the high

in-plane versus out-of-plane magnetic anisotropy energy (MAE), has recently been proposed. This concept is extended in our

density-functional-based modeling study by incorporating the influence of the graphene edge on the MAE. We consider triangular

graphene flakes with both armchair and zigzag edges in which a single ruthenium adatom is placed at symmetrically inequivalent

positions. Depending on the edge-type, the graphene edge was found to influence the MAE in opposite ways: for the armchair flake

the MAE increases close to the edge, while the opposite is true for the zigzag edge. Additionally, in-plane pinning of the magnetiza-

tion direction perpendicular to the edge itself is observed for the first time.

Introduction

Since 2004, graphene [1], a one-atom-thick sheet of carbon
atoms arranged in a regular hexagonal lattice, has been investi-
gated intensively [2]. Outstanding mechanical and electronic
properties, both predicted and measured [3], make it one of the
most studied materials both theoretically and experimentally
[4-11]. High magnetic anisotropies were predicted for graphene
decorated with transition-metal (TM) adatoms and dimers
[12,13]. Inspired by its application potential in the fields of
spintronics and magnetic storage as well as fundamental
science, a number of works were published on the properties of

such structures [14-17]. The studies mostly describe two

extreme cases of substrates, i.e., single benzene molecules, less
suitable for a realistic device, because of their size and problem-
atic realization (benzene is an easily flammable toxic liquid), or
infinite graphene with a certain periodic coverage of metal
adatoms. A homogeneous distribution of adatoms on a graphene
sheet may pose further experimental difficulties, due to the
possibility of adatom clustering. The magnetic anisotropy
energy (MAE) is known to be profoundly influenced by the
symmetry of the environment. On the other hand, graphene
flakes both provide a natural interpolation between the two

limits, i.e., the infinite graphene sheet and the benzene ring,
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which have already been studied in the literature, as well as
provide a possible template for the adsorption of magnetic
adatoms, by preferential adsorption at the edges. Considering
the higher spin-orbit coupling of 4d TMs compared to 3d TMs,
as well as the fact that the first observation of 4d ferromag-
netism was made for a ruthenium monolayer on a graphite sub-
strate [18], Ru appeared as an attractive candidate for the
adatom. All of these reasons motivate our present study of the

MAE of Ru adatoms on a graphene flake.

Methods

As the system of choice, triangular hydrogen-saturated
graphene flakes (or graphene quantum dots) were investigated,
comprising 90 and 97 carbon atoms for two different edge
types, armchair and zigzag (AGQD and ZGQD), respectively.
The triangular shape was chosen as the simplest geometry,
providing the same edge type on all sides. On a chosen hollow
site (above a carbon ring center) a ruthenium adatom was
placed, and the distance was optimized by minimization of the
total energy using density functional theory. The stability of the
Ru adatom on the hollow site, surrounded by less preferable
positions over the C—C bridge and atop a C-atom, was reported
for infinite graphene [15]. The graphene flake is considered
fixed, as it would be on a substrate.

Within our work we used density functional theory (DFT) [19]
with the B-P86 generalized gradient approximation (GGA)
functional and the hybrid functional B3-LYP as implemented in
TURBOMOLE [20,21]. The (Grimme) empirical dispersion
correction (DFT-D2) [22] was used for geometry optimizations.
To calculate the magnetic anisotropy we used the two-compo-
nent calculation [23] with dhf-TZVP-2c¢ basis [24]. For the
spin—orbit interaction the two-component effective core poten-
tial dhf-ecp-2c [25] was used.

To determine the magnetic anisotropy of the system at hand, the
magnetization direction was varied, and the resulting total ener-
gies were compared. Three magnetization directions and corres-
ponding energies were used: (1) the out-of-plane (£ ) direc-
tion, pointing perpendicular to the flake plane; (2) the in-plane-
minimum (£} ;) direction, i.e., the direction parallel to the
flake plane with the lowest total energy; and (3) the in-plane-
maximum (£ ,,,) direction, for the highest total energy
in-plane. Note, direction 2 may depend on the chosen site, and
directions 2 and 3 are not necessary perpendicular to each other.
Using the defined directions, the following two kinds of MAE
are defined. The in- versus out-of-plane (Ejg) MAE is defined
as

Eyo =E| = E| nin> (1)
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and is negative when the easy axis points out of plane. If Ejg is
positive, the easy axis points along the direction 2. The in-plane
MAE (Epp) is defined as

Ep = EH,max - El\,min' 2)

The Epp is per definition always positive and would be equal to
zero for an adatom on an infinite graphene sheet, due to the
underlying symmetry.

Results

We first consider the electronic structure of the armchair-
graphene (AGQD) and zigzag-graphene (ZGQD) quantum dots
in the pristine state, i.e., without decoration by a Ru atom. (The
geometric structure may be seen in Figure 1.) While the AGQD
has no intrinsic moment, the ZGQD in contrast is found to have
an intrinsic moment of 7 pg. This spin polarisation of the
ZGQD arises from a highly localized p,-type edge state [26],
and the total moment of the quantum dot is exactly equal to the
difference in number between the A-type atoms and B-type
atoms, in agreement with the theorem of magnetism in a bipar-
tite lattice at half filling reported by Lieb [27]. As we shall
subsequently see, this difference in the magnetic state of the
pristine graphene quantum dots leads to a qualitatively different
behaviour of the magnetic anisotropy of the absorbed Ru atom.

Before considering in detail the magnetic state of the Ru
adatom, however, we shall consider the nature of its bonding to
the graphene flake. We find the calculated Ru—flake separation
to be 1.75 A, strongly indicating chemisorption, a fact sup-
ported by the significant reduction in the Ru moment from the
atomic state (we find the moment to be always less than 2 pg
while the atomic moment of Ru is 4 ug, see below), as well as
the large binding energy of the Ru adatom which we find to be
of the order of eV (see Table 1). In addition we note that the
most energetically preferred position on the graphene flake is,
for both the AGQD and ZQGD, the apex site (see Table 1). This
finding is compatible with previous work on the absorption of

transition-metal atoms on graphene nanoribbons [28].

We now turn to the question of the detailed magnetic structure
of the graphene flake with the Ru adatom. Considering first the
in-plane versus out-of-plane anisotropy (£1o) we find that
(i) E1o > 0 for all absorption positions on both flakes, i.e., the
easy axis is in-plane and (ii) E}o is significantly larger on the
AGQD as compared to the ZGQD, see Figure 1b in which the
Eo is plotted for all 9 (8) symmetrically inequivalent sites of
the AGQD (ZGQD).

As we shall now demonstrate that the origin of this difference in

the magnitude of Eyg between the two flakes can be traced back
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Figure 1: (a) The magnetization density of an armchair (top) and zigzag (bottom) graphene flake decorated with a single ruthenium adatom at a sep-
aration of 1.75 A from the flake plane; positive (negative) m(r) indicated by the red (blue) colour. Shown in panel (b) are the in-plane versus out-of-
plane magnetic anisotropy energies for all symmetry-inequivalent adatom positions, see Equation 1 for the definition of this quantity, for both the
armchair and zigzag (as inset) graphene flakes. In panel (c) are similarly presented the in-plane magnetic anisotropy energies (see Equation 2), with
the red arrows indicating the direction of the minimum-energy in-plane position.

Table 1: Total energy of the graphene flakes decorated with a Ru
atom. The Ru atom was put on 9(8) sites with nonequivalent symmetry
on armchair (zigzag) graphene flakes. The sites are numbered
according to Figure 1b. As a zero-point system the corresponding flake
was chosen with a Ru atom placed 100 A away from the flake plane.

Position Etot [eV] Position Etot [€V]
AGQD ZGQDb

1 -2.249 1 -2.369
2 -1.987 2 -2.036
3 -1.980 3 -2.026
4 -1.451 4 -2.031
5 -1.485 5 -1.697
6 -1.328 6 -1.637
7 -1.372 7 -1.628
8 -1.590 8 -1.568
9 -1.474

to the fact that, while the bare ZGQD is spin polarised, the
AGQD is not. To this end we first note that spin coupling of the
Ru adatom to the p, spin-split edge state on the ZGQD is anti-
ferromagnetic. This we illustrate in Figure la, in which isosur-
faces of the magnetisation density (m(r)) for Ru on the AGQD
and ZGQD are shown. Clearly while in the former case the Ru
acts to weakly polarise the flake with ferromagentic coupling, in
the latter case the coupling is strongly antiferromagnetic (note
that blue and red indicate negative and positive m isosurfaces).
The net result of this antiferromagnetic coupling is to strongly
reduce the moment of the Ru adatom on the ZGQD: while
moments of 1.7-1.8 pg are found for the AGQD, for the ZGQD
these values fall to 0.8—1.4 pg. To bring out the relation to the

in-plane versus out-of-plane anistropy, Ejo, we plot this quan-
tity against the Ru adatom moment in Figure 2. As can be seen
the clear trend that emerges is that the larger the moment the
greater the value attained for the anisotropy. In this plot the
impact of the AFM coupling of Ru is clearly made visible:
while the Ru moment increases at the edge sites for the AGQD,
as there are fewer C atoms with which to share the unpaired
electrons of Ru, towards the edge sites of the ZGQD the
moment, in contrast, is seen to decrease.

In short, the electronic structure of the graphene substrate deter-
mines the polarisation of the absorbed Ru atom and this in turn
governs the value of Ejg. This is, in fact, a rather natural result
as the physics of anisotropy is, upon expansion of the Dirac
equation in powers of v/c, governed by the spin—orbit coupling
term which is proportional to £-S with S the spin moment.

Having thoroughly probed the physics of the in-plane versus
out-of-plane anisotropy we now consider the question of which
in-plane direction the Ru moment assumes, i.e., the question of
what is the in-plane easy axis of the spin. To this end we calcu-
lated Epp for all the symmetry-inequivalent absorbate positions,
as shown in Figure lc. As may be seen, Epp is generally an
order of magnitude smaller than Ejg and attains its maximum
value, as one would expect, at the edges of the graphene flakes.
This follows from the fact that it is the lowering of the
symmetry of the local environment that is crucial for the
anisotropy (as the existence of orbital currents implies local
magnetism), and hence, in the centre of even the rather small

flakes presented here the anisotropy is substantially lower than
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Figure 2: Correlation between the magnetic moment and the in-plane
versus out-of-plane anisotropy, E|o, see Equation 1, for armchair-
graphene quantum dots (AGQDs) and zigzag-graphene quantum dots
(ZGQDs) consisting of 36 and 90 carbon atoms for the AGQDs, and 33
and 97 carbon atoms for the ZGQDs. Each of the points represents the
spin moment and Ep for an adsorbate position of the Ru adatom.
Evidently, the larger the Ru moment the greater the value attained for
E\o. Specific absorbate positions (edge, apex) are indicated by the
text. Note that the edge positions of the ZGQD have the lowest adatom
moment (and so lowest E|p) while, in contrast, on the AGQD these
positions have the highest adatom moment and E|q. Points that
deviate from the overall trend reflect a specific electronic structure
associated with low symmetry positions of the AGQDs.

at the edges. Interestingly, we find that for the edge positions
the spin always points perpendicular to the boundary of the
flake.

Conclusion

Using first-principles DFT methods we have investigated the
magnetic properties of Ru adatoms on two types of graphene
flakes: the armchair (AGQD) and zigzag (ZGQD) edged trian-
gular graphene quantum dots. The geometry of these flakes is
such that each has only one specific type high-symmetry edge
(armchair or zigzag), allowing the clear separation of the
physics of these two common edge types. We find that for all
flakes and adatom positions investigated, the Ru magnetic
moment prefers to lie in the plane of the island, and that the
difference in energy between the most favourable and least
favourable in-plane positions for the moment is of the order of
0.1 eV. For adatoms at the edge positions we find that the
moment points perpendicular to the edge of the island.

Interestingly, the in-plane versus out-of-plane anisotropy
dramatically depends on the edge type, with the zigzag edge
showing a marked reduction in both the Ru moment and the
corresponding Ejg as compared to values at the centre of the

flake, with the opposite trend seen for the armchair-edge flakes.

Beilstein J. Nanotechnol. 2013, 4, 441-445.

The origin of this lies in the antiferromagnetic coupling of the
adatom to the spin-polarised p, edge state in the ZGQD.
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Plastic deformation and alloying of nanocrystalline Ni—Fe is studied by means of atomic scale computer simulations. By using a

combination of Monte-Carlo and molecular dynamics methods we find that solutes have an ordering tendency even if grain sizes

are in the nanometer regime, where the phase field of the ordered state is widened as compared to larger grain sizes. Tensile testing

of disordered structures with various elemental distributions and the simultaneous analysis of intragranular defects reveal that solid

solution strengthening is absent for the studied grain sizes. The composition and relaxation state of the grain boundary control the

strength of the material, which is also found for ordered structures (L1;), where dislocation activity is suppressed.

Introduction

In intermetallics grain refinement to the nanometer scale has
been considered as a possible route for achieving room
temperature ductility in this otherwise brittle class of materials
[1,2]. The underlying assumption is that for very small grain
sizes plasticity can be carried by grain boundary (GB) mediated
processes rather than by energetically expensive superlattice
dislocations [3,4].

The experimental realization of a nanocrystalline (nc)

microstructure of an ordered alloy, however, strongly depends

on the route of preparation. For electrodeposited nc Ni-Fe
alloys (up to 28% Fe) a solid solution with no chemical
order was observed [5]. In NijAl, a partially ordered state
was found after rolling at liquid nitrogen temperature to
obtain a nanometer grain size [6]. In nanostructured NizAl
processed by ball milling [7] or high pressure torsion [8], on
the contrary, a complete loss of order is observed during
preparation. Grain refinement by severe plastic deformation
(SPD) of B2 FeAl leads to a partial destruction of the long

range order and the formation of ordered nanodomains,
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which can grow to the size of grains upon heating and restore
the order [9].

Concerning the mechanical properties of nc intermetallics, grain
refinement often leads to a severe strengthening but does not
increase the room temperature ductility [10]. It was demon-
strated experimentally, that additional modifications, e.g., a
bimodal grain structure and nanotwins can enhance the ductility
while conserving the strength [10]. For nc Ni—Fe alloys, several
observations were made: For nc disordered Ni-Fe, prepared by
electrodeposition, where the Fe content was modulated to
control the grain size, an inverse Hall-Petch relationship was
reported with a critical grain size around 15 nm [5]. Nc disor-
dered Ni—Fe (5.6% Fe) with an average grain size of 10 nm
showed a tensile yield strength in the order of 2 GPa and an
increase in strength after annealing even though some grain
growth was observed [11]. It was reported that plastic deforma-
tion processes in nc Ni—Fe (15% Fe) undergo a transition with
applied strain, where at low strains the strain is mainly accom-
modated by the grain boundaries while at large strains disloca-

tion motion becomes dominant [12].

Computational attempts such as molecular dynamics simula-
tions (MD) can help to understand the macroscopic properties
by means of the atomistic processes. For intermetallic phases,
MD simulations have been successfully employed, to investi-
gate, e.g., the nucleation of dislocations from surfaces [13] or at
GBs [14]. Furthermore, the mechanical response of inter-
metallic nanostructures such as nanowires has been studied by
MD [15].

For understanding the atomistic processes that are carrying and
controlling plastic deformation in nc intermetallics (Ni—Fe), we
present a set of MD simulations. Samples with 5 and 15 nm
average grain size are constructed according to the Voronoi
tessellation method [16], then chemically equilibrated via a
hybrid MD/Monte-Carlo (MD/MC) scheme and finally tested in
tensile straining tests. By this scheme we are able to generate
samples of different compositions and a varying internal order
for a given average grain size. This allows to explore their
respective influence on the macroscopic strength. We perform a
detailed analysis of the virtual structures and investigate the
influence of composition, element distribution and the degree of
order on the interplay of intergranular and intragranular defor-

mation mechanisms.

Methodology

We employ a hybrid simulation method [17] that has been used
for describing miscible random alloys [18] as well as segre-
gating systems [19]. The atomic interaction is modeled by an

embedded-atom (EAM) type potential which reproduces the

Beilstein J. Nanotechnol. 2013, 4, 542-553.

phase diagram of Ni—Fe [20]. The hybrid method allows for
structural relaxation by MD and for chemical equilibration by
interleaving MC steps, yielding structurally equilibrated
samples with an equilibrium distribution of the constituents.
The MC algorithm, which is sampling a semi-grandcanonical
ensemble [17,18,21], equilibrates the distribution of the
constituents and the composition of the system for a given
difference of chemical potentials Ap = pnj — ppe. The method is
used within the framework of the freely-available molecular
dynamics code LAMMPS [22], which was extended to perform
the MC steps [17].

Initially, we created nc model structures of perfectly (L1;)
ordered FeNis with average grain sizes of 5 and 15 nm
consisting of 432 and 54 grains, respectively. The Voronoi
tesselation method [16] was used to set up the grain shapes
based on randomly placed center points in 3-dimensional peri-
odic cubic simulation box. The lattice orientations of the grains
were taken from a random isotropic distribution. For avoiding
spurious configurations in the as-prepared Voronoi samples, we
deleted atoms from the grain boundaries that were closer than
2.0 A to other atoms prior to relaxation. Relaxation and equili-
bration of the composition and distribution of the constituents
was then performed at 600 K for 1 ns at zero hydrostatic pres-
sure using Berendsen’s [23] thermostat and barostat. During
this MD equilibration, one full MC step was performed every
40 fs, i.e., 25,000 trial exchanges were performed on each atom
in the system on average. For obtaining the equilibrium
chemical distribution at a given composition, the temperature
parameter for the MC algorithm was the same as in the MD
stage. For the variation of the global composition, we choose
different values for Ap to chemically equilibrate the system at a
global composition, deviating from the stoichiometric concen-

tration.

The short range order in the system was evaluated by
computing the Warren and Cowley [24] order parameter
for each atom surrounded by its 12 nearest neighbors as
o; =1 - Z;/(12 x (1 = ¢;)), where a; denotes the ordering para-
meter for atom of type i, Z; is the number of atoms of the
according other type among the 12 nearest neighbors and ¢; is
the global concentration of atoms of type i. For distinguishing
atoms located in grain boundaries from those in the bulk, we
use the common neighbor analysis (CNA) [25]. The cutoff
parameter Rona for identifying nearest neighbors was chosen
between the first and second nearest neighbor shells:
Rena =4 (x)~(l +J1/7)/ 2, with ag(x) being the static lattice
parameter for a given concentration x. Analysis of the defects
within the microstructure was done by a novel algorithm, which
allows for the extraction and analysis of dislocations from simu-

lation data in a fully automated way [26].
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The local atomic volume of each atom was calculated by means
of the Voronoi tessellation method [27]. We define the free
volume of the GB atoms as the difference between the average
atomic volume of all GB atoms and the average atomic volume
within a fce single crystal of random solid solution and a chem-
ical composition identical to the composition of the GB.

Samples were quenched from annealing temperature to 300 K.
Then they were deformed by imposing a constant engineering
strain rate (108 1/s) in uniaxial direction on the simulation cell.
The cell size was allowed to relax perpendicular to the strain
axis.

Results

Structural characterization

In a first step, the elemental distribution in the model structures
relaxed by the hybrid MD/MC scheme were analyzed in order
to quantify the amount of ordering in the grain interior. At finite
temperature the instantaneous element distribution is fluctu-
ating and it is therefore useful to introduce the concept of an
“effective atom* [28], namely the average occupancy of an
atomic position. By taking the ensemble average over a large
number of MC steps, the site occupancy for each atomic posi-
tion was computed in the semi-grandcanonical ensemble.
Figure 1 shows the local site occupancy for the different struc-
tural elements (grains and GB), which were identified according
to CNA. It can be seen that the chemical composition of the
GBs is strongly dependent on the global composition, whereas
the grain interior is less affected and stays close to the stoichio-
metric composition of the L1, structure (25% of Fe). The GB
therefore acts as source or sink for solutes accommodating any
excess of Fe or Ni, respectively. This allows the grain interior to
stay in the ordered and stoichiometric state. Furthermore, it can
be seen, that the change in GB composition shows a stronger
dependence on the global composition for the case of a 15 nm
grain size. Since the GBs need to accommodate the excess in
either Ni or Fe, this can be explained by the smaller volume
fraction of GB atoms as compared to the 5 nm case. For the
atomic arrangement inside the grains we find L1, ordering, irre-
spective of global composition. It shall be noted, that this
finding is independent of the initial configuration prior to equi-
libration, i.e., whether we start from a perfectly ordered or a
disordered state (not shown). Figure 2 shows representative
slices through individual grains and the surrounding GBs for
different grain sizes and composition. In the inset, the slice is
colored according to the deviation from perfect L1, short range
order, where green refers to a perfect L1, structure. For all
atoms in the grain interior perfect L1, short range order (and
consequently also long range order) is conserved for both
studied grain sizes. Furthermore, it is visualized (for the 5 nm

case), that also for a deviation from stoichiometric composition,
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the grain interior stays ordered while the GB accommodates the
excess in either Ni or Fe. Interestingly, for the maximum devia-
tion from stoichiometric composition, the GB is either almost
free of Fe or enriched up to 50%, respectively (Figure 1). It
shall be noted that some of the compositions reported here,
which show an ordered L1, structure inside the grains, lie
outside the phase field of the L1, structure (at 600 K) in the
bulk phase diagram reproduced by the interatomic potential
[20]. The stability range of the ordered L1, structure in the
phase diagram is therefore widened at reduced average grain
sizes, where the grains stay ordered and the GBs act as a buffer
layer. The experimentally observed disordered state of nc Ni—Fe
with an Fe content of up to 28% [5] produced by electrodeposi-
tion is therefore considered to result from the route of
processing, leading to a kinetically trapped disordered elemental
distribution and not due to a differing stable configuration for
the case of a nanometer grain size as observed for other systems
[29].

— 50
1 40
S 130 =
= =
Q Q
3 3
><£ 120 x&
110
o

15 25 35
XFe global [%]

XFe global [%]

Figure 1: Local composition of the grain interior and the GBs as a
function of the global composition for two different grain sizes (5 nm
and 15 nm).

Random alloy: fixed GB composition, varying
grain composition (15 nm)

For coarse grained material, the strengthening effect of substitu-
tional solutes (i.e., solid solution strengthening) is well under-
stood, where an increase in strength according to 7, ~ /¢ is
expected [31]. In order to investigate, whether substitutional
solutes in the grain interior have an effect on the macroscopic
mechanical properties for the case of a nc solid solution,
samples with differing composition inside the grains but iden-
tical GB (composition and structure) were compared. The
initially equilibrated structure was identical for all cases with a
concentration of 20% Fe in the GBs. Different amounts of Fe

544



15% Fe

Beilstein J. Nanotechnol. 2013, 4, 542-553.

b) 15 nm,
25% Fe

Figure 2: Atomic configurations after annealing with the hybrid MD/MC scheme. Ni atoms in the grain interior are white, Ni atoms in the GB are dark
grey, Fe atoms are red. In the inset, the color coding is according to the deviation from perfect L1, short range order, where green refers to perfect
L1 structure, while red and blue refer to a positive and negative deviation, respectively. a) 5 nm grain size with a global concentration of 25% Fe.

b) 15 nm grain size with a global concentration of 25% Fe. c) 5 nm grain size with an (understoichiometric) global concentration of 15% Fe. d) 5 nm
grain size with an (overstoichiometric) global concentration of 35% Fe. Snapshots were generated using OVITO [30].

(5%, 15% and 25%) were then distributed randomly in the grain
interior and equilibrated via successive MD steps at 300 K and
zero hydrostatic pressure prior to deformation.

Figure 3 shows slices through the initial microstructure for two
different compositions, where the random distribution and
differing amount of solute in the grain interior is visualized.
Figure 3 furthermore shows the stress—strain behavior and the
evolution of dislocations in the microstructure under tensile
load. It can be seen that a differing composition of the grain
interior but identical GB structure (and composition) has little
effect on the macroscopic behavior. Neither the stress—strain
behavior nor the dislocation density show a dependence on the

amount of solute, distributed randomly in the grain interior,

even though dislocations are the major carrier of plasticity
under the given conditions [32]. We conclude that for the
presented case stresses required for dislocation nucleation from
the GBs are so high that pinning by solutes inside the grains
does not provide an additional barrier for dislocation motion.
The stresses required for dislocation nucleation might, however,
depend on the state and composition of the GBs. To test a
potential effect on the macroscopic properties, we focus on the
GB composition in the next section.

Random alloy: varying GB composition, fixed

grain composition (15 nm)
The delicate interplay between solute distribution and mechan-
ical response of this nc alloy was further studied on samples,

545



15 nm, GB: 20% Fe

Beilstein J. Nanotechnol. 2013, 4, 542-553.

orain: 5% Fe

e

15% Fe T

0 2 4

6
grain: grain:

57 15% Fe 5% Fe
<
g o4 N\
2 /
2 37
e grain: rain: 25% Fe
w2t 25% Fe

1
(\],_\
g 0 : '. '.
S 8
(=)
M .
- 6t grain: |
z 5% Fe
.a )
= 4 t grain:
"8 25% Fe
o=
g 2 \ |
S grain:
S 0
o
Z
A

6 8 10

Strain [%]

Figure 3: Stress-strain behavior and dislocation density for structures of 15 nm grain size, which were equilibrated by the hybrid MD/MC scheme at a
global composition of 25% Fe. The distribution of solutes in the grain interior only was then randomized and the composition inside the grains was
changed prior to deformation. The data for three different concentrations inside the grains is shown. Additionally, two snapshots of the initial configu-
ration visualize the solute distribution for two different compositions. Color coding is identical to Figure 2.

where the random solid solution inside the grain interior was
held at a constant composition of 25% Fe, but different amounts
of solute were introduced into the GB during equilibration. That
is, the nc structures were equilibrated via the MD/MC scheme
at differing global compositions, leading to the described varia-
tion in the GB composition (Figure 1). For all studied samples,
the grain interior stays close to the stoichiometric composition
after equilibration via the MD/MC scheme (Figure 1). To elimi-
nate any effect due to the slight variation in grain composition
and to allow for dislocation processes, the grain interior in all
samples was manually brought to a random solid solution with
an identical composition for all structures. Prior to deformation,
the structures were equilibrated via MD steps at 300 K and zero

hydrostatic pressure. Since the composition and relaxation state
of the grain interior is identical for all samples, any differences
in the macroscopic behavior must result from the changes in GB
composition. Figure 4 shows snapshots of a representative grain
and the surrounding GBs inside the microstructure for two
different cases, where a similar distribution of solutes is present
inside the grains, but the GB composition is varied. The corres-
ponding stress—strain behavior (Figure 4) reveals that there is a
dependence on the amount of solute added to the GB via the
MD/MC scheme, while the evolution of dislocations stays
similar for all cases and is therefore not affected. The effect of
different amounts of solute in the GB is more pronounced for

the onset of plastic deformation. This is consistent with other
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Figure 4: Stress-strain behavior and dislocation density for structures of 15 nm grain size, which were equilibrated by the hybrid MD/MC scheme at
different global compositions (22, 25 and 29% Fe). The distribution of solutes in the grain interior only was then randomized with a constant composi-
tion of 25% inside the grains prior to deformation. The data for three different concentrations in the GB is shown. Additionally, two snapshots of the
initial configuration visualize the solute distribution for two different GB compositions. Color coding is identical to Figure 2.

studies, where it was reported that during the initial stages of
deformation, GB plasticity contributes more significantly to the
overall plastic deformation [32].

We conclude that the amount of solutes inside the GB or the
equilibration state of the GBs is of critical importance for the
strength of this nc alloy, which was observed also for
completely miscible systems [18]. After demonstrating the
important role of the GB equilibration state, we want to discuss
the case, where deformation processes are restricted to the GBs.
Therefore, we will focus on samples with an ordered grain inte-
rior in the next section. Here, dislocation motion in the grain

interior is suppressed by the presence of the intermetallic phase.

Ordered alloy: varying GB composition, fixed
grain composition

15 nm grain size

In a next step samples with an ordered grain interior with fixed
composition were tested. Here, dislocation processes can be
excluded, since the nucleation of superdislocations cannot be
expected for the presented strain rates and no fcc-like slip
planes are available in the L1, structure. The structures with an
ordered grain interior as obtained by equilibration via the MD/
MC scheme are therefore expected to deform mainly by GB
mediated processes. Figure 5 shows the stress—strain behavior
and evolution of dislocations under tensile load for the struc-

tures of 15 nm grain size and varying composition. Obviously,
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Figure 5: Stress-strain behavior and dislocation density for structures of 15 nm grain size, which were equilibrated by the hybrid MD/MC scheme at
different global compositions (22, 25 and 29% Fe). The snapshots of the atomic configuration at the according strain visualize the onset of intergranu-

lar fracture. Color coding is identical to Figure 2.

the stress—strain behavior shows a clear dependence on GB
composition, while dislocation activity is suppressed. The yield
stress is also here increased for the case of a structure with GBs
enriched in Fe and decreased for a structure with GBs fully
depleted in Fe. This is similar to the case of a disordered grain

interior as reported above, but even more pronounced.

At the onset of plastic deformation, however, intergranular frac-
ture occurs within the presented structures. This is visualized in
the snapshots shown in Figure 5, where slices through the
atomic configuration are presented for various stages of defor-

mation. Apparently, suppression of dislocation activity inside

the grain interior leads to intergranular fracture, since GB medi-
ated processes cannot be accommodated in samples with rela-
tively large grains (15 nm).

5 nm grain size

Since the suppression of dislocation activity leads to intergranu-
lar fracture for the 15 nm grain size, the data for the 5 nm grain
size is presented here, where a larger contribution to plastic
deformation by GB mediated processes can be expected.
Figure 6 shows the corresponding stress—strain behavior, evolu-
tion of dislocations and change in GB volume under tensile

load. Representative slices through the microstructure at 10%
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Figure 6: Stress-strain behavior, dislocation density and evolution of GB volume for structures of 5 nm grain size, which were equilibrated by the
hybrid MD/MC scheme at different global compositions (15, 25 and 35% Fe). The representative slices through the microstructure at a total strain of
10% visualize, that no intergranular fracture occurred. Color coding is identical to Figure 2.

total strain are shown, which indicate that intergranular fracture  caused by the evolution of intragranular defects, what is consis-
did not occur for the structures with a grain size of 5 nm. From  tent with expectations based on the small grain size. It has been
the stress—strain behavior, we find a strong dependence on the  shown for other material systems, that the energetic state of the
GB composition. The dislocation density reveals, that this is not ~ GB, which is closely related to the GB free volume drastically
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influences the macroscopic mechanical properties of nc
microstructures [18,19]. Monitoring the state of the GB for the
presented samples in terms of the change in GB free volume
(Vgg) shows that there is a strong similarity between the evolu-
tion of the GB volume and the stress during straining.

Obviously, for the structures with a higher yield stress, the GB
volume needs to increase more drastically. This increase in GB
volume is not only caused by elastic straining but by a general
and irreversible increase of the GB volume and therefore also
the sample volume. To quantify the amount of irreversible
volume change during straining, the samples presented in
Figure 6 were unloaded at different stages during deformation
(every 0.4% of total strain). The GB volume as well as the total
volume was then computed for the unloaded state of the
samples. Figure 7 shows the irreversible change in GB volume
(VgR) as a function of the irreversible change in sample volume
(Viop) for three different samples of 5 nm grain size. It can be
seen, that the total volume as well as the GB volume of the
unloaded structures increase as a consequence of the deforma-
tion. It furthermore becomes evident, that the relative change in
GB volume is higher than the relative change in the total
volume. This means, that the volume of the grain interior is less
affected by the overall deformation, which is consistent with
GB mediated deformation processes. Comparing the data for
the three different structures visualizes, that the irreversible
change in GB volume (as well as in total volume) is the highest
for the structure with the highest yield stress. Obviously, here,
the free volume in the GBs must be raised more significantly in
order to deform plastically. This leads to a stronger resistance to
plastic deformation and therefore to an increased yield strength.
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Controlling the strength - state of the GB

For quantifying the relaxation state of the GB, we compute the
change in free volume in the GBs during straining for all struc-
tures. The correlation between the yield stress of the material
and the change in GB free volume at the yield point is analyzed
in order to quantify the relation between the onset of plastic
deformation and the increase in free volume in the GBs. Experi-
mentally, it was observed, that the 0.2% offset cannot be used
as a yield criterion for nc metals (nc Ni-Fe) [12]. From in-situ
X-ray peak profile analysis it was reported, that the transition
from micro- to macroplasticity rather occurs around 0.7% for nc
Ni [33]. We therefore took the 0.7% offset as a yield criterion
for the presented data and extracted the yield stress as the stress
at a plastic strain of 0.7%. For the same plastic strain, the
change in GB free volume was extracted from the data. (It shall
be noted, that the results are rather insensitive to the choice of
the offset or employing the maxima in the stress—strain behav-
ior as a criterion for yielding.) Figure 8 shows the correlation
between the yield stress and the change in free volume in the
GB. Obviously, the data for different stages of equilibration and
different stages of ordering falls on the same trend. Remark-
ably, even the data for different grain sizes lies on the same
trend, irrespective of the state of the grain interior. (The data for
structures, which were not discussed in detail is also shown.) It
becomes evident, that the state of the GB and therefore the
necessary increase in GB free volume controls the yield
strength of the material. This is consistent with observations
made for miscible systems [18] and observations on materials
where dislocation slip is completely inactive (ultrananocrys-
talline diamond), where it was observed, that the yield stress
scales with the stress required for GB sliding [34].

5nm

0.4 -
03 | N

s“(&
0.2

15% Fe

35% Fe A
25% Fe

Irreversible change in Vg [%]

0 0.1

0.2 0.3 0.4

Irreversible change in V., [%]

Figure 7: Irreversible change in GB volume (Vgg) as a function of the irreversible change in total sample volume (V;ot) measured at different stages of
deformation (every 0.4% of total strain) after unloading. The data for structures of 5 nm grain size, which were equilibrated by the hybrid MD/MC

scheme at different global compositions (15, 25 and 35% Fe) is shown.
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Figure 8: Correlation between yield stress (stress at plastic strain of 0.7%) and the change in free volume in the GBs during deformation for 5 and
15 nm grain size and different states of relaxation. Open squares refer to the data for 5 nm grain size and crosses to the data for 15 nm grain size.

(Also data for samples, which were not discussed in detail is shown here.)

Conclusion

For studying plasticity in nc alloys with an ordering tendency,
we performed hybrid MD/MC simulations of nc Ni—Fe of
different grain sizes and compositions. We have shown that a
nanocrystalline microstructure widens the stability range of the
ordered L1, phase. Furthermore we could proof that conven-
tional solid solution hardening is absent. For the presented
conditions and samples, the equilibration state of the GBs
controls the strength of the material, irrespective of the grain

size.

The employed algorithm allowed us to obtain the equilibrium
solute distribution for a given microstructure. For grain sizes in
the nanometer range, ordering in Ni—Fe alloys was not observed
experimentally [5] and it is reported, that nc materials can have
a different ground state crystal structure than coarse crystalline
material at the same composition and temperature [29,35]. For
the case of Ni—Fe, however, our simulations reveal that the
ground state of this alloy (at an Fe content of 25%) is the L1,
ordered phase also for a 5 nm grain size. Equilibrating a nc
model structure by the hybrid MD/MC scheme leads to an
ordered grain interior, irrespective of the starting configuration.
We can thus conclude that the experimental preparation proce-
dure is producing metastable nc structures in the chemically
disordered state. Our simulations furthermore show that
decreasing the grain size into the nanometer range is extending
the compositional phase field of the L1, structure, where perfect

ordering in the grain interior is observed, since the GBs act as

buffer layer accommodating excess components. The segrega-
tion of either Ni or Fe to the GB is therefore energetically in

favor as compared to the loss of order inside the grains.

For studying the influence of solute distribution on the mechan-
ical properties, additional configurations of solute distribution
were obtained by randomly distributing the solute within indi-
vidual parts of the microstructure, e.g., the GBs or grain inte-
riors. Successive uniaxial straining simulations for the different
samples then allowed to evaluate the influence of individual
effects. For the structures with an equilibrated GB and a random
solid solution of varying composition inside the grain interior
we find that there is little effect of the composition of the grain
interior on the macroscopic mechanical properties. The disloca-
tion extraction algorithm [26] reveals that there is a consider-
able amount of dislocation activity inside the grains. It is,
however, concluded that solid solution hardening is not present
in the described structures since the stresses necessary for GB
sliding and dislocation nucleation obviously exceed the stresses
required for dislocation motion in the presence of substitutional
solutes. For the structures with an equilibrated GB of varying
composition and a random solid solution with constant compo-
sition inside the grains, we observe that the composition of the
GB has an effect on the macroscopic mechanical properties.
Here, an excess in Fe strengthens the structure, while a deple-
tion in Fe decreases the strength. This is consistent with find-
ings for miscible systems, where a maximum in the strength-

ening effect of solutes was observed for intermediate composi-
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tions [18]. Also in this case, the dislocation density inside the
grains does not change. The differing strength must therefore
result from the state of the GB. The drastic increase in disloca-
tion density, however, shows that a large fraction of plastic
deformation is carried by intragranular defects. This could
explain, why the difference in the response vanishes for larger
strains, where intragranular defects contribute more signifi-
cantly, which is reported also from experiment [12]. Sup-
pressing dislocation motion by leaving the grain interior in the
energetically favored, ordered state resulted in an even stronger
dependence on GB composition. For the 15 nm grain size,
however, an ordered grain interior also resulted in intergranular
fracture. The processes in the GB can apparently not accommo-
date themselves for this grain size. Ductility could here be
conserved by increasing the volume fraction of the GBs, i.e., by
a smaller grain size. For the 5 nm samples, we find no inter-
granular fracture during straining and a strong dependence of
strength on GB composition. For the 5 nm grain size, where GB
mediated processes contribute stronger to plastic deformation,
the material stays ductile also for the case of ordered grains.
Here, the macroscopic mechanical properties are controlled by
the state of the GB only.
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The microstructure and mechanical properties of nanocrystalline Pd films prepared by magnetron sputtering have been investigated

as a function of strain. The films were deposited onto polyimide substrates and tested in tensile mode. In order to follow the defor-

mation processes in the material, several samples were strained to defined straining states, up to a maximum engineering strain of

10%, and prepared for post-mortem analysis. The nanocrystalline structure was investigated by quantitative automated crystal

orientation mapping (ACOM) in a transmission electron microscope (TEM), identifying grain growth and twinning/detwinning

resulting from dislocation activity as two of the mechanisms contributing to the macroscopic deformation. Depending on the initial

twin density, the samples behaved differently. For low initial twin densities, an increasing twin density was found during straining.

On the other hand, starting from a higher twin density, the twins were depleted with increasing strain. The findings from ACOM-

TEM were confirmed by results from molecular dynamics (MD) simulations and from conventional and in-situ synchrotron X-ray

diffraction (CXRD, SXRD) experiments.
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Introduction

Nanocrystalline (nc) metals and alloys exhibit different
mechanical behavior compared to their coarse-grained counter-
parts [1]. They show extraordinary strength but often lack
ductility and suffer from rapid strain localization [2]. Under-
standing the underlying deformation mechanisms operating in
these structures is important, for example to guarantee the relia-
bility of nc materials in next-generation micro- and nano-scale

devices.

In nc metals, with grain sizes well below 100 nm, the conven-
tional deformation mechanisms based on dislocation motion
and multiplication, which govern deformation in coarse-grained
metals, are increasingly limited by grain boundaries with
decreasing grain size. It is believed that their low ductility is
associated with this [3]. Although nc metals are under investi-
gation for a number of years, there still is an ongoing debate
on the deformation mechanisms active in these materials.
Discussed are grain boundary sliding, grain rotation, emission
and annihilation of dislocations at grain boundaries, intragran-
ular dislocation glide resulting in twinning/detwinning
processes, stress-driven grain boundary migration and the for-
mation of shear bands [4-7].

When studying the mechanical properties of nc metals and the
associated deformation mechanisms, it is important to consider
the preparation technique for the corresponding bulk nc metal.
Bulk nc metals are typically produced by severe plastic defor-
mation [8-11], inert gas condensation [4,12] or electrochemical
deposition [13]. The different approaches result in significant
differences in dislocation and twin density, porosity and impu-
rity levels of the nc metals, where, e.g., pores and impurities
may pin grain boundaries [14,15]. Furthermore, the different
production techniques may also lead to different grain boundary
structures with varying free volume and defect structure
[4,16,17]. All these factors will affect the mechanical behavior
of the material, making it difficult to determine and compare the
inherent properties. As an alternative approach to prepare dense
and very pure nc metals, we employed interrupted magnetron
sputtering of thin metallic films [3,18,19]. The drawback of this
approach is that mechanical testing and handling of the films is
difficult. However, this can be improved by sputtering onto
compliant polyimide substrates to stabilize the specimens and to
avoid strain localization during tensile testing [20-22]. Such

samples were successfully used in the present work.

The goal of the present work is to investigate the deformation
processes active in ncPd films deposited by magnetron sput-
tering onto compliant substrates. The microstructural analysis is
mainly performed by quantitative automated crystal orientation
mapping TEM (ACOM-TEM) [23,24] and supplemented with
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grain size measurement using dark-field TEM (DF-TEM) and
conventional X-ray diffraction (CXRD) after straining to
different deformation levels. The evaluation presented in this
paper concentrates on grain growth and twinning due to
straining. The findings from the ex-situ investigations were
compared to results obtained during in-situ deformation experi-
ments using synchrotron X-ray diffraction (SXRD) on equiva-
lent samples. Furthermore, the experimental results for the twin
density evolution are qualitatively supported by molecular
dynamics (MD) simulations.

Results
Microstructural characterization of the as
deposited Pd films

The sputtering parameters were chosen to minimize residual
stress and to obtain dense and high purity ncPd films [18].
Although the sputter parameters were chosen to be the same for
each sample set, small fluctuations in the pressure have led to
sample sets with slightly different residual stresses and different
initial twin densities. Table 1 gives an overview of the samples

analyzed.

BF-TEM images of the as-deposited sputtered Pd films exhibit
a comparable microstructure for sample ncPd 1 and ncPd 2
(Figure 1). Figure 2 displays the microstructure as revealed by
ACOM-TEM in plane-view and cross section. It shows an
elongated columnar grain structure in growth direction
compared to the isotropic structure in plane-view typical for
sputter-deposited thin films.

CXRD analysis revealed an increased ratio between the XRD
intensity of the (111) peak and the (200) peak of 9.8:1 for
sample ncPd 1 and 7:1 for sample ncPd 2 compared to 2.1:1 for
an isotropic palladium powder (Figure 3a). This indicates a
<111> texture component in growth direction, which was also
observed in the ACOM orientation density function in growth
direction for both ncPd sample sets (Figure 3b).

Grain size evolution

Different characterization techniques result in slightly different
absolute values for the grain size, but the trends observed
during straining for each sample set are systematic and compa-
rable for all investigation techniques used. The microstructural
evolution during deformation of sample sets ncPd 1 and ncPd 2
was investigated by ACOM-TEM. Orientation and crystallite
boundary maps corresponding to 0%, 5% and 10% strain are
displayed in Figure 4. The grain size increases, with no notice-
able evolution of a bimodal size distribution and no significant
preferential growth direction is observed in plane-view. In

Figure 5a, a quantitative analysis of the crystallite size as a
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Table 1: Overview of the structural properties of the three ncPd sample sets analyzed using different techniques before straining.

sample sets ncPd 1 ncPd 2 ncPd 3
) ACOM-TEM 23+13 24 +15 —
plane-view .
in-situ SXRD — — 17
crystallite size [nm]

rowth direction ACOM-TEM 34 +35 43+23 —

g CXRD (111) peak 68 61 —

ACOM-TEM 36+ 19 34 +22 —

grain size [nm] plane-view DF-TEM — 49 —_
in-situ SXRD — — 38

) ) ACOM-TEM 1.3 1.1 —
twin boundaries/ DF-TEM . 0.005 .

per grain

in-situ SXRD — — 1.28

CXRD residual stress [MPa] -47 £ 25 16 £ 25 —

CXRD micro strain 0.004 0.004 —

aDetermined only by comparing grain size and crystallite size, assuming that the difference arises only from twinning. For details see section ‘Twin

density evolution’.

Figure 1: BF-TEM images of the initial microstructure of ncPd 1 (a) and ncPd 2 (b) with the corresponding selected electron diffraction pattern

(SAED) as insets.

function of strain is given for all sample sets and analysis
methods. Independent of sample set and method, an increase in
in-plane crystallite size with increasing strain was observed,
leading to an increase in crystallite diameter of ca. 45% at 10%
strain for sample sets ncPd 1 and ncPd 2. This trend was also
confirmed by in-situ SXRD and sample set ncPd 3. On the other
hand, the CXRD crystallite size, representing the crystallite size

perpendicular to the film surface, only increased by ca. 22%.
Comparing the out-of-plane grain size evolution observed by
CXRD and the in-plane ACOM-TEM analysis suggests a non-
isotropic crystallite growth within the plane of the thin film and
perpendicular to it with a ratio of around 2. This observed
difference in crystallite growth is probably the result of stress
coupled grain boundary motion, with a higher stress within the
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Figure 2: Orientation maps overlaid with reliability derived from ACOM-TEM of the as deposited sample in a) cross section and b) plane view (insets
shows the color code for the orientation maps), c) and d) are the corresponding ACOM-TEM cross correlation index maps of the cross section and

plane view, respectively.
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Figure 4: Crystallites recognized by ACOM-TEM for the as deposited sample and samples deformed to 5% and 10% strain (a—c). d—f) Crystallite
boundaries (black), twin boundaries (CSL 23) (blue) and CSL X9 boundaries (red).
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Figure 5: a) Crystallite and b) grain size as a function of strain based on ACOM-TEM (equivalent in-plane diameter) (ncPd 1: red, ncPd 2: blue),
CXRD (out-of-plane grain size) (ncPd 1: green) and in-situ SXRD (area weighted in-plane diameter) (ncPd 3: black) analysis.
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plain of the sample compared to the perpendicular direction.
However, as we compare the crystallite size only we cannot
exclude differences in the twin boundary motion behavior in
both directions, which could contribute further to the crystallite
size changes. Further, the columnar structures of the metal films
may contribute to the observed difference in crystallite growth
within the film and perpendicular to it.

When analyzing the grain size instead of the crystallite size,
the effect of twinning is removed from the grain growth
(Figure 5b). In the case of sample ncPd 1, this reveals a similar
trend for the grain growth as observed for the crystallite growth,
but a significantly more pronounced grain growth of about 58%
for sample ncPd 2. The difference is due to the different twin-

ning behavior of both sample sets, described in the next section.

Twin density evolution

Twinning was analyzed using ACOM-TEM, in-situ SXRD and
MD simulations. In order to understand the twin density evolu-
tion during straining, the measurement metric is very important.
When analyzing the twin density as twins per area, all sample
sets exhibit a decrease in twin density during straining up to
10% total strain, namely by 82% for sample ncPd 1 and by 50%
for sample ncPd 2, respectively (Figure 6a). However, this
metric is mixing grain size changes and twin density evolution.
To separate the twin density evolution from grain growth, we
evaluated the number of twin boundaries per grain (Figure 6b).
With this metric, the two sample sets showed a significantly
different behavior. While the twin boundaries per grain
decreased with increasing strain for sample ncPd 1 by 26%, it
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increased for sample ncPd 2 by 22%. The twin boundaries per
grain determined for the initial structure of sample ncPd 1 do
not seem to fit to the overall trend observed during straining.
However, contrary to all the other samples, the analysis for the
initial structure of sample ncPd 1 was performed close to the
end of the sample stripe which was used for clamping of the
sample during mechanical testing. Although the sputtering was
conducted with substrate rotation, there might be a slight difter-
ence in the microstructure between the middle of the sample
and the edge of the test samples. Therefore, the grain size/twin
density of the initial sample ncPd 1 is not considered for the
analysis. The number of twin boundaries per grain in both
sample sets after 10% straining are quite similar, despite the
different initial levels, suggesting that the twin boundary
density might converge to an equilibrium value during deforma-
tion.

The trend of decreasing twin density per area seen by ACOM-
TEM was also observed for sample ncPd 3 using in-situ SXRD
and subsequent X-ray line profile analysis (Figure 6a).
However, the metric accessible from XRD is the twin boundary
frequency. It describes the mean probability (in percent) that a
lattice plane within the ensemble of (111) planes is a twin plane
and is based on a purely statistical analysis established for
single crystals with randomly distributed twin boundaries. For
example, here the initial twin boundary frequency of fiin(0) =
1.57% means that on average every 67th (111) lattice plane is a
twin plane, corresponding to an average spacing between two
twin boundaries of about 15 nm for (111) twins in Pd. It is
known that the twin boundary frequency obtained by XRD
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Figure 6: a) Twin crystallites/area as a function of strain based on the ACOM-TEM analysis (ncPd 1: red, ncPd 2: blue) and twin boundary frequency
(fwin) @s a function of strain (ncPd 3: black) derived from in-situ SXRD data. b) Twin boundaries/grain as a function of strain based on the ACOM-TEM

(ncPd 1: red, ncPd 2: blue) and in-situ SXRD analysis (ncPd 3: black).
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tends to overestimate the number of twin boundaries, especially
if they are located close to the center of a grain [25-27] which is
preferentially the case here for the growth twins in the
as-deposited Pd film (Figure 4d). Consequently, the twin
spacing given above is difficult to directly compare with the
ACOM-TEM analysis. As an alternative approach for a direct
comparison between SXRD and ACOM-TEM analysis, we,
therefore, propose the ratio of grain and crystallite size to esti-
mate the number of twin boundaries per grain. It can be approx-
imated as

twinboundaries grainsize

(M

grains crystallite size

leading to 1.2 twin boundaries/grain based on the in-situ SXRD
analysis. This is in good agreement with the corresponding
values obtained via ACOM-TEM. The twin boundary frequency
obtained by SXRD decreases from fiy,in(0) = 1.57% t0 frwin(3-8)
= 1.24% upon straining to 3.8% (Figure 6a) and the resulting
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values for the twin boundaries/grain are in agreement with the
trend observed by ACOM-TEM (Figure 6b).

In addition to the experimental investigations, MD simulations
were conducted to elucidate the twinning evolution during
straining, starting from different initial configurations. Figure 7
shows the stress—strain behavior and the corresponding evolu-
tion of the twin boundary density during straining for 4 different
cases with varying initial twin density and different grain size.
Starting from a high initial density of twin boundaries (e.g.,
growth twins), the twin density decreases with increasing strain
(Figure 7a,b). In the slices through representative grains at
different stages of the deformation, it is shown that twin bound-
aries (highlighted in red) disappear from the microstructure.
This occurs by nucleation of partial dislocations at twin bound-
aries and their successive motion (not shown). In contrast,
samples with an initially defect free grain interior showed an
increase of the twin boundary density during straining
(Figure 7c,d). Twins nucleate at the grain boundaries under an
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Figure 7: Stress strain behavior and evolution of twin boundary density as a function of strain for grain sizes of 10 and 20 nm based on MD simula-
tions. Two different initial microstructures are compared: a) and b) show the data for structures initially loaded with growth twins (50% of the grains are
loaded with twin boundaries) and c) and d) without twin boundaries present prior to straining. The snapshots show representative slices through the
microstructure at different stages of the deformation. Atoms in the grain boundary are highlighted in black and atoms located in a stacking fault or a

twin boundary are highlighted in green and red.
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applied stress by emission of partial dislocations, which lead to
stacking faults and eventually twin embryos. These trends are

independent of the studied grain sizes.

Discussion

Grain growth of magnetron sputtered ncPd films was evaluated
by comparing analysis of ex-situ and in-situ tensile tests. For
ex-situ investigations, individual samples of two sample sets
(ncPd 1 and ncPd 2) were strained to defined states and investi-
gated using TEM and CXRD. A third sample (ncPd 3) was
analyzed by in-situ SXRD during cyclic loading. The results
from SXRD given here represent unloaded sample states to
ensure comparability with the ex-situ results. Both approaches
provide results in good qualitative agreement. In all three
sample sets investigated, grain growth as a result of increasing
strain was evident. With both ACOM-TEM and SXRD, we
showed that not only the crystallite size increases with
increasing strain but also the grain size. This indicates that the
applied stress was accommodated by grain boundary motion in
addition to the observed twinning/detwinning. The observed
grain growth is in line with a recent in-situ XRD study on the
deformation behavior of similar sputter-deposited ncPd thin
films [28], but is in contrast to measurements performed on
electron beam evaporated Pd samples where no grain growth
was reported up to 4% strain [29]. However, the same authors
also compared the microstructure of electron-beam evaporated
and magnetron sputtered samples [30] and found significantly
higher initial twin densities in electron-beam evaporated Pd
films. This difference in microstructure along with slightly
different impurity levels may alter the grain boundary mobility
and may explain the different grain growth behavior of sput-
tered and electron-beam evaporated Pd films. The comparison
between in-situ and ex-situ analysis shows that ex-situ analysis
of different straining states is possible with a quantitative evalu-
ation of grain growth by ACOM-TEM as the nc structure is
sufficiently homogeneous in case of the magnetron sputter
deposited ncPd films. Grain growth as a result of aging at room
temperature can be excluded to contribute to our evaluation
based on the XRD analysis of undeformed parts of the tensile
samples after 12 weeks, which did not exhibit a significant

change in grain size.

Twinning is a possible mode for plastic deformation that is
mainly observed in fcc metals with low stacking fault energy,
but also in fcc metals with high stacking fault energy if
deformed under extreme conditions, like cryogenic tempera-
tures, shock loading, or large strains [13]. The high stacking
fault energy of Pd (169 mJ/m?2) [31] should lead to a low
number of twinned grains. However, ACOM-TEM analysis
reveals that the investigated system inherently contains 1.3

(ncPd 1) / 1.1 (ncPd 2) growth twin boundaries per grain. This
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has not been evident from classical DF-TEM (see Supporting

Information File 1).

The two sample sets examined here in detail, show different
initial microstructures: the sample grown with slight compres-
sive residual stress (Table 1) exhibits a higher twin density
compared to the sample grown with slight tensile stress. The
higher amount of growth twins did not affect the flow stress in
our experiments (not shown here). This was also confirmed by
the MD-simulations, which showed no significant difference in
the stress strain behavior after introducing twin boundaries to
50% of the grains (Figure 7a,c). However, simulations by
Stukowski et al. showed a softening effect due to twin bound-
aries in Pd [32]. The simulations of Stukowski et al. and the
simulations presented here differ in two ways. In the study by
Stukowski et al., all grains were loaded with twins and a
symmetrical grain shape was chosen, which suppresses grain
boundary mediated processes. If all grains in our samples are
loaded with twin boundaries, we also see a softening effect.
Experiments and simulations further show, that the softening of
Pd due to twin boundaries differs from observations made for
nano-twinned Cu, where twin boundaries led to strengthening
[32-34]. The difference between Cu and Pd can be explained by
the preferred nucleation site of partial dislocations: In case of
nano-twinned Cu, partial dislocations nucleate from the grain
boundaries onto planes with the highest Schmid-factor (the
highest resolved shear stress). Here, randomly oriented twin
boundaries can act as barriers to dislocation motion. In nano-
twinned Pd, however, partial dislocations nucleate preferen-
tially at twin boundaries. The twin boundaries then act as nucle-
ation site and do not hinder successive dislocation motion in the
twinning plane [32]. The preferential nucleation of partial dislo-
cations at twin boundaries is consistent, with the evolution of
the twin boundary density in the present work, where a high
initial density leads to an annihilation of twin boundaries during
straining.

The present experiments and simulations have shown that twin-
ning/detwinning as a result of partial dislocation activity con-
tributes to the accommodation of the induced strain. Figure 8
illustrates two competing processes taking place during defor-
mation, depending on the initial twin boundary density. In case
of a high initial growth twin density, partial dislocations
nucleate preferentially at the twin boundaries and lead to move-
ment and thus a reduction of twin boundaries [35]. If no twin
boundaries are present, partial dislocations need to nucleate
from the grain boundaries into defect free grains and may form
stacking faults and subsequently individual twins by successive
motion of partial dislocations [36]. The initial nucleation is
controlled by the Schmid factor. As soon as stacking faults or

twins are formed, the tendency is identical to the twinned case.
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Figure 8: Model of the deformation pathways: If growth twins are initially present, partial dislocations nucleate at twin boundaries and lead to twin
boundary migration out of the grain. If the grains are initially defect free, partial dislocations nucleate into a defect free grain and can form stacking

faults and twinning faults by successive nucleation of partial dislocations.

Presumably this competition between annihilation and nucle-
ation of twin boundaries consequently leads to a steady state
twin density during straining, which is seen experimentally for
the twin density of samples ncPd 1 and ncPd 2 approaching
similar values at 10% strain. In the simulations, where the initial
twin density difference was significantly higher, this steady
state was not reached within 10% strain. Twinning and Detwin-
ning have been reported in several experimental studies. Twin-
ning has been reported for Cu [37] with a low stacking fault
energy, for Al with a high stacking fault energy [38] and for the
compound material NiFe [39]. Detwinning on the other side has
been also reported for Cu [40], Al [41] and NiFe [42]. It has
been proposed that twinning and detwinning occur at the same
time with one process prevailing over the other depending on
grain size [43]. In our measurements we could not confirm a
grain size effect for the competing mechanisms as both investi-
gated sample sets showed comparable grain sizes in the initial
state, but a dependence on the initial twin density is evident.

The present simulation shows that dislocation plasticity is active
and as a consequence twinning/detwinning processes take place
during deformation. Carlton et al. estimated the dislocations

required for purely dislocation based plasticity by

de,,
N =8 )
b 2

with d the grain size, ggpaiy the strain in the grain (here consid-
ered to be 4%) and b the burgers vector, here considered for the

slip system {111} and <110>, resulting in an average of 6.1
dislocations per grain [44]. On the experimental side, Lohmiller
et al. showed for comparable samples that the dislocation
density begins to increase in the micro plastic regime starting
from 0.3-0.4% applied strain [28,45]. A dislocation density of
p=3.5-1073 nm 2 was reported at 0% strain and 6 - 10> nm ™2
at 4% strain. This corresponds to an average dislocation spacing
of about 17 nm (0%) and 13 nm (4%), or about 2 (0%) and 3
(4%) dislocations per grain for a grain size of 35 nm (0%) and
41 nm (4%). This dislocation activity can explain the twin
boundary mobility leading to the changes in twin density seen
by ACOM-TEM. However, Carlton’s estimation for the dislo-
cations needed for a purely dislocation based deformation is
noticeably higher compared to the experimentally estimated
dislocation density. The difference suggests that grain boundary
mediated deformation mechanisms have to be active to compen-
sate for the remaining strain that does not come from disloca-
tion/twin activity. Lohmiller et al. has already reported other
mechanisms, such as GB shear and slip, as well as GB migra-
tion resulting in grain growth [28,45].

Conclusion

NcPd thin films with a grain size of about 35 nm (plane view)
were sputter deposited onto flexible polyimide substrates.
The samples were tensile tested ex-situ up to defined
maximum strains and the resulting microstructure as a function
of imposed strain was investigated using ACOM-TEM and
CXRD after deformation. Two sets of sputtered samples were
directly compared by ACOM-TEM. In addition, the results
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were confirmed with in-situ SXRD and with observations from
MD simulations. The conclusions can be summarized as

follows:

1. ACOM-TEM revealed a notable amount of growth twins
present in the sputtered samples. 64—75% of the grains in
the as prepared microstructure contain about 1-2 twins,
with the absolute value depending on minute difference
in the sputtering conditions.

2. Grain growth as a result of stress coupled grain boundary
motion was identified as one of the deformation mecha-
nism. The grain growth observed within the plane of the
film was about a factor of 2 higher compared to the grain
growth along the thickness of the film.

3. Partial dislocation activity leading to twinning/detwin-
ning was identified as a second deformation mechanism.
Samples with a high density of growth twins exhibit
detwinning with increasing strain, whereas samples with
a low density of growth twins react with twinning to
increasing strain in qualitative agreement with MD simu-
lations.

4. The main findings by ACOM-TEM on grain growth and
twin density evolution were confirmed by careful in-situ
SXRD analysis.

Experimental

Sample preparation

Palladium thin films were deposited by radio frequency (RF)
magnetron sputtering using 2’ diameter planar targets with
99.95% purity. Three sets of pure Pd samples were prepared
with constant sputtering power of 60 W at a working gas pres-
sure (Ar) of 0.005 mbar at room temperature. Pd films of 1 pm
nominal thickness were grown in 100 steps of 10 nm film thick-
ness, each interrupted for 10 s using a fast rotational shutter in
front of the Pd-target. Polyimide Kapton E (DuPont) sheets with
a thickness of 50 and 25 um were used as substrate. Prior to
film deposition, the substrates were cut into strips of 30 mm
length and 5 mm width using a razor blade, cleaned in an
ultrasonic acetone bath for 15 min, and rinsed with isopropanol
on a resist spinner. This cleaning procedure, developed by
Lohmiller et al. [20], provides enhanced adhesive support
of the thin metallic film preventing strain localization and
film delamination, allowing for a homogeneous deformation up
to very high total strain. Directly after rinsing, the samples were
clamped onto special sample holders and transferred into ultra-
high vacuum of 2.0 - 1078 mbar within the sputtering chamber.

Mechanical testing and microstructural characteriza-
tion
Ex-situ uniaxial tensile tests were carried out at room tempera-

ture using a dedicated tensile stage for miniature specimens at a
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strain rate of 5 - 107 s™1. The tensile tester was equipped with a
special thin film sample clamping to avoid sample deformation
during mounting of the delicate thin films. The elongation was
measured using a laser extensometer (P-50, Fiedler Optoelec-
tronics) to read paper marks applied to the backside of the poly-
imide substrate. The individual samples were pulled to
maximum elongations of 1%, 2%, 3.5%, 5% and 10.0% engi-
neering strain and relaxed for post-mortem TEM and CXRD

analysis.

Specimens for post-mortem TEM analysis were prepared either
by focused ion beam (FIB) using a FEI Strata 400S DualBeam
at 5 kV and 8 pA beam current for final polishing (sample
ncPd 1) or by mechanical dimpling and Argon ion milling from
the polyimide side at 2.5 kV in a PIPS (Gatan) (sample ncPd 2).
FIB prepared samples have the advantage that the loading direc-
tion can be tracked down to the TEM sample and the user can
define the height inside the metal film for plane-view prepar-
ation. The later has an influence on the observed microstructure
as the crystallite size shrinks towards the substrate [18]. There-
fore, plane-view FIB samples shown here were always prepared
close to the surface, typically from the middle of the straining

section.

ACOM-TEM analysis was performed using a FEI Tecnai F20
ST operated at 200 kV in micro-probe (up) STEM mode with
spot size 8, camera length 100 mm, condenser aperture 30 um,
gun lens 6 and extraction voltage 4.5 kV, resulting in a spot size
of about 1 nm and a semi convergence angle of 1.4 mrad. An
ASTAR system (Nanomegas) was used for ACOM diffraction
data acquisition. Data processing consisted of the following
steps [23]:

1. Pixel filtering of the orientation maps with a median
filter of the combined Euler angles.

2. Grain recognition in the orientation maps with an
expanded Mtex version 3.3.1 [46]. The chosen disorien-
tation between neighbors for the recognition is 3°.

3. Grain filtering: Removal of grains that contain less than
50% pixel having a combined reliability greater than
0.15 and index greater than 20.

4. Crystallite filtering: Removal of crystallites with an
equivalent diameter <8 nm (ncPd 1) <10 nm (ncPd 2).

5. No re-filling of any of the removed pixels was

performed.

Independent of the exact filter settings used in steps 2—4, the
trends revealed in this study remain the same. Only slight
changes in the absolute values result from using different filter
settings. The general trends have also been confirmed using the
TEAM™ (EDAX) software as a well-established analysis
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package. The crystallite and grain sizes given for the ACOM
results are the number-averaged equivalent diameters of
the crystallites/grains. Only the histograms in Figure 4
show area weighted grain sizes. Here, a crystallite is defined as
the smallest uniform crystallographic unit based on the
disorientation to its neighbors. If a crystallite is separated from
a neighbor by a twin boundary (recognized by the CSL X3
condition within the Brandon criteria) each of them are called
twin crystallites. Grains can be single crystallites or consist of
one or more twins. The twin density is defined as twin bound-

aries per grain.

BF/DF-TEM analysis was performed using an image corrected
FEI Titan 80-300 equipped with a Gatan US1000 slow scan
CCD camera operated at 300 kV. DF-TEM images were
acquired with a 10 pm objective aperture at a scattering angle
around 0.6°. Crystallite sizes were evaluated manually
measuring at least 200 crystallites in different orientations for
each straining level. The observed twin density is calculated as
twin boundaries per grain detected by human inspection of the
DF-TEM images.

Conventional XRD measurements were performed in
Bragg—Brentano geometry using a Bruker D 8 Discover diffrac-
tometer to determine the crystallite size and residual stress. The
measured profiles were evaluated in MATLAB using a home-
built script. Peak analysis was performed based on the Single
Line Method [47,48]. The crystallite size was determined from
the broadening of the (111) peak. The (200) reflection was also
analyzed showing a considerably smaller crystallite size
compared to the (111) peak analysis. However, as the (200)
peak has a considerable lower signal-to-noise ratio, in the
present work only the crystallite size determined from the (111)
reflection is given. The residual stress was investigated via the
sin2¥ method using the (311) and (331) peaks.

Additionally, similar samples were used for in-situ SXRD
deformation experiments at the Material Science Beamline of
the Swiss Light Source [28,45]. These samples were also
subjected to tensile deformation at room temperature at a
similar strain rate. In these experiments the samples were
loaded in two cycles, first to a maximum elongation of 2% and
subsequent unloading, followed by a second cycle to 3.8% and
unloading. X-ray diffraction profiles were recorded continu-
ously during deformation using 17.5 keV synchrotron radiation.
For comparison with the ex-situ investigations in this work,
only the results from the initial state, after the first cycle and at
the end of the second cycle were used here (sample ncPd 3).
The evaluation of the X-ray profiles was done using CMWP-fit
[49] to determine the parameters of the grain-size distribution as

well as the twin frequencies. The contribution of twinning in the
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evaluation of the X-ray data is a diffraction-order dependent
part of the size broadening. If one does not consider the effect
of twinning in the model, the broadening due to twinning mani-
fests itself in a smaller CSD-size as the twin-faults are then
treated as boundaries breaking the coherent scattering.
According to the definition given earlier this is exactly the case
referred to as the crystallite size. If twinning is considered in the
model for the data evaluation, the size effect is reduced as the
twin fault is considered as a special defect within a bigger
volume. In this situation the size determined from the SXRD
evaluation gives the grain size as defined in the ACOM section.
More details on this experiment and the analysis can be found
in references [28,45,50].

Simulations

MD simulations were carried out assuming pure ncPd as
described by an embedded atom method potential [51]. For all
simulations, the LAMMPS MD code [52] was used. The input
structures were constructed following the Voronoi tessellation
method [53], with an average grain size of 10 and 20 nm
consisting of 64 and 36 grains, respectively. After initial relax-
ation at 300 K, in one sample of each grain size, 50% of the
grains were loaded with twin boundaries with an average
spacing of 4 nm. All samples were then annealed for 1 ns at
500 K to minimize the enthalpy. Successive uniaxial straining
simulations were carried out with a strain rate of 108 s71. The
evolution of defects during straining was extracted, using a
dislocation extraction algorithm [54], which allows to identify
the atoms in twin boundaries. The twin boundary density as a
function of strain was computed as the atomic area of all atoms
inside a twin boundary normalized by the total volume.
Analysis and visualization was carried out using DXA [54] and
OVITO [55].

Supporting Information

Supporting Information File 1

Comparison between ACOM- and DF-TEM evaluation of
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By using Mdssbauer spectroscopy in combination with susceptibility measurements it was possible to identify the supertransferred

hyperfine field through the oxygen bridges between Dy and Felll in a {Fe4Dy,} coordination cluster. The presence of the dyspro-

sium ions provides enough magnetic anisotropy to “block” the hyperfine field that is experienced by the iron nuclei. This has

resulted in magnetic spectra with internal hyperfine fields of the iron nuclei of about 23 T. The set of data permitted us to conclude

that the direction of the anisotropy in lanthanide nanosize molecular clusters is associated with the single ion and crystal field

contributions and 3’Fe Méssbauer spectroscopy may be informative with regard to the the anisotropy not only of the studied

isotope, but also of elements interacting with this isotope.

Introduction

The huge Ising-type magnetic anisotropy of many lanthanide
ions, which can be controlled by designing the ligand field, can
slow down the relaxation of magnetisation and can be an effec-

tive source for the modulation of properties of transition metal

molecular magnets [1]. The anisotropy of the lanthanide is
severely affected by the symmetry of the crystal field and it can
be controlled by a suitable design of the ligand field environ-

ment [2,3]. Today, the orientation of the principal axes of the
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magnetization of the lanthanide ions in low-symmetry environ-
ments can be determined theoretically and experimentally [4-9].

For molecular magnetism the Dyl

ion has proved to be the
most attractive [4-12] not only because of its large flexibility
regarding the interaction between the single-ion electron density
and the crystal field environment, and its predicted hard
anisotropy using simple ligand field considerations, but also

because of its huge field dependence of the relaxation time [13].

Designing the ligand field environment can help to control the
magnetic anisotropy of some of the later lanthanides [2,3], but
this is less useful for the Dy™ ion. The unpredictable behaviour
and the strong dependence of magnetic anisotropy and orienta-

T jon on

tion of the easy axis of the magnetization of the Dy
very small changes in the ligand environment was predicted by
ab-initio calculations [5]. But only recently, we have shown that
such radical changes can also be seen experimentally. By using
Massbauer spectroscopy we have shown how minor changes in
the electronegativity of the atoms in the ligand sphere and in the
donor—acceptor nature of the substituents, and their position on
the aromatic ring, can control the shape anisotropy of the Dyl
ions and, thus, their interaction with the iron centres [14,15].
Moreover, the reported compounds [14,15] — with an antiferro-
magnetic coupling in the central iron dimer — show a very
intriguing effect: the collapse of the magnetic hyperfine split-
ting under the effect of the external magnetic field. This appar-
ently paradoxical behaviour reveals how complex and case-
sensitive the properties of the Fe—Ln clusters can be. One of the
reasons for this effect may well be that the externally applied
magnetic field can affect the ground state of Dyl by lowering
the energy of the system: This can result in a change of the
direction of polarization, and thus the shape anisotropy of the
Dy jon and its interaction with the iron centres can be
controlled. This means that the Ln anisotropy can be influenced
not only by altering crystal field, but also by an external source.
But, surprisingly, this is not always the case. It seems that the
structural aspect can prevail over the others. Here, we report
how, contrary to reported Fe,Dy, compounds [14,15], the appli-
cation of an external magnetic field does not always affect the
ground state of the Dy ion and its relaxation time. Two com-
pounds [Fe4Lny(u3-OH):(L)4((CH3)3CCO0)6(N3)2 ] (solv) (Ln
= Dy!l, L = N-(n-butyl)diethanolamine, solv = 3(MeCN), 1, see
below in Figure 1) and Ln = Y, L = N-methyldiethanolamine,
solv = phenol, 2) are magnetically and spectroscopically studied

and their properties are compared.

Results and Discussion

Compound 1 crystallizes in the triclinic space group P—1 with
Z = 2; each Fe4Dy, aggregate (Figure 1) occupies a general site
with no crystallographically imposed symmetry. The central

core of the aggregate possesses a {Felll;Dy,(n3-OH),(p3-

Beilstein J. Nanotechnol. 2013, 4, 807-814.

OR),} architecture, in which two of the Fe!ll (Fe(1) and Fe(3))
and the two Dy ions, together with the two hydroxo ligands,

are arranged in the well-known "butterfly" shape. The two Felll

I jons define the “body” of

ions form the “wingtips” and the Dy
the butterfly, with the two hydroxo ligands each bridging a
FeDy, triangle. The typical butterfly topology has a planar
Fe, Dy, unit, with the two (u3-OH) bridges on opposite faces of
the Fe,Dy; plane. In contrast, in 1 the Fe,Dy; butterfly is not
planar; the two FeDy; triangles show a dihedral angle of 43.8°,
and the two hydroxo ligands are on the same face of the Fe;Dy,

unit.

Figure 1: Molecular structure of [Fe4Dy2(OH)o(N-
nbdea)4((CH3)3CCO0)g(N3)2] and its core. Solvent molecules, disor-
dered atoms and organic H atoms have been omitted for clarity. Dy
blue; Fe green; O red; N blue; C black, H white.

Each of the four Fe!ll ions in the aggregate is chelated by a
fully-deprotonated (n-butyl)diethanolamine (nbdea) ligand. Of
those chelating Fe(1) and Fe(3), one alkoxo arm bridges an
Fe-Dy edge of the butterfly, while the other forms a (u3-
alkoxo) bridge between a Fe—Dy edge in the butterfly and a
further Felll centre (Fe(2) or Fe(4)). The nbdea ligands
chelating Fe(2) and Fe(4) then each form two (p2-alkoxo)
bridges, to a Dy atom and to an Fe atom in the butterfly. Periph-
eral ligation is provided by four p-pivalato ligands in their
common syn,syn bridging mode. Two further unidentate
pivalates each coordinate to a dysprosium, with the non-co-
ordinated carboxylate oxygen atom accepting a hydrogen bond
from a (pu3-OH) ligand. The coordination is completed by two
azido anions coordinated to the outer iron atoms (Fe(2) and
Fe(4)). All four Fe ions are six-coordinate with distorted octahe-

1L jons are eight-coordinate with

dral geometries, while the Dy
coordination polyhedra that may best be described as distorted
bicapped trigonal prisms. The molecular structure of the Fe4Y,
aggregate in 2 is very similar to that of the Fe4Dy, in 1, and
differs only in the replacement of the n-butyl groups in 1 by

methyl groups and the replacement of Dy by Y.
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At temperatures higher than 20 K the Mssbauer spectra (MS)
of 1 are paramagnetic (Figure 2) and show two symmetric
quadrupole doublets with average isomer shifts, d, of 0.42 and
0.46 mm/s and quadrupole splittings, AEq, of 0.51 and
1.08 mm/s, respectively, (Table 1). This is typical for high spin,
S =5/2, Fell ions of iron-oxo proteins and other relevant model
compounds [16-18]. The presence of two doublets with
different quadrupole splittings (AEq) indicates two Fe sites with
different coordination spheres, in agreement with both the
molecular structure and bond length distortion (BLD) calcula-
tions: Fe(1) and Fe(3) = 3.95 and 3.82, Fe(2) and Fe(4) = 3.30
and 3.19, respectively [19]. Consequently, we constrained the
area ratio of doublets to 1:1. The low temperature (30 K) MS
(not given here) for 1 is broad and shows a small onset of relax-
ation at an intermediate rate superimposed on the absorption
peaks at the centre of the spectrum. At 3 K (Figure 2), a
magnetic spectrum is obtained, indicating that the spin-relax-
ation time is slow with respect to the Mdssbauer time scale. The
spectrum has been fitted with two sextets with the parameters
listed in Table 1. The best fits for the zero-field spectrum at 3 K
were achieved through a free iteration method with two sextets
with the effective hyperfine fields Begr = 23.5 and 23.2 T, res-
pectively, at the nuclei.

When applying an external magnetic field one cannot see
significant changes in the values of the hyperfine parameters.
The spectra represent a superposition of two sextets with an
area ratio 1:1. When the applied magnetic field is increased a
behaviour that is typical for antiferromagnetically coupled
molecular clusters can be seen [20,21]. The MS for 1 at 3 K,
under the application of an external field (Bypp1 = 1,3 and 5 T),

1T jons are consid-

are shown in Figure 2. Since the high-spin Fe
ered isotropic, it is expected that the local spins will align along
(parallel or antiparallel) the direction of the applied field. Infor-
mation about such an alignment can be derived from the rela-
tive intensity of the Am = 0 and Am = 1 lines of the sextet,
which yield information about the angle 6 between B¢ and the
y-rays. It is important to note that upon application of the
external field the intensity of the Am = 0 lines does not change
considerably (0 is almost constant) as it is to be expected for
systems dominated by internal magnetic anisotropies. This indi-
cates that even though the net moment of the cluster may be
aligned along the direction of the applied magnetic field, the
local magnetic moments tend to align approximately perpen-
dicular to it. It appears that for 1 an applied field much larger
than 5 T would be necessary to align the local magnetic
moments completely along the direction of the field. An
obvious change of the magnetization direction is suggested by
the variation of the angle ¢ between the principal axis (V) of
the electrical field gradient (EFG) and B;,;. This angle can be
calculated from the magnetic spectra according to the formula

Beilstein J. Nanotechnol. 2013, 4, 807-814.
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Relative transmission

3K
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Figure 2: The 57Fe Mossbauer spectra for [Fe4Dy2(OH)(N-
nbdea)4((CH3)3CCO0)g(N3)2] at 100 and 50 K (top); at 3 K in zero-
applied magnetic field and at 3 K in applied magnetic fields of 1, 3 and
5 T (bottom). See Table 1 for the fitting parameters.
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Table 1: Mdssbauer data for [Fe4Dyo(OH),(N-nbdea)4((CH3)3CCOO0)g(N3)2] (1).

TIK] Fe sites 5@ [mm/s] DAEq or 2 [mm/s]
100 Fers 0.45(1) 1.09(1)
Feos 0.42(1) 0.52(2)
5 Fers 0.47(2) 1.08(5)
Fess 0.43(2) 0.52(4)
s Fers 0.48(1) 0.52(1)
Feos 0.43(2) -0.17(1)
F 0.48d 0.49(1
3K AT 13 y (1)
Feos 0.43 -0.14(1)
F 484 A47(1
3K, 3T e13 0 8d 0.47(1)
F9214 0.43 —0.11(1)
d
3K 5T Fers 0.48d 0.45(1)
Fess 0.43 -0.09(1)

I [mm/s] 8 [°] @[] Best [T]°
0.35(3)

0.32(3) - - -
0.32(1)

0.31(1) - - -
0.83(1) 58 36 23.5(1)
0.64(1) 52 70 23.2(1)
0.73(1) 51 37 25.2(5)
0.55(1) 62 67 23.1(1)
0.63(1) 50 38 26.7(2)
0.56(1) 63 64 22.1(1)
0.59(1) 49 39 28.6(1)
0.60(2) 64 62 22.0(1)

aRelative to a-Fe at room temperature; PFor magnetically-split spectra the quadrupole shifts, € = ‘/zAEQ(3cosch - 1). ¢ - Euler angle between the
internal hyperfine field, Bjnt, and the principal axis (V) of the electrical field gradient. The quadrupole shifts are easy to observe from the magnetic
spectra as a difference in the splitting of 1 and 2 and 5 and 6 iron(lll) lines. & - isomer shift, AEq - quadrupole splitting, 6 - angle between Bg¢ and the
direction of the y-rays. The statistical errors are given in parentheses. The relative areas for the doublets and sextets have been constrained to a 1:1

ratio. °Befr = Bint + Bappi; %Fixed values.

e =1/2 AEQ(3 cos2p —1), where ¢ are the quadrupole shift
values determined from the magnetically ordered spectra and
AEq are the quadrupole splitting values determined from the
paramagnetic spectra. A clear variation of the ¢ values for both
sextets is observed from 36° at 3 K (without a magnetic field) to
39° at 3 K (magnetic field 5 T) for Fe; 3 and from 70° at 3 K
(without a magnetic field) to 62° at 3 K (magnetic field 5 T) for
Fe; 4, respectively.

Another peculiarity observed from the magnetic spectra under
an applied magnetic field is that one sextet is showing
decreasing Begr values regardless of the increased Bypp), while
the second one shows an increased value for Begr. This is a
microscopic confirmation of the magnetic structure with Feq 3
and Fe; 4 moments being antiferromagnetically coupled. The
decrease and increase of the B¢ values at the nuclei with an
increasing value of applied magnetic field is proof that the
directions of the effective magnetic flux densities at the iron
nuclei of iron have either the same or the opposite direction as
the applied magnetic field. However, the difference in the
change in the measured effective magnetic field for Fe; 3 and
Fej 4 sites is very different: 5.1 T and 1.2 T, respectively. The
change of Begr with Bypp for the Feq 3 sites is close to 1.0,
which is simply the applied field. This means that Bj,; (=23.4 T)
for these iron centers has a maximum (saturation) value.
Contrary to Fej 3, the change for Fe; 4 is very small. We antici-
pate an almost identical Bj,; for all sites and the above

mentioned difference is due to a different reaction of the iron
moments from the spin-coupled pairs to the applied field. It
seems that the Fej 3 moments tend to align themselves parallel
to the applied field, but those of Fe; 4 have a spin-flop ten-
dency into the plane perpendicular to the applied magnetic field.
This could also be an explanation for the opposite evolution of
the 0 values (one is increasing and the other one is decreasing)
with increasing Bypp)- Since the applied external magnetic field
is perpendicular to the direction of y-rays, the 6 values should
increase. The same conclusion can be made from the evolution
of the Euler angles with Bj,,). While the angle ¢ for Fey 3 is
almost invariable (it changes from 36° to 39°), a more visible
and opposite change from 70° to 62° can be seen for Fej 4,
together with a tendency to smaller angles, i.e., angles that
deviate less from the direction perpendicular to Byppy, or parallel
to the y-rays, respectively. Such unusual features can be attrib-
uted to the presence of an antisymmetric exchange in the
diferric units. But such conclusions should be treated with
caution, because of the unknown role of the very anisotropic

Dy ions in this exchange.

To shed some light on the interaction inside of these clusters,
the direct-current (dc) magnetic susceptibility of 1 has been
measured in an applied magnetic field of 0.1 T between 300
and 1.8 K (Figure 3). At room temperature, the y\7 value
of 43.44 ecm®K-mol™! is close to the expected value of
28.33 cm®K'mol™! for two uncoupled Dy ions (S = 5/2,
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L=5,%H,s55, g = 4/3) plus the value obtained for the iron frag-
ments from the Y analogue. As shown in Figure 3, ym7T
decreases with lowering temperatures in the range from 300
to 8 K and then increases sharply to reach a maximum of
33.00 cm3-K'mol™! at 1.8 K, which may be because of an
intramolecular ferromagnetic interaction. If the Fe—Fe
(Fe(1)-Fe(2) and Fe(3)-Fe(4)) interaction is antiferromagnetic
and the Fe-Dy exchange interaction is negligible, then the only
ferromagnetic interaction is between the Dy ions of the central
dimer. This is not unusual taking into consideration the rela-
tively small Dy—-Dy separation (3.87 A) and angles of the
Dy(1)-O(1)-Dy(2) and Dy(1)-O(2)-Dy(2) bridges (= 108°).
To confirm the antiferromagnetism for the Fe(1)-Fe(2) and
Fe(3)-Fe(4) units, the Y analogue 2 has been synthesized. At
room temperature the value of 7 is 13.5 cm3-K-mol™!
(Figure 3, inset), a value below the theoretical value for four

I jons (17.5 cm3-K-mol™!). This indicates a weak

uncoupled Fe
antiferromagnetic interaction between the spin centers. When
the temperature is lowered, yy7 decreases and reaches zero at
1.8 K. This indicates clearly that the complex possesses an S =0
ground state at low temperatures. The experimental data of
2 were fitted to the expression for the molar susceptibility
derived from the Hamiltonian H = —2J-S;-S,. The best fit to the
¥xT-vs-T curve gave g = 1.94(1) and an exchange parameter
J=-8.18(1) cm™!. Interestingly, the obtained J value for 2 is
rather close to the value, approx. —8.3 cm™!, obtained from the
Gorun and Lippard [22] empirical relationship between J in
diiron(IIT) complexes with oxide, hydroxide and alkoxide
bridges and the parameter P that corresponds to the half of the
length of the shortest Fe—O—Fe-bridge in the complex. This is
also supported by the value J ~ —8.7 cm™!, which was deter-
mined by using another magnetostructural correlation origi-
nally developed for dimers that utilizes both the Fe—O distances
and the Fe—-O—Fe angles [23] and was later on improved and
extended to polynuclear topologies [24,25]. In conclusion, all
these experimental and theoretical data unambiguously prove
that iron ions from the dinuclear units in compounds 1 and 2 are

antiferromagnetically coupled.

Additionally, the Mdssbauer spectrum in an applied external
magnetic field of 5 T has been measured for 2 (Figure 4). It
confirms the diamagnetic ground state for the Fe, units. The
simulation parameters were the field at the nucleus B =5.0 T,
AEq = 0.80 mm/s, 6 = 0.47 mm/s, and the asymmetry para-
meter 1 = 0.95. The experimental data fit very well with B =
Bappl, 1.€., there is no noticeable contribution to the magnetic
hyperfine interaction other than the applied field .

Moéssbauer spectroscopy senses the internal hyperfine interac-
tions near the nucleus of the studied isotope. There are four

contributions that determine the internal hyperfine field Bj, of
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Figure 3: xT-vs-T plots at 0.1 T for 1 and 2 (inset). The solid line is the
best fit to the experimental data.

an iron atom: By, (the Fermi contact interaction), Bjs (the orbital
momentum of the 3d electrons at the nucleus), Byq (the dipole
field originating from the electronic shell) and By, (the lattice
contribution). In both studied compounds the last three contri-
butions can be neglected. The main contribution only results
from By.. But in an applied external magnetic field this contri-
bution can also be ignored for compound 2. The Mdssbauer
spectrum of compound 2 (Figure 4) shows that even under an
applied field of 5 T, there is no orientation of the zero spin of
the cluster and each antiferromagnetically coupled dimer is still
relaxing fast on the Mdssbauer time scale. As a result, a typical
MS for an iron ion with zero ground state is obtained. However,
this does not mean that this contribution can be neglected for
compound 1, too. This raises the question that if the Fe, units in
compound 1 are antiferromagnetically coupled as in compound
2, why is the internal field felt by the iron nuclei so big to give a
magnetic sextet? One contribution to the internal hyperfine field
at the iron nuclei in compound 1 can result from the magnetic
interaction with the anisotropic, magnetically aligned, Dy'!!
ions, which provide enough magnetic anisotropy to “block” the
hyperfine field experienced by the iron nuclei. Another contri-

1T jons.

bution can be a supertransferred field from Dy to Fe
At this time we are not confident which of the two contribu-

tions prevails.

But even without invoking a large supertransferred hyperfine
field and without ignoring the contribution of the Fermi contact
to the field, it is quite possible to qualitatively understand the
Mossbauer spectra of both 1 and 2. A determination of the zero-
field splitting parameter for 1 would have been very useful, but

it was not possible to determine. Depending on the sign of the
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Figure 4: 3 K Méssbauer spectrum of polycrystalline 2 recorded in a
perpendicularly applied field of 5.0 T. The solid line is a spectral simu-
lation for AEq = 0.80 mm/s, & = 0.47 mm/s, and n = 0.95, assuming an
isolated ground state with S = 0 for a dinuclear Fe; cluster.

zero field splitting parameter, D, in 1 at 3 K the iron(III) ions
will be in a ground state that could be either |+5/2> or |£1/2>. If
the relaxation between the positive and negative spin states
becomes slow enough, the relaxation between the different Mg
states may still be rather fast. In this case the effective hyper-
fine field that is observed is the Boltzmann average of the fields
associated with the [£5/2>, |+3/2>, and |£1/2> states, an average
that may well be close to 23 T. This can explain why the
internal field observed at 3 K, is 23 T and not 55 T, a value
expected for S = 5/2, which will be in agreement with values
obtained for oxides (=11 T per S = 1/2) [26]. Such an unusual
slowdown of the relaxation may well be the result of an inter-
action of local Fe moments with the total magnetisation vector
on the DyM! dimer. For compound 2, it is most probable that D
is larger than zero and the ground state is |+1/2>. The reversal
of the spin in this state, and hence of the hyperfine field, is very
fast compared to the Mdssbauer time scale and no hyperfine
field is observed. Why is the relaxation fast? The relaxation in
the [£1/2> state is particularly fast because it involves only a
change of Mg of £1 between the |[+1/2> and the |-1/2> ground
states.

A further peculiarity is the different evolution of the magnetic
spectra with the external magnetic field. In contrast to previ-
ously reported studies about Fe,Dy, clusters [6], in which the
magnetic hyperfine splitting collapses under the application of
an external magnetic field, in the case of 1 this applied field
results in the total effective magnetic field decreasing for one
sextet and increasing for the other. This confirms that the Fe;
and Fe,, and Fe3 and Fey pairs are antiferromagnetically
coupled. No collapse of the magnetic structure is observed. An
explanation may lie in the different communication between Dy

and Fe ions. Contrary to previously reported Fe,Dy, com-
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pounds, in which single Dyl

ions are in close proximity to
either side of the Fe, fragments, in compound 1 the Dy ions are
on the same side and ferromagnetically cooperating with each
other. This gives rise to a total ground spin state which cannot

be affected by external applied magnetic field.

It is worth mentioning that compound 1 is a single molecule
magnet. It displays an out-of-phase response to the blocking
temperature 2.5 K (at 1500 Hz), which is characteristic of a
slow relaxation of the magnetization (Figure 5). The character-
istic measuring time for Mdssbauer spectroscopy is about
1077 s, whereas that for ac magnetic susceptibility measure-
ments is typically in the range between 10 and 107 s (i.e., ac
frequencies of 1-1500 Hz). Because of their different time
windows, 37Fe Mossbauer spectroscopy and ac magnetic
susceptibility measurements provide an apparently different
view of the relaxation dynamic: If a slow relaxation can be seen
in the magnetic data at very low temperatures (1.8-3.0 K), then
an intermediate relaxation can already be seen in the Mdssbauer
spectra at 30 K. Therefore, an accurate comparative analysis of

the data obtained from these two methods cannot be done.
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Figure 5: Plot of out-of-phase ac susceptibility signals vs temperature
for 1 at the indicated oscillation frequencies.

Conclusion

This communication once more shows how additional, case-
sensitive information about the unpredictable lanthanide
anisotropy can be gathered by using ’Fe Mdssbauer spec-
troscopy. Due to the strong anisotropy of Dy ions, the magnetic
susceptibility measurements provide only averaged information
about the magnetic behaviour inside the molecules and one
cannot distinguish all interactions inside the complex mole-
cules. Mdssbauer spectroscopy, on the contrary, provides us
with microscopic information about the metal-metal communi-

cation and the relaxation dynamics on specific centres, in this
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case Fe nuclei in the presence of very anisotropic Ln centers.
Having identified the nature of the interaction in compounds 1
and 2, it will be of interest to explore the influence of incorpor-
ating other anisotropic lanthanides to shed light on the complex
magnetism of lanthanide based SMMs.

Experimental

Unless otherwise stated, all reagents were obtained from
commercial sources and were used as received without further
purification. All reactions were carried out under ambient
conditions. Elemental analyses for C, H, and N were performed
by using an Elementar Vario EL analyzer. IR spectra were
measured on a PerkinElmer Spectrum One spectrometer as KBr
disks.

Preparation of [Fe4Dy,;(OH);(nbdea) (0O,CCMe3)6(N3)2]-
-3MeCN (1): A mixture of FeCl, (0.127 g, 1.00 mmol), NaN3
(0.130 g, 2.00 mmol) and N-(n-butyl)diethanolamine (0.48 g,
3.00 mmol) in acetonitrile (15 mL) was stirred at room tempera-
ture for 20 min before adding 10 mL of dichloromethane. The
obtained cloudy solution was stirred for another 10 min at 60 °C
before the addition of Dy(NO3)3-6H,0 (0.22 g, 0.50 mmol),
pivalic acid (0.41 g, 4.00 mmol) and phenol (0.05 g,
0.50 mmol),. The mixture was further stirred until it became
clear. The solution was filtered and left for slow evaporation.
After one week red crystals of 1 were obtained. Yield 34.7%
(based on Fe); Anal. calcd for C66H133F64Dy2N13022 (1)
(dried): C, 40.17; H, 6.59; N, 8.96; found: C, 40.98; H, 6.76; N,
6.73; IR (KBr) v: 2948 (s); 2932 (s); 2877 (m); 2057 (s); 1603
(s); 1550 (s); 1476 (s); 1463 (w); 1407 (m); 1373 (m); 1352
(m); 1330 (w) 1284 (w); 1269 (w); 1222 (m); 1164 (w); 1142
(w); 1081 (m); 1054 (m); 1049 (m); 1019 (m); 998 (w); 936
(W); 904 (w); 885 (w); 877 (w); 814 (w); 788 (w); 754 (w); 695
(w); 625 (w); 606 (w); 585 (m); 513 (w); 470 (w); 426 cm™ !
(w).

Complex [Fe4Y2(OH)Z(mdea)4(02CCMe3)6(N3)2]'C6H50H
(2) was obtained through the same procedure by using
Y(NO3)3:6H,0 in place of Dy(NO3)3-6H,0 and mdea in place
of nbdea. Yield 32.1% (based on Fe); Anal. caled for
Cs6Hip6FeaN19023Y2: C, 39.83; H, 6.32; N. 8.29; found: C,
39.93; H, 6.71; N, 8.12; IR (KBr) v: 2961 (s); 2923 (s); 2872
(m); 2061 (s); 1601 (s); 1552 (s); 1481 (s); 1461 (w); 1407 (m);
1371 (m); 1354 (m); 1332 (w) 1286 (w); 1268 (w); 1226 (m);
1165 (w); 1142 (w); 1082 (m); 1058 (m); 1051 (m); 1024 (m);
998 (w); 935 (w); 902 (w); 886 (w); 876 (w); 814 (w); 786 (W);
753 (w); 698 (w); 626 (w); 607 (w); 587 (m); 548 (w); 512 (w);
472 (w); 425 cm™! (w).

Magnetic measurements: The magnetic susceptibility
measurements were carried out with a Quantum Design SQUID
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magnetometer MPMS-XL. This magnetometer works between
1.8 and 400 K for dc applied fields ranging from —7 to 7 T.
Measurements were performed on polycrystalline samples.
Alternating current susceptibility measurements have been
measured with an oscillating ac field of 3 Oe and ac frequen-
cies ranging from 1 to 1500 Hz. The magnetic data were
corrected for the sample holder.

Moéssbauer spectroscopy: The Mossbauer spectra were
acquired using a conventional spectrometer in the constant-
acceleration mode equipped with a 37Co source (3.7 GBq) in a
rhodium matrix. Isomer shifts are given relative to a-Fe at room
temperature. The sample was inserted inside an Oxford Instru-
ments Mdssbauer-Spectromag 4000 Cryostat, which has a split-
pair superconducting magnet system for applied fields up to
5 T, with the field of the sample oriented perpendicular to the
y-ray direction. The sample temperature can be varied between
3.0 and 300 K.

X-Ray crystallography: Data were measured on Stoe IPDS II
(1) or IPDS I (2) image plate diffractometers using graphite-
monochromated Mo Ko radiation, and were corrected for
polarisation and absorption. Structure solution (direct methods)
and full-matrix least-squares refinement against F2 (all data)
was carried out by using the SHELXTL software package [27].
All ordered non-H atoms were refined anisotropically; disor-
dered atoms were refined with partial occupancy and geomet-
rical restraints, either anisotropically with rigid-bond restraints
or isotropically. Organic H atoms were placed in calculated
positions; the positions of H atoms bonded to O were refined
with O—H restrained to 0.92(4) A. Crystal data for 1:
CesH 33Dy2FesN 3045, 2033.27 g'mol™!, triclinic, P-1, a =
13.9237(6), b = 14.5196(7), ¢ = 25.1289(10) A, a = 82.856(3),
B =79.710(3), y = 65.545(3)°, Z=2, V =4542.9(3) A3, T' =
150(2) K, peatc = 1.486 g-cm™3, F(000) = 2088, (Mo Ka) =
2.315 mm™'; 62413 data, 21679 unique (Rjn = 0.0342), 979
parameters, final wR, =0.1201, S = 1.018 (all data), R; (17985
data with I > 2o(I)) = 0.0449. 2: Cs6Hp6FesN19023Y 2,
1688.72 g-mol_l, monoclinic, P2;/c, a = 19.1485(18), b =
16.4725(10), ¢ = 24.797(2) A, B = 101.162(11)°, Z=4, V =
7673.5(11) A3, T'=200(2) K, peatc = 1.482 g-em™3, F(000) =
3512, p(Mo Koa) = 2.305 mm™'; 82403 data, 15075 unique (Rin
=0.0413), 917 parameters, final wR, = 0.1073, S = 0.986 (all
data), Ry (11528 data with [ > 2o6(I)) = 0.0416. Crystallographic
data (excluding structure factors) for the structures published in
this paper have been deposited with the Cambridge Crystallo-
graphic Data Centre as supplementary publication nos. CCDC
957219 & 957220. Copies of the data can be obtained, free of
charge, on application to CCDC, 12 Union Road, Cambridge
CB2 1EZ, UK: e-mail: data_request@ccdc.cam.ac.uk, fax: +44
1223 336033 or http://www.ccdc.cam.ac.uk/cgi-bin/catreq.cgi.
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Long, straight mesoscale silver wires have been fabricated from AgNOj electrolyte via electrodeposition without the help of
templates, additives, and surfactants. Although the wire growth speed is very fast due to growth under non-equilibrium conditions,
the wire morphology is regular and uniform in diameter. Structural studies reveal that the wires are single-crystalline, with the [112]
direction as the growth direction. A possible growth mechanism is suggested. Auger depth profile measurements show that the
wires are stable against oxidation under ambient conditions. This unique system provides a convenient way for the study of self-

organization in electrochemical environments as well as for the fabrication of highly-ordered, single-crystalline metal nanowires.
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Introduction

Nanoscale and mesoscale metal wires have attracted consider-
able attention due to their potential application in new elec-
tronic, sensor, and optical devices [1-10]. Furthermore, metallic
nanowires and -contacts play a key role as leads and contacts
for contacting molecules in the field of molecular electronics
(for a collection of recent work see [11-19]). Silver wires, in
particular have been the focus of research due to their excellent
electric and optical properties [4-6,9,10,20]. For example, itin-
erant electrons in silver wires can strongly interact with inci-
dent electromagnetic waves at specific frequencies and induce a
collective resonant absorption on the surface known as surface
plasmon resonance [21]. Because of this feature, noble metals
can serve as plasmon waveguides [22,23]. Especially, single-
crystalline metallic materials are preferred in order to reduce the
loss in transmitting signals. Therefore, the fabrication of micro-
scopic building blocks, such as single-crystalline silver wires, is
a crucial step towards the implementation of nanodevices and
represents a significant challenge in nanoscale science. There
are various existing methods to fabricate mesoscale metallic
wires: Electron beam lithography is a precise and well-
controlled method, yet for larger numbers of wires rather expen-
sive and time consuming. Electrochemically oxidized anodic
alumina membrane (AAM) templates are also often used to
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fabricate metallic nanowires [24]. Yet the AAM-mediated
nanowires are often inhomogeneous in morphology, poly-crys-
talline in structure, and fragile in their mechanical properties.
This is also true for nanowires fabricated with the tip of an
atomic force microscope used as a mechano-electrochemical
pen [25]. As reported recently, this technique allows to fabri-
cate predefined metallic structures on surfaces with nanoscale
resolution, which, however cannot be fabricated as freestanding
wires [25,26].

Here we report a unique method to long, straight, and single-
crystalline mesoscopic silver wires by electrochemical deposi-
tion in the potentiostatic mode without the need to use any
templates, surfactants or additives. At the same time, our
method has the advantages of high deposition rate, low reaction
temperature, and low cost which are traditionally associated
with electrochemical deposition techniques [27].

Results and Discussion

The fabrication process of the mesoscopic silver wires is
summarized in Figure 1. It is similar to that described in our
previous work [28-31]. Before electrodeposition, the elec-
trolyte in the deposition cell is carefully solidified by lowering

silver wires

(% ca—— )

4

C

silver wires

\ . .

o Q

electrolyte

Figure 1: Schematic diagrams of the experimental procedure. (a) By slowly freezing the silver nitrate electrolyte a thin aqueous layer of electrolyte
forms between the glass slide and the ice. The concentration of electrolyte is higher than the initial concentration due to the segregation effect.

(b) Applying a constant voltage across the two electrodes let the silver grow from the cathode into the electrolyte. (c) Cooling is stopped and the
temperature rises after deposition. After melting the ice the silver wires can be taken out of the deposition cell and rinsed with deionized water (d).

After drying they are ready for further TEM- and SEM-analysis.

1286



the temperature to a preset value, which is usually just below
the freezing point of the electrolyte. Due to the segregation
effect, AgNOj is partially expelled from the ice of the elec-
trolyte during solidification [32]. As a consequence, the concen-
tration of aqueous AgNOj electrolyte in the deposition cell
increases. When equilibrium is reached, a thin layer of concen-
trated AgNOj electrolyte is formed between frozen electrolyte
and the glass plates of the deposition cell (Figure 1a).

Thereafter, a constant voltage is applied across the two elec-
trodes, and deposits first nucleate from the cathode, grow later-
ally into the aqueous electrolyte, and form aligned wires which
grow towards the anode (Figure 1b). It takes several minutes
before the deposit occupy an area of about 0.5 cm?. When elec-
trodeposition is finished, the temperature is increased to melt
the ice (Figure 1c). The wire deposits stack on the glass sub-
strate and can be easily taken out of the electrodeposition cell
for further examinations (Figure 1d). The thickness of the elec-
trolyte layer can be roughly estimated by two methods: 1. the
thickness of the deposits piled on the substrate [28,31] and 2. by
measuring the electric resistance across the cell [33]. Using
method 2 the authors showed, that the thickness of the CuSOy
electrolyte layer can be tuned from 100 nm to 1.4 pm by
changing the temperature from —8 °C to —1 °C [33]. In the
experiments presented here the thickness of the layer was in the
range of several micrometers based on the observed thickness
of the deposition.

Scanning electron microscopy (SEM) shows that the silver
wires are growing parallel to the glass substrate (Figure 2).
Bunches of silver wires initially nucleate on the cathode and
propagate laterally on the glass substrate parallel to the local
electric field. Eventually silver wires cover the glass substrate
and pile up like log stacks. The overall morphology of the
deposits exhibits bunch- and tree-like structures, as shown in
Figure 2a. Detailed features of the silver wires are illustrated in
Figure 2b and 2c, where the wires are straight uniform in diam-
eter and exhibit a smooth surface. The diameter of the wires
ranges from about 150 nm to 600 nm. Preliminary results show
a strong influence of the applied voltage on the diameter of the

wires.

Several long wires are shown in Figure 2d. Sometimes the
length of the wires exceeds 150 um. As illustrated in Figure 2,
the deposits macroscopically consist of long and straight wires,
occasionally with regular side branches. Microscopically,
straight silver wires are often aligned and form ordered arrays.
In our experiments, the silver wires are robust and can be taken
out of the cell together with the substrates without being
damaged. They can be removed from the substrate and subse-
quently rearranged on other substrates.

Beilstein J. Nanotechnol. 2014, 5, 1285-1290.

Figure 2: SEM images of silver wires: (a) Overview: low-magnification
image. (b) Zoom-in of (a). (c) Image of one silver wire, illustrating the
homogeneous thickness and smooth surface. (d) Image of several
long silver wires.

The microstructure and chemical composition of the silver
wires were analyzed by transmission electron microscopy
(TEM) and energy dispersive X-ray (EDX) spectroscopy.

Figure 3a shows a typical bright-field TEM image of silver
wires and the corresponding selected area electron diffraction
(SAED) pattern (Figure 3b). The SAED patterns demonstrate a
distinct single-crystalline feature. The data show that the growth
direction of the wire is perpendicular to the [111] direction,
along the [112] direction. Figure 3c is a scanning TEM (STEM)
image of a silver wire. Figure 3d shows the EDX spectrum
collected from the marked region in Figure 3c. Strong silver
element peaks are identified, together with very weak gold,
iron, carbon, and cobalt peaks. Gold and carbon signals most
likely come from the carbon-covered gold TEM grid, on which
the sample has been deposited. Cobalt and iron most likely
come from the pole pieces of the objective lens. Oxygen and
sulfur signals are not observed. Therefore, one can conclude
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Figure 3: TEM analysis of thin silver wires and corresponding EDX
information. (a) Bright-field image of typical silver wires with the axes
which should be oriented in [112] direction and (b) the corresponding
SAED patterns recorded from the marked region, the growth direction
is mostly like [112]. The zone axis is <111>. (c) HAADF-STEM image
of a silver wire and (d) the corresponding EDX spectrum taken at the
labelled position on the wire of Figure 3c. Strong silver element peaks
can be identified. Very weak gold, iron, carbon, and cobalt peaks were
also found. Gold and carbon come from the substrate. The cobalt and
iron signal comes from the pole pieces of the objective lens; no peak
can be attributed to sulfur, nitrogen or oxygen, the latter demon-
strating that the silver wires are not oxidized at ambient conditions in
air.

that the silver wires grown in the experiments presented here

are chemically pure.

The application of silver wires as building blocks for microelec-
tronics requires good chemical stability, especially the stability
against oxidation under ambient conditions. For most metallic
microstructures, however, stability against oxidation is a chal-
lenge. The reason is that reducing the length scale means
increasing the surface/volume ratio and thus induces more insta-
bility in comparison with bulk systems. Therefore, the aging of
the silver wires was investigated by scanning Auger micro spec-
troscopy (SAMS).

Figure 4 shows the element depth profiles of silver wires, which
were exposed to ambient conditions for different times. The
profiles are determined by Auger measurements between
several short sputtering steps. The left diagram shows data
obtained from a freshly-prepared sample (exposed to ambient
air for less than one hour) and the right one the data of an aged

sample that had been exposed to ambient conditions for four

Beilstein J. Nanotechnol. 2014, 5, 1285-1290.

months. Comparing the two depth profiles, no significant differ-
ences can be identified. As illustrated in Figure 4, in a depth of
only 5 nm, the concentration of the oxide already virtually
approaches zero. The thickness of the oxide layers did not
change significantly during the aging process and the oxide
layer is not more than approx. 5 nm thick. Therefore, Figure 4
indicates that the silver wires are stable against oxidation under
ambient conditions. Silver typically corrodes under ambient
conditions by silver sulfidation with hydrogen sulfide (H,S)
and/or carbonyl sulfide (OCS) in the atmosphere, with this
phenomenon being amplified by water and oxygen [34]. The
origin of the stability of our structures is the subject of an
ongoing study.
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Figure 4: Auger depth profile curves of freshly prepared and aged
silver wires. The full and dotted curves correspond to data obtained
from two different wires. The relative atomic concentration is plotted
versus the sputter depth; (a) freshly-prepared sample taken out of the
electrodeposition cell and washed by deionized water and immedi-
ately investigated by SAMS. (b) Sample aged by exposure to ambient
conditions for four months. Freshly-prepared and aged samples show
similar depth profiles, indicating that the single-crystalline silver wires
are stable under ambient conditions on this time scale.

It is interesting to consider the mechanism for electrochemical
self-organization of such long, smooth silver wires, bearing in
mind, that the growth rate of the wires is of the order of 10 pm/s
in our experiments and that the entropy of interfacial phase tran-
sition for silver is small. The faces tend to be roughened [34]
and the surfaces of the wires are rounded without obvious faces.
This may indicate that the surface is rough on atomic scale. It is
known, that the (112) surface energy is relatively high and that
the growth speed of [112] is faster than that of other facets [35].
Hence elongated silver wires are generated due to the
anisotropy in growth rate. However, anisotropy in growth rate
cannot guarantee for the formation of smooth silver wires with
homogeneous diameter as that shown in Figure 2b,c. The point
is that the side faces of the wires are rough on the atomic scale,
and should possess linear growth kinetics. Thus, any small

driving force should make the side faces to grow. If this would
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be the case, then we would observe conical silver wires instead
of iso-diameter ones. We suggest that the formation of uniform
silver wires in our system is due to the unique geometric restric-
tion of the deposition cell and the screening effect in Laplacian
field [36,37]. According to Chazalviel, the cation concentration
behind the growing front decreases dramatically in a two-
dimensional electrodeposition system [37]. Therefore, active
deposition takes place only on the growth front, and growth in
those parts behind the growth front is virtually stopped. In a
thick electrodeposition cell, this condition cannot be realized
casily because of convection and migration of the ions in the
electric field. Our thin film electrodeposition system is closer to
an ideal two-dimensional growth system, which helps to explain

the low diameters of the silver wires.

The growth mechanism of the silver wires can be explained in
the following model: Initial silver wires nucleate on the cathode
and grow towards the anode, presumably with [112] as the
preferred growth direction. Behind the growth front the wires
do not increase their diameter due to the depletion effect. These
two factors allow the wires, once they are initiated along the
direction of local concentration gradient, to develop into homo-
geneous, non-branching wires, as shown in Figure 2b,c.
However, if the axis of the wire deviates from the local concen-
tration gradient, e.g., if in the initial direction of the axis of the
wire is not perpendicular to the cathode (anode), sidebranches
will be triggered. Since the sides of the silver wires are rough,
there is no significant energy barrier to prevent the generation
of sidebranches. When this sidebranching mechanism works,
the sidebranches should develop on only one side of the wires,
that is, from the side facing the cation supply. Indeed such
comb-like structures were observed in our experiments, t0o. As
illustrated in Figure 5, side branching takes place only on one
side of the wire and forms a 60 degree angle with respect to the
main stem. Electron diffraction indicates that the side branches
maintain the same crystallographic direction.

These observations confirm our understanding of the silver wire
growth and support the nutrient-supply-flux induced side
branching mechanism in silver wire growth. This branching
mechanism is valid when the wire growth has very strong
anisotropy and the side faces of the wire are rough.

Conclusion

We have reported a novel technique for fabricating single-crys-
talline silver wires by electrochemical deposition, without intro-
ducing templates, additives and surfactants. The simple experi-
mental setup and the wide range of control parameters make
this approach a versatile and simple pathway to fabricate metal
meso- and nanostructures. This unique system provides a con-

venient way to investigate fundamental processes of self-orga-

Beilstein J. Nanotechnol. 2014, 5, 1285-1290.

Figure 5: TEM analysis of thin comb-like silver dendrites (dark areas
in the image left) and corresponding SAED patterns. Patterns (1)—(5)
(right) were recorded at different spots marked by the corresponding
number in the TEM image (left). The zone axis is <111>. This suggests
that the comb structure is single-crystalline. All SAED patterns display
the same hexagonal pattern. This suggests that the comb structure is
single- crystalline. Each branch should grow along one of the <112>
directions.

nization in electrochemical environments. Our results are
pointing the way to a controlled fabrication of highly-ordered,
single-crystalline metal nanowires, opening perspectives, e.g.,
for on-chip electrical connectors, sensors as well as photonic

and plasmonic devices.

Experimental

Electrodeposition was carried out in a cell with two parallel
electrodes made of silver wires (99.99%). The electrolyte solu-
tion was prepared with AgNOj3 (99.8%) and deionized water.
The concentration of the solution was 0.05 M.

Scanning electron microscopy (SEM) was performed with a
Gemini 2 system from Zeiss (LEO). The scanning Auger micro
spectroscopy (SAMS) investigations were done with a PHI 680
AUGER NANOPROBE UHYV system with 15 nm resolution
and depth profile equipment. Transmission electron microscopy
(TEM) investigations were performed with a Philips Tecnai F20
ST system operated at 200 kV. EDX analyses were carried out
in STEM (scanning transmission electron microscopy) mode in
order to measure nanometer-scale samples (1 nm spot size for
the EDX measurements presented in this article). STEM micro-
graphs were acquired using an HAADF (High-Angle Annular
Dark-Field) detector.
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