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Since the invention of scanning tunnelling microscopy (STM)

[1] and atomic force microscopy (AFM) [2], a new class of

local probe microscopes has entered the laboratories around the

world. Scanning probe microscopy (SPM) uses probing tips to

map properties, such as topography, local adhesive forces, elas-

ticity, friction or magnetic properties. In the emerging fields of

nanoscience and nanotechnology these types of microscopes

help to characterize the nanoworld. In addition, local probes can

also be used to modify the surfaces and to perform lithography

processes.

AFM, especially, has turned out to be a versatile instrument,

which can be operated in various environments, such as liquids,

gases or vacuum. High and low temperature versions are avail-

able, which allow scientists to explore a large variety of ma-

terials. The strategy is not to prepare samples according to the

requirements of the microscopy technique, but to perform

experiments in its most native state, e.g., to study biological ma-

terial in liquids. Questions to be addressed originate from

almost all scientific areas. One example is the field of molec-

ular electronics, where single molecules are investigated in

order to perform specific tasks, e.g., molecular switches, molec-

ular transistors or even molecular processors. In this area, STM

and AFM have become essential tools to characterize the struc-

ture and function of molecules on surfaces.

AFM has evolved considerably in the last few years, where new

operation modes, such as non-contact force microscopy (nc-

AFM), Kelvin probe force microscopy (KPFM) or friction force

microscopy (FFM), were developed. One main focus is the high

resolution capabilities of nc-AFM, which were drastically im-

proved. Atomic resolution on metals, semiconductors [3] and

insulators was achieved. Recently, the atomic structure of single

molecules was identified by nc-AFM, which gives new oppor-

tunities to investigate the local structure of these molecules [4].

In this Thematic Series, the structure of oxides is explored by

the combination of nc-AFM. Colour centres are characterized

by KPFM and tunnelling spectroscopy. The arrangement of

molecules on insulators is another type of application, which is

discussed in the present Thematic Series. The ability to measure

across phase transitions gives insight into fascinating phenome-

na, such as metal-superconductor transitions or metal-insulator

transitions.

Another important development is related to nanomechanics,

where phenomena, such as friction, wear, elasticity and plas-

ticity are studied on an atomic scale. Atomic friction has been

studied in great detail, where the main mechanism is related to

atomic instabilities, which lead to the characteristic stick slip

behaviour. The loading and velocitiy dependence were inter-

preted in terms of a thermally activated Prandtl–Tomlinson-
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Figure 1: Scanning probe microscopy: A large familiy of microscopes, which have in common that they use local probes to characterize surfaces.
AFM: Atomic Force MicroscopySTM: Scanning Tunneling Microscopy, PDM: Phase Detection Microscopy, FMM: Force Modulation Microscopy,
ic-AFM: intermittent contact AFM, TMAFM: tapping mode AFM, nc-AFM: non-contact AFM, KPFM: Kelvin probe force microscopy, EFM: Electrostatic
force microscopy, MFM: Magnetic force microscopy, MRFM: Magnetic resonance force microscopy, NSOM: Near-field scanning optical microscopy,
SNOM: Scanning nearfield optical microscopy, TSM: Thermal scanning microscopy, cr-AFM: contact-resonance AFM, SPSTM: Spin polarized STM,
SHPM: Scanning Hall probe microscopy, SGM: Scanning gate microscopy, SVM: Scanning voltage microscopy / Nanopotentiometry, ESR-STM:
Electron spin resonance-STM, SICM: Scanning ion conductance microscopy, CAFM: Conductive AFM.

model [5,6]. The transition into the superlubricity regime was

observed for incommensurate contacts [7] and for contacts at

low loads [8]. Furthermore, the control of atomic friction was

achieved by electrostatic and mechanical actuation of the

nanoscale contacts [8]. In this Thematic Series, a microfabri-

cated tribometer bridges the gap between the nanometer-scale to

the micron scale of micromachinery. Mechanical actuation is

used to reduce friction of these micro contacts.

An important aspect of SPM is the possibility to modify

surfaces. The probing tip can be either used to push or pull

atoms, molecules or particles across surfaces. These experi-

ments give information about the local bonding and to explore

friction and wear mechanisms. Two different regimes were

observed, which were related to the commensurability of the

contacts [9]. The manipulation of a large number of particles

gives also access to the size and shapes of the particles [10] and

is discussed in this Thematic Series as well.

A schematic drawing of the family of scanning probe micro-

scopes in Figure 1 demonstrates how fast and diverse this field

of research develops. I hope that this Thematic Series will help

the reader to get insights in this fascinating world. Furthermore,

I want to thank the colleagues for their excellent contributions.

Ernst Meyer

Basel, December 2010
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Abstract
The trajectories of differently shaped nanoparticles manipulated by atomic force microscopy are related to the scan path of the

probing tip. The direction of motion of the nanoparticles is essentially fixed by the distance b between consecutive scan lines. Well-

defined formulas are obtained in the case of rigid nanospheres and nanowires. Numeric results are provided for symmetric nano-

stars. As a result, orienting the fast scan direction perpendicular to the desired direction of motion and reducing b well below the

linear size of the particles turns out to be an efficient way to control the nanomanipulation process.

158

Introduction
Quite soon after its invention, it became clear that atomic force

microscopy (AFM) could be used not only for maging but also

for manipulating nano-objects [1,2]. This possibility has

produced spectacular results and last, but not least, it has

allowed the controlled manipulation of metal clusters on insu-

lating surfaces [3] and even single atoms on semiconductors [4].

However, AFM manipulation tends to be time-consuming. A

major issue is that nanoparticles are usually moved individually

so that the AFM tip has to be properly positioned with respect

to the particle every time. The tip is either placed on the side or

on the top of the particle. Then the tip–particle interaction is

increased (by varying the tip–particle distance or the amplitude

of the tip oscillations) until the particle is detached from the

substrate and moved in a direction which is determined by

several factors such as the scan pattern, the surface structure

and the geometry of both tip and particle. Predicting the direc-

tion of motion of nanoparticles is very important, especially if it

is desired to manipulate several particles at the same time. Here,

we show that this is possible in simple cases of practical

interest. Specifically, we assume that the AFM is operated in

tapping mode (although some conclusions may be extended to

contact mode), the particles are rigid and the frictional forces
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between particles and substrate can be neglected when the parti-

cles collide with the tip, but they are high enough to stop the

particles immediately once contact with the tip is lost. The

concentration of nanoparticles on the substrate is also supposed

to be low enough to prevent multiple collisions in the manipula-

tion.

After a brief review of previous results on the manipulation of

rigid nanorods, including nanospheres and thin nanowires as

limit cases, we discuss symmetric nanostars as a prototype of

more complex shaped particles. We show that in any case the

angle of motion of the nanoparticles is precisely related to the

distance b between consecutive scan lines. When the parameter

b is sufficiently small, the particle tends to move perpendicu-

larly to the scan direction. The exact relation between the angle

of motion θ and the parameter b depends on the particle shape

and can be, in principle, determined analytically. Curiously, this

has a certain analogy to the scattering of sub­atomic particles,

whose angle of deflection θ depends on the form of the scat-

tering field and on the impact parameter b (i.e., the distance at

which the particle would pass the center of the field in the

absence of any interaction) [5].

Results
The model
We first consider a planar island whose profile is described by

the function r = r(φ) in polar coor­dinates or, equivalently, by a

multi-value function y = y(x) in cartesian coordinates. Assuming

that the tip follows a raster scan pattern, the y coordinate of the

tip varies as Y0 = Nb, where N is the number of the scan line

and b is the distance between consecutive scan lines

(Figure 1a).

Figure 1: (a) A sharp nanotip follows a raster scan pattern with
consecutive scan lines separated by a distance b. The tip collides with
a nanoparticle (here represented by a star-shaped island) at the loca-
tion P. (b) In tapping mode the tip oscillates in the direction z perpen-
dicular to the plane of the figure and applies an impulsive force F
perpendicular to the island profile. (c) In contact mode the force F is
directed along the x axis and the total force acting on the particle will
be oriented as in tapping mode only if the static friction f can balance
the component of F along the island profile.

The island has a mass M and a moment of inertia I with respect

to the normal axis z through its center of mass (COM). Here, we

assume that the linear size of the island is much larger than the

tip radius, so that the force F applied by the tip is concentrated

at the point of contact P. We also assume that the island cannot

be deformed or broken during the manipulation. In such a case,

the position R ≡ (X,Y ) of the COM and the angle of rotation Φ

of the island about the normal axis z evolve according to the

equations of motion of a rigid body:

(1)

and

(2)

where rP defines the position of the point of contact P with

respect to the COM.

The direction of the force F depends on the operating mode of

the AFM. In tapping mode the tip oscillates in the z direction

with a frequency in the order of 100 kHz with an amplitude of

some tens of nm. This corresponds to an average speed of some

mm/s, which is well above typical scan velocities in AFM

(normally in the order of 1 µm/s). Thus, the tip hits the particle

almost vertically and the vector F is oriented perpendicularly to

the island profile, i.e., at an angle α = β + 90◦ with respect to the

x axis, where

and r' is the first derivative of r(φ) with respect to φ (Figure 1b).

In contact mode the tip hits the particle along the x direction and

the force F can be oriented as in tapping mode only if the static

friction force f between tip and particle is high enough to

prevent sliding along the island profile (Figure 1c).

Assuming that friction between island and substrate is also high

enough to prevent any slippage of the island after a collision

with the tip, Equation 1 and Equation 2 can be averaged over

the short collision time Δt (in the order of 1/ f , with f ~ 105 Hz

being the oscillation frequency of the tip). This leads to the

equations

(3)
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for the translation of the island and

(4)

for the rotation, which can be finally integrated over the total

time of interaction between tip and particle (along the given

scan line). If the nanoparticle is not flat, it is easy to see that the

previous analysis is still applicable provided that the particle

does not roll and that its shape is not cylindrical.

Translation and wobbling of nanorods
The manipulation of a rigid nanorod formed by a cylinder (with

length L) and two hemispherical caps (with radius a) is particu-

larly instructive. Here, any possible rolling can be ignored and

we can distinguish between two types of collision: (a) The tip

touches the cylindrical core of the nanorod (“core” collision).

(b) The tip touches one of the two hemispherical ends of the rod

(“cap” collision). In case (a) the equations of motion of the

nanorod can be written in the form [6]

and

In the case (b):

(5)

and

(6)

In general, both core and cap collisions occur along each scan

line and only numerical solutions are possible. However, a

complete solution can be found in two important cases: The

manipulation of a nanosphere of radius a (L = 0) and that of a

thin nanowire of length L (a = 0), where only cap collisions or

core collisions, respectively, occur. In the case of a nanosphere,

Equation 5 and Equation 6 can be integrated leading to the

following result [7]. The direction of motion of the sphere

forms an angle θ with respect to the x axis (fast scan direction)

given by

(7)

The quantity α0 is the impact angle between tip and sphere

(with the exception of the very first collision) and is given by

In the case of a nanowire, the average direction of motion is

well-defined and is given by the sim­ple formula [6]

(8)

The wire oscillates perpendicularly to this direction:

Thus, Equation 7 and Equation 8 show that the directions of

motion of nanospheres and nanowires manipulated by AFM in

tapping mode are completely determined by the distance b

between consecutive scan lines or, equivalently, by the density

of scan lines 1/b. The functions of Equation 7 and Equation 8

are plotted in Figure 2. In both cases θ(b) decreases with

increasing b until the particle is lost when b > a or b > L.

Furthermore, the angle θ → 90◦ when b → 0. Numerical simula-

tions show that similar conclusions are also valid for arbitrarily

thick nanorods [6], although simple analytic expressions cannot,

in general, be derived.

Figure 2: Angle of motion θ of a nanosphere (solid curve) and a
nanowire (dashed curve) as a function of the distance b between
consecutive scan lines. The parameter b is expressed in units of the
sphere radius a and wire length L respectively.
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Figure 3: Angle of motion θ of 2k-branched symmetric islands as a
function of the distance b be­tween consecutive scan lines (in units of
the length parameter a in the text). k = 2 (squares), k = 3 (circles) and
k = 4 (triangles).

Star shaped islands: Rotational effects
As a next step we extend our analysis to more complex shapes.

We consider star-shaped islands, whose profile is described by

the function

The number of branches in the island is denoted by 2k. For

instance, k = 3 in Figure 1a. It is inter­esting to observe that

both the moment of inertia I and the area A of the island are

independent of k:

where σ = M/A is the area density of the island. The ratio M/I

which appears in Equation 4 is thus equal to (867/608)a2 =

1.426a2. The equations of motion (Equation 3 and Equation 4)

have been solved for k = 2,3,4 and increasing values of b until

the island starts moving in the negative y direction and is lost.

In Figure 3 the angle of motion θ = arctan(dY/dX) is plotted as a

function of the parameter b. The initial coordinate Y0 of the tip

along the slow scan direction was randomly chosen, with hardly

any influence on the final results, except in the threshold region

where the islands can be lost (and no points can be plotted). In

all cases the direction of motion θ initially decreases with

increasing b and, again θ → 90◦ when b → 0. However, the

trend of the function θ(b) suddenly changes when b reaches a

certain value (b = 0.5, 0.35 or 0.25 when k = 2, 3 or 4). In order

to understand what happens at these points, we have also

plotted the angular velocity of the particles, dΦ/dN, as a func-

Figure 4: Angular velocity of the islands as a function of b. k = 2
(squares), k = 3 (circles) and k = 4 (triangles).

tion of b (Figure 4). The critical values of the parameter b

correspond to the onset of rotations of 180◦/k angles per scan

line. Beyond these critical values the angular velocity remains

almost constant and the function θ(b) slightly increases

(Figure 3). When k = 3 and 4 two further critical values of b are

found (b = 0.9 and 0.35 respectively), corresponding to rota-

tions of 2 × 180◦/k angles per scan line. On the other hand,

when b is small enough, the angular velocity dΦ/dN becomes

negligible: Rather than rotating, the islands simply ‘wobble’

like the nanorods.

Discussion
The predictions of the collisional model have been experimen-

tally verified with gold nanospheres and nanorods manipulated

on silicon oxide under ambient conditions by tapping AFM

[6,7]. Furthermore, we have also observed that, at least in the

case of the nanospheres, the model goes beyond the restrictive

hypothesis that the particles are immediately stopped after being

released by the tip. This has been shown by numerical simula-

tions, where a ‘mean free path’ d of the nanoparticles was intro-

duced. If the friction force between particle and substrate

decreases, and consequently the distance d increases, then the

pathway of the nanoparticle fluctuates more and more, but the

form of the function θ(b) remains essentially unchanged [8].

Another important point is the following. In many commercial

AFMs, the tip follows a zigzag scan path rather than a raster

scan path. This leads to significant variations in the impact

angles between the tip and particles and to a dependence of the

direction of motion on the initial position of the particles along

the fast scan direction x [7]. Nevertheless, at least in the case of

nanospheres, one of the previous conclusions holds: The angle

of motion θ → 90◦ when b → 0 (in the case of a zigzag scan

pattern, b can be taken as the distance between the starting

points of parallel scan lines). Altogether, these observations

suggest a general strategy for manipulating relatively large
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nanoparticles, i.e., in the order of or larger than the tip radius.

Provided that the density of scan lines is high enough, the direc-

tion of motion of the particles can be tuned by orienting the fast

scan direction x of the AFM perpendicularly to the desired

direction of motion. This is much easier and more reliable than

aligning the tip and moving it towards the COM of each

nanoparticle, as is usually done. The rotational effects predicted

by the collisional model have not yet been tested experimen-

tally. A good benchmark would be the flower-shaped Sb islands

first manipulated by Ritter et al. on HOPG and MoS2 [9].

Possible discrepancies between theory and experiment

concerning the direction of motion and angular speed of the

islands could be related to the friction forces between island and

substrate and even used to estimate these forces in further

developments of the collisional model. Since Sb islands can be

manipulated and the corresponding friction forces can be

measured also in contact mode [10], the applicability of the

model could also be tested under these different impact condi-

tions. Controlling the direction of motion of arbitrarily shaped

nanoparticles is important for the guided formation of nano-

structures. An interesting analogy is found with AFM nano-

lithography. In a recent paper we have shown that the patterning

of amorphous polymers can be ‘tuned’ by varying the scan path

of an AFM tip which scratches the polymer surface while scan-

ning [11]. Linear and ‘travelling’ circular ripples were formed

using a raster or a circular scan path, respectively. In the same

way, a desired configuration of nanoparticles could be obtained

by a proper choice of the scan pattern.

Conclusion
In conclusion, we have shown that the direction of motion of

nanoparticles can be controlled by AFM in a variety of

significant cases. The key parameter is simply the density of

scan lines in the scan path of the probe tip. Orienting the fast

scan direction perpendicularly (and not parallel) to the desired

direction of motion is an efficient way for manipulating the

nanoparticles. With a proper choice of the scan pattern, it may

be possible to reorganize an ensemble of randomly distributed

nanoparticles in a well-defined arrangement.
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Abstract
We have replaced the periodic Prandtl–Tomlinson model with an atomic-scale friction model with a random roughness term

describing the surface roughness of micro-electromechanical systems (MEMS) devices with sliding surfaces. This new model is

shown to exhibit the same features as previously reported experimental MEMS friction loop data. The correlation function of the

surface roughness is shown to play a critical role in the modelling. It is experimentally obtained by probing the sidewall surfaces of

a MEMS device flipped upright in on-chip hinges with an AFM (atomic force microscope). The addition of a modulation term to

the model allows us to also simulate the effect of vibration-induced friction reduction (normal-force modulation), as a function of

both vibration amplitude and frequency. The results obtained agree very well with measurement data reported previously.
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Introduction
With the invention of the friction force microscope (FFM) by

Mate et al. [1], it has become possible to study the friction

processes on the atomic scale that count as one of the funda-

mental aspects of everyday friction. The FFM (an atomic force

microscope (AFM) that is sensitive to the lateral forces at the

tip) can probe the interactions of an (almost) atomically sharp

tip with individual atoms or a small part of a crystal lattice on

the Ångstrom scale. It was found that regular, repeatable stick-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:W.M.vanSpengen@tudelft.nl
http://dx.doi.org/10.3762%2Fbjnano.1.20
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slip behaviour of a contacting highest point (asperity) over the

lattice of the other surface forms the very basis of the frictional

processes as previously described [2,3]. To physically describe

the stick-slip behaviour observed, the theories of Prandtl [4] and

Tomlinson [5] were used [6,7]. This Prandtl–Tomlinson model

has proven to be remarkably effective in describing atomic-

scale friction.

Further research on atomic-scale friction has resulted in a

wealth of information on atomic-scale friction processes, culmi-

nating in the prediction and discovery of extremely interesting

processes like superlubricity (vanishing friction when crystal

lattices do not match) [8,9] and thermolubricity (vanishing fric-

tion due to temperature-assisted hopping) [10,11]. Using the

Prandtl–Tomlinson model and kinetic rate theory, it has been

possible to describe the observed behaviour in simple theoreti-

cal terms.

The difference in length scales between the macroscopic and

the atomic-scale regime is extremely important. Atomic scale

friction experiments on atomically flat, non-reactive surfaces

often show very low friction coefficients (e.g., ~0.01 for a tung-

sten tip on graphite [1]), while macroscopically, usually fric-

tion coefficients above 0.1 are encountered. Hence it is not

directly clear how the atomic-scale friction coefficients relate to

their macroscopic counterparts. This transition regime is also of

practical significance: MEMS (micro-electromechanical

systems) devices have contact forces, surface roughness and

numbers of contacting asperities that position them right in this

‘knowledge gap’. In addition, their commercial success is

severely hampered by continuing friction and wear problems

[12].

The question is now how to describe friction on the larger scale

of actual MEMS devices, which pair micrometer features and

nanometer-scale surface roughness with nano- to micro-Newton

forces. This friction is characterized by irregular, but repeat-

able, stick-slip motion. Can it still be described by the

Prandtl–Tomlinson model? Work on rough surface friction has

centred around dynamic critical phenomena by Fisher [13,14],

Chauve et al. [15], and very recently by Fajardo and Mazo [16].

Friction of rough surfaces was also extensively studied by

Persson et al. [17,18] using a dedicated contact mechanics

model.

This paper first reviews typical MEMS friction measurements

with our fully MEMS-based tribometer, showing the irregular,

but repeatable, stick-slip motion of MEMS surfaces in contact.

Then we extend the common Prandtl–Tomlinson model with a

stochastic component to describe the surface roughness of the

sliding MEMS. This model very effectively describes the statis-

Figure 1: Schematic top view of the MEMS tribometer for studying
microscale friction [19]. Several slider types have been investigated,
such as the disc-shaped one in this figure. The experiments reported
in the current paper have been performed with a square slider,
resulting in two parallel sidewall surfaces sliding over one another. The
slider surface is 20 μm by 2.0 μm, the counter-surface has the same
2.0 μm height but is much longer. Only the measurement shown in
Figure 2 was performed with a small square slider of 4.0 μm by 2.0
μm. [Reprinted with permission from van Spengen, W. M.; Frenken, J.
W. M. Tribol. Lett. 2007, 28, 149–156.]

tical properties of the motion of the MEMS tribometer slider

observed in several measurements. We also show the effect of

vibration-induced friction reduction, both in the new theory and

experiments.

Results and Discussion
MEMS tribometer friction measurements
To investigate friction on the microscale, we have developed

MEMS tribometer devices that can be used to perform friction

experiments between their sidewalls [19]. They consist of two

perpendicular ‘comb drive’ linear electrostatic actuators that can

move a slider in two directions (Figure 1). One comb drive is

used to press the slider against a counter-surface and to vary the

normal load, and the other comb drive is used to slide the slider

along the other surface. Although the device is mechanically

comparable to the device described by Senft and Dugger [20],

the readout mechanism is completely different. We use the

capacitance change of a second set of comb fingers to detect the

motion of the device [21]. This allows us to measure FFM-like

dynamic friction loops showing the details of the interaction. A

typical result with silicon MEMS sidewall surfaces in air,

containing a native oxide, is shown in Figure 2. We observe

irregular, but repeatable, stick-slip, on a length scale compa-

rable to the lateral length scale of the surface roughness (to be

quantified later).
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Figure 2: Typical 1000-cycle-average friction loops obtained with the
tribometer of Figure 1 [19], at 27 °C and a relative humidity (RH) of
30%. The sliding speed was constant at 5 µm/s. Support position 0 μm
is where the loop was started every cycle. This loop is an average over
1000 scans. The fact that the slips appear sharp means that there was
no significant change to their position over these 1000 scans and
hence no surface changes (which would indicate wear). [Reprinted
with permission from van Spengen, W. M.; Frenken, J. W. M. Tribol.
Lett. 2007, 28, 149–156.]

To calibrate the forces measured, we need an accurate value for

the spring constant of the device. This calibration has been

implemented by designing two MEMS tribometers on the same

chip, which have identical springs, but a known difference in

mass. From the difference in resonance frequency we extract

the spring constant, being 2.0 ± 0.2 N/m for the device used in

this study.

The area enclosed by the friction loop corresponds to the energy

dissipated during the friction process. To obtain an accurate

measure for the energy dissipation, we have cut off the side

lobes of the friction loop, where the device becomes stuck in

one direction, taking the average lateral force only when sliding

in two directions takes place (Figure 3). From this dissipated

energy, we calculated the average friction force such as plotted

in the succeeding graphs, by dividing this energy by the dis-

tance slid.

In the measurements used for this paper, we systematically

varied the normal force, while keeping the support position

speed and environmental conditions constant. This resulted in a

friction force that is more or less linear in the normal force, with

a friction coefficient of 0.27 at a temperature of 27 °C and 25%

RH (Figure 4). The fact that the friction force becomes zero at a

negative apparent normal force is due to the contribution to the

effective normal load of adhesion between the two surfaces.

Figure 3: Determination of the average friction force. The area
enclosed by the dashed lines provides the best estimate of the typical
energy dissipated during sliding. The average friction force is obtained
by dividing the energy contained in the shaded area by 2•B.

Figure 4: The average friction force (determined as depicted in
Figure 3) as a function of the normal load is more or less linear on the
scale of MEMS devices. The tests were conducted at 27 °C and a rela-
tive humidity of 30%. The fitted friction coefficient is 0.27. Indicated are
also the calculated friction force based on an exponential autocorrela-
tion function, with blue open circles, and with the measured autocorre-
lation function (‘real ACF’), indicated with green open triangles. The
effect of the choice of autocorrelation function is very small.

The new stochastic Prandtl–Tomlinson model
To describe the microscale irregular stick-slip behaviour, we

have extended the well-known Prandtl–Tomlinson model

[4,5,7], which is used to describe friction on the atomic scale, to

include a microscale stochastic variation in the potential energy

landscape. Normally, a periodic function is used, to describe the

energy landscape with an atomic corrugation. In our case, the

corrugations are much higher and dictated by the surface rough-

ness. The characteristic length scale is related to the surface

roughness correlation length of the MEMS sidewalls. We refer
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Table 1: Comparison of the atomic-scale and stochastic Prandtl–Tomlinson models.

atomic Prandtl–Tomlinson model stochastic Prandtl–Tomlinson model

spring

surface corrugation

to our description as the ‘stochastic Prandtl–Tomlinson model’

(Table 1).

ξ(x) is a realization of a stochastic function, where x is the space

variable (position). It obeys a Gaussian distribution function

linearly related to the height of the surface and an exponential

autocorrelation function with correlation length λ. This ‘recipe’

forms the simplest description of a stochastic process. To obtain

the correlation length we need a model for the variations in

interaction potential that the system of two surfaces will

encounter when the surfaces slide with respect to one another.

If the MEMS tribometer would be a system in which the mean

distance between the surfaces during sliding would be held

constant, the contact area would fully change with the surface

roughness. If the normal force would be held perfectly constant,

the contact area would be constant instead (assuming a constant

‘bearing area’ [22]) and there would be no changes in the fric-

tion except the small changes expected on the atomic scale. But

at the start of a slip event, the system is out of equilibrium and

hence it is expected to behave intermediately between the two

extremes mentioned. The natural length and amplitude scale of

ξ(x) on which to expect changes are hence related to the length

and amplitude scales of the surface roughness, even though the

friction force is not determined by the work done against the

normal force during sliding; the friction is much too high for

this to be the dominating effect. In addition to the surface

roughness, the elastic and inertial properties of the sliding

surfaces and the whole system also contribute to the behaviour.

This mode of friction is known in the literature as the ‘surface

topology model of stick-slip’ [23].

Based on this notion that ξ(x) is proportional to the surface

roughness in MEMS, a measurement of the typical topology of

the sidewall surface is required. We have made a special

MEMS tribometer to do this, in which the counter-surface is

supported with small beams and hinges instead of being directly

fixed to the substrate. When the small beams are broken off

with a probe needle, the counter-surface can be flipped upright

and glued in place, so that conventional AFM can be used to

quantitatively assess the sidewall roughness (Figure 5).

Figure 5: The counter-surface is held by two small beams. After the
experiments, the beams can be broken and the counter-surface flipped
upright in its hinges with a probe needle, allowing easy access with an
AFM cantilever tip. The AFM has been used to measure the surface
roughness (Figure 6) on the sidewall at the position where the arrow
indicating ‘Counter-surface’ is pointing.

The AFM data show several striking features: first of all, the

polycrystalline silicon MEMS sidewall surfaces coming from

the MEMSCAP MUMPS process are not perfectly random

(Figure 6). Instead, two areas with apparently different rough-

ness are visible, as is some long-range waviness on the micron-

scale. This surface structure is formed by the 2-step RIE (Reac-

tive Ion Etching) process used for etching the structures from an

initially continuous polycrystalline silicon film. These surface

features are consistently there, from die to die, and from run to

run, although they are, of course, also prone to statistical varia-

tion. As most probably, different parts of the surface will take

part in the contact at the same time, and we require a 1-dimen-

sional function; the autocorrelation function is obtained by

adding all AFM scan lines taken in the direction of motion

together, to obtain the graph on the right of Figure 6. This graph

consists of the two different surface textures and the wiggly line

separating the two. The result is an autocorrelation function

with a fast, exponential decrease, and then some lower ampli-

tude rippling that is not fully periodic but extends over a longer

distance. The length scale of this ripple is most probably related

to the grain size of the polycrystalline silicon that has been

etched with RIE.
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Figure 6: Autocorrelation function Rxx(x) of a pristine sidewall surface measured with AFM, and theoretical exponential fit with a correlation length of
83 nm. The standard deviation on the height is 10.3 nm and the distribution is almost Gaussian. The long-range order is caused by the larger scale
ripples. The result is that only one ripple may stick out significantly more than the others and hence friction is more localised than on a surface with a
purely exponentially decreasing autocorrelation function. The sidewall measured with AFM is similar but not identical to the one used for the friction
measurements.

Using the sidewall AFM data, we have obtained a correlation

length of 83 nm in the sliding direction for one individual

surface (Figure 6). At very short distances at a correlation of 0.8

and higher, the measured value deviates from the exponential

curve, showing that there is a lot of variation in the interaction

energy at the nanoscale as well. To define the correlation length

of the interaction potential realizations ξ(x), we need to take

into account that there are two surfaces that both have this

correlation length of 83 nm, and that the speed of change en-

countered when they slide over one another is then faster, and

given by the square of the (normalized) individual autocorrela-

tion functions. The correlation length of ξ(x) hence is

λ = 41 nm, half the correlation length of the individual surfaces.

With the exponential autocorrelation function of Figure 6, and

assuming a Gaussian distribution, we can now generate multiple

mathematical 1-dimensional randomly rough surfaces as reali-

zations of the so defined stochastic function ξ(x). As the corre-

lation length is related to the surface roughness, the shape of the

realization will not change with the normal load, as is also the

case for the periodic Prandtl–Tomlinson model. The amplitude

of ξ(x) is scaled linearly with the load with the scaling factor as

the single fit parameter of the model.

Friction loop simulations
The stochastic Prandtl–Tomlinson model was incorporated in

an Igor Pro [24] software simulation of sliding rough surfaces

with the statistical properties taken from the measurements

described above. In this simulation, first the ‘surface roughness

functions’, typically 50, are generated using ξ(x) with a scale in

energy as the single fit parameter, namely the amplitude of ξ(x).

For every surface, the following procedure is followed. First,

the support position is set to 0, this is the first point on the left

hand side. Combining the surface roughness function and the

parabolic potential of the spring with support position 0, the

momentary energy landscape is calculated. This also defines the

lateral force scale on the vertical axis. Then a contact point is

defined in the same place as the support position (zero at the left

hand side). This is a single point, as the effect of having two

surfaces has already been incorporated in ξ(x). This corre-

sponds in a real measurement to the moment that the surfaces

are brought together. Then the lowest energy point is deter-

mined, where the contact point can go monotonically (this is the

essence of the Prandtl–Tomlinson model), and this point is

given as the first position of the slider. From then on, every

calculation cycle the support position is shifted by one point,

the energy landscape is recalculated, and the lowest point in

energy is evaluated where the contact point can go from its po-

sition in the previous cycle. This is repeated until the loop is

completed. As a last step the trajectory of the contact point is

evaluated for the first part of a second loop: from the last point

in the cycle to the first time it encounters the original curve

again. Indeed, the starting point of the second loop is not the

same as that of the first, when the surfaces are brought into
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Figure 7: Examples of curves simulated with the stochastic Prandtl–Tomlinson model for two realizations of the same stochastic process, mimicking
the experimental conditions of the measurement of Figure 2.

contact in which case the initial starting position for sliding is 0.

By evaluating all realizations, one after the other, both a predic-

tion can be made for the friction force that would be encoun-

tered in a typical experiment, and how much is would differ

from one experiment to the other due to variations in the

contacting surfaces.

Simulated curves of the experiment of Figure 2 show a high

degree of similarity to the measured data (Figure 7). The

density of jumps, the typical jump length and the mean lateral

force all agree well.

Friction loops for other normal loads were simulated as well.

The lateral force for 50 loops and the standard deviation due to

the stochastic nature of the realizations of the ‘surface rough-

ness function’ ξ(x) are plotted in Figure 4 together with the

measurements with blue open circles. The uncertainty bars in

the calculation give the 1σ variation observed for different reali-

zations of the surface profile. We see that the curve perfectly

mirrors the behaviour of the experiment in Figure 4, however

the whole curve is slightly offset to the right/down compared to

the experiment and shows a regime of negligible friction at low

normal loads, a region that we would associate in the tradi-

tional Prandtl–Tomlinson model with ‘superlubricity’. This is

the case even though we have corrected for the 10 nN measured

adhesion (adhesion measurements with the MEMS tribometer

are detailed in [25]).

To investigate the effect of the long length scale ripples in the

measured autocorrelation function on the outcome of the calcu-

lation shown in Figure 4, we have also performed the same

simulation with the measured autocorrelation function instead

of an ideally exponentially decaying one. These results were

obtained for 25 friction loop simulations per normal force value

and are shown with the green open triangles. There is no signifi-

cant difference between the exponential and the ‘real’ autocor-

relation simulations, and hence the effect of the ripples is negli-

gible.

Because we have carried out MEMS measurements resembling

force–distance curves (as described in [25]) as well as the fric-

tion measurements reported here, we are able to verify the zero-

load point independent of the friction measurement. We can

hence conclude that it is not allowed to shift the theoretical

curve to the right to more closely fit the measurement data as

one might be tempted to do, due to the assumption of the pres-

ence of a ‘superlubric’ regime. It seems that in hydrophilic

silicon MEMS superlubricity does not take place. Instead a

small extra friction force, most probably related to the water/

hydrocarbons confined between and around the contacting

asperities, has to be taken into account.

Just like the traditional periodic model, the stochastic

Prandtl–Tomlinson model is phenomenological in the sense that

it predicts the mechanical behaviour of the system, but does not

say anything about the origin/amplitude of the corrugation, nor

of the processes that cause the energy to really dissipate. In

every slip, the stored elastic energy is suddenly released and

contributes to a rise of the temperature of the sliding interface

and eventually the whole MEMS device due to the thermaliza-

tion of the phonons launched into the structure upon the impact

of the contacting surface asperities [26].

The static shear strength itself is determined by OH-bridging

forces between the surfaces, direct chemical Si–O–Si bonds

between the surfaces (the rupturing of these bonds leads to wear
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of the surfaces in the long run), and/or possibly liquid water

meniscus strain or even gluing by confinement induced solidi-

fied water [27].

Vibration-induced lubricity simulations
The energy barriers to be overcome in typical MEMS with

sliding surfaces are much too large to take advantage of ther-

molubricity in order to lower friction. We have recently

published the results of an experimental study in which we

showed that, as in the case of thermal vibrations in thermolu-

bricity, friction in MEMS can be significantly reduced by

modulating the normal force, even when the average normal

force is held constant. During the moments that the normal

force is below the average, it is easier for the system to slip, and

if it does, less energy is dissipated due to the smaller jumps

involved. In [28], we presented the experimental results and a

simple analytical model to predict the corresponding friction

reduction. The friction measurement as a function of normal

force modulation amplitude is replicated in Figure 8. The appli-

cation of high-frequency vibrations to ease sliding has been

reported on the macroscale already in 1959 [29], with the most

recent investigation (in-plane motion) by Popov et al. [30].

Socoliuc et al. [31] have reported on atomic-scale experiments.

In the latter case, frictionless sliding can even take place when

the surfaces are still in slight contact.

Figure 8: Modulation of the normal force at a frequency much higher
than the frequency of the stick-slip events results in a significant
decrease in the friction, and the appearance of a modulation signal in
the lateral force. A voltage of 5.0 V is equivalent to 280 nN modulation
peak–peak (linear scale) of the normal load. The average normal load
is held constant at 50 nN. [Reprinted with permission from van
Spengen, W. M.; Wijts, G. H. C. J.; Turq, V.; Frenken, J. W. M. J.
Adhes. Sci. Technol. 2010, 24, 2669–2680.]

With the new stochastic Tomlinson model presented here, it is

now possible to fully simulate the effect of this modulation

more precisely, both as a function of modulation amplitude and

modulation frequency. The effect of modulation of the normal

force can be simulated by multiplying the realization of the

stochastic surface corrugation with this modulation. The way

this is done is to first convert the modulation in time to a modu-

lation in space during the sliding. The frequency of the modula-

tion (e.g., 500 Hz) and the sliding speed (in these experiments

and simulations sliding 1.2 μm back and forth in 0.5 s makes

4.8 μm/s) are combined. The spatial modulation period is then

calculated as 4.8 μm·s−1/500 Hz = 9.6 nm. The momentary

value of the corresponding sine wave is then multiplied with the

energy landscape in agreement with the support position, so that

one sine wave cycle is achieved for every 9.6 nm of support-po-

sition movement. The contact point can slide both forwards and

backwards due to the modulation.

The result is shown in Figure 9. The similarity between the

simulation and the experiment is evident. The simulation repli-

cates even the fact that a vibrational amplitude with the

frequency of the modulation is visible in the lateral force at high

modulation amplitudes (‘wobbling in the pits’), and that its

envelope has a correlation with the surface roughness. Only in

the simulation these effects are smaller than those experimen-

tally observed, due to the fact that we are in this case close to

the ‘superlubric’ regime in the model at low load. Figure 10

shows the expected trends of the friction reduction as a func-

tion vibration amplitude and frequency as calculated with the

new model, as well as the measured curves; the agreement is

excellent.

Figure 9: The major features of the experiment shown in Figure 8,
including the amplitude reduction and the visibility of the modulation
signal in the lateral force, are replicated in a simulation with the
stochastic Prandtl–Tomlinson model of different modulation ampli-
tudes. The peaks in the measurement appear blunter, most probably
due to small-scale wear.

Conclusion
The new stochastic Prandtl–Tomlinson model presented in this

paper is a powerful tool to describe friction of nanometer-scale

rough surfaces of MEMS. Although the model is fully phenom-

enological (it does not describe the physical processes that give
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Figure 10: Calculated and measured friction reduction as a function of vibration amplitude (frequency held constant at 500 Hz, left figure) and
frequency (5 Vpp amplitude, right figure).

rise to the energy dissipation) it is able to predict the important

features of the typical motion observed of a polycrystalline

silicon MEMS slider as it slides against an on-chip counter-

surface of same material. This proves that the overall sliding

behaviour is governed by the mechanical locking statistics due

to the roughness of the surfaces. We have also shown that this

new model can be easily extended with a term that describes the

modulation of the normal force as present in vibration-induced

friction reduction strategies. This extended model predicts the

critical features of the vibration experiments very well.
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Abstract
Wavelet transform analysis is applied to a thermally excited cantilever to get insights into fundamental thermodynamical properties

of its motion. The shortcomings of the widely used Fourier analysis are briefly discussed to put into perspective the wavelet trans-

form analysis, used to describe the temporal evolution of the spectral content of the thermal oscillations of a cantilever with an

interacting tip. This analysis allows to retrieve the force gradients, the forces and the Hamaker constant in a measurement time of

less than 40 ms.
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Introduction
The non-contact atomic force microscopy (NC-AFM) is a

powerful tool to study not only the surface topography, but also

the mechanical and chemical characteristics of the sample at the

nanoscale [1-3]. The tip of an excited cantilever is sensitive to

both forces and force gradients, when approaching the sample

surface. The response of the cantilever may show a modifica-

tion of the oscillation amplitude, frequency, phase or damping.

The measurement of these cantilever parameters allows to gain

information on the physical properties of the sample with

(sub-)molecular resolution [4,5]. The dynamic behavior of a

weakly interacting cantilever vibrating near a resonance can be

well approximated by a simple harmonic oscillator model,

described by three independent parameters, resonance frequen-

cy, ω0, amplitude at resonance, A0, and quality factor, Q. A shift

in ω0 is related primarily to the tip-surface force gradient, A0 to

the driving force, and Q to the energy dissipation [2,6].

The thermal motion (or Brownian motion) of the cantilever’s tip

is connected to the local mechanical compliance via the fluctua-

tion-dissipation theorem. The cantilever thermal fluctuations are

modified by the tip-surface interaction forces: monitoring these

modifications allows to reconstruct the interaction potential and

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:gabriele@dmf.unicatt.it
http://dx.doi.org/10.3762%2Fbjnano.1.21
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Figure 1: Block diagram of the optical beam detection system. A typical power spectral density spectrum of the cantilever flexural modes (up to the
fifth) is shown.

obtain information on various kinds of surface forces [7-9]. The

influence of the local environment on the cantilever oscillations

around the equilibrium position, detected by a quadrant photo-

diode in the optical beam deflection method, is usually analyzed

by the Fourier transform, that represents the temporal fluctua-

tions of the cantilever in the frequency domain. By doing so, the

oscillation eigenmodes of the cantilever are displayed in the

spectrum as resonance peaks. However, Fourier transform (FT)

analysis is correctly interpreted (and useful) only in the case of

stationary systems, i.e., the frequency spectrum must be corre-

lated with a temporally invariant physical system. If the phys-

ical state of the system changes in time, the Fourier spectrum

only displays an average of spectra corresponding to different

states and so the physical information is no more correlated

with a single state of the system.

There exists a powerful and well developed mathematical tool

overcoming these limitations, not yet applied to analyze the

dynamic force spectroscopy (DFS) data, the wavelet analysis

[10,11]. In this work, we present wavelet theory as an advanced

tool for the analysis and characterization of temporal traces

obtained by DFS. A necessary mathematical background on

wavelet theory is briefly introduced in the following sections,

regarding specifically the decomposition of a one dimensional

signal into its frequency components by scaled wavelet func-

tions, known as continuous wavelet transform (CWT). Since

wavelet functions are scaled according to frequency and time,

such a decomposition results in the so-called time-frequency

localization. The wavelet transform approach gives a mean-

ingful and intuitive representation of the temporal evolution of

the spectral content of an oscillating cantilever. CWT converts a

one-dimensional time signal into a two dimensional time-fre-

quency representation, which displays the signal amplitude

localized in time and frequency on a time-frequency plane. This

is particularly useful to study transitory regimes, i.e., signal

with a frequency spectrum changing during the data collection.

This work will show that the tip-sample interaction forces can

be quantitatively measured using CWT with acquisition times

as short as few tens of milliseconds, as required for practical

DFS imaging.

Since wavelets are a mathematical tool, they have been used in

a number of application in different fields of science and tech-

nology to extract information from and/or denoise many

different kinds of data, including – but certainly not limited to –

audio signals, images, optical spectra, time series. Previously,

wavelet analysis has been used in atomic force spectroscopy

mainly to denoise or extract data from images [12,13], which is

by far the most important application of the wavelet transform.

In the following, first we briefly illustrate the Fourier approach

to analyze the time traces of the cantilever thermal oscillations

collected at different separations from the surface. Successively

the CWT and its use in DFS will be introduced.

Fourier analysis of the cantilever thermal fluc-
tuations
Fourier analysis can be used to process the temporal trace of the

cantilever thermal vibrations detected by a standard AFM

optical beam deflection system. The power spectral density

(PSD) of the time signal, extending over a temporal interval

sufficiently long to assure the needed spectral resolution,

reveals resonance peaks corresponding to the various oscilla-

tion eigenmodes of the cantilever beam (Figure 1). This analysis
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is repeated at various separations from the surface, up to the

jump-to-contact distance. The force gradient of the interaction

dFts/dz (where Fts is the tip-sample force and z the tip-sample

distance, positive along the surface normal direction) is directly

evaluated by the observed frequency shift of the PSD as a func-

tion of z. Considering each flexural mode equivalent to a mass-

spring system, the tip-sample interaction elastic constant kts =

−dFts/dz is expressed as a function of the resonant frequency as

, where  is the resonant fre-

quency of the free cantilever,  is the resonant frequency of

the cantilever interacting with the surface force gradients and k

is the equivalent elastic constant of the mode under considera-

tion. This relation holds if kts remains constant for the whole

range of the displacements from the equilibrium position

covered by the cantilever. This is usually true in the thermal

regime since we are dealing with small oscillations (less than

0.2 nm) [9]. If  the frequency shift  is

proportional to the interaction elastic constant 

[1].

From the same PSD, besides the force gradient, it is possible to

measure the quality factor Q of the mode, that is determined by

the relative width of the resonance peaks corresponding to the

oscillation eigenmodes of the cantilever (Q = Δω/ω0). Q is

usually dependent on the distance from the surface. Since the

quality factor Q is connected to dissipation, important informa-

tions on the tip-sample energy exchange can be retrieved.

With this techniques force gradients and quality factors on

graphite in air have been measured [9]. It was found that the

attractive force gradient data are well reproduced by a nonre-

tarded van der Waals function in the form HR/(3z3) (H is the

Hamaker constant and R the tip radius of curvature), up to the

jump-to-contact distance D which occurs at around 2 nm from

the surface (Figure 2). In this distance range, Q is almost

constant for the first and second flexural modes. This means

that the interaction is conservative at distances greater than D,

the first flexural mode showing an evident decrease of the Q

value just before the jumps-to-contact. The dissipation mecha-

nism related to this sharp transition is due to a local interaction

of the tip apex with the surface.

In these experiments, the acquisition and storage of the photo-

diode time signal requires tens of seconds at each tip-sample

separation. This implies that the measurements at a single

spatial location (one pixel of an image) may take minutes. The

long measurements duration, besides the control of thermal

drifts, is not practical for imaging pourposes.

In closing this section, it is interesting to note that near the

sample, the quality factor is lower than that of the free

Figure 2: Results from the Fourier transform method, adapted from
[9]. a) Power spectral density of the thermal fluctuations of the first
flexural mode of the cantilever acquired at different tip-sample separa-
tions. A negative frequency shift of the resonant frequency is observed
on approaching the graphite surface. The resonance peaks are fitted
with a Lorentzian. b) The black continuous line is a fit of the van der
Waals force gradient between a spherical tip and a flat surface (force
gradient = HR/3z3, z is the tip-sample distance) to the measured fre-
quency shift of the first flexural mode as a function of the tip-surface
separation (red circles). The dashed line is the interaction force
obtained by integration.

cantilever. The decrease is due to the interaction of the rectan-

gular beam with the sample surface. If the tip-sample sep-

aration is very small, the distance between the beam and the

surface is about the tip height (nominal value h = 20–25 μm).

When the cantilever oscillates in air or in a fluid close to a solid

surface, due to a confinement effect, an increased damping is

manifested as a decrease of the quality factor [14]. This effect is

relevant for piezotube movements on the μm scale but not on

the nm scale covered by the present measurements, where the

effect of the tip-sample interaction dominates.

Continuous wavelet transform and time-fre-
quency resolution
The FT analysis provides a frequency representation of a signal

with perfect spectral resolution but without the possibility to

correlate the frequency spectrum with the signal evolution in

time. Instead, a time-frequency representation shows the signal

evolution over both time and frequency. CWT is a refined alter-

native to the classical windowed Fourier analysis, providing not

only the representation of the spectral energy content of the
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Figure 3: Comparison between the Fourier transform and the wavelet transform analysis. a) The time signal, a cosine function for negative times and
a cosine with quadratic chirp for positive times. Two daughter wavelet functions with different dilations and delays are superposed to the signal to
show the local resemblance between signal and wavelet. b) Wavelet transform of the temporal trace represented in a) showing the evolution of the
signal frequency. The black line is the calculated instantaneous frequency. c) Fourier transform (power spectral density) of the signal represented in
a). Only an average of the signal frequencies is observed.

signal at a certain time, but also the ability to adapt the resolu-

tion to the signal frequency.

A wavelet is a smooth function Ψ(t) with a compact support (or

a rapid decay at infinity, contrary to the Fourier basis), and zero

average,

which is translated in time by d and dilated by a positive scale

parameter s,

The zero average condition imply that Ψ(t) is an oscillating

function. The function Ψ(t) is called a mother wavelet, the

translated and dilated replicas Ψs,d(t) are called daughter

wavelets. The wavelet transform of a function of time t, f(t), at

the scale s and delay d is computed by correlating f(t) with the

daughter wavelet at the corresponding scale and delay,

The wavelet transform coefficients Wf(s,d) are “resemblance”

coefficients, that measure the similitude between the signal and

the wavelet atoms at various scales and delays (Figure 3a).

The square modulus of the wavelet coefficients |Wf(s,d)|2 is

proportional to the local energy density of the signal at the

given delay and scale, called the scalogram of the signal. As

explained in detail below, the delay-scale representation in

which wavelets are defined can be mapped into the more phys-

ical time-frequency representation to describe the signal energy

localization in frequency and time. It is useful to point out that

the instantaneous frequency of the signal can be traced by the so

called wavelet ridges analysis of the spectrogram in the time-

frequency plane. The wavelet ridges are the maxima points of

the normalized scalogram [11], showing the instantaneous

frequencies within the limits of the transform’s resolution (the

ridge analysis will be useful to represent the experimental data).

When the signal contains several spectral lines whose frequen-

cies are sufficiently apart, the wavelet ridges (i.e., the local

maxima) separates each of these components during their

temporal evolution, a task that cannot be performed using

Fourier analysis.

To visualize the differences between the FT and CWT consider

a signal f(t) = acosφ(t) with time varying phase φ(t), where φ(t)

= ω0t at negative times and φ(t) = ω0t +αt3 at positive times

(Figure 3a). The instantaneous pulsation is the derivative of the
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phase ω(t) = φ'(t) (the black line in Figure 3b). Since FT is a

time invariant operator, only an average of the time dependent

spectrum is observed (Figure 3c). On the other hand, CWT ap-

proach combines the time domain and frequency domain

analysis so that the evolution of each spectral component is

determined. The wavelet analysis allows to extract accurately

the instantaneous frequency information even for rapidly

varying time series (Figure 3b).

In the remainder of this section, we highligth the main features

of CWT analysis that are important when applied to the time

evolution of the cantilever oscillations. Unlike FT, the basis of

CWT is not unique, so it is important the choice of the wavelet

basis. In this work, we use a complex mother wavelet (also

called the Gabor wavelet or the Gaussian wavelet) represented

as

where σ controls the amplitude of the Gaussian envelope, and

thus its time/frequency resolution, η the carrier frequency. Since

the intrinsic time-frequency resolution in CWT is set by the

atoms over which the signal is expanded, we chose this wavelet

because it is particularly adapted to follow signals in time,

having the least spread in both frequency and time domain and

thus the best time frequency resolution.

The CWT is defined in terms of delays and scales and,

as anticipated, the representation can be mapped to time and

frequency. While it is immediate the connection of delay

to time, some comments are useful to connect scale to frequen-

cy.

The signal relative to the vertical cantilever displacement,

recorded with a digitizing oscilloscope from the optical beam

deflection system photodiode, can be thought as a one dimen-

sional string of sampling units. Each sampling unit is the value

of the signal at a specific sampling time and together constitute

the discretized sampled signal. A sampling unit is temporally

connected to the next by a (usually) fixed sampling interval T.

In this framework, the temporal parameter t in the expression of

the Gabor wavelet can be regarded as a (adimensional) discrete

index and likewise σ and η are adimensional wavelet parame-

ters defining the wavelet shape over the discrete sampling

string. The Gabor wavelet (adimensional) center frequency at

scale s is given by f = η/(2πs). It is possible to associate a

pseudo frequency F (in Hz) at a scale s by considering that f is

sampled with a time interval T, so that F = f/T. Therefore, the

wavelet dilations set by the scale parameter s are inversely

proportional to the frequency F.

Strictly connected to the relation between scale and frequency is

the wavelet time-frequency resolution. The joint time and fre-

quency limitations set to the analysis of the energy content of

the signal leads naturally to the introduction of the Heisenberg

box, associated to each analyzing wavelet. The Heisenberg box

delimits an area in the time-frequency plane over which

different CWT coefficients cannot be separated, providing a

geometrical representation of the Heisenberg uncertainty prin-

ciple (Figure 4). We adopt the commonly used definition of the

measure of the uncertainty window Δ as the root-mean-square

extension of the wavelet in the corresponding time or frequen-

cy space,

where ξ0 is a translation parameter and Ψ(ξ) represents the

Gabor mother wavelet, expressed either in time, ξ = t, or

circular frequency, ξ = ω = 2πF, Ψ(ω) = FT(Ψ(t)).

The time-frequency resolution of the analyzing Gabor mother

wavelet, used in this work, is determined by the σ parameter.

The Heisenberg box associated to the mother Gabor wavelet is

given by a time resolution  and a frequency (or

pulsation) resolution . When the wavelet is

subject to a scale dilatation s, the corresponding resolution has

size Δs,t = sΔt along time and Δs,ω = Δω/s along frequency

(Figure 4). The Heisenberg box centered at time t and frequen-

cy ω = 2πF is thus defined as

As expected from the uncertainty principle, Δs,tΔs,ω = 1/2.

It is useful to define the dimensionless parameter known as the

Gabor shaping factor GS = ση [16], which takes in to account

the envelope width (temporal resolution) and the number of

oscillations within the envelope width (frequency resolution).

The shaping factor controls the time frequency resolution via

the dimensions of the Heisenberg box (Figure 4). In fact, as it is

easily seen,  while , so that the choice of

the single parameter GS determines the shape of the Heisenberg

box. An increase of GS means more oscillations under the

wavelet envelope and a larger time spread, the frequency reso-

lution being improved and the time resolution degraded. In

Figure 5 are shown the CWT of delta-like signals in time and

frequency, whose time-frequency resolution is due only to the

wavelet analyzing characteristics. As discussed above, it is
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Figure 4: a) Complex Gabor wavelet with different shaping factors. An increase of GS corresponds to more oscillations under the envelope. The
"Heisenberg box" shows the relationship between the time and frequency resolution, like the uncertainty principle in quantum mechanics (adapted
from [15]). b) A graphical representation of the delay and dilation transformations used in the continuous wavelet transform (adapted from [16]).

Figure 5: Continuous wavelet transform of a delta-like signal in time and a delta-like signal in frequency, analyzed with wavelets of different shaping
factor, a-c) GS = 12, b-d) GS = 35. a-b) CWT of a delta-like function in time. The dependence of resolution on scale (frequency) is clearly shown. c-d)
CWT of a delta-like function in frequency. The frequency resolution increases with the shaping factor. The degradation of the CWT resolution near the
edges of the window transform is visible (edge effect).
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Figure 6: a) Power spectral density of the Brownian motion of the first flexural mode of the same temporal trace used for the wavelet transform on the
right. b) Wavelet transform of the Brownian motion of the cantilever first flexural resonance, around its instantaneous equilibrium position, as the tip
approaches the surface at constant velocity (9 nm / 40 ms = 225 nm/s). The wavelet coefficients |Wf(f,t)| are coded in colorscale. The origin of the
time axis corresponds to the instant when the jump-to-contact occurs. The white box at the left side represents the Heisenberg box, the open box
delimited by black lines represents the damped oscillator in response to an impulsive thermal excitation.

possible to see that the frequency resolution due to the mother

wavelet choice increases with GS while the temporal resolution

is degraded. The delta-like signals in time show clearly that the

time resolution depends on the scale (frequency) parameter,

increasing at lower scale (higher frequency). The delta-like

signals in frequency also show the edge effect, a degradation of

the wavelet resolution near the edges of the CWT time window

due to the spectral broadening produced by the signal trunca-

tion.

Results and Discussion
Wavelet analysis of the cantilever thermal
fluctuations
The wavelet analysis is applied to the force–distance curves

taken with the cantilever subject to thermal fluctuations while

approaching the surface. Figure 6 shows the scalogram of a 40

ms sampling of the cantilever Brownian motion around its

instantaneous equilibrium position while the piezo scanner is

displaced at constant velocity to move the tip towards the

surface, until it jumps to contact.

The discontinuous appearance of the signal in the time-frequen-

cy representation is due to the statistical nature of the cantilever

excitation. The thermal contact of the cantilever with a reser-

voir at temperature T implies that its mean potential energy

 (where Arms is the root mean square cantilever dis-

placement due to thermal motion) is equal to 1/2kBT by the

equipartition theorem, where kB is the Boltzmann constant and

T is the temperature. Microscopically this can be regarded as

the action of random thermal kicks (i.e. uncorrelated impulsive

forces), a driving force with white frequency spectrum. This

thermal force induces cantilever displacements from the equi-

librium position, that show a marked amplitude enhancement in

correspondence of the flexural eigenfrequencies. Since the

cantilever is subjected also to dissipative friction forces, the

amplitude response of the cantilever around a flexural resonant

frequency is not delta-like, but has a finite linewidth. The PSD

of the same temporal trace used for the CWT, reported in

Figure 6a, shows a linewidth comparable to the frequency inde-

termination of the Heisenberg box of the CWT and a structure

at low frequency that is reminescent of the interaction with the

surface, when for a short time the cantilever frequency is

lowered.

It is interesting to clarify the origin of the “bumps” observed in

the time-frequency representation. When the cantilever has a

thermally activated fluctuation, each flexural mode responds as

a damped harmonic oscillator whose equation of motion is

 where x is the oscillation amplitude, Q

the quality factor and ω0 the resonance frequency [17,18].

Considering for simplicity the initial conditions x(0) = x0,

 and assuming Q  1, the solution is an exponentially

decaying amplitude oscillating at the resonance frequency:

.

The energy associated to the oscillator E(t) is proportional to 

and from the above relations we see that the associated expo-

nential energy decay time is τ = Q/ω0. The spectral energy

density of the damped oscillator (L(ω)) is proportional to the

square modulus of the Fourier transform of x(t), L(ω) =

|FT(x(t))|2. Under the assumption Q  1, L(ω) is well approxi-

mated by a Lorentzian with a full width at half maximum of Δω

= 2πΔf = 1/τ.

Since the cantilever is first thermally excited and then damped

to steady state by random forces that act on a much smaller time

scale than its oscillation period, the characteristic response time

for an isolated excitation/decay event cannot be smaller than 2τ,

with an associated Lorentzian full width at half maximum of

Δω.
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From the above reasoning, it is natural to introduce the damped

oscillator box, a geometrical representation of the extension in

the time-frequency plane of the wavelet coefficients associated

to a single excitation/decay event, centered at time t and fre-

quency ω, defined as

The damped oscillator box, contrary to the Heisenberg box,

does not represent a limitation in resolution due to the wavelet

choice, but a physical representation of the damped oscillator

time frequency characteristics. It is important to note that the

ultimate resolution limitations imposed by the Heisenberg box

associated with the analyzing wavelet could prevent the

observation of the true dimensions of the damped oscillator box.

Due to their different definitions, a comment on the sizes of the

Heisenberg box and the damped oscillator box is useful. The

Heisenberg box dimensions are the root-mean-square exten-

sions of the Gabor wavelet envelope (i.e., its modulus) in time

and frequency. Since the Gabor wavelet evelope is a gaussian in

time and frequency, its root-mean-square extension is by defini-

tion the gaussian standard deviation, i.e. the half width at

 of the maximum. The damped oscillator box

dimension in frequency is the full width at half maximum of

L(ω). In terms of the wavelet envelope (proportional to ),

it is the full width at  of the maximum. The

damped oscillator box dimension in time is 2τ, where τ is the

full width at  of the maximum of the exponen-

tially decaying oscillator amplitude.

We did not attempt to correct the sizes of the boxes using a

single common definition because the comparisons with the

experimental data in the present work are mainly qualitative. In

our case Q = 43 and f0 = 10.9 kHz for the first flexural mode,

implying τ = 1.25 ms and Δω = 250 Hz. It is important to note

that the temporal and frequency width of many discrete time

frequency small structures seen in the CWT of the cantilever

thermal signal in Figure 7c are of the same dimensions of the

damped oscillator box 2τ × Δω. This observation is possible

because the first flexural mode is represented with a Gabor

wavelet with a shaping factor GS = 53 around the resonant fre-

quency, the Heisenberg box (1.1 ms × 290 Hz) is similar to the

damped oscillator box (1.25 ms × 250 Hz). In the representa-

tion of Figure 7a and Figure 7b, the CWT has different shaping

factors and thus different dimensions of the Heisenberg box

(0.71 ms × 450 Hz for GS = 35, Figure 7b, 0.25 ms × 1300 Hz

for GS = 12, Figure 7a), that allows to measure the time width

of the damped oscillator structures, but not its frequency width

due to limited frequency resolution. It is important to note that

the temporal width of the structures is independent on the time

resolution of the wavelet, indicating that we are observing a real

physical feature, that is not related to the choice of the wavelet

representation. As a rule of thumb, CWT should allow to follow

more easily the single-thermal-excitation-event time decay in

high-Q environments and measure its frequency linewidth in

low-Q environments.

Figure 7: Wavelet transform of the cantilever thermal fluctuations
around its instantaneous equilibrium position, using three mother
wavelet with different shaping factor, a) GS=12, b) GS=35, c) GS=53.
Increasing the shaping factor improves the frequency resolution but
lowers the time resolution. The tip is moved toward the surface at a
velocity of ≈225 nm/s until it jumps to contact (corresponding to the
origin of the time axis). The wavelet coefficients |Wf(f,t)| are coded in
colorscale. The white boxes at the left sides are the Heisenberg boxes.
The open boxes delimited by black lines represent the damped oscil-
lator boxes.

The first flexural mode frequency shift near the surface

(Figure 7b) provides a complete force distance curve. The

instantaneous frequency is evaluated by the wavelet ridges, the

local maxima points of the normalized scalogram. In order to

reduce noise effects, only maxima above a threshold are

considered (see the schematic representation in the inset of

Figure 8).

From the instantaneous frequency shift the gradient of the tip-

sample interaction forces (dFts/dz) is retrieved, using the rela-

tions previously reported, and the time scale is converted into
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Figure 8: Force gradient versus tip-sample distance for the first flexural mode near the jump-to-contact. The wavelet ridges provide the instanta-
neous frequencies within the limits of the scalogram resolution. The wavelet ridges are the local maxima of the normalized scalogram above a speci-
fied threshold, as schematically shown in the inset. The threshold is represented by a horizontal line and the maximum point is indicated by an arrow
for a vertical cut of the data at constant tip-sample distance. The CWT of Figure 7b is represented in gray scale on the background together with its
ridges (black points). The continuous black line is an Hamaker-like force gradient function fitted to the wavelet ridges, the dashed line the force calcu-
lated by integration.

the tip-sample separation by taking into account either the

piezoscanner velocity and the cantilever static deflection, to

obtain a complete force gradient versus distance curve

(Figure 8). The gradient data from CWT ridges are well fitted

by a nonretarded van der Waals function in the form HR/3z−3,

with HR = 1.2 × 10−27 Jm. Using the typical values of H in

graphite (H = 0.1 aJ), the tip radius is evaluated as R = 12 nm,

in good agreement with the nominal radius of curvature given

by the manufacturer (R = 10 nm). To promote this technique

from proof of principle to a measurement of the Hamaker

constant with a good lateral resolution, a thorough characteriza-

tion of the tip radius of curvature is needed.

Finally, we note that the whole force curve is acquired in less

than 40 ms, a time significantly less than that usually needed for

force versus distance measurements. With an optimization of

the electronics and reduction of dead times in the acquisition

process, it would be possible to acquire images in which a

complete information on force gradients and topography is

compatible with 1–30 ms/pixel data acquisition times required

for practical DFS imaging.

Conclusion
The interaction of an AFM cantilever tip with a graphite sample

is measured by applying the wavelet transform analysis to its

Brownian motion near the surface. The wavelet transform

analysis is a mathematical tool able to analyze the instanta-

neous spectral content of rapidly varying signals. Using the

wavelet transforms to analyze the temporal traces of the thermal

motion superposed on a force-distance curve, the tip-sample

interaction is measured in tens of ms, a time compatible with

imaging acquisition rates. The wavelet transform technique is

very promising since the analysis could be applied simultane-

ously to the higher flexural eigenmodes. Moreover the measure-

ment could be carried out across the jump-to-contact transition

without interruption, providing information on the elastic

response of the surface.

Experimental
The experiments are carried out with an AFM [19] mounted on

a massive platform suspended by springs to provide isolation

from external mechanical noise. The AFM with its isolation

platform are closed inside an acoustic isolation chamber. The

cantilever deflection is monitored by an optical beam deflec-

tion system based on a 600 nm laser diode coupled to a

monomode fiber (with a mode field diameter of 4 μm), which

acts as a mode filter, giving a TEM00 beam output after recolli-

mation. The collimated fiber output is focalized with an aspher-

ical lens to a 10 μm spot on the cantilever end. A digitizing

oscilloscope collects the differential outputs (left-right and top-

bottom) of the four quadrant silicon diode. The overall band-

width of the beam deflection system exceeds 1 MHz. The digi-

tizing oscilloscope has a 8 bit vertical resolution, 250 MHz

analog bandwidth, 1 Gsample/s maximum sampling rate, and a

buffer memory of 128 Msample.

The silicon cantilevers average dimensions are 40 × 460 × 2 μm

with a typical tip radius R = 10 nm. The resonance frequency of

the first flexural mode of the cantilever used in the experiments

is f0 = (10.908 ± 0.002) kHz, its elastic constant is k = 0.13 N/m

[20]. For each cantilever the elastic constant is evaluated both

by the Sader method [20] and the thermal noise method applied

to the first flexural mode [21,22]. Both methods agree within

5%.
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The piezoscanning system is based on a single scanner tube

with a maximum vertical extension of 2 μm. The experiments

consisted in acquiring the temporal evolution of the thermal

noise as a function of the tip-sample distance. The thermal noise

signal measured by the beam deflection system is sampled with

the digitizing oscilloscope while the tip moves toward the

surface. The piezoscanner is displaced at constant velocity of

approximately 225 nm/s. The sampling time is 240 ns so that

the signal string is composed by 4166 sampling points every ms

of acquisition time. The CWT analysis is performed off-line.

The sample consisted of a freshly cleaved highly oriented

pyrolitic graphite (HOPG) surface. All the experiments have

been conducted in air, with a relative humidity of less than

50%. Figure 1 schematically shows the experimental apparatus:

the electronic noise level is small enought to detect up to five

flexural eigenmodes. The optical lever sensitivity is calibrated

by taking the force spectroscopy curves on the hard HOPG

surface, assuming a negligible indentation and thus equal

distances spanned by the cantilever tip and the piezotube. The

obtained sensitivity is in the range of 50–200 nm/V, depending

on the cantilever type, beam position, and laser light power

level. The cantilever has a 15° tilt with respect to the horizontal

plane (that coincides with the sample surface), which is

considered for sensitivity correction [23]. Since the laser beam

position influences the effective length of the cantilever and the

sensitivity, the stability of the laser alignment is carefully

controlled during the measurements. From the approach force

curves after the jump to contact, the tip-sample contact point is

determined as the distance at which no force acts on the

cantilever that is when the cantilever is not deflected.
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Abstract
Surfaces of thin oxide films were investigated by means of a dual mode NC-AFM/STM. Apart from imaging the surface termina-

tion by NC-AFM with atomic resolution, point defects in magnesium oxide on Ag(001) and line defects in aluminum oxide on

NiAl(110), respectively, were thoroughly studied. The contact potential was determined by Kelvin probe force microscopy (KPFM)

and the electronic structure by scanning tunneling spectroscopy (STS). On magnesium oxide, different color centers, i.e., F0, F+,

F2+ and divacancies, have different effects on the contact potential. These differences enabled classification and unambiguous dif-

ferentiation by KPFM. True atomic resolution shows the topography at line defects in aluminum oxide. At these domain bound-

aries, STS and KPFM verify F2+-like centers, which have been predicted by density functional theory calculations. Thus, by deter-

mining the contact potential and the electronic structure with a spatial resolution in the nanometer range, NC-AFM and STM can be

successfully applied on thin oxide films beyond imaging the topography of the surface atoms.

1

Review
Introduction
The chemical properties of many crystal surfaces, especially

oxides, are significantly influenced by defects in the perfectly

ordered structure [1-5]. These defects can be impurities in the

surface, interstitials, vacancies or adsorbates. Furthermore, any

deviation from the crystalline pattern constitutes such a defect

[6]. These defects in the pristine surface may be generated by

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:heyde@fhi-berlin.mpg.de
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bombardment with particles, irradiation or contamination with

adsorbates. Defects may also be generated during growth. For

instance, defects in thin films may be caused by a lattice

mismatch between film and substrate. This may result in a

rather frequent and sometimes regular occurrence of the defects.

Defect types can be conveniently classified by the dimension-

ality of their spatial extension, i.e., as point, line and planar

defects. Apart from perturbations of the topography and the

stoichiometry, most defects exhibit special electronic structures,

which significantly differ from the pristine surface. In many

cases, it is exactly this deviating electronic structure which

produces various special properties of the surface. For example,

defects are often preferred adsorption sites and hence are partic-

ularly chemically active. Electrically charged defects may

enable electron transfer processes, which play an important role

in chemical reactions in general and in heterogeneous catalysis

in particular. A sketch of a binary oxide surface including

several point defects is shown in Figure 1. These point defects

could be color centers, where the site of a missing oxygen atom

may be empty or occupied by one or more electrons.

Figure 1: Model of a binary oxide surface. Point defects such as color
centers, which are preferably situated at lower coordinated sites, are
sketched as bright clouds.

In this publication, we review the recent work of our group,

where the structure and the topography of defects in oxide

surfaces was studied by non-contact atomic force microscopy

(NC-AFM) and scanning tunneling microscopy (STM). Further-

more, the contact potential was determined by Kelvin probe

force microscopy (KPFM). This technique has a high spatial

resolution, thus avoiding averaging over various defects. Here,

we confine ourselves to different point defects in magnesium

oxide and to line defects in aluminum oxide. Both samples were

prepared as thin films on metal supports. As a consequence,

STM and scanning tunneling spectroscopy (STS) can be

performed and conclusions about the electronic structure of the

defects and the pristine film can be drawn. This enables a direct

comparison with NC-AFM results. The application of NC-AFM

and KPFM in combination with STM and STS allows a detailed

investigation of the topography as well as of the contact poten-

tial and the energetic structure of the defects.

Experimental setup: dual mode NC-AFM/
STM
The employed scanning probe microscope, i.e., a NC-AFM in

combination with a STM, was optimized for surface investi-

gation on the atomic scale with spatial resolution of some

picometers. Note that NC-AFM is frequently referred to as

frequency modulation atomic force microscopy (FM-AFM) or

dynamic force microscopy (DFM).

For the stability of tip and sample as well as for the reduction of

piezo creep, piezo hysteresis, thermal drift and noise level, the

setup was operated in ultrahigh vacuum (UHV) at low tempera-

ture (5 K). The resulting high stability makes atomic resolution

on conductors [7] as well as on insulators [8] possible. In addi-

tion to investigations on the surface topography, site specific

spectroscopy measurements can be performed [8]. The whole

setup is placed in a sound absorber cabin and is carried on a

wooden frame, which, in turn, is based on an active vibrational

damping system. The background pressure in the UHV chamber

is below 4 × 10−8 Pa. The microscope stage is cooled down

with a liquid helium bath cryostat (Figure 2a). A so-called

exchange gas canister is situated between microscope compart-

ment and helium bath. The exchange gas canister is filled with

helium gas to a pressure of about 1000 Pa. The helium gas

establishes thermal coupling between the microscope stage

inside the UHV chamber and the liquid helium inside the bath

cryostat. In addition, the vibrations caused by the evaporating

helium inside the bath cryostat are decoupled from the micro-

scope.

The dual mode NC-AFM/STM sensor (Figure 2c) is situated on

a tripod scanner opposite the sample. The scanner, in turn, is

mounted onto a coarse approach unit (walker). The microscope

stage is shown in Figure 2b. The coarse approach is driven by

the shear stack piezos. If the tip-sample distance reaches the

range of interatomic forces or the tunneling regime, the walker

is switched off and the scan is performed by the x, y and z

piezos. An additional excitation piezo orientated along z excites

the tuning fork at resonance. The tuning fork sensor is presented

in Figure 2c. The tuning forks were made of quartz (SiO2) and

are, therefore, piezo electric devices. Because of their very

stable oscillation properties upon electric excitation, they are

widely used in watches. Commercial tuning forks have often a

resonance frequency of 32768 Hz (=215 Hz). In the employed

setup, one prong of the tuning fork is glued onto the carrier. A

Pt0.9Ir0.1 wire, 250 μm in diameter, is attached to the other

prong as a tip. The use of a non-conducting glue electrically
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Figure 2: Experimental setup. a) Schematic of an Eigler-style bath cryostat. b) The walker unit is situated on three shear stack piezos for the coarse
approach. The x, y and z piezos are used during the scan process. The tuning fork is located opposite the sample (only half of the sample is drawn to
keep the view free to the sensor carrier). Schematic of the microscope on its support stage: (A) walker unit, (B) x, y piezo and (C) z piezo of the tripod
scanner unit, (D) z dither piezo, (E) sensor carrier, (F) tuning fork assembly, (G) sample (not fully drawn), (H) sample holder (not fully drawn), (I)
sample stage (not fully drawn), (J) microscope stage, (K) walker support and (L) shear stack piezos. The base plate has a diameter of 10 cm. c) The
NC-AFM/STM tuning fork sensor is glued onto the carrier made of MACOR. Contacts P1 and P2 are the contacts of the excitation piezo. The signal
from the tuning fork is detected via contact T1 and T2. The µm wire attached to the tip conducts the tunneling current.

insulates the tip from the tuning fork and prevents cross talk.

Due to the fixed prong and the additional mass of the tip at the

other prong, the resonance frequency drops to about 22 kHz.

The tuning fork is driven by the excitation piezo. Due to the

piezo electric effect, the signal of the resonance frequency can

be detected at the electrodes of the tuning fork. The amplitude

of the signal is proportional to the oscillation amplitude of the

tuning fork. The signal is so small that a low-temperature

amplifier has to be placed nearby to improve the signal-to-noise

ratio. In NC-AFM, the shift of the tuning fork resonance

frequency Δf is used as a feedback signal to scan with constant

Δf. The tip is electrically connected to a wire, 50 μm in dia-

meter (see Figure 2c). Using this electrical contact, a bias

voltage can be applied between tip and sample and a tunneling

current It can be measured. It serves as a feedback signal when

operating in the STM mode at constant current. While oper-

ating in one of the modes, NC-AFM or STM, the other channel

can always be co-recorded. Great care was taken to ensure that

both channels, NC-AFM and STM, were electrically separated

from each other in order to prevent cross talk.

The great advantage of this setup is the simultaneous data

acquisition of the frequency shift and the tunneling current,

making it a powerful tool for high resolution real space analysis

at the atomic level and merging the strengths of both tech-

niques. The combination of both techniques enables the detec-

tion of contaminants on the tip. For instance, insulating contam-

inants cause a shift of the minimum of the Δf signal to larger

tip-sample distances, whereas It is not influenced. In general, it

is interesting to measure both signals as they complement each

other and the use of the very same microscopic tip enables

direct comparison. Pairs of curves from both channels recorded

in a sweep in z direction and another one recorded at varying

bias voltage are shown in Figure 3.

Spectroscopic methods: tip-sample forces in
NC-AFM
In surface science, forces detectable by NC-AFM in UHV at

low temperature have been classified into three main categories

[9]. The first category has an electrostatic origin and covers

forces between charges, also known as Coulomb forces. These

forces arise from the interaction between charges, permanent

dipoles and higher order moments. Polarization forces are the

second category. These forces cause dipole moments in atoms

or molecules, which are induced by electric fields of charges

and of permanent or induced dipoles. The third category covers

bonding forces, which have a quantum mechanical nature.

These forces lead to charge transfer processes as involved in

covalent bonding. Furthermore, this category includes the repul-

sive exchange forces, which are caused by the Pauli exclusion

principle. These repulsive forces balance and prevail the attrac-

tive forces at very short distances. The classification into these

three groups is neither rigid nor exhaustive. For example, van

der Waals force, which falls into category two, is a general

consequence of the zero-point energy in quantum mechanics
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Figure 3: The same tip senses both signals. (a–d) Pairs of simultaneously recorded signal curves from the frequency shift and the current channel:
(a,b) signal–distance curves at constant bias voltage, (c,d) signal–bias voltage curves at constant height. On the left-hand side, a STM image of the
MgO film recorded with a bias voltage of +3.5 V and a tunneling current of 100 pA is shown. The tip position for the spectroscopy is indicated.

[10,11]. Furthermore magnetic forces, friction forces, capillary

forces etc. can in principle occur in NC-AFM. These forces are

not relevant in this paper, since, e.g., a magnetic tip is neces-

sary to detect magnetic forces, or non conservative forces have

to be measured to determine friction forces.

The forces relevant in this work are described below. Coulomb

forces are a result of interacting charges and can be stronger

than most chemical binding forces [9]. The Coulomb potential

ECoulomb between two charges Q1 and Q2 is given by

(1)

where ε0 is the permittivity constant, ζ is the relative permit-

tivity or dielectric constant of the medium and z the distance

between the charges. The Coulomb force FCoulomb is given by

(2)

It is well known [12] that for very small amplitudes, the shift of

the resonance frequency Δf corresponds to the derivative of the

tip-sample forces with respect to z. For larger amplitudes, a

more general relation can be derived [12], which is not always

proportional, however, strictly monotonic. Consequently, the

tip-sample forces and potentials can be determined by recording

Δf with NC-AFM.

Via detection of electrostatic forces, contact potentials can be

determined by NC-AFM in the KPFM mode [13-16], which is

named after Lord Kelvin, who measured contact potentials in a

similar way [17]. The contact potential (CP) results from the

alignment of the Fermi levels of tip and sample having different

work functions. The tip-sample geometry can be considered as a

capacitor, resulting in the following equation for the electro-

static energy Eel, which together with the non-electrostatic

interaction such as a Lennard-Jones potential adds to the total

energy, [18,19]

(3)

Echarge is the energy due to electrostatic charging and EVS is the

work done by the voltage source. Furthermore, CΣ(z) = C1(z) +

C2, with C1(z) is the capacity between the tip and a defect on

the surface, C2 is the capacity between the defect and the sub-

strate and C0 is the capacity between the tuning fork back elec-

trodes and the surface. The voltage between tip and sample is

given by

Ubias is the voltage applied between tip and sample, e the

elementary charge, ΔΦloc the local contact potential and n

represents the number of charges e. The derivative of

Equation 3 with respect to z results in the electrostatic force

given by
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Figure 4: Energetic levels. a) The Fermi levels of tip and sample when they are not electrically connected. b) Tip and sample are electrically
connected and the Fermi levels align resulting in an electrostatic field. c) If the sample bias voltage corresponds the contact potential, i.e.,
UCP = ΔΦ/e, the electrostatic field is canceled.

(4)

where CS is given by a capacitor series CS = C1 · C2/(C1 + C2).

The last term in Equation 4 can be neglected when high resolu-

tion is considered, since the electrostatic force between the sub-

strate and the tuning fork’s back electrodes integrates a large

surface area [18].

In a thin oxide film on a metal support, the surface may contain

charges. It is reasonable to introduce an effective contact poten-

tial ΔΦeff [20] which considers the shift of the contact potential

of the pristine materials due to the charges in the surface, i.e.,

ΔΦeff = ΔΦ − ne2/C2. This results in

(5)

Tip and sample are not directly in contact but they are electri-

cally connected via the electronics. The electrical contact leads

to an alignment of the Fermi levels of tip and sample. In

Figure 4a tip and sample are not electrically connected, thus, the

vacuum levels are equal and the Fermi levels do not align. In

Figure 4b tip and sample are electrically connected and elec-

trons from the material with the lower work function (here tip)

flow to the material with the higher work function. The Fermi

levels align and an electrical field is built up [21]. The contact

potential ΔΦ is then given by the difference in work function of

the tip and of the sample surface, which may contain the studied

defects. By applying a bias voltage and thus reversing the

charge transfer between tip and sample, the effective contact

potential can be obtained as the point of minimal force (see

Figure 4c). The advantage of KPFM compared with, e.g.,

photoelectron spectroscopy is the high local resolution down to

single point defects or single adsorbates, instead of integrating

over a square millimeter range. However, absolute values of the

work function cannot be measured directly, only work function

differences.

Point defects
Oxygen vacancies, also known as color centers, are electron

trapping point defects and are supposed to be involved in elec-

tron transfer processes on the surface. The trapped electrons in

the color centers can be transferred to adsorbates such as Au

atoms. The defect-free MgO surface is quite inert while a defect

rich surface shows a high and complex chemical reactivity [22].

In order to understand possible reaction pathways, a detailed

characterization of color centers is highly desirable. Informa-

tion about their local position and thus coordination, electronic

structure, local contact potential and possible adsorbate inter-

action are of fundamental interest. In the following, color

centers on the MgO surface are investigated in detail and

classified by their charge state. From calculations it has been

proposed that color centers are directly involved in chemical

reactions [23,24], e.g., as adsorption sites due to more attrac-

tive defect-adsorbate interactions compared with the pristine

MgO surface. It is also experimentally investigated whether

color centers are attractive or repulsive in comparison to the

surrounding MgO lattice.

Sample system: magnesium oxide on Ag(001)
An NC-AFM image of a perfect MgO surface is shown in

Figure 5. The film is two atomic layers thick, however, films

with a thickness of two to eight layers give very similar images.
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Figure 6: Spectroscopy on point defects. a) NC-AFM image of 21 nm × 9 nm measured at a frequency shift of Δf = −1.6 Hz , an oscillation amplitude
of Aosc = 0.34 nm and Ubias = −50 mV. Defects are indicated by circles. The position of the spectroscopy in b) and c) is indicated red and blue. b) STS
on MgO. There are no states in the MgO-film (red), whereas electronic defect states (blue) at approximately +1 V and −1 V exist. c) Frequency shift vs
bias voltage spectroscopy shows a quadratic dependence at the MgO-film (red) and at the defects (blue). The maxima have different bias voltages.

One type of ion is shown as a protrusion while the other type of

ion is depicted as a depression. This is a typical finding for ionic

surfaces imaged by NC-AFM [25,26]. Since the density of elec-

trons on the MgO surface is the highest above the oxygen atoms

[27], the maxima in the NC-AFM image are thought to corres-

pond to the positions of the oxygen atoms. Furthermore, elec-

tron paramagnetic resonance (EPR) spectra have shown that the

preferred adsorption sites for Au atoms are on top of the oxygen

ions on the terrace of the MgO surface [26]. Assuming that the

forces acting on such metal adatoms are comparable to those on

the tip apex, one may conclude that a more attractive inter-

action occurs between the oxygen sites and the tip. This results

in a contrast where oxygen atoms are imaged as protrusions in a

constant Δf NC-AFM image.

Figure 5: Magnesium oxide surface. a) Atomically resolved image
recorded by NC-AFM. The position I and II indicate the two different
surface atoms, oxygen and magnesium. The size is 1.5 nm x 1.5 nm
and the corrugation approximately 30 pm. Δf = −8.5 Hz, Aosc =
0.35 nm. b) Schematic growth model of the MgO on Ag(001). The
oxygen atoms occupy top sites, while the magnesium atoms occupy
hollow sites [8].

The preparation conditions of the MgO film on Ag(001) follow

a route described in [28], where a stoichiometric composition

was observed. This procedure has proven its applicability in

many successful preparations. The Ag(001) was sputtered with

Ar+ ions at a current density of 10 µA/cm2 and an acceleration

voltage of 800 V for 15 min. Afterwards, the Ag(001) was

annealed at 690 K for 30 min. The sputtering and annealing

cycle was repeated several times. Mg was evaporated from a

Knudsen cell in an oxygen atmosphere of 1 × 10−4 Pa at a sub-

strate temperature of 560 K and a deposition rate of about 1 ML

of MgO/min. A certain amount of MgO can be grown onto the

Ag(001) by linear extrapolation of a sub-monolayer coverage to

the desired number of monolayers, assuming a constant sticking

coefficient. This preparation method is only possible since the

reaction kinetics of Ag with oxygen is very slow [29] compared

with the reaction between Mg and O. Since the intrinsic defect

density of the film is very small, color centers, such as F0, F+

and F2+ , have been generated by operating the microscope in

the STM mode at high currents It = 6 nA and high voltages

Ubias = 7 V or higher. Clean and well grown MgO areas have

been selected to ensure defined conditions. The defects are pref-

erentially located at kinks, corners and step edges (for an illus-

tration see Figure 1). This means defect sites with a lower coor-

dination number are preferred. An NC-AFM image of an MgO

step edge with point defects is shown in Figure 6.

Color centers in magnesium oxide
The high local resolution of the NC-AFM image shown in

Figure 5 serves as the starting point for adsorbate-defect inter-

action studies. The tip, representing the adsorbate, scans later-

ally across the defect positions at constant height along the step

direction. The simultaneously measured frequency shift Δf and

tunneling current It give insight into the local surface potential

as well as into the local electronic structure. The corresponding

results of such an experiment are shown in Figure 7, where the
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Figure 7: Dependence on tip-sample distance. Constant height line-scans across an F0 defect situated at a step edge. The scan direction is along the
step edge. The three presented channels have been measured simultaneously. The colors indicate different tip-sample distances. Note that the dis-
placement of 4.5 Å has been chosen arbitrarily, since absolute values are generally unknown in scanning probe microscopy. b) The oscillation ampli-
tude is constant during scan process. This excludes artefacts in frequency shift. c) The tunneling current and d) the frequency shift. Data were
obtained at a bias voltage of Ubias = −50 mV.

tip scanned across an F0 defect. The three stacked graphs show

the simultaneously recorded oscillation amplitude, the

frequency shift and the tunneling current. The colored traces

indicate constant height scans at different tip-sample separa-

tions. At all tip-sample distances the oscillation amplitude can

be considered as constant, which is a prerequisite, since the

frequency shift scales with the amplitude [12].

Due to the exponential dependence of the tunneling current on

the tip-sample distance, It vanishes at the largest separation and

the shift of the resonance frequency is a consequence of the

long range force background arising from electrostatic and van

der Waals forces. The averaged frequency shift at the largest

separation is about Δf = −0.52 Hz. By decreasing the tip-sample

distance by 0.5 Å, the absolute value of the tunneling current

and the frequency shift increase at the position of the defect.

The tunneling current increases to It = −0.5 nA and the

frequency shift to Δf = −0.75 Hz above the defect. Decreasing

the tip-sample separation by another 0.5 Å results in a tunneling

current of It = −9.9 nA and a frequency shift of Δf = −1.13 Hz at

the defect site. Despite the decrease of 1.0 Å in tip-sample dis-

tance, the average tunneling current on the regular MgO terrace

remains below It = −0.05 nA. The frequency shift changes by

0.15 Hz with decreasing tip-sample distance. This experiment

demonstrates the highly attractive interaction of the tip (or

adsorbate) with an F0 center.

It has been debated in literature how color centers are imaged

by NC-AFM [25,30] since a color center is a hole in the MgO

lattice [22]. The observed attraction of F0 centers originates

from the charge density of the two trapped electrons, which are

located in the center of the defect site. Due to Coulomb repul-

sion, the trapped electrons repel each other and spill out of the

defect site into the vacuum [31]. Therefore, a considerably large

charge density is situated above the surface. This charge density

is supposed to interact with the tip resulting in a strong attrac-

tion, as presented in Figure 7. Since the doubly occupied F0

state is close to the Fermi level of the MgO/Ag(001) system

[32], the charge density is also responsible for the strong peak

in the tunneling current signal. Further insights into the inter-

action of tip and color center are obtained by periodic supercell

DFT calculations at the level of the generalized gradient

approximation as implemeted in the VASP code, which have

been performed in the group of G. Pacchioni [33-35]. The

Pt0.9Ir0.1 tip has been modeled by a tetrahedral Pt4 cluster,

whose geometry has been relaxed separately. The F0 color

center has been created by removing an O atom from the top

layer of a three layer MgO slab. The structure of the slab with

the color center has been relaxed. The tip-surface interaction

energy has been computed as a function of tip-sample distance

of the apical Pt4 cluster with respect to the top layer of the MgO

slab (see Figure 8d). During these calculations the separately

optimized tip structure was not allowed to relax. However, the

relaxation of the MgO surface has been found to be very small

for the calculated distances, where no direct contact is estab-

lished. The outward relaxation of the O anion at 3.5 Å is about

0.12 Å.

The results of the experimental distance dependent measure-

ments and the corresponding theoretical results are presented in
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Figure 8: Dependence on tip-sample distance. a) Shift of the resonance frequency of a Pt0.9Ir0.1 tip on a regular MgO surface (squares) and above
an F0 defect site (crosses). Experimental data are derived from the constant height measurements shown in Figure 7. The frequency shift is a direct
consequence resulting from potential gradients between tip and sample. The integration of the frequency shift is related to the potential energy. b)
Interaction energy of a Pt4 cluster above the O site of an MgO surface (rectangles) and above an F0 defect center (crosses) calculated by DFT. c) The
spill over of the electron charge density of an F0 center calculated by DFT. d) The Pt4 cluster above the MgO surface [35,36].

Figure 9: Color centers on MgO. The left labeling assigns numbers to the defect types. The left graph shows the relative shift of the local (effective)
contact potential with respect to the MgO surface (bottom abscissa) and with respect to the Ag(001) level (top abscissa). The covered range in the
shifts results from measurements with different local resolutions due to different tip structures. The energy level scheme presents the different energy
levels of the defect types and their local contact potential shifts. The central graph shows STS spectra of the respective defects. The right graph
presents the maxima of the STS data. The covered abscissa range accounts for the statistics of the peak positions. The assignment (AS) of defect
types to color centers and negatively charged divacancies (DV−) according to theory as well as their relative occurrence are given on the right hand
side.

Figure 8. At the defect site, the tip-sample interaction increases

significantly with decreasing distance. From a structural point

of view the positions of the defects are ”holes”, i.e., missing

oxygen atoms in the lattice. In the first place it is unknown

which type of color center, F0, F+ or F2+, is imaged on the MgO

surface. To gain further insight into the nature of the color

centers we performed high resolution KPFM measurements

with single point defect resolution (Figure 6). To acquire Δf vs

Ubias curves on top of a defect, the Δf feedback was switched

off. Subsequently the frequency shift vs applied bias voltage

was plotted and compared to equivalent reference measure-

ments at the same height close to the defect. The parabolic

behavior of the frequency shift curves has been analyzed with

Equation 5. The electrostatic force is always attractive. This

results in the parabolic dependence of the forces (see

Equation 5). The maximum of the parabola depends on the local

effective contact potential ΔΦeff. It has been found that the

MgO thin film shifts the Ag(001) work function and thus the

contact potential by about 1.1 eV. This MgO level is set as the

reference level and relative shifts are related to it. From

measurements of numerous defects four different types were

distinguished by their contact potential, which corresponds to

the maximum position of the frequency shift vs bias voltage

parabola. The results are shown in Figure 9. On the left-hand
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side of Figure 9 the four types are indicated by numbers and the

MgO reference level is given (red bar). The graph on the left-

hand side represents the measured contact potential with respect

to the reference MgO level (bottom abscissa) and with respect

to the Ag(001) level (top abscissa).

For type I defects shifts of −50 to −25 meV below the MgO

level were observed. These significant shifts can be explained

by the presence of positively charged defects with respect to the

surrounding area resulting in a decrease of the local contact

potential. The charge density distribution is significantly

reduced at the positions of the defects compared with the

surrounding MgO lattice. The presence of charges localized at

defect sites induces a contact potential shift of the MgO/

Ag(001) in analogy to the Helmholtz equation ΔΦ = 4πeµσ

[37]. Where µ is the dipole moment induced by the localized

charge at the site of the defect and the screening charge in the

Ag(001) substrate and σ is the surface concentration. However,

the full complexity is not covered by the Helmholtz equation

and detailed calculations are still desired. Defect type II shows a

contact potential shift of ≈ +9 meV. This shift can be assigned

to an F+. For an F+ the overall charge is positive, but on a very

local scale the single electron has a probability above the

surface as derived by density functional theory calculations

[31]. The charge density spills out of the defect’s site and has

therefore a probability above the surface. The spill out of the

negative charge changes the local dipole moment such that the

local contact potential increases compared with the MgO/

Ag(001) reference level. The electron charge is symmetrically

distributed along the surface normal with its charge maximum

located in the center of the defect. Defect type III results in a

shift of about +15 to +20 meV above the MgO level. The shift

results from two charges present in a defect site and is thus

attributed to an F0 color center. An F0 is neutral compared to

the surrounding MgO lattice, but the two electrons have a large

probability density above the surface due to Coulomb repulsion.

The charges are as for type II symmetrically distributed and

located in the center of the defect, see Figure 8c. Therefore, the

charge does not belong to any Mg2+ site surrounding the defect.

Thus, the oxidation state of the surrounding lattice is not

affected by the trapped charges. The spill out of the charges

results in a stronger dipole moment compared to defect type II

and the measured shift is about twice as large as that for defect

type II.

The strongest positive shift on the relative scale is that of type

IV. The strong shift indicates that negative charges are

involved. Therefore, this shift might result from divacancies

(DV) or OH groups trapped at low coordinated Mg2+ sites. It is

known that OH groups can trap electrons [38]. However, OH

groups and other adsorbates can be excluded since all defects

occur only after high voltage and high current scanning and are

not present on regular terraces and steps. With the above

mentioned scan parameters, adsorbates would be removed from

the scan area. Furthermore, the defects occur only within the

high current scan frame and not outside. Favored candidates

are, therefore, divacancies formed at step and corner sites since

the formation energy at these sites is the lowest. The stability of

divacancies and their electron affinity have been confirmed by

DFT calculations [39]. A divacancy is neutral compared with

the surrounding MgO, since a complete Mg-O unit is missing.

Due to the electron affinity of 0.6–1 eV, electrons can be

trapped by the DV from the tunneling junction and the DV

becomes negatively charged. The trapped electron of the DV− is

strongly localized at the Mg2+ site due to the attractive

Coulomb interaction. Since the DV− is negatively charged with

respect to the surrounding MgO area, the additional dipole

moment will increase the work function resulting in the largest

positive shift on the relative scale. The covered ranges in the

maximum positions originate from different tip structures,

however, the reproducibility for two subsequent measurements

with the same microscopic tip is within ±2 meV. All defect

types analyzed show a characteristic fingerprint due to different

charge states.

The measurements based on NC-AFM are supported by

complementary STS. For all defects the local density of states

(LDOS) has been detected. The tunneling spectra measure-

ments have been performed directly after the local contact

potential measurements without moving the tip laterally, i.e.,

STS and KPFM have been performed with the same micro-

scopic tip configuration. To prevent tip changes when carrying

out STS at high voltages, the feedback on the tunneling current

was switched on and dz/dUbias was detected. The dz/dUbias vs

Ubias spectrum at constant tunneling current It is similar to the

dIt/dUbias vs Ubias spectrum at constant height z, see [40].

The tunneling spectra measured on the defects are compared

with MgO spectra on the terrace next to the defect. The MgO

reference spectra show no peaks within the voltage regime due

to the band gap (compare red lines in Figure 9). The spectra

taken on the F2+ only show peaks in the unoccupied regime at

voltages of ≈ +1 V above the Fermi level (see Figure 9). The F+

centers have both occupied and unoccupied electronic states

within the band gap. The electronic states are located within the

band gap of MgO. The occupied states are quite broadly distrib-

uted from −3.5 V to −2.0 V below the Fermi level, depending

on the defect location on the film [32]. The empty states are at

≈ +1 V above the Fermi level. Considering the F0 color center,

the doubly occupied state is higher in energy, approximately

−1 V below the Fermi level, while the position of the unoccu-

pied state is similar to F+ centers.
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Figure 10: Atomic resolution NC-AFM image of a straight antiphase domain boundary (type I) in the aluminum oxide on NiAl(110). The scan area is
6.4 nm × 6.4 nm in (a) and (b). b) An adjusted model [47] has been superimposed. The unit cell is extended by 3 Å along the long edge of the unit
cell. Inserted sites are given in lighter colors. Dashed lines indicate the extension. The dotted line highlights wave-like oxygen rows along the unit cell.
c) shows an enlarged section of the image for better visibility (3.5 nm × 3.5 nm). Yellow arrows denote the direction and length (3 Å) of the Burgers
vector. Yellow loops indicate spacious arrangements of oxygen sites that are different from all domain sites. Δf = −2.75 Hz, Aosc = 3.8 Å, Ubias = −220
mV.

The negatively charged divacancies only show a clear feature in

the empty states at about +1 V. The corresponding occupied

shallow state is expected to be very close to the Fermi level, i.e.,

in a region where the experiment cannot clearly detect states.

However, F0 and DV− are equally frequent and represent ≈85%

of the total defects. F+ color centers are much less frequent and

represent ≈10% and F2+ centers about 5%. These findings are in

good agreement with the high formation energies of F2+

centers. By comparing the STS peak positions in Figure 9, it

becomes obvious that F2+ and DV− defects are hardly distin-

guishable by their electronic structure but show a significant

difference in the local contact potential due to the effect of a

locally trapped charge on the surface dipole. This demonstrates

the great benefit of NC-AFM and KPFM in combination with

STM and STS.

Line defects
Apart from point defects more complex structures like line

defects are found on oxide surfaces. Line defects can be caused

by step edges or grain boundaries that penetrate the surface. In

thin oxide films line defects are often generated by domain

boundaries. The structure at these line defects usually differs

significantly from the defect-free domains. This is often asso-

ciated with a change of electronic properties, which may

significantly influence the surface chemistry.

Sample system: aluminum oxide on NiAl(110)
Thin film aluminum oxide on NiAl(110) is composed of two

oxygen and two aluminum layers limiting the film thickness to

0.5 nm [41]. It is prepared in a reliable and simple two step oxi-

dation procedure. After dosing 5 × 10−4 Pa oxygen at 550 K for

10 minutes, the sample is heated to 1050 K in vacuum to crys-

tallize the oxide film. This process may be repeated to close

open metal patches in the film. The preparation is explained in

detail in [42]. The film grows in two reflection domains, A and

B. The long edges of the parallelogram shaped unit cells

(1.055 nm × 1.788 nm, α = 88.7◦) are rotated by ±24◦ with

respect to NiAl .

Antiphase domain boundaries in aluminum oxide
The most common structural defects in the thin film aluminum

oxide on NiAl(110), besides substrate induced step edges, are

reflection domain boundaries (from domain A to B or vice

versa) and antiphase domain boundaries (abbrev. APDBs; A-A

or B-B). The latter are translation domain boundaries origi-

nating from strain relief and introduced into already existing

oxide patches. For this film system their denotation as APDBs

is common usage due to historical reasons and to distinguish

them from boundaries between nucleation related translation

domains. While the reflection domain boundaries occur less

frequent, APDBs occur regularly, approximately every 8–10 nm

to release stress in the aluminum oxide film that accumulates

due to a small lattice mismatch with the NiAl(110) surface

along the  direction.

Different types of APDBs exist, the most common types are

straight (type I) and zigzagged (type II) APDBs [43,44]. At

straight APDBs the surface unit cell is extended parallel to the

long edge of the aluminum oxide unit cell. At zigzagged

APDBs both directions of the oxide unit cell are extended. For

the sake of simplicity, we focus on straight APDBs in this

section. A more comprehensive NC-AFM study of the ADPBs
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Figure 11: Height profiles. a) Cutout from Figure 10. White lines indicate positions where line profiles have been taken across the type I boundary. b)
Averaged line profile taken within the rectangle (two unit cells in width) in the frame above. This emphasizes that such boundaries are reproduced as
depressions within NC-AFM images. Averaging was performed over 167 line profiles. c) Single profiles along chains of O atoms across the APDB
marked by white lines in the rectangle in (a). Such atom rows show heights different from average terrace height. Only the profile labeled 4 shows
nearly no decrease in height over the APDB.

and other line defects on aluminum oxide in NiAl(110) can be

found in [43,45,46]. By DFT calculations [47], the stoichio-

metry of the film with a straight APDB was determined to be

(NiAl)2−
substrate (Al19O28Al28O32)2+. An oxygen deficiency

with unoccupied electronic states in the aluminum oxide band

gap was proposed.

An atomically resolved NC-AFM image of a straight APDB

(type B I) is shown in Figure 10. Clearly visible, the boundary

is marked by a fairly wide linear depression. The adjusted

model for the lateral positions at the APDB [47] is superim-

posed in Figure 10b and found to be in perfect agreement. From

this we see that NC-AFM images the surface oxygen sites of the

film with high accuracy. The model is based on a unit cell that

has been split in the middle according to STM images. Impor-

tant structural elements of the oxygen sub-lattice are high-

lighted as well as the extended unit cell and two equivalent lines

between which the inserted new sites are visible. Inserted sites

are marked in a slightly different color to distinguish them from

the usual sites in the oxide unit cell: orange and light blue as

compared to red and blue. In Figure 10c an enlarged section of

the elongated unit cell at the APDB is given. In the middle of

the APDB a broken block of 8 O atoms appears, which is of the

type that is almost aligned with the NiAl[001] direction. A

particularly spacious arrangement of oxygen atoms in the shape

of a quadrangle (yellow dotted loops) is formed at this block at

the boundary. This is in agreement with DFT calculations [47],

which assign an electronic defect state to this structure. Another

deviation from the usual oxide unit cell is a rectangle of six

oxygen sites which is derived from the bridging square groups

indicated in light green in Figure 10c. These characteristic

protrusions in the topography of the boundary form the shape of

the letter ’L’ as indicated by the yellow angle in Figure 10a.

The direction and the length of the lattice discrepancy gener-

ated by a dislocation in a crystal is given by the Burgers vector.

At straight APDBs this vector measures 3 Å in length and is

parallel to the long edge of the oxide unit cell as indicated by

yellow arrows. At the same time the Burgers vector is also

parallel to the overall direction of the wave-like rows of atoms

within the surface aluminum and oxygen sub-lattices (dotted

line in Figure 10b). Considering the topographic quality of the

contrast, the domain boundary can finally be determined to be a

depression. This is summarized in Figure 11. An averaged line

profile across the APDB I covering the width of 2 unit cells, as

indicated by the rectangle in Figure 11a, is shown in

Figure 11b. In Figure 11c individual line profiles across oxygen

rows are shown. These profiles have been taken along the white
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Figure 12: Spectroscopy on aluminum oxide. a) STM image of a thin film of aluminum oxide on NiAl(110), 18 nm × 18 nm. Two straight APDBs
(bright) separating three A domains (dark) are visible. Ubias = +3 V and It = 100 pA. b) Effective contact potential, which was determined at the line
shown in (a), decreases at the APDB by approximately 20 meV. The tip height was constant during the measurement and corresponds to a frequency
shift of −1 Hz at −150 mV. The contact potentials were determined by fitting the frequency shift vs bias voltage curves with a quadratic term (see
Equation 5). The error bars represent the accuracies by which the maxima were determined. c) STS curves taken at the domain (black) and the
APDB (red).

lines 1, 2, 3, 4 in the image in (a). At the linear oxygen rows

there exist sites with a mean height that is 10 pm lower than the

average height of corresponding terrace sites (see Figure 11b).

Knowing the surface structure with highest accuracy, it is still

very desirable to determine aspects of electronic structures to

gain further insight. In Figure 12, the effective contact potential

is plotted for positions along a line across three domains and

two straight APDBs. The recorded contact potential at the

APDB is approximately 20 meV smaller than at the regular

domain, which was verified at many different sites [45]. This

means the work function at the APDBs is reduced compared to

that of the domain. Comparison of STS curves on domain and

APDB shows significant differences in the electronic structures.

At the domain boundary a pronounced unoccupied defect state

appears at bias voltages between 2–3 V.

The real variation of contact potential may be even larger, since

the recorded signal is a convolution of the actual contact poten-

tial difference with the tip geometry [48]. The depressions in

the contact potential at the APDBs have approximately a full

width at half minimum of 3 nm (see Figure 12b). The lateral

extension of the APDBs is approximately 1.5 nm and the oxide

unit cell is expanded by an additional row of oxygen atoms by

0.3 nm at that position [41]. Assuming the change of the contact

potential to be approximately located in this range (between 0.3

and 1.5 nm), the recorded contact potential is broadened by a

factor of 2 to 10 due to the convolution with the tip geometry.

This means on the other hand, the contact potential difference is

actually 2 to 10 times larger than recorded. Furthermore, we

conclude that the tip is influenced by these defects over a dis-

tance of approximately 2–3 nm, which might be a reasonable

estimation of the tip size. This gives also the lateral resolution

of the measurements. As shown in [36] and [49], the deter-

mined contact potential difference depends also on the tip-

sample distance. In general, a smaller distance increases the size

of the interaction and decreases the integration area, this means

the determined difference of the contact potential increases. If

the distance is too small, the probability that the tip restructures

increases. Therefore, the tip-sample distance was set to a

moderate value which corresponds to roughly 0.5–0.75 of the

maximum absolute frequency shift.

Thin film aluminum oxide reduces the work function on

NiAl(110) by approximately 0.5 eV from 4.8 eV for a pure

NiAl(110) surface to 4.3 eV for the aluminum oxide film [50].

A further reduction of the work function at the APDBs may

explain the higher reactivity at these linear defects. In [51], it

has been shown that APDBs are preferred adsorption sites for

different atoms and metal clusters. Furthermore, a particular

chemical activity at the APDBs has been experimentally

verified. For instance, nitric oxide decomposition on thin film

aluminum oxide preferentially takes place at the APDBs [52].

It has been predicted by means of DFT calculations [47] that

unoccupied defect states in the APDBs of the aluminum oxide

film are associated with F2+-like centers. In our NC-AFM

measurements, we have recorded a shift of the local work func-

tion of approximately −20 meV at the APDB. This is in great

agreement with the shift recorded at F2+ centers on MgO/

Ag(001) (see Figure 9). As it has been shown above, a small

shift of the contact potential difference is caused by the fact that

the recorded contact potential depends on the tip-sample dis-

tance. The recorded change of the work function is in agree-

ment with the DFT calculations, where a shift of the valence

and the conduction band with a local band bending at the APDB
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were predicted [47]. Thus, in the APDB F2+-like centers, which

have been predicted by DFT calculations, are now experimen-

tally verified by NC-AFM.

Conclusion
Defects on surfaces of thin oxide films were studied by means

of low temperature NC-AFM combined with STM in UHV. In

addition to imaging the topography of the surface termination,

STS and KPFM were employed for a deeper insight into the

nature of the defects. The spectroscopy was performed with a

very high spatial resolution in the order of 1 nm. For magne-

sium oxide on Ag(001), different point defects, which are the

most frequently discussed ones in literature, were studied.

Using contact potential measurements by KPFM in comparison

to STS spectra and DFT calculations, the point defects on an

MgO surface could be unambiguously identified for the first

time. The point defects were distinguished as DV−, F0, F+ and

F2+ color centers. In addition, the electronic signature was

measured and electronic defect states were determined within

the band gap of the MgO surface. These color centers influence

the surface chemistry by significantly increasing the reactivity

of the almost inert surface of defect-free MgO. The NC-AFM

investigation on aluminum oxide on NiAl(110) unveils the

surface structure of the domain and at the APDBs with atomic

resolution. Apart from the determined topography, F2+-like

centers, which have been predicted by DFT calculations, were

experimentally verified for the APDBs. These studies show that

NC-AFM in combination with STM can be successfully used

beyond imaging the topography of the surface termination. The

employed high resolution spectroscopy significantly improves

our understanding of the surface chemistry of thin oxide films.
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Abstract
We demonstrate that single-pass Kelvin force microscopy (KFM) and capacitance gradient (dC/dZ) measurements with force

gradient detection of tip–sample electrostatic interactions can be performed in the intermittent contact regime in different environ-

ments. Such combination provides sensitive detection of the surface potential and capacitance gradient with nanometer-scale spatial

resolution as it was verified on self-assemblies of fluoroalkanes and a metal alloy. The KFM and dC/dZ applications to several

heterogeneous polymer materials demonstrate the compositional mapping of these samples in dry and humid air as well as in

organic vapors. In situ imaging in different environments facilitates recognition of the constituents of multi-component polymer

systems due to selective swelling of components.

15

Introduction
Atomic force microscopy (AFM) applications include high-

resolution imaging, probing of local materials properties and

compositional mapping of heterogeneous materials in different

environments. In recent years the improvements in these fields

have been associated with the development of oscillatory modes

and multi-frequency approaches. Despite the continuing interest

and progress in high-resolution imaging, the practical value of

AFM is strongly related to compositional imaging. The high

sensitivity of the AFM probe to various materials properties is

behind such visualization of individual components of complex

materials. So far, compositional imaging of heterogeneous

polymer materials is primarily based on differences of local

mechanical and adhesive properties of their constituents. These

differences are best reflected in phase images in the amplitude

modulation (AM) mode, which are obtained at elevated forces.

Although the phase contrast is efficient in differentiating the

rubbery, glassy and inorganic components of polymer blends

and composites, its interpretation in terms of specific mechan-

ical properties is extremely difficult. Furthermore, the quantitat-

ive analysis of local mechanical properties of even neat poly-
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mers obtained in AFM experiments is rather intricate due to

their frequency-dependent nature. An additional limitation of

AFM-based nanomechanical studies is their sensitivity to

materials with an elastic modulus below 10 GPa (polymers, bio-

logical specimen, etc.) that leaves rigid materials (metals, semi-

conductors, ceramics, etc.) out of reach.

In this situation AFM compositional imaging can be expanded

by local electrical techniques that enable measurements of elec-

trical properties (surface potential, dielectric permittivity,

capacitance, etc.) at a tip–sample junction. Here we will demon-

strate that single-pass Kelvin force microscopy (KFM) studies

based on sensing of an electrostatic force gradient can be

performed in the intermittent contact mode and provide high-

resolution maps of surface potential. This approach will be

shortly described and its functionality will be proved by the

results obtained on model systems: Self-assemblies of fluo-

roalkanes and metal alloys. The verification of novel

approaches is specifically important in the case of multi-

frequency AFM applications that give a researcher a multiple

choice of experimental procedures. Furthermore, the initial

efforts of compositional imaging using surface potential maps

will be demonstrated by studies of individual polymers and

polymer blends on different substrates. In some cases we will

add complimentary capacitance gradient (dC/dZ) data that give

hints on the local dielectric response of materials.

Finally, we would like to point out that the environmental AFM

capabilities, which make this technique unique among the

microscopic methods, has enormous potential for composi-

tional mapping of organic materials and polymers. In the inter-

mittent contact operation, proximity of the conducting probe to

a sample helps in avoiding screening the sample’s electrical

response by a water layer when measurements are performed at

high humidity. A selective swelling of individual components

with water or organic solvents helps to distinguish them when

the experiments are conducted in water and solvent vapors. We

will show how environmental studies of polymer blends with

AFM-based electric studies enhance compositional imaging of

these heterogeneous materials.

Materials and Methods
Samples
The samples for KFM and dC/dZ measurements were prepared

by depositing different materials on doped Si, graphite or con-

ducting glass (ITO) substrates. Fluoroalkanes F14H20 were

dissolved in perfluorodecalin and a droplet of its dilute solution

(0.01 mg/mL) was spin cast on the substrates. Self-assembled

F(CF2)14(CH2)20H–F14H20 structures (toroids, spirals and

ribbons) and thin molecular layers were formed on these

substrates. A piece of Bi/Sn alloy with a composition 40:60 was

squeezed between two flat Si plates at 200 °C and chilled to

room temperature. One of the plates was removed afterwards,

and a shiny surface of the alloy sheet was examined by AFM.

Polymer films were prepared by the spin-casting of a droplet of

a dilute solution of the polymer on the substrates. Thin films of

poly(methyl methacrylate) (PMMA) and polymer blends

PMMA with polystyrene (PS) and PS with poly(vinyl acetate)

(PVAC) were prepared from their solutions in toluene. A thin

film of a blend of PMMA with poly(vinyledenefluoride)

(PVDF) blend was spin cast from its solution in 1-methyl-2-

pyrrolidinone. The polymers with molecular weights in the

100–150 K range, solvents and ITO glass substrates were

purchased from Sigma-Aldrich. The Bi/Sn alloy was purchased

from Rotometals, Inc. We also used boron-doped Si wafers with

0.02–0.05 Ω·cm resistivity manufactured by Virginia Semicon-

ductor, Inc. Fluoroalkane samples were courtesy of Prof. M.

Moeller (DWI, Aachen, Germany).

Prior to AFM measurements, scratches were made on the

polymer films by a sharp wooden stick and we verified that a

substrate-specific morphology was present at the bottom of

scratches. At the scratched locations one can measure the film

thickness and a relative electrical response of the polymer and

Si substrate. All prepared samples were glued to metal disks

with epoxy glue. An electrical contact between the instrument

and the samples was arranged with a wire, which was fixed to a

side of the conducting substrate with a drop of silver glue.

For KFM and dC/dZ we used Pt-coated Si probes with a stiff-

ness in the 3–40 N/m range and flexural resonance in the

60–300 kHz range. AC and DC voltages were applied to the

probe whereas the sample was earthed. The sharper coated

probes have a tip diameter around 25–30 nm. Some of the

probes were specially made with larger tip size (50–60nm in

diameter). In control measurements, we applied carbon

nanotubes probes (generously provided by Carbon Design Inno-

vations). The probes with small tip apex and tips with high

aspect ratio provide higher spatial resolution of surface poten-

tial images whereas the probes with thicker tips have a better

signal-to-noise ratio of the surface potential.

The majority of measurements were made in air at 20–25%

humidity. An environmental chamber of the microscope

was used for studies in humid air (2% < RH < 95%, as

measured by a humidity meter) and also for experiments in

organic solvent vapors. One or two milliliters of water,

methanol or toluene was injected into the environmental

chamber, and these liquids gradually evaporated to influence

the samples. Because of differences in the boiling points of the

liquids, methanol vapor affected a sample in a shortest time,

i.e., only a few minutes.
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Figure 1: Sketch illustrating implementation of Kelvin force microscopy in the AM–FM mode. Two servo-loops, which are based on the lock-in ampli-
fiers, are employed for the simultaneous detection of the mechanical and electrostatic tip–sample interactions at different frequencies: ωmech and
ωelec.

Electrostatic force measurements
The simultaneous use of the probe flexural resonance frequency

(ωmech) for sensing van der Waals or mechanical tip–sample

interactions for surface profiling and a much lower frequency

(ωelec) for electrostatic force detection was suggested in 1988

[1]. For many years the single-pass approach has been mostly

applied in UHV KFM studies, and such measurements are

usually conducted in the non-contact mode. Under ambient

conditions KFM is most often applied in the two-pass lift mode

[2] that does not require the use of multiple lock-in amplifiers.

In the lift mode, the long-range electrostatic force is sensed by a

conducting probe, which is positioned 10–20 nm above the

sample. This is done in the second pass by guiding the probe

along the topography contour determined in the first pass whilst

keeping away from the sample. Caution related to possible elec-

trostatic force coupling with topography should still be taken

into account. In many cases this method of separating the

mechanical and electrostatic forces helps, however, measure-

ments of the electrostatic force at remote tip–sample distances

limit their sensitivity and, particularly, spatial resolution. There-

fore, it may be advantageous to check the capabilities of single-

pass KFM at ambient conditions because nowadays lock-in

amplifiers are an essential part of the electronics in scanning

probe microscopes.

AFM-based electrostatic force measurements were performed

under ambient conditions with an Agilent 5500 scanning probe

microscope equipped with a MAC III unit, which has three

lock-in amplifiers (LIAs) enabling multi-frequency measure-

ments. The MAC III has three dual phase LIAs converting the

AC inputs to amplitude and phase. These digitally-controlled

analog LIAs have a broad bandwidth (up to 6 MHz) that cover

the operational bandwidth of the photodetector employed in the

microscope. A signal access module provides a flexible routing

of input and output signals of the LIAs. The software, which is

flexible in routing signals back to the controller, supports two

servo systems related to these LIAs.

The single-pass KFM operation can be realized in different

combinations of AM and frequency modulation (FM) modes;

AM–AM, AM–FM, FM–FM, FM–AM [3] where first abbrevia-

tion defines a surface tracking procedure and the second –

detection of the electrostatic force. It is worth noting that AM is

associated with force detection and FM with force gradient

detection, and this difference appears to be essential for opti-

mization of KFM imaging. The KFM operation can be

described with the help of Figure 1. One of LIAs (LIA-1) was

used for topography imaging, which was performed at the first

flexural resonance of the probes, ωmech, with free amplitude A0

in the 1–100 nm range and set-point amplitude Asp = 0.6–0.8

A0. These imaging conditions correspond to the intermittent

contact imaging when Asp is chosen on the steep part of the

amplitude-versus-distance curve. Another LIA (LIA-2), which

is used for KFM, applies AC and DC voltages to the probe and

detects the electrostatic response either directly from the

photodetector (AM–AM) or from the LIA-1 (AM–FM). The

latter block scheme configuration is shown in Figure 1. In the

AM–FM, the electrostatic interactions are excited by an AC

voltage applied to the probe at ωelec = 3–5 kHz, which is within

the bandwidth of ωmech. The electrostatic response, which is



Beilstein J. Nanotechnol. 2011, 2, 15–27.

18

detected by the phase signal or Y component signal of the LIA-

1, is seen at the heterodyne frequencies ωmech ± ωelec. When the

KFM servo is on, the heterodyne sidebands practically disap-

pear and the DC voltage equals the contact potential difference.

This AM–FM procedure is similar to one used for KFM in the

non-contact regime [4] with the following variations. LIA-1 is

used for both the AM topography servo and the demodulation

of the side bands of the drive frequency. In [4] a separate PLL

was used for the FM topography servo, and the drive out from

the FM controller served as the reference input for LIA-1. In

our case we used the internal reference of LIA-1 as the drive

output to drive the cantilever shaker. There is a noise advantage

in the use of the Y vector component as the input to the LIA-2

for the KFM servo because this excludes noise from the X

vector component that would couple in through the phase calcu-

lation in the LIA-1.

The third LIA was used for recording the amplitude response at

2ωelec in two different configurations. In one configuration

(shown in Figure 1) this amplifier was connected to the LIA-1.

In this case the amplitude of 2ωelec satellite of the main ampli-

tude peak at 2ωmech is recorded and it is proportional to the

force gradient signal, and therefore to d2C/dZ2. In the second

configuration, the third LIA is connected directly to the

photodetector and in this case the detected amplitude at 2ωelec is

proportional to the electrostatic force and therefore to dC/dZ.

Both the dC/dZ and d2C/dZ2 signals are related to the local

dielectric permittivity and we used these for compositional

mapping. The interplay between the experimental measure-

ments and theoretical studies is needed for a better under-

standing of the sensitivity of dC/dZ and d2C/dZ2 based dielec-

tric studies, and for the extraction of quantitative permittivity

data. In addition, we also recorded the phase response at 2ωelec

that can be used for detection of complex dielectric response. In

the following we will demonstrate that surface potential and dC/

dZ data, which are measured simultaneously and independently

of sample topography, can be used for compositional imaging.

Results and Discussion
Studies of model samples
For the verification of our AFM-based electrostatic measure-

ments, we have chosen two model systems: Self-assemblies of

fluoroalkanes F(CF2)14(CH2)20H–F14H20 and the binary metal

alloy Bi/Sn. The fluoroalkane molecules consist of fluorinated

and hydrogenated parts that avoid each other in F14H20 self-

assemblies (spirals, toroids, ribbons) on different substrates [5].

The F14H20 molecules have a dipole of 3.1 D oriented along the

chain at the central –CF2–CH2-junction. Therefore, macro-

scopic Kelvin probe studies of Langmuir–Blodgett layers of

different FnHm revealed a strong surface potential of −0.8 V

[6,7] that is assigned to vertically oriented molecular chains

with fluorinated parts facing air. Therefore, the fluoroalkane

structures are the useful models for the verification of KFM

operations. The same is true for metal alloys because their

surface potentials are directly defined by work function [8].

At the beginning we compare KFM imaging in the non-contact

and intermittent contact modes. When the AFM probe, which is

driven into an oscillation at its resonant frequency, approaches a

sample, the probe amplitude gradually decreases, Figure 2A.

This effect is caused by a squeezed air damping and attractive

probe-sample force interactions. The latter are enhanced by

electrostatic force interactions between the conducting probe

and the sample as its counter electrode. The amplitude drop is

accompanied by changes of the probe phase. On further ap-

proach of the probe to the sample, the amplitude changes are

intensified and at some point a sharp drop (4–10 degrees) of the

phase is observed. This signifies transition from non-contact

situation to the intermittent contact regime. In other words,

imaging at the set-point amplitude (Asp) below its transition

value will insure a profiling of surface topography, and at

higher Asp the imaging will proceed in the non-contact mode

when the probe experiences long-range forces such as electro-

static forces. This is illustrated in Figure 2B which shows the

dependence of phase changes as a function of DC bias voltage

between a conducting probe and different locations of the

F14H20 adsorbate on Si substrate. The phase-versus-DC-bias

curve (colored blue) was detected when the probe was over a

domain of the toroid-like self-assemblies. It shows a parabolic

dependence of the phase response and demonstrates that the

electrostatic force is fully compensated (nullified) at the bias

voltage (about −1 V) and equals the difference in surface poten-

tial of the tip and the sample underneath. Similar phase-versus-

DC-bias curve (red colored), which was recorded at a sample

location free of the toroids, has been shifted on the DC bias axis

due to a different surface potential at this location. The

measurement of the phase or frequency responses to DC bias is

the subject of electric force microscopy (EFM) whereas the

mapping of bias voltages needed for nullification of the electro-

static is the main function of KFM.

The topography and surface potential images, which were

recorded on the F14H20 adsorbate on Si substrate, are presented

in Figure 3. These images were obtained with Asp just above

(Figure 3A) and below (Figure 3B) its value corresponding to

the transition to the intermittent contact regime. The topog-

raphy image recorded in the non-contact mode is practically

featureless. At the conditions near the transition, it may be

possible to detect weak cross-talk patterns, which are caused by

the long-distance electrostatic interactions that are responsible

for the bright domains in the corresponding surface potential

images. The topography image changes drastically in the inter-
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Figure 2: A – Graph showing a temporal change of amplitude and phase of the AFM probe on approach to a sample. The time axis is converted to
distance axis. The initial value of the amplitude is 25 nm and phase −0 degrees. A red vertical line shows a point where a sharp drop of the phase
indicates contact with the sample. On the right side of the line the amplitude was reduced further to stay at the set-point level (Asp) corresponding to
the intermittent contact regime. A horizontal dotted line marks the amplitude set-point level above and below which the non-contact (NC) and intermit-
tent contact (IT) regimes take place, respectively.
B – Graphs showing the electrostatic force induced phase changes as a function of DC bias voltage. The measurements were made on a sample of
F14H20 on Si substrate with the probe located above the F14H20 self-assemblies (blue curve) and away from them (red curve).

mittent contact regime and the elevated sub-micron domains of

self-assemblies are clearly resolved. Related patterns are

detected in the surface potential images obtained in both

regimes. The signal-to-noise ratio of the surface potential

pattern is higher in the intermittent contact operation due to the

larger dC/dZ amplitude in immediate vicinity of the sample. A

higher spatial resolution of the surface potential image obtained

in the intermittent contact operation is also obvious. The aver-

aged potential value is slightly larger (−0.79 V vs −0.75 V) in

the image obtained in the intermittent contact regime. This

statement can be extended to the 2-pass KFM measurements in

the lift mode that actually present the results as a combination

of the topography image in Figure 3B and surface potential

image in Figure 3A.

In our experience the KFM measurements in the intermittent

contact studies are most stable and reproducible with Asp

70–80% of its value at the initial contact. The lowering of the

set-point might cause a tip–sample discharge followed by

sample and tip modifications. The fact that under ambient

condition, KFM studies in the intermittent contact mode at

moderate Asp can be performed on pure metals such as Au [9]

indicate that a short tip–sample force contact and a airborne

contamination of surfaces prevents discharge between the tip

and sample.

Here we would like to comment on a comparison of KFM

results obtained in the AM–FM and AM–AM modes. The KFM

images presented in Figure 3 were obtained in AM–FM mode.

Figure 3: Topography and surface potential images of F14H20 self-
assemblies on Si substrate. The images in A were obtained in the non-
contact regime with Asp just above the transition level from the non-
contact to the intermittent contact regime (see Figure 2A). The images
in B were recorded in the intermittent contact regime with Asp below
the transition level. The contrast covers height variations in the 0–10
nm range in the topography images and potential changes in the 0–1 V
range in the surface potential images. The averaged surface potential
difference between the self-assemblies and the substrate is 0.75 V for
the image in A and 0.79 V for the image in B.

The earlier KFM studies of F14H20 self-assemblies on different

substrates revealed that the FM detection of the electrostatic

forces provides the most accurate measurements of surface
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potential (~0.8 V) and higher spatial resolution of surface

potential images compared to AM detection [9-11]. This result

is consistent with KFM studies of different samples in UHV

[4,12] and with the theoretical considerations in [13]. In the

latter paper, the authors have reported that compared to the

electrostatic force changes, the force gradient variations are

more confined to the probe apex and less sensitive to the force

contributions of the cantilever and tip body. This hints at the

advantage of FM detection compared to AM. We have also

performed KFM studies in FM–FM mode using our micro-

scope enhanced by adding PLL control. The surface images of

F14H20 self-assemblies obtained in the FM–FM and AM–FM

modes were practically identical when the measurements were

performed in the intermittent contact mode. It is also important

that the AM–FM and FM–FM measurements are typically

performed at smaller stimulating AC voltages than AM–AM

ones. This is essential for avoiding the possible electric field-

induced changes of surface electric properties.

The KFM operation in the intermittent contact can be also

performed in different gas environments. Importantly, the inter-

mittent contact measurements were not affected by high

humidity that screens surface potential when studies are

performed in the non-contact mode [14]. Such environmental

KFM studies of fluoroalkanes were performed in high humidity

[10] and we extended these in a methanol vapor environment. A

domain of self-assembled F14H20 structures is shown in

Figure 4A, which demonstrates the topography, surface poten-

tial and dC/dZ images recorded in the single-pass operation.

The cross-section profiles taken across the images in the direc-

tion marked with white arrows are presented underneath the

images. The domain consists mostly of spiral self-assemblies

around 4 nm in height as seen from the topography profile. The

potential profile shows the negative surface potential of the

spirals (approx. −0.8 V), which as mentioned before is caused

by an almost vertical orientation of fluoroalkane chains whose

fluorinated segments are facing air. The spirals also exhibit a

darker dC/dZ contrast than the surroundings. The latter is

formed by a thin fluoroalkane layer with molecules lying along

the sample surface that makes them “invisible” in surface

potential image. A few contaminating particles, which are

marked with the red stars, are seen in the topography and dC/dZ

images but not in surface potential image. The dC/dZ contrast

correlates with variations of dielectric permittivity and the latter

is related to averaged dipole values. A quantification of dC/dZ

and permittivity changes is under development, and recent data

[15] indicate that dC/dZ response increases with an increase of

sample permittivity. This can explain the more negative dC/dZ

contrast of the spirals. The images, which are shown in

Figure 4B and related figures below, were recorded on the

sample in methanol vapor. The change of the environment

caused a structural transformation of spirals to toroids and the

height of these structures increased to ~5 nm. The latter is likely

related to straightening of the chain molecules in the vertical

direction. This slight change of the molecular alignment might

be responsible for the increase of the negative surface potential

from −0.8 V to (−1.0)–(−1.1) V. The methanol-induced changes

in the dC/dZ image are responsible for the stronger difference

between the contrast of the self-assemblies and the surround-

ings. Additionally, the toroids centers, a few nm in size, are

visible in this image whereas the same toroids are seen as more

bulky patterns in the surface potential image. The described

height, surface potential and dC/dZ changes were reversible

after the environmental chamber was opened to air. This is not

related to the spirals-toroids conversion. There is no doubt that

the electrostatic interaction of polar methanol molecules with

fluroalkanes is responsible for these changes that initiate the

structural transformation and small-scale surface transport on

the substrate which is obvious from a comparison of the topog-

raphy images shown in Figure 4.

The discussed images of F14H20 adsorbates also illustrate a high

spatial resolution of surface potential and dC/dZ detection in the

single-pass operation performed in the intermittent contact

mode. A true spatial resolution of KFM is often determined as a

width of a transition region between locations of different

surface potential [4,12]. In a separate paper [16], we reported

the measurements of the potential profile change at the steps of

F14H20 self-assemblies on a Si substrate. When the Pt-coated

probe was applied the step width was around 20–30 nm – a

dimension that is similar to the tip's apex diameter. The same

width was 4–5 nm on imaging with a carbon nanotube probe

due to its high aspect ratio. In compositional mapping, the visu-

alization of individual components is more important than

obtaining the correct values of local mechanical or electrical

properties. Therefore, the spatial resolution can be higher than

the described above. In imaging of F14H20 ribbons on graphite,

tiny bright slits of 2 nm in width were distinguished in between

the individual ribbons. These are the locations where the probe

“feels” the substrate.

A soldering material, an alloy of Bi and Sn, is another useful

sample for KFM studies. The topography and surface potential

images of this sample show its surface domain structure

presented by different patterns (see Figure 5A). This finding

suggests that the material is actually a partial solid solution. A

comparison of these images shows that there is no a cross-talk

between the topography and potential measurements. The

surface potential contrast in the images at different magnifica-

tions shows four levels of contrast with the 200 mV span. These

changes are close to the difference of surface potentials of Sn

and Bi (~0.2 V). We found that sample preparation and its
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Figure 4: Topography, surface potential and dC/dZ images and cross-section plots obtained on a domain of F14H20 self-assemblies on the Si sub-
strate. The plots, which are shown underneath the images, were taken along the directions indicated by the white arrows. The images in A were
obtained during imaging in air. Two red stars indicate the contaminating particles, which are not seen in the surface potential image. The images in B
were obtained during imaging in methanol vapor.

Figure 5: Topography and surface potential images recorded on two Bi/Sn samples. The images in A were obtained on the sample that is character-
ized by several levels of the surface potential contrast. The contrast covers the height corrugations in the 0–60 nm range in the topography image and
the potential variations in the 0–0.4 V range in the surface potential images. The surface potential images in B were obtained on a freshly-prepared
Bi/Sn sample (left) and the same sample after the overnight storage in air (right). The graph between the images displays the potential profile taken in
the left image along the direction marked with a dashed white line.
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storage are important factors influencing the surface potential

contrast. The surface potential image of a freshly prepared

sample, Figure 5B (left), shows only binary potential alterna-

tion of 0.2 V as seen from the cross-section profile in Figure 5B

(middle). Therefore these domains can be assigned to the indi-

vidual metals Sn and Bi. The surface potential image of the

same location after the sample was stored overnight in air is

presented in Figure 5B (right). The contrast between the indi-

vidual domains has worsened and bright patches have appeared

in several locations. These changes are most likely caused by

oxidation which is more progressive for Sn. This is an example

of KFM compositional imaging of a stiff material. Other rigid

materials that are beyond the range of phase imaging

applications are semiconductors. The KFM inspection of local

impurities and defects will benefit from higher-resolution

studies in the intermittent contact regime.

KFM and dC/dZ mapping of polymer
materials
Electrical and dielectric properties of polymer materials are

studied by different methods, and their characterization at small

scales and in confined geometries is an important and chal-

lenging task. The pathway to mapping of dC/dZ responses of

polymers, which are directly related to local dielectric permit-

tivity that depends strongly on frequency, has been initiated by

studies of PVAC films [17]. In this work the frequency-depen-

dent dC/dZ responses of this material, which was previously

examined with dielectric spectroscopy [18], were studied with

AFM probe at a single location. Furthermore, these studies were

extended to dC/dZ mapping of a PVAC/PS blend at different

temperatures in UHV [19] and to studies of a PVAC-based

nanocomposite material [20]. We initiated KFM and dC/dZ

measurements of the polymer objects having in mind several

objectives. They included, but were not limited to, the use of

these methods for compositional imaging of heterogeneous

polymers and examination of polymer structures and behavior

in different environments. In a wide variety of polymers those

with a non-polar nature have a very low dielectric permittivity

whilst polar polymer materials have permittivities around 7–9.

Many polymers have dipole groups with molecular dipoles

oriented along the chain backbone or perpendicular to it. In add-

ition, the polymer response to an AC electric field is described

by complex dielectric permittivity directly related with a spec-

trum of molecular motions and its dependence on temperature.

Therefore the development of AFM-based electric techniques

capable of examining these materials on a sub-micron scale and

in a wide frequency range will open up a broad range of

technologically and fundamentally important applications.

The first example is taken from studies of a binary latex blend

of poly(n-butyl acrylate) and poly(pentafluorostyrene). The

images of the blend film at two locations are shown in

Figure 6A and Figure 6B. The surface potential images reveal a

bi-component composition of this material: The darker

locations can most likely be assigned to the fluorinated compo-

nent. The surface potential contrast between the constituents

was relatively strong around 0.4 V. The micro-phase separated

morphology is more homogeneous in the second location. It is

worth noting that due to the softness of this polymer material,

the images were recorded at a much lower Asp at which the tip

was partially imbedded in the sample. Therefore, the surface

potential measurements can be carried out even in sub-surface

layers. Another example of the materials with a fluorinated

component is a thin film of a PMMA and PVDF blend. The

relation between the polymer morphology and material perfor-

mance is the key question for polymer technology that rein-

forces the importance of compositional imaging.

Figure 6: Topography and surface potential images of the films of a
latex blend of poly(n-butyl acrylate) and poly(pentafluorostyrene) are
presented in A and B. The contrast covers height variations in the
0–140 nm and 0–10 nm ranges in the topography images and poten-
tial changes in the 0–0.4 V and 0–1V ranges in the surface potential
images. Topography and surface potential images of a film of a PMMA
and PVDF blend are shown in C. The contrast covers the height corru-
gations in the 0–10 nm range in the topography image and the poten-
tial variations in the 0–1 V range in the surface potential image.
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Figure 7: Topography and surface potential images, which were recorded at the scratch location in PS films of different thicknesses on a Si substrate,
are presented in A and B. Similar images at the scratch location in PMMA films on Si are shown in C–E. The cross-section profiles, which were taken
in the images, in the horizontal direction are shown under the images. The images in A–D were recorded with the sample in air and the image in E
was recorded with the PMMA film in methanol vapor.

The film was prepared by spin-casting of PMMA and PVDF

solutions, and the blend was formed during evaporation of the

solvent and crystallization of PVDF. Therefore, dendritic struc-

tures observed on film surface represent crystalline PVDF. The

dark surface potential contrast of the structures is consistent

with the presence of a molecular dipole (~2.1 V) in this polymer

and the preferential orientation of these dipoles is in the vertical

direction. In crystalline polymer materials with a strong dipole

moment, KFM might be a useful tool for correlating the molec-

ular dipole orientation with chain orientation in lamellar struc-

tures.

In materials with strong dipole moments, the surface potential is

directly related to the strength and orientation of the molecular

dipole, as is the case in fluoroalkanes self-assemblies. In other

materials surface potential correlates to the surface work func-

tion of metals, the doping level of semiconductors, the strength

and orientation of molecular dipoles, and the presence of

charges and interfacial and field-induced dipoles. In polar poly-

mers, the situation can be much more complicated and the

apparent surface potential of polymer molecules has to be

discussed in connection with macroscopic Kelvin probe studies

of thin PMMA films. These studies revealed that surface poten-

tial of PMMA films depends on the stereoregularity and molec-

ular conformations of this polymer [21]. Therefore, PMMA

domains and blocks in multi-component polymer materials

might exhibit a specific surface potential that can be examined

with KFM. First of all, we studied the surface potential

variations between PMMA and PS films of different thickness

on a Si substrate. For this purpose, the images were collected in

the scratched regions of the polymers with different thickness,

Figure 7A. The cross-section profiles of the topography and

surface potential images revealed that compared to the Si sub-

strate, the surface potential of PS is rather small (~50 mV) in a

film of thickness ~12 nm and twice as high in a film which is

140 nm thick. The surface potential difference between a

100 nm thick PMMA film and Si reaches 300 mV. Monitoring

of the environmental effects was demonstrated by following the

topography and surface potential changes of a thin PMMA film,

Figure 7B. The study of swelling of PMMA film by different

organic vapors [22] showed that methanol has a strong effect as

shown by AFM. Indeed, swelling of PMMA with methanol

induced changes not only in topography but also in surface

potential. The surface potential changes are relative and the

contrast of the film and the substrate reversed on sample expo-

sure to methanol vapor: The difference of 200 mV between the

PMMA film and Si became ca. −300 mV. These alterations

proceed within 30–40 min, as the methanol vapor spread

throughout the chamber and modified the sample. After the

chamber was opened to air, the reverse changes of surface
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potential contrast happened practically immediately following

methanol evaporation. This suggests that the methanol vapor

affects only the top surface of the sample.

The analysis of KFM data obtained under ambient conditions in

the intermittent contact mode on different samples shows that

absolute values of surface potential might be influenced by a

presence of occasional contaminants or modifications of the tip

and the sample. This should be taken into account in comparing

the surface potential data in Figure 7A and Figure 7B. A quanti-

tative difference of surface potentials at dissimilar surface

locations or sample components obtained in the same image is

more reliable than absolute potential values.

KFM studies of PMMA and PS films were further extended by

imaging of their blends with weight ratios of 3:7 (3M7S) and

7:3 (7M3S). Their topography and surface potential images,

which were recorded at the scratches, are shown in Figure 8.

According to the cross-section of the topography images, the

films have a thickness of around 30 nm and the surface corruga-

tions due to the elevated domains are in the 4–7 nm range. The

averaged potential differences between the bright locations of

the blends and the substrate were around 300 mV for 3M7S and

170 mV for 7M3S. On the blends’ surface the differences

between the brighter and darker locations were around

150–200 mV (3M7S) and 80 mV (7M3S). As can be seen, the

surface potential patterns of the blends resemble their topog-

raphy. However, a surface potential pattern with reversed

contrast appeared when an AC bias was applied to the sample

and not to the tip. The surface potential contrast of the blends

was best seen at an AC bias of 6 V when the noise was much

lower than at an AC bias of 1 V. In case of the 3M7S blend, as

the AC bias was changed from 3 V to 6 V a substantial increase

(80 mV to 150 mV) in surface potential difference between the

bright and dark locations was observed. This might be consid-

ered as an indication of field-induced dipole effect.

The allocation of the surface potential features to the blend

constituents is not a trivial task and a direct correlation with the

results obtained on PS and PMMA films might be difficult due

to unknown morphology inside the blend film. We assume that

the bright and dark patches correspond to domains enriched in

PMMA and PS. This assignment is tentatively supported by a

correlation of the ratio of bright and dark areas to the compos-

ition of the blends as well as by the higher surface potential

values recorded on PMMA films compared those with PS.

Decisive support for this analysis was found in the images of

the 7M3S blend obtained after the sample was exposed to high

humidity (RH > 95%) overnight (Figure 8C). The surface

potential image was unchanged but multiple droplets appeared

inside the dimples in the topography image. Most likely these

Figure 8: Topography and surface potential images of films of PS/
PMMA blends on a Si substrate. The images in A and B were obtained
in air on a scratch location in 70% PS–30% PMMA and 30% PS–70%
PMMA blends, respectively. The images in C were obtained on surface
of 30% PS–70% PMMA blend in humid air (RH = 95%) after the
sample had spent two days in this environment. The contrast covers
the height corrugations in the 0–55 nm, 0–75 nm and 0–20 nm ranges
in the topography images in A–C and the potential variations in the
0–1.1 V, 0–0.7 V and 0–0.6 V ranges in the surface potential images in
A–C.

are due to condensed water droplets on hydrophobic surface of

PS-enriched domains. The droplets are characterized by a rela-

tively large wetting angle that indicates hydrophobicity of the

underlying locations.

Compared to surface potential studies the use of dC/dZ

measurements was relatively limited by studies of organic

layers [23] and water adsorption [24,25]. Recently, the situa-

tion has changed and there is now an increasing interest in

nanoscale dielectric studies. Our interest in PS-PVAC blends

was brought about by recent efforts to measure its local dielec-

tric properties by different EFM approaches [17,19,20,26]. The

static dielectric permittivities of the blend components are quite

different (2–3 for PS and ~7 for PVAC) as well as their dipole

moments (~0.3 D for PS and 2.1 D for PVAC). This makes this

material attractive for local electric measurements. In addition,

the glass transition temperature of PVAC is quite low (35 °C)

thus its complex permittivity can also be studied with compara-

tive ease. The studies EFM-based local measurements [19] were
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conducted at frequencies in the range 0.1–100 Hz range and at

temperatures around 35 °C (glass transition of PVAC) where

the dielectric response exhibits pronounced changes. Indeed, it

was found that the dielectric contrast of the PVAC domains

varied with temperature, and nanoscale mapping of the permit-

tivity differences was demonstrated. These studies were done in

UHV and the dC/dZ measurements were conducted in the non-

contact mode.

In extending single-pass KFM and dC/dZ applications in the

intermittent contact, we examined 80-nm thick film of the same

blend on an ITO substrate. The topography, phase, dC/dZ and

surface potential images of one of the locations are shown in

Figure 9. The topography image revealed a morphology, which

was characterized by sub-micron scale domains embedded into

a matrix. The domains have a shape of a top part of sphere

inserting into the surroundings. The elevated part of highest

domains reached 30 nm where as few of domains are seen

below the matrix. This morphology is similar to that described

in [19] where the round-shape domains were assigned to PVAC

and the matrix to PS. The topography image also shows well-

resolved rims around the PVAC domains that most likely are a

consequence of immiscibility of the components of this blend.

The composition map of the blend is clearly presented in the

surface potential image in which PVAC domains exhibit a

50–60 mV higher surface potential than the PS matrix. Their

potential is also 130–140 mV higher than that of the ITO sub-

strate as seen in surface potential image taken at the scratch in

the film (not shown here). Remarkably, in a few surface regions

the neighboring PVAC domains are connected by “bridges”,

which are marked with white arrows. According to the surface

potential contrast, these bridges are formed from PVAC. The

surface potential contrast reflects the larger dipole moment of

PVAC and the positive value is caused by an average dipole

orientation towards the substrate. In further speculation, we

might point out that because the dipole moment of PVAC is

oriented perpendicular to the molecular chain [27], a planar

chain orientation could be the most preferable arrangement in

the PVAC domains. High-resolution surface potential images

(not shown here) emphasize that surface potential contrast is not

uniform across the PVAC domains. This observation suggests a

clustering of polymer chains into nanometer-scale blocks with

different averaged molecular orientation.

The phase and dC/dZ images are quite different from that for

surface potential. The phase image resembles the error signal

image and the PVAC domains are not emphasized. At room

temperature both polymers, PS and PVAC, are in glassy state

therefore it would not be expected to observe a difference in

their phase contrast. The dC/dZ contrast variations are more

distinguished with PVAC domains being brighter than the

Figure 9: Topography, phase, surface potential and dC/dZ images of
an 80 nm thick film of PVAC/PS blend on ITO glass. The contrast
covers height corrugations in the 0–45 nm range, phase changes in
the 0–45 degrees range, surface potential variations in 0–0.4 V range
and dC/dZ alternations in the 0–80 mV range.

surrounding PS. There are two interesting aspects. The first is

related to the contrast of individual domains. The domains,

which are marked with a red arrow, have their top part just

above the surface or below it. The dC/dZ patterns of these

domains are uniform in bright contrast. The other elevated

domains exhibit a different dC/dZ patterns with a central part

darker that the perimeter. This suggests that at elevated

locations only the tip apex is sensing the electrostatic force and

a large part of the tip participates in the force interactions when

the domains are lower. The second is related to the bridges

between the PVAC domains (white arrows). The darker dC/dZ

contrast as opposed to brighter surface potential contrast points

to their assignment as PVAC. We might suggest that these

bridges are formed by ultrathin PVAC films spreading between

the two domains and that the dC/dZ contrast is more influenced

by the underlying PS matrix than the surface potential contrast.

This is only a tentative suggestion but it indicates the necessity

of knowing the depth of the surface potential and dC/dZ

measurements.

The studies of the PVAC/PS blend were continued at low and

high humidity and also in methanol and toluene vapors. There

are general similarities between the results obtained in high

humidity and in the organic vapors. The images of the same

location obtained in air and at high humidity are shown in

Figure 10. The images obtained in air exhibit similar features to

those seen in Figure 9. In addition to the topography, surface

potential and dC/dZ amplitude signal, we were able to demon-
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Figure 10: Topography, surface potential and dC/dZ (amplitude and phase) images of 80 nm thick film of PVAC/PS blend on ITO glass. The images
in A were obtained in air and the images in B in high humidity (RH = 95%). The contrast covers height corrugations in the 0–35 nm range, surface
potential variations in 0–0.6 V range, dC/dZ amplitude alternations in the 0–180 mV range and dC/dZ phase changes in the 0–20 degrees range in
both sets of the images.

strate the dC/dZ phase image, which does not show much

contrast in air. By changing air to humid environment, we

expected selective action on the hydrophilic PVAC domains.

The images, which were obtained after the sample was exposed

high humidity for couple of hours, are presented in Figure 10B.

The two red star marks placed near the same PVAC domains

serve as the references in Figure 10A and Figure 10B. The

humidity effect is pronounced in the topography and dC/dZ

(amplitude and phase) images. Surface potential changes are

less obvious. A selective swelling of PVAC domains with water

vapor led to an increase in the volume of the domains and the

disappearance of the circular rims. The height of the domains

marked with the red stars increased from 20 to 25 nm. Simulta-

neously with the topography changes, the dC/dZ contrast

increased 8-fold and a pronounced phase contrast (~20 degrees)

was detected. These changes were reversible and the original

contrast of all three images was restored after the environ-

mental chamber was opened or purged with argon. The strong

phase changes might serve as an indication of dynamic dielec-

tric behavior that is common for polymers around glass tran-

sition point. The swelling of polymers with low-molecular

agents effectively lowers their glass transition point and this

effect is suspected. Ongoing dC/dZ studies of this blend at

elevated temperatures will help address this question.

The dC/dZ contrast observed in the PVAC/PS blend and its

environmental changes are not easy to understand. The static

permittivity of PVAC is much higher than that of PS but it is

difficult to assume that the contrast recorded at 3 kHz follows

their low frequency difference. We also might suspect some

environmental effects in our preliminary measurements at low

humidity (3% RH) and in different gases (N2, Ar) as revealed

by the the contrast variations. The humidity-induced changes

are very noticeable and well as those caused by methanol and

toluene vapors. These observations might be also affected by

dielectric absorbance of water or organic molecules that, being

in GHz range, might also have direct or indirect lower

frequency contributions. Therefore, the expansion of AFM-

based dC/dZ measurements to broader (higher and lower)

frequency ranges is quite desirable for a better understanding

the local dynamic dielectric properties.

Conclusion
Single-pass KFM and dC/dZ studies in the intermittent contact

regime were carried out and their value was verified in experi-

ments with two model samples, i.e., self-assemblies of fluo-

roalkanes F14H20 on a Si substrate and films of the metal alloy

Bi/Sn. The electrostatic force interactions were measured by

force gradient changes. The results showed that sensitivity and

spatial resolution of this approach is superior compared to use

of the non-contact mode for KFM and dC/dZ detection. Further-

more, the single-pass measurements of several polymer

materials demonstrate that KFM and dC/dZ mapping can be

applied for compositional imaging of multi-component systems.

These techniques have also been applied to samples in various

environments (humidity, vapors of organic solvents, etc.),

where the samples were subjected to partial swelling. Such

measurements are helpful in the identification of individual

constituents of complex materials and will further enhance

compositional imaging. The dC/dZ measurements, which were
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performed at a single frequency, gave rise to a number of

intriguing questions regarding the origin of the image contrast.

Expansion of these studies to a broad frequency range and at

different temperatures will be essential for reliable interpreta-

tion of the dielectric data and will be the subject of nanoscale

dielectric spectroscopy.
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Abstract
The growth of molecular assemblies at room temperature on insulating surfaces is one of the main goals in the field of molecular

electronics. Recently, the directed growth of porphyrin-based molecular wires on KBr(001) was presented. The molecule–surface

interaction associated with a strong dipole moment of the molecules was sufficient to bind them to the surface; while a stabilization

of the molecular assemblies was reached due to the intermolecular interaction by π–π binding. Here, we show that the atomic struc-

ture of the substrate can control the direction of the wires and consequently, complex molecular assemblies can be formed. The

electronic decoupling of the molecules by one or two monolayers of KBr from the Cu(111) substrate is found to be insufficient to

enable comparable growth conditions to bulk ionic materials.

34

Introduction
One of the main challenges of artificial photosynthesis and mo-

lecular electronics is the controlled growth of molecules on the

nanometer scale in a certain direction. For the construction of

electronic devices, nanowires are essential components which

provide an efficient transport of electrons and/or excitons along

specific directions. Compared to semiconductor based devices,

self-assembled molecules provide some distinct advantages

such as self-healing [1] and a decreased number of defects

[2-4]. For some time, studies on molecular growth were limited

to metal substrates analyzed by scanning tunneling microscopy

(STM) (for a few selected examples see [5-13]). Alkali halide

thin insulating films on metal surfaces are often regarded as the

model system for both testing experimental methodologies and

validating new theories. In particular NaCl thin films have

already proved their importance as homogeneous ultrathin

spacer layers to separate single molecules from the metal sub-

strate [14-16]. Nevertheless, complete electrical decoupling of

such devices from the substrate requires bulk insulators or thick

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:thilo.glatzel@unibas.ch
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Figure 1: (a) Topographical measurement of molecular structures at KBr step edges showing monowires (1), unordered agglomerates (2) and multi-
wires (3). Scan range = 500 × 500 nm2, A1st = 20 Hz, Δf1st = −8 Hz. The arrangements estimated from height profiles along single and double steps
are shown in (b) and (c), respectively. The tilt angle of the molecules has to adopt to fulfil geometrical conditions. Along a triple step, one dimensional
wires were never observed. (d) Three different orientations of molecules at those edges. The leftmost molecule (i) in (d) is turned by 45° so that the
core is oriented along the [110] direction. This orientation does not allow π–π stacking along the direction of the step edges. The molecule in the
middle (ii) is tilted by 45° to the surface, making it fit geometrically to the step. (iii) combines those two angles and could be considered as a possible
arrangement for the growth in the [110] direction.

insulating films. Several studies by non-contact atomic force

microscopy (nc-AFM) were done on ionic crystals with

adsorbed PTCDA [17-22], PTCDI [23] or C60 [24]. In the case

of porphyrins, the growth [25-27] and electronic properties [28]

of stable, monolayered molecular wires on KBr(001) with a

length of up to several hundred nanometers have been observed

at room temperature (rt). Even the contacting of self-ordering

molecular wires by nanolithography was shown recently [29].

Controlled growth procedures of molecules on insulators are

often hindered by the weak, unspecific interaction between the

molecules and the insulating surfaces which leads to diffusion

on the surfaces and assembly of disordered aggregates. One

possibility to overcome this barrier is the use of a specific end

group which induces an adequate directed dipole moment

within the molecule [26,30]. Moreover, high resolution

measurements of molecules on insulating surfaces were scarce

due to a lack of suitable imaging techniques. However, recent

progress in high resolution nc-AFM has given the opportunity

to verify the proposed concept of directed growth of molecular

wires on insulators [31-33]. Alkali halides offer some distinct

advantages compared to other surfaces. Flat surfaces with

monoatomic steps and large terraces are easily prepared and

electron bombardment leads to well-structured surfaces [34].

Additionally, these materials have rather large unit cells which

allow to obtain atomic resolution fairly easily [35,36].

In the work presented here we focus on the influence of the sub-

strate on the growth process of meso-(4-cyanophenyl)-substi-

tuted Zn(II) porphyrin molecular wires self-assembled on

KBr(001) and NaCl(001) studied by nc-AFM. We found that

the lattice spacing of the ionic crystal has a direct impact on the

growth direction of the wires. Extending the studies, the self-

assemblies of molecules onto thin ionic films deposited on

Cu(111) revealed that the growth process is also strongly influ-

enced by the metal substrate even for several monolayer of KBr

which also indicates an imperfect electronic decoupling.

Results and Discussion
Cleaving KBr crystals in vacuum and annealing them at

moderate temperatures results in the formation of wide terraces

with step edges in [100] direction which can be as long as

several hundred nanometers. Evaporating the cyano-porphyrins

onto the bulk KBr(001) surface results, as also reported earlier

[25,26], in the formation of molecular wires. Figure 1 shows a

topographic measurement on a KBr(001) surface, decorated

with cyano-porphyrines. The molecular monowires (1) are

found to be more than 700 nm long mainly depending on the

length of the step. Along one and two monolayer step edges,

single molecular wires are found while at higher steps disor-

dered aggregates of molecules (2) appear. Based on simple

geometrical considerations and taking into account the strong

dipole moment of the molecules, the special expansion of the

aryl side groups and the enhanced electrostatic field at the step

edge result in a basic model of the wire formation as presented

in Figure 1b, Figure 1c and Figure 1d. Single molecules are

highly mobile at rt at the surface. Due to an electrostatic inter-

action between the dipole moments of the molecules and the

enhanced periodic electrostatic field at a step edge compared to

the flat surface, the molecules are attracted towards the steps. A

stabilization of the wire is enabled due to a π–π binding

between the porphyrin cores of the molecules. Increasing the
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step height changes the tilt angle of the molecules towards the

surface which is inherently coupled with a weaker π–π inter-

action and therefore a more fragile molecular wire.

The analysis of our measurements resulted in a wire height of

0.8−0.9 nm and of 1.2−1.3 nm for the one and two monolayer

(1ML and 2ML) step edges, respectively. Assuming that the

height of a single molecule from the cyanophenyl to the upper

parts of the aryl groups is roughly 1.5 nm (the calculated height

would be 14.989 Å plus the van der Waals radii of one

hydrogen and one nitrogen atom) and that the molecules are not

laterally tilted, this would lead to a tilt angle of roughly 57 ± 5°

for the 2ML and 35 ± 5° for the 1ML step edge with respect to

the substrate. Balaban et al. [37] showed that the distance

between two molecules in the π–π plane is approximately 3.6 Å,

which leads to a distance of 5.9 Å parallel to the surface for a

tilt angle of 37° between the porphyrin core and the π–π direc-

tion. This angle is observed in crystallographic assemblies of

those molecules as well as in former nc-AFM studies [25,26].

Taking also into account a vertical tilt angle, determined by the

aryl groups (Figure 1b and Figure 1c), the measured height of

the molecules results in a tilt angle in the π–π stack direction of

37° and 43° for the 1ML and the 2ML step, respectively. Both

values indicate a stable π–π interaction, while for 3ML steps

and higher no stable configurations can be found for a single

molecular wire (see Figure 1d). As already visible in Figure 1a,

the unordered agglomerates (3) are the source of multi-wire

structures. These structures are parallel ordered single molecu-

lar wires growing in the  directions on KBr. High-resolu-

tion nc-AFM measurements of these structures [26] revealed a

separation of the single wires by 2.4 ± 0.2 nm which corre-

sponds to approximately five lattice spacings of the substrate.

Pšenčík et al. determined distances between different bacteri-

ochlorophyll stacks of 2.1–3.0 nm in natural chromosomes; the

same order of magnitude as observed for the porphyrin assem-

blies [38]. Since the photon capture crosssection might be

markedly increased, hence, leading to higher efficiencies with a

broader wavelength range compared to silicon solar cells, such

antennae systems are for example also of potential interest for

hybrid solar cells that could operate under low or moderate light

conditions. Furthermore, porphyrins are known to be very

promising building blocks: They are not only very stable, inex-

pensive and quickly accessible, but also both the periphery and

the central metal are very easy to modify. Therefore, such por-

phyrin wires can be tuned with a high degree of freedom.

FFT-analysis of measurements [26] showing simultaneous mo-

lecular and atomic resolution of the substrate revealed that,

unlike at step edges in [100] direction, the molecule-to-mole-

cule distance within a wire differs from the KBr lattice spacing.

The molecule–molecule separation measures 5.6 Å, compared

to the distance of 4.6 Å between two K+ ions along the 

directions. This indicates that the dimensions of the molecule

ask for a larger separation than the K+ ions intervals could

provide, rather corresponding to the spacings observed in the

crystal lattice of Balaban et al. [37]. At the steps along the [100]

direction, K+ ions are alternating with Br− ions creating attrac-

tive and repulsive sites for the partially negative charged cyano-

groups and therefore forcing them into position. Diagonally

across the lattice in  directions, the K+ ions are evidently

closer together and not interrupted by bromine ions, presum-

ably creating a slightly delocalized positive charge distribution.

The stacks are directed along one dimension but in contrast to

the assemblies at the step edges, the single porphyrins are not

located each directly above a potassium ion, but rather along the

K+ chain, keeping their thermodynamically preferred intermo-

lecular spacing. The molecular wires are most likely inclined to

the surface, with the cyano-groups pointing downwards and the

big side groups standing out more on one side (Figure 2b).

Heights between 1.5–2.0 nm were measured for multi-wires,

depending on the tilt angle of the stacks respective to the

surface.

Figure 2: (a) Topography of cyano-porphyrin molecular wires on a
NaCl single crystal surface. In contrast to the growth on KBr, the mo-
lecular wires are also oriented along the [100] direction of the sub-
strate. In (b) and (c) the two different growth directions are schemati-
cally visualized.

Looking at the spacing of 5.6 Å between the stacked molecules

leads to the assumption that NaCl with a lattice constant of

5.65 Å is an ideal substrate to grow multi-wires on. NaCl is

chemically and physically similar to KBr and is therefore a

good sample to investigate the influence of the lattice distance

of the substrate to the self-assemblies. Figure 2a shows an

overview nc-AFM image of the molecular assemblies on

NaCl(001). The step edges have no specific direction and show

no ordered molecular decorations. Regions with steps in 

directions show similar single-wire decoration as the KBr(001)

surface did. Additionally, we observe a large amount of broader

structures growing across the terraces which presumably start
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Figure 3: nc-AFM measurements of molecular assemblies grown on an ultrathin KBr layer on Cu(111). (a) 100 × 100 nm2 overview of ordered cyano-
porphyrin assemblies on single and double KBr layers. (b) and (c) 30 × 30 nm2 zoom in of the free standing molecular assembly on a single KBr layer.
Clear sub-molecular resolution as well as atomic resolution is observed. After decreasing the set-point, parts of the assembly are removed and the
atomic corrugation below becomes visible.

growing from kink sites at the step edges. The main difference

which was observed between self-assembly on KBr and NaCl is

the tendency of the molecules to form crossing carpets or

networks of wires. Figure 2a shows such a network of several

wire-junctions. The angles between the structures are not only

90° as observed on KBr but also 45° indicating a growth

oriented in all major crystallographic surface directions. The

structures along the  directions do not differ in shape or

thickness from the ones oriented in the  directions. The

molecules along the  directions on NaCl are most certainly

adsorbed at every sodium atom. That leads to an intermolecular

distance of 5.65 Å making wire growth along this direction

more favorable compared to KBr. However, wires along the

 directions can still grow from kink sites or wire junctions.

In Figure 2b and Figure 2c structural models for KBr(001) and

NaCl(001) are presented.

To study the influence of a metal substrate on the formation of

the molecular wires and assemblies, we evaporated the cyano-

porphyrin molecules onto thin KBr films grown on Cu(111). In

Figure 3, a series of topographical images can be seen. In (a) a

100 × 100 nm2 overview of ordered cyano-porphyrin assem-

blies on single and double KBr layers is shown. KBr steps in

 directions of the second ML are decorated by not only

one single molecular wire as observed on the bulk material but

with a multi-wire. Furthermore, Cu steps indicated by small

arrows from the left to the right side of the image overgrown by

KBr are also partially decorated by the molecules. Additionally,

an assembly is originated from the underlying Cu step and

grows towards the lower image edge. It is then interrupted by a

conventional wire along a KBr island. Figure 3b and Figure 3c

show a 30 × 30 nm2 topography image of the assembly, already

revealing submolecular details as well as atomic resolution of

the underlying KBr. First, the molecular assembly is not aligned

along a certain substrate direction of the KBr layer. The rows

are inclined by ≈10° to the [010] direction of the KBr layer.

Second, submolecular contrast does not reveal a wire like con-

figuration as observed for the multi-wires on bulk ionic crystals.

The molecules lay rather flat on the surface since the whole

structure is only 0.9–1.0 nm in height.

These measurements also reveal the relatively weak binding

energy of the molecules to the substrate: Already during the

change of the set point, parts of the layer on the left lower side

were removed while scanning from bottom to top. The first few

lines of Figure 3c were scanned with an increased frequency

shift of Δf1st = −11 Hz. After the removal of the first molecules,

the set point was lowered to Δf1st = −10 Hz again. Regardless of

that, the tip continued to remove molecules thinning the struc-

ture to 50% of its original size. It is remarkable that even

though the tip is removing molecules the scan remained

absolutely stable and maintained a high resolution ability during

all the performed manipulations. The amount of removed mole-

cules and the shape of the resulting structure suggest that the

molecules are arranged in a superstructure of about 6–8 nm

width. Both columns visible in Figure 3b and Figure 3c show

periodic and distinct features proving that they are real submo-

lecular features. Nevertheless, suggesting an appropriate model

of the molecular arrangement based only on these measure-

ments has proven to be difficult. However, it can be concluded

that the influence of the Cu(111) substrate on the molecular

assemblies and wires hinders the formation of mono-and multi-

wire cyano-porphyrin assemblies stabilized by an intermolecu-

lar π–π interaction.



Beilstein J. Nanotechnol. 2011, 2, 34–39.

38

Conclusion
The adsorption of cyano-porphyrin molecules was studied for

bulk KBr and NaCl samples and resulted in various repro-

ducible assemblies on the surfaces. Especially step edges and

kinks of the alkali halide crystals act as trapping points for the

polar molecules, preventing them from diffusing freely over the

surface. Simultaneously, intermolecular interactions force the

cyano-porphyrins to form π–π stacks. These wires grow along

the edges, forming long one-dimensional molecular structures.

The growth is affected by the potential corrugation at the step

edge which forces the negatively charged nitrogen atom of the

cyano-porphyrin to sit on top of a positively charged ion. This

results in an intermolecular distance corresponding to the lattice

constant of the underlying substrate. At increased molecule

coverages, two-dimensional arrays start to grow away from the

steps across the terraces. The preferred growth orientation is the

(110) direction on KBr while on NaCl also assemblies oriented

in (100) direction are found. The different growth mode is

directed by the lattice spacing of the underlying substrate and

the equilibrium distance of the π–π interaction of the molecules.

The absorption behavior of the cyano-porphyrins was also

studied on ultrathin KBr films on Cu(111). We have shown that

KBr thin films can be used as a substrate for the molecular

assemblies at room temperature. Nevertheless, the first layers of

KBr are still not sufficient to decouple the molecules

completely from the underlying Cu substrate. On areas close to

an underlying copper step, porphyrins grow in a hexagonal

lattice structure and are probably adsorbed with their core more

parallel to the surface loosing their intermolecular π–π stacking.

Experimental
Experiments were performed under ultrahigh vacuum (UHV)

conditions with a base pressure below 10−10 mbar using a home

built non-contact atomic force microscope operated at rt [39]. In

the nc-AFM mode, the tip-sample distance is usually controlled

by maintaining a constant shift of the first flexural resonance

frequency f1st with respect to the resonance far from the surface.

Highly doped silicon cantilevers with integrated tips (Nanosen-

sors, NCL), a typical resonance frequency f1st ≈ 160 kHz and a

spring constant k ≈ 30 N/m were employed as a force sensor.

The typical oscillation amplitude measures about A1st ≈

5–20 nm. The cantilevers were annealed in UHV (30 min at

120 °C) and sputtered (1–2 min at 680 eV) with Ar+ ions for

cleaning. In the experiments reported here, meso-(4-

cyanophenyl)-substituted Zn(II) porphyrin (cyano-porphyrin,

Figure 4) was thermally evaporated from a Knudsen cell at

160 °C (with a rate of the order of 10 Å/min) onto bulk crystals

of NaCl and KBr as well as on ultrathin KBr layers on a

Cu(111) substrate. During evaporation the samples were held at

80 °C to enhance the diffusion of the molecules at the surface.

The synthesis of the cyano-porphyrin molecules has been

described in detail in [40]. The bulk crystals were cleaved in

UHV followed by an annealing step at 150 °C to reduce surface

charges. In our experiments we used additionally a Cu(111)

surface which was prepared in UHV according to regular

surface science techniques by several cycles of Ar+ ion

bombardment and subsequent annealing to 520 °C. KBr thin

films were deposited on the clean Cu(111) substrates by subli-

mation, using a temperature controlled Knudsen cell. As a

source material, crushed salt powder obtained from alkali halide

single crystals was used. In order to obtain thin layers of KBr,

choosing a very low evaporation rate of ≈0.2 Å/min proved to

be successful.

Figure 4: Chemical structure of the meso-(4-cyanophenyl)-substituted
Zn(II) porphyrin investigated in this study [40]. The dipole moment of
the molecule along the C–N bond is 4.37 D.
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Abstract
Magnéli-type vanadium oxides form the homologous series VnO2n-1 and exhibit a temperature-induced, reversible metal–insulator

first order phase transition (MIT). We studied the change of the adhesion force across the transition temperature between the

cleavage planes of various vanadium oxide Magnéli phases (n = 3 … 7) and spherical titanium atomic force microscope (AFM) tips

by systematic force–distance measurements with a variable-temperature AFM under ultrahigh vacuum conditions (UHV). The

results show, for all investigated samples, that crossing the transition temperatures leads to a distinct change of the adhesion force.

Low adhesion corresponds consistently to the metallic state. Accordingly, the ability to modify the electronic structure of the vana-

dium Magnéli phases while maintaining composition, stoichiometry and crystallographic integrity, allows for relating frictional and

electronic material properties at the nano scale. This behavior makes the vanadium Magnéli phases interesting candidates for tech-

nology, e.g., as intelligent devices or coatings where switching of adhesion or friction is desired.
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Introduction
Thermally controlled metal–insulator transitions (MIT) are

observed in a large number of crystalline and amorphous semi-

conductors. Particularly among the transition metal oxides,

there are numerous compounds with partially filled electron

bands, which show insulator behavior at low temperatures,

although they should be metals with respect to the band model.

Well-known examples are Magnéli-type vanadium oxide com-

pounds, which form the homologous series VnO2n -1

(3 ≤ n ≤ 10) and which undergo an abrupt transition from

metallic to insulating behavior and vice versa by a change of
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external parameters such as doping, pressure or temperature,

even although the global stoichiometry remains unchanged

[1,2]. Thereby, the electrical resistance changes by many orders

of magnitude. The physical reason for this metal–insulator tran-

sition (MIT) is the correlation of d band electrons of opposite

spins as explained by the Mott–Hubbard model [3].

It was first recognized by Magnèli et al., that oxides of titanium

and vanadium as well as those of molybdenum and tungsten

form homologous series with planar faults of general formulae

(Ti,V)nO2n-1 or (W,Mo)nO3n-1 [4-6]. In a simplified way, the

Magnèli phase structure can be derived from a perfect V2O5

crystal, which has one missing oxygen layer, i.e., the (121)

plane, which is called the crystallographic shear (CS) plane and

compensates for the non-stoichiometry of the compounds. The

different stoichiometries result from different spacings between

the CS planes and appear to be stable at high temperature before

dissolving as point defects. The CS planes interact over rather

large distances (≈100 Å or more) to form regular or nearly

regular arrays in an otherwise perfect crystal. The overall stoi-

chiometry of the resulting crystals depends upon the width of

the particular crystallographic plane in which the CS occurs. As

a consequence, a homologous series of structures is formed

[7,8].

The special electrical as well as optical properties of the

Magnèli phases are of great interest not only for basic research

but also for future technological applications [9-11]. Therefore,

materials with correlated electrons play a major role, e.g., for

the construction of switches and sensors and, more generally,

for the development of novel electronic devices and micro-

electro-mechanical systems (MEMS). In this context, a great

technological challenge in advancing miniaturization is to over-

come the strong adhesive attractions between nanoscopic tribo-

elements in order to realize technical systems with low friction

[12,13].

The atomic force microscope (AFM) has become a powerful

tool for measuring the forces interacting between a sharp tip and

a solid sample surface, such as van der Waals forces and short-

range chemical forces [14-17]. Typically, the AFM is used for a

spatially resolved imaging of forces, which requires a tip with a

sharp apex. However, such tips are disadvantageous for quanti-

tative measurements of interfacial forces, because reliable and

accurate determination of the tip geometry and also comparison

with theoretical predictions are difficult. In contrast, utilizing a

microsphere attached to the free end of the cantilever instead of

a sharp tip provides a well-defined, theoretically controllable

sphere versus flat surface geometry for the scaling of forces

[18-21]. Furthermore, it allows customizing of the probe ma-

terial and size. This method, also referred to as spherical-probe

or colloidal-probe AFM technique, is thus better suited for

quantitative and comparative adhesion force measurements [22-

24]. Previously, the applicability and the sensitivity of the AFM

in the spherical probe configuration (i.e., with a microsphere as

a probe tip) operated under ultrahigh vacuum conditions for the

quantification of adhesion forces on metal single crystals was

demonstrated [25].

In our approach, adhesion forces were assessed by sensing the

force interaction between the cleavage planes of four different

Magnéli-type vanadium oxide single crystals (VnO2n-1, n = 3, 4,

6, 7) and a micro-spherical titanium AFM probe as a function of

the probe/sample separation under UHV conditions, where

environmental influence is eliminated and advantage of surface

preparation and analysis tools can be taken. The MIT was

induced by appropriate variation of temperature. In particular,

we report on the change of the adhesion force when crossing the

MIT temperature and correlate this behavior to the corres-

ponding phase transition.

Results and Discussion
Adhesion force measurements were carried out on the cleavage

planes of the vanadium oxide both at room temperature (298 K)

and at an appropriate temperature beyond the MIT. According

to the measurement temperatures indicated in Figure 1, for

V4O7 and V6O11 a sample temperature of 120 K and for V3O5 a

sample temperature of 540 K was chosen in order to cross the

MIT temperature. As a reference, V7O13 which exists solely in

the metallic phase and which does not exhibit an MIT (i.e.,

TMIT = 0 K) was measured at all three temperatures.

Figure 1: Metal–insulator transition (MIT) temperatures of the investi-
gated Magnéli-type vanadium oxide crystals [1,26]. V7O13 does not
show an MIT. The right scale shows temperatures where force
measurements were carried out to probe the metallic and the insu-
lating state of each sample.
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Before acquisition of the force–distance curves, the topography

of the vanadium oxide cleavage was characterized by contact

mode AFM using a conventional sharp tip. Topography is of

importance for the study of adhesion forces since all realistic

surfaces normally exhibit some degree of roughness. Surface

roughness is expected to decrease the actual area of contact and

reduce the measured adhesion force. However, Magnéli-type

vanadium oxides possess a layered structure with a planar

oxygen defect [2] and can be easily cleaved to provide atomi-

cally flat substrates. This is shown in Figure 2 for the case of

the V4O7 cleavage plane, exhibiting atomically flat terraces

with lateral extensions of up to several microns. A rough esti-

mation of the apparent sphere/flat surface contact area

according to the Hertzian theory of deformation by taking into

account the deformation properties of the materials leads to a

diameter of about 40 nm [18,27]. The terraces are by far wider

than this value and, thus, well suited for reliable measurements

of adhesion forces.

Figure 2: Contact mode AFM topograph of the V4O7 crystal cleavage
plane. Scanning size: 25 × 25 µm2, z-range 1 µm.

Typical force–distance curves of single measurements obtained

on V4O7 above and below the MIT temperature are shown in

Figure 3. The plot shows the force interaction during approach

and retraction of the spherical AFM tip from the sample

surface. During retraction the tip adheres to the sample until the

spring constant of the cantilever overcomes the adhesion force

and the cantilever instantaneously jumps out of contact back

into its equilibrium position. The force necessary to pull-off the

cantilever represents, to a first approximation, the adhesion

force [24,28].

The graphs in Figure 4 provide an analysis of the adhesion

forces acquired at the V4O7 cleavage plane at 120 K (i.e., below

the MIT temperature) and at 298 K (i.e., above the MIT

temperature). Displayed are the sequences of the measured data

Figure 3: Typical force (F) vs distance (x) curves obtained on V4O7 for
single measurements of a spherical Ti tip (diameter 7.2 µm) against
the flat crystal plane at 120 K and 298 K. The curves show the force
interaction during approach and retraction of the tip from the surface.
The adhesion force corresponds to the pull-off force between the tip
and sample surface.

and the frequency distributions for both temperatures. Some 50

to 80 force measurements at different spots all over the surface

were made. All measurements were carried out at intermediate

retraction velocities and at low loads, so that the behavior of the

contact is dominated by the action of surface forces [29,30].

Each data point was checked for reproducibility by at least two

consecutive measurements.

It was found that throughout the measurements on the same

surface spot the adhesion force remains rather constant, indi-

cating that the tip did not change significantly during succes-

sive force curve acquisition. However, when acquiring

force–distance curves at different positions on the surface plane

there was some scatter in the data. This scatter might be

explained by topographic effects, i.e., interaction with cleavage

steps (cf. Figure 2) or slight surface heterogeneities resulting in

variations of the interaction geometry. The values given in the

graphs (right column) are the data averages and their standard

deviations. By comparing these two curves, it is instantly

obvious that the adhesion force below the MIT is significantly

higher than above the MIT (cf. Figure 5a). Accordingly, the

lower adhesion force corresponds to the metallic vanadium

oxide phase. Since contact models of a sphere/flat surface

geometry [19,20] predict a linear dependence of the adhesion

force on the sphere radius, all measured adhesion forces are

normalized in this graph to the value obtained above the MIT

temperature – corresponding to the metallic phase. Thus com-

parison between measurements carried out with different micro-
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Figure 4: Statistical analysis of the adhesion forces acquired at the V4O7 cleavage plane at (a, b) 120 K and (c, d) 298 K. Displayed are (a, c) the
sequences of data points acquired at different surface spots and (b, d) the normalized frequency distributions. The numbers given are the data aver-
ages and their standard deviations.

spherical tips is facilitated. Error bars correspond to the stan-

dard deviation of the mean value as obtained from the statis-

tical data analysis (cf. Figure 4).

For the measurements on the cleavage plane of the V6O11

crystal, as well as of the V3O5 and V7O13 crystals, the same

procedure of data acquisition and data evaluation was followed.

The summary of the statistical analysis of the adhesion forces

acquired on V6O11 at 120 K and 298 K, respectively, is shown

in Figure 5b. Again, there is a distinct jump in the adhesion

going to low temperatures and crossing the MIT temperature.

This is well in accord with the results on V4O7. According to

Figure 2, for V3O5 the sample temperature had to be raised

above 430 K in order to cross the MIT temperature. As shown

in Figure 5c, in this case the adhesion force significantly drops,

which is consistent to the observations on the previous samples

because again the metallic phase exhibits the lower adhesion

force. V7O13 is known to undergo no phase transition neither

when the sample is cooled down nor when heated up. Rather it

maintains its metallic state. Due to this feature the V7O13 phase

acted as reference sample in order to prove that the observed

jump in the adhesion force is not simply a temperature-related

artifact but rather due to the phase transformation in the crystal.

The measurements reveal that in this case the adhesion force

remains indeed constant when going to high or low tempera-

tures (see Figure 5d). This behavior clearly indicates that the

jump in the adhesion force is correlated to the change in the

electronic properties of vanadium oxide crystals due the phase

transformation when crossing the MIT temperature.

For the investigated Magnéli-type oxides with a MIT, the adhe-

sion force of the insulating phase is roughly twice as high as in

the metallic state. This behavior is in contrast to observations at

the macroscale [31], but it can be related to the distortion of the

crystal structure and the distinct change of conductivity occur-

ring at the MIT. In theory, the interaction of an ideal sphere

with an atomically flat surface is, e.g., described by the

Derjaguin–Muller–Toporov (DMT) model [20] or the
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Figure 5: Summary of the mean values of the adhesion forces for all
investigated Magnéli phases above and below the MIT temperature.
Error bars represent the standard deviations. Each data point
comprises reproducible measurements at 50 to 80 different spots.
Values are normalized to facilitate comparison between different
samples. All measurements on the same sample were performed with
the same tip.

Johnson–Kendall–Roberts (JKR) model [19]. These two models

improved the Hertzian theory [18] by including the effect of

adhesion and present the limiting cases of more general contact

theories by Maugis [32]. Both models have in common that the

pull-off-force is independent of the elastic material properties

but is essentially a linear function not only of the sphere radius

but also of the surface energy of the sample. At the MIT the

crystal structure of the Magnéli phases is distorted resulting in a

slightly higher density in the metallic phase [33] and an increase

of the atomic density at the surface. A decrease of the surface

energy [34] and hence a decrease of the adhesion force is

expected, as was observed in the experiments.

Furthermore, the distinct increase of conductivity will lead to a

better screening of trapped charge defects in the surface and

therefore decrease the electrostatic contribution of the overall

adhesion force. However, reference measurements with a silica

microsphere on V3O5 showed the same qualitative behavior,

i.e., a lower adhesion force in the metallic state. Accordingly, a

possible tip-induced electrostatic contact charging is negligible.

Conclusion
The adhesion forces of Magnéli-type phases of vanadium oxide,

acquired by means of force–distance measurements with a

spherical AFM probe, show a distinct response to the tempera-

ture-induced metal–insulator transition. This behavior makes

the vanadium Magnéli phases interesting candidates for techno-

logical applications where switching of adhesion or friction is

desired, such as intelligent devices or coatings. At the

nanoscale, these adhesion measurements displayed a lower

adhesion force in the metallic state than in the non-metallic,

ceramic state, which is in contrast to the macroscopic experi-

ence in tribology. In accord with several recent examples, this

study indicates that tribological properties at the nanoscale

cannot be predicted directly from macroscopic laws [35].

Detailed measurements are in progress to obtain a better under-

standing of the observed phenomenon. An extension of this

study to further materials revealed consistent results: Compara-

tive adhesion force measurements of the (0001) basal planes

and the (10−10) prism planes of highly oriented pyrolytic

graphite (HOPG) and MoS2 also showed that the metallic state

lowers the adhesion at the nanoscale [36].

Experimental
Vanadium oxide crystal preparation
Single crystals of the vanadium oxide Magnéli phases were

grown in vacuum sealed quartz tubes in a gradient furnace. The

chemical transport reaction, using TeCl4 as a transport agent

took nearly six weeks. The growth temperature was 600 °C. The

different phases were prepared by adjusting the oxygen content

by means of a definite mixture of the starting vanadium oxides

V2O3 and VO2 [37]. Under such conditions crystals of exclu-

sively one Magnéli phase per tube could be obtained, several of

which showed specular surfaces. X-Ray diffraction (XRD) and

magnetic susceptibility measurements on representative crys-

tals of all the batches were carried out to characterize the quality

of the crystals. The MIT temperatures of the samples under

study in the present work are displayed in Figure 1.

Spherical AFM probe preparation
The spherical AFM probes were prepared by attaching a micro-

sphere of the desired size and material to the end of AFM

cantilevers using an x-y-z-micromanipulator and an optical

microscope. For the experiments presented here, titanium

microspheres (Alfa Aesar GmbH) were conductively glued to

the free end of tipless NSC12 cantilevers (Silicon-MDT Ltd.).

The successful attachment of the spheres was verified by scan-

ning electron microscopy (SEM), as shown in Figure 6. The

titanium microspheres have a smooth surface and show

normally an elastic response. In situ characterization of the

spherical tips was performed by reverse tip imaging with the

calibration grating TGT01 (Silicon-MDT Ltd.), which consists
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of an array of sharp spikes [25,38,39]. Scanning this grating

with a spherical AFM probe creates an image consisting of an

array of spherical caps, i.e., the microsphere itself is imaged

repeatedly by each spike in the scanning area. This technique

allows the precise determination of the shape and radius of the

microsphere. Moreover, there is the possibility of easy in situ

re-examination of the spherical probe under UHV conditions to

reveal shape deformation or material take-up possibly occur-

ring during the experiment.

Figure 6: SEM images of a Ti microsphere (diameter 7.2 µm) at-
tached at the free end of a single beam tipless AFM cantilever.

Adhesion force measurements
The crystals were cleaved under ambient conditions, then

immediately transferred into the UHV apparatus and degassed

for a few hours. The UHV apparatus consists of two directly

coupled chambers with a base pressure of <6 × 10−11 mbar. The

preparation chamber is equipped with sample heating and

cleaning faculties. The analysis chamber houses a variable

temperature scanning probe microscope (Omicron Nanotech-

nology, Germany), which allows AFM measurements at sample

temperatures in the range from 120 K to 1000 K by either

cooling with liquid N2 or radiative heating. Temperature

measurements were made with a thermocouple attached to the

sample acceptance stage. The actual temperature of the sample

plates is taken from a calibration curve with an accuracy of

±20 K as provided by the manufacturer.

The spring constant of the cantilevers with attached micro-

sphere (typically 3.0 ± 0.2 N/m) was determined by means of

the reference cantilever technique, where the cantilever under

test was deflected in situ against a cantilever with a precisely

known spring constant [40,41]. The spring constant of the refer-

ence cantilever (Park Scientific Instruments) was determined by

a calculation based on geometrical dimensions and resonance

frequency, as determined from SEM images and scanning laser

vibrometry measurements, respectively.

For reliable comparison of the data acquired on a certain

sample, only adhesion forces obtained with one and the same

tip were taken into account. To facilitate comparison between

different samples where different spherical tips had to be used,

adhesion force values were normalized.
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Abstract
One key component in the assembly of nanoparticles is their precise positioning to enable the creation of new complex nano-

objects. Controlling the nanoscale interactions is crucial for the prediction and understanding of the behaviour of nanoparticles

(NPs) during their assembly. In the present work, we have manipulated bare and functionalized gold nanoparticles on flat and

patterned silicon and silicon coated substrates with dynamic atomic force microscopy (AFM). Under ambient conditions, the parti-

cles adhere to silicon until a critical drive amplitude is reached by oscillations of the probing tip. Beyond that threshold, the parti-

cles start to follow different directions, depending on their geometry, size and adhesion to the substrate. Higher and respectively,

lower mobility was observed when the gold particles were coated with methyl (–CH3) and hydroxyl (–OH) terminated thiol groups.

This major result suggests that the adhesion of the particles to the substrate is strongly reduced by the presence of hydrophobic

interfaces. The influence of critical parameters on the manipulation was investigated and discussed viz. the shape, size and grafting

of the NPs, as well as the surface chemistry and the patterning of the substrate, and finally the operating conditions (temperature,

humidity and scan velocity). Whereas the operating conditions and substrate structure are shown to have a strong effect on the

mobility of the particles, we did not find any differences when manipulating ordered vs random distributed particles.
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Introduction
Nanotechnology, which aims at the ideal miniaturization of

devices and machines down to atomic and molecular sizes has

become a strategic topic with a promising future in high tech-

nology for the forthcoming century [1]. By the precise control

of atoms, molecules, or nanoscale objects, new sensors and

man-made materials, micromachines, organic integrated

computers, microscale intelligence system, communication

tools would be possible within the near future [2]. However, for

new nanotechnology products, there are still many problems to

be solved such as nanomanipulation which has a great impact

on nanometer scale expertise. By manipulation of nanoscale

objects (nano-objects), we mean using external force for posi-

tioning or assembling objects in two (2-D) or three (3-D)

dimensions by twisting, bending, picking-and-placing, or

pushing and pulling them [3]. Nanomanipulation is a complex

3-D problem. Because mechanical and chemical properties of

substrates, probing tools and nano-objects (especially

‘particles’) are combined, different results are expected

depending on the environmental and operating conditions.

Numerous methods exist for the manipulation of nanostructures

and can be classified into two categories as non-contact and

contact manipulation systems. In the former, laser trapping

(optical tweezers) or electrostatic or magnetic field forces are

utilized. Thus, Yamomoto et al. [4] cut DNA using restriction

enzymes on a laser trapped bead, Vonna et al. used magnetic

tweezers and beads to stretch cell membranes [5] and Stroscio

et al. [6] utilized electrical forces between a scanning tunneling

microscopy (STM) probe tip and surface atoms for manipu-

lating Xe or Ni atoms. More precisely, manipulation of

nanoparticles (nanoscale metal particles (NPs)) in a non-contact

mode was the first approach to manipulate these nano-objects.

Historically, the first accurate manipulation studies of nanopar-

ticles were performed by STM. In a pioneer experiment,

Cuberes et al. moved single C60 molecules along the steps of a

Cu(111) surface using an STM in UHV [7]. In addition, the

majority of the STM experiments were performed at cryogenic

temperatures [8]. Unfortunately, despite the accurate level of

control obtained with STM, the energy dissipated in the manip-

ulation process cannot be estimated by this technique. Recently,

it has been shown that another scanning probe technique,

atomic force microscopy (AFM), is capable of positioning

single atoms or clusters even at room temperature, and has thus

become popular as a simple manipulation tool [9,10]. Changing

its function from only imaging to both imaging and manipula-

tion, new challenging problems did arise. Three main modes are

used in atomic force microscopy, i.e., non-contact (NC) mode,

contact mode and intermittent tapping mode.

The first mode used in AFM was the contact mode. Manipula-

tion of large C60 islands on NaCl was performed by Lüthi et al.

using contact AFM [11]. Even if the shear between islands and

crystal surface can be derived from the frictional forces experi-

enced by the AFM tip while scanning, the applicability of

contact AFM to nanomanipulation was limited to relatively

large objects (tens of nanometers in size). The latest results

obtained by Custance et al. show that it is now possible to

manipulate single atoms using NC-AFM [12]. Byungsoo Kim et

al. [13] have also proposed a new explanation for the extraction

and deposition of atoms using AFM. In the contact mode,

different strategies, such as pushing and pulling, have been used

to manipulate nanoclusters. Firstly, the tip can be used for posi-

tioning particles on a substrate by pushing or pulling operations

[14,15]. For instance, M.C. Strus et al. have manipulated carbon

nanotubes and estimated the flexural strain energy distributions

and static frictional force between a carbon nanotube and a SiO2

surface [16]. Nanometer scale antimony particles have been

manipulated on an atomically flat graphite surface by atomic

force microscopy techniques and quantitative information on

interfacial friction was extracted from the lateral manipulation

of these nanoparticles [17]. These particles were first pushed on

a graphite surface by the AFM tips and then manipulated by

placing the AFM tip on top of the particles. Above a certain

lateral force threshold, particle sliding was observed, which has

allowed the transition from static to kinetic friction to be quanti-

fied [18].

A compromise between the contact and non-contact AFM tech-

niques is the intermittent mode, the so called tapping mode. In

this mode the phase shift of the cantilever oscillations with

respect to the external periodic excitation can be used to esti-

mate the dissipated energy during manipulation. This method

was recently used by Ritter and coworkers to manipulate anti-

mony particles on a graphite surface in air [17,18]. Paollicelli et

al. manipulated gold nanoparticles deposited on highly oriented

pyrolitic graphite using AFM in tapping mode. NPs were selec-

tively moved as a function of their size varying from 24 up to

42 nm in diameter and the energy detachment threshold of NPs

was estimated accordingly [19]. Sitti and coworkers have also

manipulated nanoscale latex particles positioned on Si

substrates with an accuracy of about 30 nm [20] whilst Mougin

et al. manipulated as-synthesized and functionalized gold

nanoparticles on silicon substrates with dynamic AFM [21]. In

all these techniques, the major difficulties that arise are related

to the quantification of the dynamical processes occurring

during manipulation, i.e., collisions between probing tips and

particles, friction between particles and substrates, electrostatic

interactions among all of them, etc.

For this reason, colloidal particles have appeared as model

nano-objects because they can be produced in various well-
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controlled sizes and from various materials such as metals or

semiconductors. Of particular interest has been the use of metal

nanoparticles, which have been applied to the development of

highly sensitive nanoparticle-based detection assays that utilize

electrical or optical detection (colorimetric and surface

enhanced Raman spectroscopy (SERS)). For different reasons

gold particles are particularly attractive in this field. For

instance, they are ideal electrodes for molecular electronics

[22]. Gold clusters below 5 nm in size deposited onto thin metal

oxides also exhibit unexpected highly catalytic activity (not

obtained with bulk metal) for different types of reactions, e.g.,

combustion, hydrogenation, reduction etc. [23,24]. Coated with

organic molecules, gold nanoparticles can be used for DNA

assays in genomics [25,26], as signal amplifiers for biological

recognition or as quantitation of tags in biological assays. To

utilize and optimize the chemical and physical properties of

gold NPs, a great deal of research has been done regarding the

control of size [27,28], shape [29,30], surface chemistry [31,32]

and aggregation morphology of nanoparticles as isolated clus-

ters [33], or as single- or multilayer coatings [34]. The manipu-

lation of nanoparticles, especially colloidal gold NPs, by AFM

can be influenced by the structural characteristics of the particle,

tip and surface, in particular the intermolecular interactions

between tip and particle or particle and surface. In addition,

both the physical structure of the substrate (topography) and the

operating conditions (environmental conditions and scan

velocity of the tip [35]) determine to a large extent the tip–parti-

cle–substrate interactions and behavior. Furthermore, the funda-

mental understanding of the different types of particle motion

during manipulation, such as sliding, rolling, stick-slip and

spinning, is crucial since the mode of motion of particles deter-

mines the energy loss and wear in the contacting surfaces.

In this paper, the sensitivity of those critical parameters on the

mobility of gold nanoparticles during their manipulation using

AFM in tapping mode has been investigated. In particular, the

effects of the size, shape and coating of the nanoparticles, the

lateral scan velocity, the particle-surface interactions and the

environmental conditions, especially temperature T and relative

humidity RH%, are presented and discussed. The dependency of

the energy dissipation during the manipulation was particularly

studied as a function of size, coating of particles, substrate and

temperature. Finally, interpretation of the physico-chemical

mechanisms involved at both interfaces – tip–particle and parti-

cle–surface – during the movement of the particle was proposed

and partially verified by modeling; nevertheless additional

investigations are still needed.

Results and Discussion
Spherical and asymmetrical gold nanoparticles were synthe-

sized as described in the Experimental section and deposited

onto flat and patterned surfaces. Accurate manipulation was

performed using AFM in tapping mode as it provides indirect

access to dissipation energy during particle movement [21].

Since the same microscope is used to either image or manipu-

late at a given instant, imaging is almost impossible while

pushing the nanoparticle. To face this problem, imaging is

carried out before and after manipulation using a fixed refer-

ence to locate the final position of the particle.

The first part of the discussion will focus on the influence of the

size and shape of the particle on manipulation. Then, we will

examine the effect of functional (hydrophilic vs hydrophobic)

molecules grafted on the Au nanoparticles on their mobility. In

addition, we will address the important issue of environmental

conditions (T, RH%), surface topography and tip scan veloci-

ties on the manipulation performance of gold nanoparticles.

Finally, conclusions with discussions and future directions are

given in the last paragraph.

1. Influence of size and shape of the particle
A. Influence of the size of the spherical Au particle
Sizes of gold spherical nanoparticles(NPs) were tuned from

5 nm up to 65 nm according to the synthesis procedure

described in the Experimental section. “As-synthesized” Au

NPs, meaning NPs covered with citrate stabilizing group

(COO−), referred to as “reference NPs” were deposited onto

bare and hydrophobized (CH3-terminated coating) silicon

wafers, and manipulated using AFM in tapping mode. During

manipulation, the oscillation amplitude of the tip, Aset, was kept

constant by a feedback loop. In such cases, the power dissipa-

tion accompanying the tip-sample interaction can be deter-

mined from the following relationship [21-36]:

(1)

where Apiezo is the oscillation amplitude of a piezo-element

coupled to the cantilever, f0, k and Q are the resonance

frequency, the spring constant and the quality factor of the free

cantilever, respectively, and  is the phase shift caused by the

interaction between the tip and the underlying particles or

surface.

The calculation of the dissipated power (Pdis) was performed

for 5 sizes of Au colloidal particles whose radius (R) was varied

from 5 up to 65 nm. Figure 1a and Figure 1b show a loga-

rithmic plot of the dissipated power normalized by the radius of

the nanoparticle as a function of the particle radius, on bare and

hydrophobic coated silicon wafers, respectively. These plots

actually can be fitted using an approximation of a friction model
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for NPs rolling and sliding on the substrate [37,38]. The red

curves describe simulated dynamic behavior of the nanoparti-

cles according to pure sliding (Figure 1a) and rotation

(Figure 1b) models of the nanoparticle in a typical AFM tapping

mode manipulation as described by Sitti [37,38]. According to

this model, the force brought by the tip to the particle should be

higher than a threshold value given by

for sliding and

for rolling of the NP. In these expressions, μ is the friction coef-

ficient, τ is the shear strength, C the contact area, and α and β

are the angles which are defined in Scheme 1. The subscripts tp

and ps as of τ , C and μ represent the tip–particle and particle–

substrate contacts, respectively.

These results thus display the dependence of the movement of

the particle on, both, their size and the substrate–surface chem-

istry, underscoring in particular the importance of the

particle–substrate interactions on the mobility and behavior of

nano-objects on manipulation.

Although crucial, these particles–substrate interactions actually

represent one parameter among other important physical para-

meters. Indeed small and large particles do not undergo the

same trajectory during manipulation. This size-dependence of

the particle trajectory under manipulation can thus provide a

way to fractionate or to separate a mixture of nano-objects. In

Figure 2a and Figure 2b, we can observe that large (a few

dozens of nanometers) particles move at a small angle with

respect to the normal of the tip's fast scan direction, until they

reach the bottom of the scan area, whereas smaller ones slide to

the edge of the scan area using a shorter path. From this obser-

vation it is possible to fractionate and separate small from big

particles adsorbed on a substrate. This size-dependence of the

particle trajectory was explained by a simulation which shows

that the trajectory of the particle at the same time depends on i)

the operating parameter which is the scanning path used by

AFM (zigzag or scattered one, Figure 3), ii) the density of scan

lines and, iii) the parameter Rtot which corresponds to the sum

of the radii of the tip and the particle [39].

Indeed, it has been observed (Figure 2b) that two particles that

collide at a point and move together can be considered as a

single particle. If we compare two consecutive trajectories of

Figure 1: Evolution of the logarithm of the dissipated power normal-
ized by the radius (R) as a function of (a) as-synthesized spherical Au
nanoparticles on bare silicon wafer versus the particle radius R
(squares: experimental data; solid line: theoretical data) corres-
ponding to a pure sliding model and (b) spherical Au nanoparticles on
silicon wafer coated with –CH3 terminated groups (hydrophobic
coating) versus the particle radius R (squares: experimental data, solid
line: theoretical data) corresponding to a pure rotation model. Both
after the tap of a tip in a typical AFM tapping mode manipulation as
described by Sitti [37,38].

Scheme 1: Scheme presenting the different forces during tip–particle
and particle–substrate interactions, and the angles α, β and δ.
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Figure 4: AFM images of nanocluster movement during their manipulation (a) gold nanorods deposited onto silicon wafer, scan size: 12 µm; (b) anti-
mony islands on HOPG, scan size: 1.5 µm; (c) Au nanotriangles on silicon wafer. Middle triangles have been intentionally colored in to illustrate the
trajectory of the Au nanoparticles during manipulation, scan size: 5 µm.

Figure 2: Typical trajectories of bare gold nanoparticles (20 nm diam-
eter) on a silicon substrate when the probing tip moves along a zigzag
path: (a) low drive amplitude, (b) high drive amplitude. Scan size:
5 µm.

the particle before and after collision, the single Au particle

(thinner line) moves at a smaller angle, as compared to the case

where it meets another particle (thicker line). In this case, the

variation of the trajectory can be explained by the variation of

the radius of the average cluster Rtot (different sizes move at

different angles).

Moreover, the modeling of the NPs trajectory addresses a rela-

tion between the frictional forces acting on spherical nanoparti-

cles, and the trajectories predicted. This model can also be used

to interpret the trajectory fluctuations and the apparent disconti-

nuities observed when spherical gold particles are manipulated

on rigid substrates by AFM.

B. Influence of the shape
The manipulation of spherical and asymmetrical nanoparticles

by AFM represents a way to understand and control the motion

of complex shaped nanoparticles. For instance, manipulation of

elongated objects such as rigid Au nanorods induces mainly

Figure 3: Typical scan patterns used in AFM: (a) raster scan path
used by Nanosurf (b) zigzag scan path used by Veeco. Top view: the
grey disk corresponds to the position of the tip on the surface and the
yellow, blue and red disks are the positions of spherical particles
pushed by the tip along its scan path.

sliding and rolling of the nano-objects, and this movement

varies with the different stages of nanomanipulation time scale.

As shown in Figure 4, the rods first tend to move perpendicular

to their principal direction of motion and then wobble along

their longitudinal axis. The average orientation of the rod is

perpendicular to its direction of motion. According to theoreti-

cal simulation and experience, the torque applied by the tip to

the rods results in a wobbling motion, which has no deter-

mining influence on the overall direction of the nanoparticles

[39].

For triangular and flower shaped nanoparticles, the nano-objects

mostly evolve through a translation movement, as well as a

rotation along their main perpendicular axis during the manipu-

lation, as shown in Figure 4. While asymmetric particles

wobble around a fixed angle, they do follow a well defined path

with a specific angle. Simulation of the trajectory of these

different particles is still under progress [40] and may lead to a

better understanding of how to induce a well-defined direction
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Figure 5: (a) Average power dissipation accompanying the onset of motion of as-synthesized and coated nanoparticles on silicon in air vs tempera-
ture. Black columns: as-synthesized NPs that are uniformly distributed on the substrate, dark gray columns: CH3-coated NPs, light gray columns:
as-synthesized NPs randomly distributed on the substrate. (b) Logarithm of the dissipated power in moving as-synthesized and coated NPs on silicon
wafer vs reciprocal temperature. Closed squares: as-synthesized nanoparticules, open circles: as-synthesized nanoparticles ordered organized, open
squares: CH3-coated nanoaprticles, closed triangles: OH-coated nanoparticles.

of motion to nanoparticles by adjusting the operating parame-

ters of the AFM. Besides the shape and the size of the particles,

the chemistry of the functional grafting surrounding the particle

also strongly affects their movement and trajectory during

nanomanipulation.

2. Influence of the chemistry of the particles
on a flat substrate
Because real surfaces are often heterogeneous in their chemical

composition, functionalized nanoparticles provide good model

systems to study and tune the mobility of nano-objects on these

substrates. As a next step, the role of the hydrohilicity and

hydrophobicity of the functional grafting on spherical Au

nanoparticles is illustrated in Figure 5a. This series of experi-

ments was performed on a Veeco AFM whose tip follows a

zigzag scan path.

The role of the hydrophobic or hydrophilic character of the

interface in the manipulation process was investigated, using

gold nanoparticles bearing OH- and CH3-terminated thiol

groups (as described in the Experimental section) and moving

these particles against a flat bare silicon substrate. The results

are summarized in Figure 5 which displays the average power

dissipation required to induce the motion of the particles. The

first observation that arises directly from this figure is that the

presence of a hydrophobic interface significantly enhances the

mobility of the particles. The energy required to move

OH-coated nano gold particles was found to be at least 10 times

higher than that for CH3-coated particles. We also observed that

the manipulation of hydrophilic coated nanoparticles often

results in a damage to the tip due to the high particle–substrate

adhesion force. This strong adhesion between silicon substrate

and hydrophilic coated nanoparticles primarily arises from

intermolecular interactions. It may also involve a contribution

from capillary bridges between the substrate and the NPs on one

hand and between the closest NPs on the other hand (see below,

subsection 5). In contrast, it has already been observed that the

thin adsorbed water film formed on the silicon wafer acts as a

lubricant when confined between the hydrophobized CH3-

coated nanoparticles and the (hydrophilic) substrate [41-43].

As we can see here, the eventual role of relative humidity

(RH%) which is an environmental parameter, strongly depends

on the chemistry of the NP–substrate interface. Another envi-

ronmental parameter, namely temperature, also affects the

mobility of the nanoparticles. The influence of extrinsic (envi-

ronmental) parameters is discussed in the following paragraph.

3. Influence of the temperature
Figure 5a shows a histogram of the raw values of power dissi-

pation vs the temperature for temperatures ranging from 20 to

150 °C. These results clearly show that the power dissipation

involved in the motion decreases with the temperature. This

effect appears to be stronger on hydrophilic particles. Intu-

itively, one could expect this result since the higher thermal

energy (kBT) impedes the formation of stable intermolecular

bonds and water bridges between particles and substrate,

reducing the adhesion between them. Similar thermal effects
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have been recognized in friction on hydrophilic surfaces

measured with different scan velocities [42]. It is worth noting

that during this temperature dependent manipulation no evident

damage was observed on working areas.

Figure 5b shows a logarithmic plot of the dissipated power as a

function of the reciprocal temperature. The experimental data of

all NP–substrate couples can be fitted well using a linear regres-

sion (r² > 0.90), except the data of as-synthesized NPs for which

r² is ~0.78. This linear behavior of [log(dissipated power)] vs

(1/T) actually corresponds to an exponential decay of the dissi-

pated power with T which points to a thermally activated

process [44]. The slopes of these linear fits correspond to

(ΔEact/kB), where ΔEact represents an activation energy barrier

with respect to a reference state E0: ΔEact = (E0−Eact) where

Eact(T) is the energy input involved in the motion of the parti-

cle. This energy variation (slope) is high for the CH3-hydropho-

bized NPs, indicating a strong decrease of the input energy with

the temperature which would be expected for low adhesion

strength between nanoparticle and substrate. Surprisingly, a

quite similar behavior in, both, trend and activation barrier of

the temperature-dependent mobility is observed for the

hydrophilic OH-coated NPs. An explanation for this result may

come at least partly from the complex behavior of the adsorbed

(structural) water depending on temperature in the hydrophilic

system. Beyond the observed – and rather reasonable – general

trend, the strong decrease with the temperature of the energy

required for particle movement, the magnitude of the activation

barrier for essentially hydrophilic and hydrophobic contacts will

certainly need further confirmation experiments, as well as a

more extensive interpretation. Indeed, we assumed in our treat-

ment (Figure 5b) ideal Arrhenius behavior where the activation

energy is independent of the temperature in both systems. This

is an assumption which may not be the case for the complex

water bridging hydrophilic contact.

4. Organization effects
The first and third columns of the series shown in Figure 5a

show the threshold power dissipation for the motion of

randomly and ordered organized distribution of nanoparticles

(see Figure 6), obtained as described in the Experimental

section.

The power dissipation at different temperatures is comparable

in both cases. This result can be explained by the average dis-

tance between the nano-objects, which is 70 nm for the random

distribution and 100 nm for the ordered one. At such a scale, the

interparticular forces are of the order of long range interactions.

The mobility of particles is essentially affected by electrostatic

interactions arising from residues from the synthesis (citric

acid) that may be adsorbed on the particles. It is thus normal, in

Figure 6: AFM images of 25 nm diameter gold nanoparticles
deposited onto a silicon wafer. (a) Ordered organization as described
in the Experimental section, (b) random distribution. Frame sizes: 3 µm
and 1 µm, respectively.

the absence of both physical contact and notable intermolecular

forces between the particles, that their mobility is independent

of their organization (random or ordered). In other words, this

result means that as long as the particle number density np is

such that the interparticle distance dp ~ (np)−1/2 is larger than

the range of short-ranged forces [45], their mobility is not

affected by their mutual intermolecular binding and is thus

independent of their organization. It is worth noting that this

absence of true intermolecular binding does not exclude

possible particle–particle interaction through capillary forces

arising from nanosized condensation films connecting particles

at these separations.

5. Influence of humidity and vacuum environ-
ment
A. Effect of relative humidity
The presence of surface contaminants (dust or water) affects the

mobility of nanoparticles as this directly changes the intermole-

cular interactions between the nanoparticles and the surface. As

it has been discussed in subsection 2, a contribution from capil-

lary bridges has also a strong influence on the mobility of

spherical Au nanoparticles during their manipulation. Indeed,

capillary forces of water films between both interfaces,

nanoparticle–surface and tip–nanoparticle, will depend on the

volume of liquid condensate present at the interface, as well as

the interface geometry [46] (see Scheme 2). The presence of the

water meniscus at both interfaces will increase the adhesive

forces and lower the mobility of the NPs.

In this section we describe our studies on the mobility of

as-synthesized Au spherical NPs and CH3-coated ones. The

diameter of the Au nanoparticle is about 20 nm. The ambient

(RH = 33%) and higher relative humidity results displayed in

Table 1 illustrate how the adsorption of water on nanoparticles

can affect the adhesion and friction forces at, both, tip–nanopar-

ticle and nanoparticle–surface contacts. Independently of the
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Scheme 2: Formation of two capillary water bridges between
hydrophilic tip and particle, and particle and surface.

environmental conditions, manipulation of nanoparticles on a

surface requires that they are loosely attached in order to be

able to move them.

Table 1: Mobilities of spherical Au nanoparticles (hydrophilic and
hydrophobic) versus humidity rate during their manipulation using an
AFM in tapping mode (zigzag scan path).

Relative
humidity (%)

33 (ambient
conditions) 43 53

as-synthesized
Au NPs movement fixed fixed

CH3-coated Au
NPs movement movement movement

The decrease of relative humidity from 53 down to 33% has a

strong impact on the mobility of the hydrophilic Au NPs.

Above RH = 43%, the adsorbed Au particles do not move,

because the energy transferred from the tip to the particle during

the tap is not high enough to break the capillary bridges formed

at both interfaces. As a consequence, the overall energy does

not reach the threshold barrier to move the particle and is

completely dissipated in the system.

However, this process does not affect strongly the mobility of

hydrophobic Au NPs. They move whatever the environment.

This difference can be explained by the existence and the local

shape of a liquid condensate (Scheme 2 and Scheme 3) around

the tip–substrate contact [47].

In a humid environment, the magnitude of friction and adhe-

sion forces is strongly dependent on the capillary force that is

Scheme 3: Formation of two water layer films between hydrophilic
tip–hydrophobic particle, and hydrophobic particle–hydrophilic surface,
respectively.

related to the intrinsic wetting properties of the interfacial

system. As a consequence, the resulting water meniscus (or

layer) can either increase friction through increased adhesion in

the contact zone (hydrophilic interfaces) or reduce it through

the lubricating effect of a water layer.

Further experiments should also prove that the bigger the parti-

cles are, the higher the capillary effect will be as has previously

been observed in contact mode [35-48].

B. Vacuum environment
The environment is a crucial parameter in manipulation (tribo-

logical) experiments. The adhesive and frictional results are

directly dependent on the humidity and temperature of the

surrounding medium. Concerning the influence of humidity (or

more exactly the absence of humidity), we have investigated

how the nanomanipulation process is affected in ultra high

vacuum (UHV) environment. The topography image in Figure 7

shows the gold particles on a silicon substrate after the sample

was transferred into UHV without any further treatment, which

could have changed the organization of the particles. The shape

of the particles is well defined, and the structure of some aggre-

gates can be recognized, due to the absence of convolution

effects that usually arise from the water layer which may cover

the particles under ambient conditions. This image thus shows

that the transfer into UHV by itself does not affect the shape of

the NPs or their organization. When manipulated under UHV

conditions, the particles could not be moved, even when imaged

at the maximum magnification available with our system (in the

order of 100 nm). Even in contact mode, with forces of a few

nanonewtons applied to the particles, no motion was observed.

This UHV result particularly illustrates the important lubri-
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Figure 7: As-synthesized Au particles on silicon in ultra-high vacuum.
Frame size: 3 µm.

cating role of the adsorbed water layer between the particle and

the substrate in both the free (Brownian) and externally-driven

motion of nanoparticles.

The previous sections have demonstrated the influence of the

morphological, environmental and chemical parameters on the

mobility and movement of the particle. The following addresses

the influence of the topography of the substrate.

6. Influence of the topography of the sub-
strate
Manipulation of gold nanoparticles was investigated on flat bare

silicon wafers, as well as on nanostructured (or nanopatterned)

silicon wafers, i.e., silicon substrates that are patterned on the

nanoscale.

The following experiences were performed using a raster scan

path of the tip mounted on a Nanosurf AFM. On flat bare

silicon wafer, the direction of motion of the 25 nm diameter

gold nanoparticles was initially well defined, but changed after

acquiring a couple of images. This makes it much more diffi-

cult to move the particles, even for higher values of the drive

amplitude, possibly because of tip contamination. Hence, the

idea to modify the topography of the surface was chosen to

study the effect of the geometrical surface confinement on the

mobility and trajectory of the nanoparticles. Nanopatterned

substrates shown in Figure 8 were chosen for that purpose.

The surface patterns consist of an array of nanopits created by

the focused ion beam (FIB) milling technique. The width and

depth of the pits are 650 nm and 5 nm, respectively, and the

Figure 8: AFM image of nanopatterned surface exhibiting Si pits:
Frame size: 3 µm.

spacing between two adjacent pits is 125 nm. On the patterned

surface, the mean direction of motion remains identical (on

average), even after a long acquisition time. This stability of the

direction of the particle movement observed here on the

nanopatterned substrates can be attributed to "self-cleaning" of

the tip when it crosses the shallow pits. Considering that the pits

have only a small influence on the particle direction (Figure 9),

which means that all the particles follow the same direction, this

parameter could be ignored for determining the deflection

angle. As a result, patterned surfaces were chosen for this

determination, rather than the flat bare silicon surfaces. The

influence of the spacing b separating two scan paths on the

deflection angle has been shown by simulation of these experi-

ments [39-49]. Figure 9b and Figure 9c display the change in

angle for the same surface and identical particles for b = 16 nm

and 3.9 nm, respectively. The trend of adopting higher angles

with lower spacing is clear from these results. To confirm the

topographical effect, as-synthesized Au NPs were also manipu-

lated on different substrates such as nanopatterned silicon

wafers presenting grooves, and steeped HOPG surfaces [40].

Manipulation experiments were repeated to check the influence

of the deep grooves (either on Si wafers or on HOPG) on the

trajectory of the moving particles. It was found that the deep

grooves slightly influence the direction of movement of the

particles as particles tend to follow their preferential angle

during movement.

Finally, the last important and technological parameter of AFM

nanomanipulation is the effect of scan velocity on the move-

ment of the nanoparticles.
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Figure 9: Manipulation of as-synthesized Au nanoparticles on (a) a flat silicon wafer with a spacing of 9.7 nm and (b) a nanopatterned one with a
spacing 16 nm, and (c) a patterned wafer with a spacing of 3.9 nm.

7. Influence of scan velocity
The influence of the sliding velocity on friction, which

accounts, at least partly, for the dynamical response of the

boundary layer, can be exploited to gain insight into the manip-

ulation of nano-objects [41].

Spherical particles (as-synthesized Au NPs) of 35 nm and 60

nm in diameter were moved in tapping mode with Veeco AFM

following the previous procedure described in subsection 1. The

drive amplitude threshold to move the particle was recorded as

well as the phase shift to estimate the loss of energy during the

movement of the particles. These experiments were repeated for

different scan tip velocities ranging from 0.1 up to 10 µm·s−1 on

three model substrates, i.e., a cleaned silicon wafer (SiO2), and

two other ones, coated with either hydrophilic (–NH2) or

hydrophobic (–CH3) self-assembled monolayers.

The results of the velocity-dependence of the dissipated power

are plotted in Figure 10. The dissipated power has been plotted

on a logarithmic scale to allow a more usual comparison with

the literature [14,21,42]. To ensure that the measured power

dissipation was representative of the spherical gold nanoparti-

cles motion, several particles (at least 10) were moved under

similar conditions.

Our results in Figure 10 show that for both nanoparticle sizes

(35 and 60 nm), the dissipated power during the tip–particle

contact depends on the chemical nature of the substrate. The

magnitude of the dissipated energy gradually and significantly

increases from the more hydrophobic to the more hydrophilic

substrate as one could expect from the intermolecular interac-

tions involved at the different interfaces. This dissipated power

also increases with the diameter of the nanoparticles as expected

from the increase of the NPs–substrate contact area.

At the more hydrophobic substrate (CH3), the interactions with

the hydrophilic nanoparticles (as-synthesized citrate stabilized

NPs) mainly involve London dispersion forces that have a much

lower magnitude as compared to the polar, hydrogen and elec-

trostatic bonds involved in the adhesion of these citrate-stabi-

lized nanoparticles, with more hydrophilic (SiO2 and NH2)

substrates. The maximum dissipated power appears for the

more polar substrates. It is worth noting that this value can

involve a contribution from the capillary water bridges which

readily form on more hydrophilic systems under ambient condi-

tions as previously discussed in subsection 5A. It is also worth

noting that we also verified here that both the surface and the

particle were free of any observable damage after each manipu-

lation.

However, independent of the nature of the intermolecular inter-

actions exchanged between tip and nanoparticles or nanoparti-

cles and surface, and independent of the size of the spherical

particles, the logarithm of the dissipated power during the

manipulation systematically decreases linearly, when the scan

velocity increases. This linear dependence is generally attrib-

uted to a decrease of the energy dissipation in the contact as the

velocity increases, in a way similar to the velocity (frequency)-

dependent viscoelastic and/or plastic dissipation in polymers (as

well as metals), as is described for instance through the time-

temperature superposition principle for polymers [50-52].

However, from this discussion, it appears that further investi-

gations regarding the velocity dependence of the dissipated

power are still necessary on both experimental and theoretical
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Figure 10: Logarithm of the dissipated power in moving as-synthesized NPs on silicon wafer versus the tip scan speed. Substrates: circles: SiO2
silicon wafer; squares: NH2-coated silicon wafer (hydrophilic substrate); triangles: CH3-coated silicon wafer (hydrophobic substrate). (a) 35 nm diam-
eter Au NPs, (b) 60 nm diameter Au NPs.

levels. This work is now under investigation and we hope to be

able to give an additional and detailed explanation regarding the

mechanisms from our experimental results.

Conclusion
The manipulation of nano-objects is still a relatively rare opera-

tion. Because micro/nanomechanics has not been completely

well-developed, two-dimensional positioning of nanometer-size

particles on a substrate at ambient conditions remains a diffi-

cult operation and depends on several critical physical, mechan-

ical and chemical parameters. However, advances have enabled

better control in nanoscale manipulation. In this paper, we have

described manipulation of gold colloidal nanoparticles using

AFM in tapping mode. The influence of structural characteris-

tics of the particle (chemistry, size, shape) and the substrate

(chemistry and topography) have been investigated. It has been

shown that the mobility of the particles was significantly

affected by the nature of intermolecular tip–particle and parti-

cle–surface interactions, the particle shape and size, the oper-

ating environment conditions (relative humidity RH% and

temperature T), as well as the tip scan velocity. The dissipated

power during manipulation was quantified under various oper-

ating conditions (RH%, T, tip scan speed). Our experiments

show that the velocity dependence of the dissipated power at

these nanoscale contacts is far more complex than what one

could predict, based on the sole contribution of the tap energy

and capillary liquid bridging adhesive force. Indeed, the thermal

energy produced within the tip–substrate contact can induce

molecular excitations and structural transitions in the topmost

contacting layers, the magnitude of which also increases with

the sliding velocity. Direct access to the nanoscale contact

between tip and nanoparticle, and nanoparticle and surface are

limited with the current device, thus any quantitative analysis of

these results remain at this stage scientifically debatable. The

second difficulty is naturally related to the yet insufficiently

understood size effects that show up in nanoscale friction and

strongly affect the results. In addition, real-time monitoring of

the manipulation process is almost impossible. Most of the

time, imaging is offline and the unexpected problems during

pushing cannot be detected. Another way is utilizing the force

feedback information during pushing for reliable manipulation.

This is currently being seriously investigated and correlated to

theoretical studies [20]. Because of potential improvements in

the mechanical and theoretical fields, more complex and precise

manipulations of particles, molecules and single atoms at

surfaces using AFM will become achievable and nanoscale

manipulations may be of fundamental importance for the real-

ization of nanoscale devices in the future.

Experimental
Gold nanoparticles were adsorbed onto silicon wafers and

manipulated in AFM tapping mode. They were either bare or

coated with self-assembled monolayers terminated with

hydrophobic (methyl, –CH3) or hydrophilic groups (hydroxyl,

–OH).

Bare gold nanoparticles
The colloidal suspension was made by reduction of an aqueous

solution of nanogold particles, HAuCl4·3H2O supplied by

ABCR, Karlsruhe, Germany. The suspension was stabilized

with citric acid trisodium salt (Aldrich), which, by reducing

HAuCl4, imparts the negative charge of the citrate ions to the
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gold nano-particle surface [27,28]. The average size of these

nanogold particles, as determined from transmission electron

microscopy (TEM) images, was 25 ± 5 nm (Figure 11).

Figure 11: 400 nm × 400 nm TEM image of 25 nm diameter gold
nanoparticles.

Coated gold nanoparticles
Dodecanethiol for methyl terminated monolayers and

11-mercapto-1-undecanol for hydroxyl terminated monolayers

were obtained from Sigma-Aldrich and used as received.

Hydroxyl or methyl-thiol-stabilized gold nanoparticles were

synthesized according to a modified version of two common

syntheses [21]. The as-synthesized nanosphere solution [27,28]

was centrifuged at 7000 rpm for 20 min to pellet the nanoparti-

cles, decanted, and then re-suspended in 1 mL of deionized

water to reduce the citric acid concentration. The nanoparticles

were then purified from excess surfactant and other reactants by

dialysis for one week. Finally, the dialyzed solution was

centrifuged and particles were re-dispersed in tetrahydrofuran.

300 µL of the appropriate thiol (methyl- or hydroxyl-termi-

nated) was added to the solution, sonicated and stirred for

approximately 2 h to allow the grafting reaction to reach

completion. The yellow colored solution slowly became color-

less was stored at 4 °C until required. The average diameter of

the synthesized nanoparticles is 25 ± 5 nm.

Nanoparticles adsorption
Random adsorption
For the adsorption experiments, a concentration of 0.03 wt % of

nanoparticles in the aqueous or organic dispersion was used.

The experimental protocol basically involved the particle

adsorption by immersing the samples for about 20 minutes in

the suspension, whose temperature was maintained at 20 ± 1 °C.

After this initial adsorption stage, the samples were removed

from the bath, and the thick dispersion film remaining at the

substrates was allowed to dry.

Ordered organisation
Samples were provided by McFarland’s group at UCSB. Au

nanoparticles (25 nm diameter) were synthesized as described

previously [27,28]. The Au NPs coated silicon wafer was

prepared using a micelle encapsulation method [53,54]. Au

nanoparticles were encapsulated by diblock copolymer

poly(styrene)-block-poly(2-vinylpyridine). The solution was

deposited onto silicon wafer and dried under a nitrogen flow.

After being dip-coated, the polymer was removed by oxygen

plasma treatment (see Figure 6).

Self-assembled monolayer coated silicon wafer
The molecular surfaces were prepared by self-assembling

organosilane molecules onto silicon wafers Si(111) with a

native thin oxide (SiO2) layer of ~1.5 nm. The organosilane

compounds were methyl terminated hexadecyltrichlorosilane

(–CH3), and the amine terminated 6-aminohexylaminopropyl-

trimethoxysilane (–NH2). Homogeneous films were obtained by

vapor-phase deposition in a dynamically evacuated chamber (1

h at 10−3 torr), using a mineral oil as dispersing solvent for the

molecules. This consists of mixing the organosilanes in paraffin

oil before evacuating the atmosphere in the dessicator enabling

the molecules to pass into the vapor phase and stick to the sub-

strate placed above the mixture [33-50].

Manipulation Setup
In-air measurements
The images in air were acquired with two commercial AFMs

(Multimode, Nanoscope IV from Veeco and Mobile S from

Nanosurf). Rectangular silicon cantilevers with resonance

frequencies f0 around 120 kHz and 190 kHz, quality factors of

around 800 and 600, and nominal spring constants of 5 and 48

N/m (respectively, MPP12100 from Veeco and PPP-NCLR

from Nanosensors) were used. During manipulation, the oscilla-

tion amplitude of the tip, Aset, was kept constant by a feedback

loop. In this case, the power dissipation accompanying the

tip–sample interaction can be determined from Equation 1 [36].
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UHV measurements
The images in UHV were acquired with a custom built AFM

available at the University of Basel [21]. The base pressure was

below 10−9 mbar. Due to the high quality factor in UHV, the

out-of-contact-resonance frequency shift was used as the

imaging parameter instead of the tip's oscillation amplitude

(NC-AFM). We have also performed measurements in contact

mode, where the set point is determined by the normal load

acting between tip and sample. PPP-NCLR and CONT

cantilevers from Nanosensors were used in both cases.
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Abstract
The role of the cantilever in quantitative Kelvin probe force microscopy (KPFM) is rigorously analyzed. We use the boundary

element method to calculate the point spread function of the measuring probe: Tip and cantilever. The calculations show that the

cantilever has a very strong effect on the absolute value of the measured contact potential difference even under ultra-high vacuum

conditions, and we demonstrate a good agreement between our model and KPFM measurements in ultra-high vacuum of NaCl

monolayers grown on Cu(111). The effect of the oscillating cantilever shape on the KPFM resolution and sensitivity has been

calculated and found to be relatively small.
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Introduction
The effect of the measuring probe in electrostatic force based

microscopies, such as Kelvin probe force microscopy (KPFM)

[1], is very large because the measured forces are long range.

This effect has been studied and analyzed by several groups

[2-9], who invariably focused on the contribution of the tip

while neglecting the effect of the cantilever or took it into

account using various approximations. Hochwitz et al. [10] and

Belaidi et al. [11] estimated the entire cantilever contribution to

the overall electrostatic force as a function of the probe–sample

distance and cantilever–sample angle. They concluded that

the cantilever may impose a limitation on the maximal

probe–sample distance that can be used to obtain high lateral

resolution. Colchero et al. [12] calculated the influence of the

cantilever on the KPFM resolution, and several groups [13-15]

derived analytic expressions for the cantilever electrostatic

force. To the best of our knowledge, despite the above studies,

the accurate role of the cantilever in general, and in high resolu-

tion ultra-high vacuum (UHV) KPFM measurements in particu-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:georgeel@post.tau.ac.il
mailto:yossir@eng.tau.ac.il
http://dx.doi.org/10.3762%2Fbjnano.2.29
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lar, has not been reported. In this work we use the boundary

element method (BEM) [7] to calculate the point spread func-

tion (PSF) of the measuring probe: Tip and cantilever. The

probe PSF analysis shows that the cantilever has a very strong

effect on the absolute value of the measured contact potential

difference (CPD) even under UHV conditions, and we demon-

strate a good agreement between our model and KPFM

measurements.

Experimental
Electrostatic model
In order to calculate the full probe configuration, we extended

our previous model [7] to solve the entire probe–surface elec-

trostatic system, including the cantilever. The model assumes a

conducting probe and a sample that is represented by an infi-

nitely thin dipole layer on top of an earthed plane; variations in

the dipole density account for the inhomogeneous sample

surface potential. Both the probe and the sample were divided

into boundary elements in order to calculate their surface charge

density. Unlike our previous work [7], where the probe was

divided into conical and spherical elements, here we used

commercial software (MSC/Patran®) in order to perform fast

automatic meshing of an arbitrary probe geometry, including

the cantilever as required in this work.

The probe charge density was used as the unknown quantity to

be determined in order to calculate subsequently the PSF. We

use the following notations: (a) A matrix G which is a discrete

representation of the Green’s function between two probe

boundary elements; (b) a matrix D which represents the

discretized influence of the dipole layer (representing the

sample) on each probe mesh element; (c) a diagonal matrix B

with diagonal elements equal to the z components of the normal

area vectors of the probe boundary elements divided by 2εo, and

(d) the vector , which is a discrete representation of the

surface potential, corresponding to a probe centered at

r = (x,y,z). Matrices G, D, B and vector  were previ-

ously defined in [7] and are explained again in the Appendix

section.

The probe–sample system was solved by dividing the mutual

interactions into homogeneous and inhomogeneous parts. The

homogeneous part represents a system with a probe above an

infinite earthed plane, while the inhomogeneous part accounts

for the contribution of the sample surface potential to the

electrostatic force acting on the probe; the total potential is a

sum of the two parts. In addition, we define , and

Cinh = G−1 D where G−1 is the inverse of G, and  is a vector

with all elements equal to 1. The vector  represents the ca-

pacitance density (capacitance per unit area) between two probe

elements and the matrix Cinh represents the mutual capacitance

density between every pair of surface and probe elements. By

inserting the charge density distribution into the Maxwell stress

tensor, replacing the probe potential with Vdc(r) + Vac sin(ωt),

and extracting the force, we obtained the following expression

for the electrostatic force acting on the entire probe in the z

direction at frequency ω:

(1)

where Hh is the coefficient of the homogeneous force compo-

nent, and  scales the relative contribution of each sample

element to the inhomogeneous force; the superscript t denotes

the transpose vector. The distinction between the homogeneous

and inhomogeneous parts of the force is not merely mathemat-

ical; while the homogeneous force depends on the applied

voltage, Vdc, the inhomogeneous force is proportional to a

weighted average of the sample potential. These weights

are due to the contributions from areas at different distances

from the probe, and therefore will determine the KPFM spatial

resolution.

Equation 1 calculates the force for a specific probe–sample dis-

tance. In practice, almost all UHV KPFM measurements use the

single pass method. In this method, the cantilever oscillates at

its first resonance frequency in order to measure the surface

topography, while the oscillations due to the electrostatic force

(in amplitude modulated AM-KPFM at the second resonance or

in frequency modulated FM-KPFM at several hundred Hz [16])

are nullified by adjusting Vdc(r). The first resonance

oscillations have a strong effect on the measured CPD,

especially at probe–sample distances smaller than 10 nm, where

the electrostatic force varies strongly with the distance [17].

Since in most cases the KPFM feedback circuit time constant

is much larger than the period of the first resonance

oscillations, the force minimization condition must be applied

to the average force. This leads to the following relation

between the measured potential and the sample potential:

, where  is the averaged

force. In addition,  and  represent, respectively, the time

averaged of  and Hh, which are defined in Equation 1 for a

certain time, i.e., for a given probe height; the product 

is the PSF of the system. The time averaged force was calcu-

lated by sampling the sinusoidal movement at K time points

uniformly covering an oscillation period T0 ,  so that

tk = (T0/K)·k (where k is an integer between zero and K) and the

probe–sample distance is d(tk) = A sin(2πtk/T0)+A0, where A is

the oscillation amplitude and A0 is the average height. The
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charge density on the probe was calculated for each

probe–sample distance independently.

The magnitude of the cantilever effect on the measured poten-

tial can be explained as follows. Since the cantilever is located

more than 10 μm above the sample surface, and its total lateral

displacement during a high resolution scan is about 0.2 μm, its

maximal angular movement relative to an axis perpendicular to

the surface is on the order of 1°. Due to their large separation,

the potential due to the surface dipole layer at the cantilever

location can be expanded using the spherical harmonics series

[18] (multipole expansion). As the angular span of the

cantilever is very small during the scan, only terms with high

multipole orders, (tens and higher), produce discernable angular

variations. However, each multipole term decays as 1/rn where

r is the cantilever distance from the multipole origin, and n is

the multipole order. Thus, these higher order terms in the multi-

pole series are negligible at the cantilever location, since they

decay as the reciprocal of the corresponding high power of the

cantilever–sample distance. Therefore, we assumed, to a very

good approximation, that the cantilever senses a constant poten-

tial during the entire scan.

To emphasize the cantilever role, we calculated separately the

cantilever and tip contributions to the total vertical electrostatic

force. The average force of a given geometrical model x (tip or

cantilever) can be expressed using the calculated expected

potential: ; where

 is the averaged homogeneous force coefficient and

 is the nullifying force potential of the specific

model x. Neglecting the mutual electrostatic interaction

between the cantilever and the tip, the total force on the probe is

. Based on the conclusion from the

previous paragraph, we approximated , which

is the potential after nullifying only the cantilever force, by a

constant. Then, by minimizing the total force we obtained:

(2)

Equation 2 shows that the constant force of the cantilever intro-

duces a factor of  relative to a model that

takes into account only the tip. In addition, since only a scaling

factor is introduced in Equation 2, the cantilever does not affect

the lateral resolution, but may strongly affect the CPD absolute

value, even in high resolution UHV KPFM measurements, as

we demonstrate below. It should be noted that our model does

not include signal-to-noise considerations, which may reduce

the lateral resolution due to the above scaling.

Results and Discussion
Cantilever influence on the system PSF and
force analysis
The influence of the cantilever was calculated for two different

geometries: One comprising only a tip normal to the sample

surface composed of a sphere under a cone enclosed with a

spherical cap, and the other containing the entire cantilever

tilted relative to the surface. The first shape does not include a

tilt since it is a reference model describing a widely used geo-

metry [3,4]. Figure 1a and Figure 1b illustrate the used vari-

ables as well as the connection between cantilever and tip cone

which has a rounded shape to avoid an infinite charge density

distribution on sharp edges. Figure 1c shows the calculated

cantilever contribution to the total homogeneous force on the

probe as a function of the probe–sample distance for two

different tilt angles: β = 20° (solid line) and β = 10° (dashed

line). For a probe–sample distance of 30 nm, which is

frequently used in ambient KPFM, and β = 10°, the cantilever

contributes around 60% of the total homogeneous force. It was

observed that the cantilever influence increases with the

probe–sample distance, or for smaller tilt angles, as expected.

Figure 1: (a) Geometrical model of a tip, with cone length l, half-aper-
ture angle θ0, spherical apex radius R, and cantilever width, length and
thickness W, L and t, respectively. (b) Probe–sample cross section for
a probe distance d from the surface, tilted at an angle β. (c) Cantilever
homogeneous force contribution relative to the total homogeneous
force, as a function of the probe–sample distance for two tilt angles:
β = 20° (solid line) and β = 10° (dashed line), with cantilever width of
W = 40 μm. These and all the following results were calculated for the
parameter values: R = 30 nm, θ0 = 17.5°, l = 14 µm, L = 225 µm and
t = 7 μm.

The effect of the cantilever on the PSF is demonstrated in

Figure 2 for two different probe–sample distances with and

without the cantilever, represented by the dashed and solid

lines, respectively. For a probe–sample distance of 1.2 nm

(Figure 2a), the maximum value of the cantilever PSF decreased
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by about 85% compared to the tip PSF. At a probe–sample dis-

tance of 17.8 nm, the presence of the cantilever reduced the PSF

peak by almost a factor of 3 compared to the PSF computed

without the cantilever. The horizontal lines represent the full

width at half maximum (FWHM) for the two cases and demon-

strate the conclusion that the cantilever hardly affects the

measurement resolution. It should be emphasized that the

difference between the two cases stems not only from the

cantilever, but also from the tilt of the probe relative to the

surface.

Figure 2: One dimensional PSF calculated for two different
probe–sample distances with and without the cantilever, represented
by the dashed and solid lines respectively. The model with the tip only
uses β = 0° (normal to the surface) while the other one uses β = 10°.
(a) Tip–sample distance of 1.2 nm, (b) tip–sample distance of 17.8 nm.
The horizontal lines in (b) represent the FWHM for a probe–sample
distance of 17.8 nm. The simulations were performed using
W = 40 μm.

Figure 3 displays the relative homogeneous force contribution

of the various parts of the probe normalized to the total homo-

geneous force (left axis), for a probe located 17.8 nm above the

surface. Each bar corresponds to a different part of the probe

defined as follows (from left to right): The bottom sphere of the

tip, the bottom and top parts of the cone (each having a vertical

length of 5 μm), and seven segments of the cantilever each with

an equal length of 26.7 μm, with the first segment located

closest to the tip. The spherical tip apex and the bottom part of

the cone contribute 25% and 30% to the overall homogeneous

force, respectively. The rest of the force stems mostly from the

cantilever, especially from the two segments which are nearest

to the tip which contribute 25.8% and 6.5% each. The effect of

the cantilever segments decreases the further away each

segment is from the tip. This is due to the tilt of the cantilever

which increases the distance of each segment from the sample

surface as we move along the cantilever away from the tip.

Nevertheless, since the cantilever area is very large even the

remaining five outermost segments contribute about 9.2% of the

total force. The right axis in Figure 3 presents the relative area

of each part of the probe out of the total probe surface area. The

area of the first two parts is significantly smaller than that of the

cantilever. In addition, though the upper part of the cone has a

much larger surface area than the lower one, it has a very small

effect on the overall force, since its surface area is not large

enough to compensate for the decay in the force – which is a

result of the increasing distance from the sample.

Figure 3: Left axis: Relative magnitude of the homogeneous force
distribution on different fractions of the probe; right axis: The relative
area percentage of each of the segments. The graph was calculated
for β = 20° with a probe–sample distance of d = 17.8 nm. The probe
was divided into ten segments (presented from left to right) – the
bottom sphere, the bottom part of the cone (vertical length of 5 µm),
the top part of the cone (vertical length of 5 µm) and seven segments
of the cantilever each with an horizontal length of 26.7 µm (the outer
most segment of the cantilever does not include any part of the cone).
The inset figure represents the relative inhomogeneous force for each
segment as a percentage of the total inhomogeneous force on the
probe.

The inset of Figure 3 shows the relative inhomogeneous force

magnitude distribution along the probe using the same

segments. The force was calculated for a square sample

(192 nm by 192 nm) having a potential difference of 1V rela-

tive to an infinite earthed substrate around it. It was observed

that the spherical apex of the tip and the bottom part of the cone

contribute 82.7% and 17.2%, respectively, of the inhomoge-

neous force, while the contribution of the rest of the probe was

negligible. This demonstrates the profound effect of the tip apex

on the KPFM resolution and, consequently, the minor influence

of the cantilever.

Further calculations showed that at smaller probe sample

distances the homogenous force contribution of the tip apex is

higher. At a probe–sample distance of 1.2 nm (a typical dis-

tance in ultra-high vacuum measurements) the tip apex

contributes 83% to the homogenous force, the cone lower

segment contributes 7.3%, and the entire cantilever contributes

only 8.4%.
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Comparison with experimental results
The above analysis was applied to high resolution UHV KPFM

measurements of NaCl thin films grown on Cu(111) [19]. The

simulation was performed by convolving the two-dimensional

PSF with the theoretical surface potential difference between

Cu and NaCl, where we assumed that the actual CPD landscape

is approximately identical to the measured topography. There-

fore, we used the measured topography as a rough estimate for

the theoretical surface potential. Figure 4 shows a comparison

between the measured CPD curve (i) and the simulated poten-

tial along a single line section (dashed line in the inset image).

Curves (ii) and (iii) were calculated for a probe that includes a

cantilever with two different tilt angles, and curve (iv) corre-

sponds to a vertical tip. The calculation that included the

cantilever shows a good agreement with the measurements both

in terms of the resolution and the absolute CPD value. Compari-

son of curve (ii) to curve (iii), which represent tilt angles of 10°

and 20°, respectively, shows that the exact angle has a weak

effect. The model that includes only the tip shows a good agree-

ment in terms of spatial resolution, but is about a factor of 2

larger than the absolute CPD value. Additional simulations

show that changing the cantilever width may have a large effect

on the results.

Figure 4: Line section (vertical line at inset figure) for KPFM simula-
tion with different cantilever geometries. (i) Original measurements, (ii)
W = 40 µm, β = 10° (iii) W = 40 µm, β = 20°, (iv) probe without
cantilever with β = 0° (normal to the surface). Inset figure: Single pass
AM-KPFM measurements of NaCl thin films grown on Cu(111) [19]
with a cantilever first resonance amplitude of 20 nm and with a
minimum distance of 1 nm. The dashed line represents the line section
of the simulations.

We also demonstrate the effect of the cantilever on UHV KPFM

measurements of a cleaved InP(100) p+nn+ junction [20]. As

observed in Figure 5, the measured potential difference across

the p+n part of the junction (i) is ~0.9 V, which is smaller than

the theoretical difference of around 1.35 V (iii) (calculated

assuming an absence of surface states). Curve (ii) is the poten-

tial profile obtained by convoluting the theoretical junction

potential (iii) with the PSF of the specific probe used in the

experiments. It was observed that even far from the junction,

i.e., deep inside the p+ InP, the cantilever induced a potential

offset of about 22% relative to the theoretical profile. This is in

agreement with our analysis that the cantilever has a large influ-

ence on the absolute CPD value even above a relatively large

equipotential area. The difference of ~0.15 V between the

measurement and the convoluted profile may be attributed

either to surface states or to a slightly different cantilever

geometry.

Figure 5: Line section of UHV KPFM (i) measurements [20], (ii) simu-
lated, and (iii) theoretical potential distribution of InP(100) p+nn+ junc-
tion. The measurements were performed at single pass with cantilever
first resonance amplitude of 3 nm with a minimum distance of 0.5 nm.
The simulation was performed using the following probe geometry:
R = 30 nm, β = 10°.

The role of the cantilever oscillations
The analysis in the previous sections assumed that the

cantilever shape is rigid during the measurement. In practice,

the cantilever bends according to its mechanical properties. This

has two implications on the force analysis presented above: The

first is related to a different probe–sample distance profile

which stems from the cantilever first resonance shape, while the

second is a result of the change in the cantilever shape in its

second resonance mode; this leads to a differentially weighted

effect of the electrostatic forces along the cantilever. These two

effects were analyzed and are discussed below.

The effect of the first resonance
In either the single or dual pass KPFM methods the cantilever

oscillates at the frequency of its first resonance in order to

measure the surface topography in the non-contact mode. In the

previous sections the cantilever was considered rigid, meaning

that during the calculation of  and Hh of Equation 1 along

the vertical tip movement, only the minimal probe–sample dis-

tance changed while the cantilever geometry was considered
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constant. In practice the cantilever beam oscillates according to

the boundary conditions of a clamp-free beam. The cantilever

was modeled as a rectangular prismatic beam with one end

restrained and the other one free. We used the beam funda-

mental mode formula, while neglecting deformations that may

be introduced by the presence of the tip load at the end of the

cantilever or by additional forces between the sample and the

tip. This was done in order to evaluate the main influence of the

oscillation without adding unnecessary complexity. Assuming

that the cantilever is clamped at y' = 0, the vertical deformation

along the y axis, and as a function of time, is given by [21]:

(3)

where for the first mode (n = 1) B1 = 1.975, α1 = −0.731, L is

the cantilever length and, as before, T0 is the oscillation period

and A is the oscillation amplitude. The y' and z' axes are rotated

by β degrees relative to the main coordinates (y, z) (see also

Figure 7).

As before, the oscillatory movement was uniformly sampled;

for each discrete time sample an entirely new geometry was

established according to the deformation of Equation 3 and the

average probe–sample height, A0. For each configuration, the

tip was positioned perpendicular to the free edge of the

cantilever and the clamped edge of the cantilever was always at

the same position. All these geometries were created using

Patran's® command language (PCL) used to create automati-

cally the entire geometry and mesh at any given time.

The influence of the beam deflection is shown in Figure 6. In all

the three plots, the cantilever PSF (dashed lines) is compared to

the rigid cantilever (solid lines); both were calculated for a

cantilever oscillating with an amplitude of 20 nm and a

minimum probe–sample distance of 1 nm. Figure 6b and

Figure 6c present a comparison for a probe positioned at

distances of 1.2 nm and 11.9 nm, respectively, above the

surface. The inset figures illustrate the shape and position of

rigid (solid line) and deformed (dashed line) cantilevers,

emphasizing that the comparison is performed while main-

taining the same minimum probe–sample distance in both cases.

Figure 6b shows that at the lowest point of the oscillation there

is a weak influence of the cantilever deformation on the PSF.

Close to the equilibrium point, shown in Figure 6c, the signifi-

cant difference between the two PSFs is that they are shifted,

which clearly visible by comparing the peak positions. This

offset of about 5 nm results from the change in the cantilever

shape which changes the tip angle. The averaged PSF, which is

the average over the entire oscillation cycle, is presented for

both cases in Figure 6a. It can be seen that the overall impact of

the cantilever deformation, both on the average PSF and at any

given probe–sample distance, is negligible. Therefore, we

conclude that a simple model of a rigid cantilever is an adequate

approximation.

Figure 6: Beam deflection influence on PSF. The dashed line repre-
sents the PSF of a deflected beam while the solid one is for a stiff
cantilever. Simulation was performed with cantilever first resonance
amplitude of 20 nm with a minimum distance of 1 nm. (a) PSF com-
parison after averaging; (b) comparison for a probe located at a dis-
tance of 1.2 nm above the surface; (c) comparison for a probe located
at a distance of 11.9 nm above the surface. Inset figures at (b) and (c)
illustrate the deflected and stiff beams that were used for the calcula-
tions.

The effect of the second resonance
In most AM-KPFM single pass measurements an external AC

bias, at a frequency ω of the second resonance of the beam, is

applied to the entire probe. This oscillation, shown in Figure 7,

is minimized by applying an additional DC bias to give the

CPD. In the previous sections this was modeled by nullifying

the entire electrostatic force acting on the probe. However, this

analysis is not accurate since the electrostatic forces at different

points along the cantilever have a different effect on the beam

edge amplitude. As an example, consider a point along the

cantilever which has zero amplitude (e.g., the end point which

is held mechanically fixed). The forces acting at this point

do not affect the amplitude measured by the detector, and

therefore should not be considered in the electrostatic force

minimization.

We first assumed that at a frequency ω (the second mechanical

resonance) the beam is always deformed according to its second

harmonic movement. We can assume that this is the only rele-

vant mode, since it is the only frequency passed by the filter

before the KPFM feedback circuit. Assuming, once again, that

the beam deflection is purely harmonic, its deflection is given
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Figure 7: Second harmonic deflection relative to the cantilever at its
rest position. The free edge deflection of the cantilever is δz'. All the
other amplitude values along the cantilever are calculated relative to
this deflection.

by Equation 3 with the coefficients B2 = 4.69, α2 = −1.018,

corresponding to the second mode (n = 2). In order to analyze

the influence of the second resonance, we use the concept of

virtual displacement [22] which states that the system equilib-

rium is obtained when the total external (virtual) work acting on

the beam is zero. For a given time t = 0, assuming that the free

edge of the cantilever (y' = L) undergoes a small (virtual) dis-

placement δz', we can determine the relative displacements of

every point along the cantilever by using A = δz' in Equation 3.

In this situation, the entire virtual work Wz(r) done by the

external electrostatic forces in the z direction, for a probe posi-

tioned at r, is given by

(4)

where  and  are the local forces acting at

point r' on the cantilever and the tip, respectively, when the

probe is located at r. In addition, r' corresponds to the rotated

coordinate system (x', y', z'). Since the tip is located at the end of

the beam, it experiences a constant amplitude. Figure 7 illus-

trates the second harmonic bending described by the function

Z'2(y', 0) with an edge amplitude of A = δz' relative to a probe

tilted at an angle β and positioned at r in the main fixed

coordinate system.

The steady state is reached when Wz(r) is minimized instead of

the total electrostatic force. This is achieved by multiplying the

force over each boundary element by its relative virtual dis-

Figure 8: Second harmonic weighting influence on the PSF. Dashed
lines: PSF calculated with the second harmonic displacement, using
virtual work equilibrium. Solid lines: PSF calculated for a rigid
cantilever. (a) Probe–sample distance d = 11.4 nm; (b) averaged PSF
for amplitude of 20 nm with a minimum distance of 1 nm. For both
cases the cantilever parameters were W = 40 μm, β = 20°.

placement. We define a diagonal matrix Z whose diagonal

elements are equal to the relative displacement for each

cantilever element and equal to 1 for each tip element. The

overall virtual work function may then be written as

(5)

By nullifying the above expression we may achieve the new

PSF of the system, similar to the process described in the

Experimental section.

Figure 8 shows the effect of the second harmonic oscillations on

the calculated PSF, for a probe–sample distance of 11.4 nm (a)

and for an average PSF calculated for a first resonance move-

ment with a minimal probe–sample distance of 1 nm and ampli-

tude of 20 nm (b). The figure shows that the introduction of the

second harmonic weighting has changed only the PSF height

and not its shape, since it influences only the cantilever. In add-

ition, it caused the PSF to increase by around 20% and 10% for

a probe–sample distance of 11.4 nm and for the averaged PSF,

respectively. The impact of the second harmonic oscillations is

limited, since as shown in Figure 3, the dominant contribution

of the cantilever to the homogeneous force stems from the areas

closest to the tip. These areas resonate with similar amplitudes

to that of the tip and therefore their relative displacement will be

close to one. This additional refinement of the model does not

have an entirely negligible influence on the PSF. However,

since most of the impact of the cantilever remains the same, as

in the model with a rigid cantilever, using such a model may
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provide a sufficiently accurate approximation. It should be

noted that the above analysis will be different in the dual pass

technique, since the applied bias frequency usually differs from

the second resonance of the beam.

Conclusion
We have used the BEM method to calculate the cantilever

contribution in KPFM measurements. By analyzing the force

expression, we showed that although the cantilever may have

little effect on the measurement resolution, it has a profound

influence on the absolute CPD value. The influence of the

cantilever has a direct relation to the probe–sample distance and

an inverse relation to the probe–surface angle. It was found that

even at probe–sample distances in the range of several nanome-

ters, the absolute CPD may change by as much as 50% if the

cantilever contribution is neglected. We have applied our

analysis to UHV KPFM measurements and obtained good

agreement both in the resolution and in the absolute value of the

measured potential. This suggests that the cantilever must be

taken into account in quantitative surface potential measure-

ments. Longer tips or FM-KPFM will reduce the cantilever

contribution and improve the measurement precision.

In the second part of this paper, we calculated the influence of

the cantilever deformations on the measured KPFM. It was

found that the exact cantilever shape in its first resonance has a

very small effect, while the second resonance deformation has a

larger effect on the PSF and thus should be considered where

high surface potential accuracy is required.

Appendix – full matrix definitions
In this appendix we explicitly define the matrices that are used

in the paper.

We define  as the unit vector pointing in the z direction and ri

as the location of the center of the ith boundary element of the

probe's surface. Each probe element is assumed to have a

constant surface charge density. The ijth element of matrix G is

given by

(6)

where  is the location of the image charge of the probe's

jth element relative to an infinite earthed plane, so that if

r' = (x', y', z') then  = (x', y', –z'). The integral is performed

over the jth surface element of the probe. The diagonal of

matrix B is defined as

(7)

where  is the outward normal unit vector to the ith surface

element. The integral is performed over the probe's ith surface

element.

The sample surface potential is discretized using uniform square

elements according to the resolution of the scan, denoted Δ. The

center of the kth surface element is located at rk = (kxΔ, kyΔ)

where both kx and ky are integers. The ikth element of matrix D

is described as

(8)

where the integral is performed over the kth element of the

sample surface.

The kth element of the vector  is obtained as

(9)

where VCPD(r) is the continuous CPD function of the sample

and r represents the lateral position of the probe.

The measured potential over the probe for each location r,

Vp(r), is a superposition of the potential induced by the charge

distribution over the probe and the potential induced by the

sample:

(10)

where  is a vector representing the charge distribution on each

boundary element of the probe and  is a vector whose

elements are equal to one. The probe's charge density is

extracted using this equation. By inserting the charge density

into the Maxwell stress tensor, we obtain Equation 1.
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Abstract
The most outstanding feature of scanning force microscopy (SFM) is its capability to detect various different short and long range

interactions. In particular, magnetic force microscopy (MFM) is used to characterize the domain configuration in ferromagnetic ma-

terials such as thin films grown by physical techniques or ferromagnetic nanostructures. It is a usual procedure to separate the

topography and the magnetic signal by scanning at a lift distance of 25–50 nm such that the long range tip–sample interactions

dominate. Nowadays, MFM is becoming a valuable technique to detect weak magnetic fields arising from low dimensional com-

plex systems such as organic nanomagnets, superparamagnetic nanoparticles, carbon-based materials, etc. In all these cases, the

magnetic nanocomponents and the substrate supporting them present quite different electronic behavior, i.e., they exhibit large

surface potential differences causing heterogeneous electrostatic interaction between the tip and the sample that could be inter-

preted as a magnetic interaction. To distinguish clearly the origin of the tip–sample forces we propose to use a combination of

Kelvin probe force microscopy (KPFM) and MFM. The KPFM technique allows us to compensate in real time the electrostatic

forces between the tip and the sample by minimizing the electrostatic contribution to the frequency shift signal. This is a great chal-

lenge in samples with low magnetic moment. In this work we studied an array of Co nanostructures that exhibit high electrostatic

interaction with the MFM tip. Thanks to the use of the KPFM/MFM system we were able to separate the electric and magnetic

interactions between the tip and the sample.
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Introduction
The most valuable asset of scanning force microscopy (SFM) is

its versatility for studying a variety of interactions between the

tip and the sample surface [1-3]. The SFM techniques can be

used to detect different short, medium and long range interac-

tions with high sensitivity and lateral resolution. The spreading

of this technique was possible thanks to the development of

specific operation modes and to the functionalization of the

probes. Thus, regarding the mode employed, SFM can be used

to characterize the topography of organic and inorganic ma-

terials and to study chemical (composition), mechanical

(including friction and stiffness, etc.), electrical (surface poten-

tial, work function), magnetic (domain structure) or biological

(specific recognition) properties. A priori, the unknown contri-

bution of every kind of force to the total force measured leads to

serious problems for obtaining quantitative information from

the measurements [4].

Among those SFM techniques, magnetic force microscopy

(MFM) [5] was developed to characterize the domain configur-

ation of ferromagnetic thin films, rather than the surface of the

bulk materials, and it has been intensively used to characterize

magnetic nanostructures. However, MFM is nowadays

proposed as a valuable technique to characterize more complex

systems such as organic nanomagnets [6], magnetic oxide films

[7], superparamagnetic particles [8,9] and carbon based ma-

terials [10,11]. In general, these materials present low magnetic

moment at room temperature. In addition, since the substrate

and the nanomagnets present quite different electronic behavior,

the sample can exhibit large surface potential differences, which

cause heterogeneous electrostatic interactions between the tip

and sample along the surface [12,13]. Notice that all of the

tip–sample interactions provoke changes in the total force, i.e.,

they modify the cantilever state. In MFM it is a usual proce-

dure to separate the topography and the magnetic signal by

scanning at a certain height such that that the long range

tip–sample interactions dominate. An additional problem

appears if several different long range interactions are present

between the tip and sample. In such cases, two different

methods to distinguish clearly the origin of the forces can be

proposed: (i) By applying in situ a magnetic field during the

MFM operation [14-16]; (ii) performing a combination of

Kelvin probe force microscopy (KPFM) [17,18] and MFM to

compensate the electrostatic contribution to the frequency shift

signal. In the first method the evolution of the MFM signal with

the magnetic field is a signature of the magnetic character of the

sample. In addition, by means of variable field MFM [19], the

changes in the signal as a function of the external magnetic field

can be utilized either to evaluate the coercivity of the MFM

probes [20,21] or to analyze the magnetic behavior of micro-

and nanostructures [22,23], depending on the values of both the

tip and sample coercive fields (Htip and Hsample) and the

maximum external magnetic field applied (Hmax). Notice that

the MFM measurements under an external magnetic field allow

us to state the origin of the interaction but cannot remove other

interactions from the magnetic signal in the case that they exist.

However, the second method proposed, the KPFM/MFM

combination, which was recently used to obtain an upper bound

for the force gradient produced by a possible magnetic signal in

graphite [24], allows us to nullify the main electrostatic inter-

action between the tip and the sample. Few works have been

published on this topic despite its crucial importance in the

study of new nanomagnet elements with weak magnetic signal

and where, in general, the surface presents heterogeneous com-

position and electrical behavior.

Tip–sample interactions
When a magnetic (and in general conductive) tip approaches the

sample, different mutual interactions are possible [25]: Long

range electrostatic (Fe) and magnetic forces (Fm), medium

range van der Waals interactions (FvdW), or short range chem-

ical interactions. Assuming that the short range interactions are

negligible at the distances used for MFM, the total force

between the tip and the sample (Ft) is:

(1)

The van der Waals [26] force between a spherical tip and a

semi-infinite flat sample can be written as:

(2)

where AH is the Hamaker constant that depends on the material,

R is the tip radius and z is the tip–sample distance. When both

the tip and the sample are conductive and there is an electro-

static potential difference (U) between them, the electrostatic

force [27,28] is

(3)

where R is the radius of the metallic part of the spherical tip,

ε0 is the permittivity of free space and z is the effective

tip–sample distance taking into account the oxide layer.

Regarding the magnetic force, there are widely used models for

the magnetic tip–sample interaction, which can be fitted to the

experimental data [29], but no simple, well-established func-

tion. We can obtain an order of magnitude estimation simply by

modeling both the tip and the sample as magnetic dipoles and,

hence, the magnetic force is proportional to the magnetic
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moment of both the tip and sample (mtip and msam) [22] and

decays with the distance as z4 [30].

Typical values of the three components of the force for three

tip–sample distances are displayed in Table 1. The values have

been calculated using Equation 2 and Equation 3 and the equa-

tion in [30]. For the van der Waals forces we assume a tip

radius of 30 nm and AH of about 10−19 J. The electrostatic inter-

action is calculated for a tip with an electrical radius slightly

smaller due to the existence of an oxide layer 2 nm thick and a

contact potential between tip and sample of 1 V [25]. We calcu-

late the magnetic interaction of two Co spheres with a radius of

20 nm. The values in Table 1 show that at short distances all the

interactions are on the same order of magnitude, although van

der Waals interaction dominates at distances below 1 nm. At the

typical tip–sample distance during the MFM imaging, around

30 nm, the FvdW can be negligible but the Fe and Fm remain

comparable.

Table 1: Values of the FvdW, Fe and Fm for three different tip–sample
distances, da.

FvdW [nN] Fe [nN] Fm [nN]

d = 30 nm 5.0 × 10−4 2.3 × 10−2 5.7 × 10−2

d = 2 nm 1.2 × 10−1 1.3 × 10−1 4.4 × 10−1

d = 1 nm 5.0 × 10−1 1.6 × 10−1 4.9 × 10−1

aThe value of z corresponds to d in the case of FvdW; for the Fe case
z = d + 2 nm due to the existence of an oxide layer; and for Fm
z = d + 40 nm due to the position of the dipole centers.

To avoid a contribution of the short and medium range interac-

tions to the total tip–sample force in MFM, the images are

recorded at a given distance from the surface using the so-called

lift mode [31] or retrace mode [32]. Typical distances for this

second scan are between 20 nm and 50 nm. However, in order

to improve both the lateral resolution and sensitivity, especially

when dealing with materials with weak magnetization (either of

the tip or the sample), it is crucial to keep the tip–sample dis-

tance as small as possible. Thus, a balance has to be found in

order to avoid the van der Waals contribution and to simultane-

ously improve the magnetic signal. Another important issue,

that has conveniently been neglected so far, is how to distin-

guish between the magnetic and the electrostatic interaction in

certain kinds of samples. These long range interactions can have

similar values in the range of a few tens of nanometers, as

shown in Table 1. Since, in a first approximation, the magnetic

force is proportional to the sample and tip magnetic moments,

samples with high magnetization generate stronger stray fields

and the magnetic interaction dominates over the electrostatic

one. In such cases, the electrostatic force can be neglected,

which is the usual procedure in standard MFM measurements

[5]. However, it is well known that an electrostatic interaction is

present whenever tip and sample exhibit a different work func-

tion. For homogeneous samples, the work function difference

can be compensated by applying an appropriate bias voltage

and, hence, an unambiguous magnetic image can be obtained

[33]. Sometimes, this effect induces superposition of magnetic

and topographic contrast in a MFM image [34]. In the heteroge-

neous sample case, it is impossible to compensate the electro-

static force with a single fixed bias voltage since it depends on

the (x,y) position, and it is then necessary to use KPFM tech-

niques. If the electrostatic interactions are not compensated, an

incorrect interpretation of the MFM could be made. This is

especially problematic in samples with low magnetic moment

where it is crucial to distinguish clearly the origin of the inter-

action for a correct interpretation of the results [10].

Results and Discussion
In the present work we have studied cobalt nanowires grown by

focused-electron-beam-induced deposition (FEBID). The

sample growth was performed in a commercial dual beam®

equipment using a field emission scanning electron microscope

with Co2(CO)8 as gas precursor. The substrate material used in

all the samples studied in this paper is As-doped (n-type)

Si(111). Different nano- or submicrometric structures were

grown for this experiment: (i) Co straight wires 5 μm long,

500 nm wide and a thickness ranging from 10 nm to 400 nm;

(ii) Co L-shaped wires with long arm of 10 μm and short arm of

5 μm, the width of the wires varies between 125 nm and 2 μm,

and the thickness between 50 nm and 200 nm.

An appropriate selection of the growth parameters leads to

high-purity deposits (over 95% Co) with magnetic properties

similar to those of bulk cobalt [35] and good domain wall

conduit behavior [36]. All the structures presented in this study

were deposited with an electron beam current of 2.1 nA, an

acceleration voltage of 10 kV and 1 µs dwell time. The

nanowires grown by this technique are polycrystalline with

grain sizes of a few nanometers oriented randomly, thus shape

anisotropy is the main magnetic energy contribution [37] that

controls their domain wall structure and magnetization reversal

process [38].

As we were using a semiconductor material as a substrate, we

expected that some charging effects would appear where the

electron beam was scanned. The secondary electrons generated

when the electron beam impinges on the substrate may not have

enough energy to overcome the work function of the surface

and penetrate the bulk and as a consequence they will become

trapped in the neighboring area of the wires. During the FEBID

deposition process some secondary electrons reach the sub-
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Figure 1: (a) Topography and (b) frequency shift images corresponding to the Co wires; (d) topography and (e) frequency shift images corresponding
to the L-shape nanostructure. The frequency shift images were acquired at a retrace distance of 30 nm with Vbias = 0V. Cantilever amplitude: (a–b)
A = 5 nm and (d–e) A = 8.5 nm. Simulated maps of the magnetization distribution (divM) obtained by OOMMF code of the Co wire (c) and L-shape Co
nanostructure (f) in the remanent state after saturation along the main axis of the elements.

strate surface near the scanning area, even at distances of more

than 1 μm, with energy enough to partially decompose the

precursor gas molecules, producing a parasitic deposit, or a

so-called “halo”. The number of secondary electrons that reach

the surface near the sample area is less than in the scanning

area, and on average less energetic. Therefore, the decomposi-

tion of the precursor gas (Co2(CO)8) in the halo is not complete.

As a consequence, the halo is an insulating material of which

the major components are C and O (the Co content in the halo is

lower than 20% in our system). Previous works have reported

similar results with respect to the Co content of the halo [39].

Secondary electrons generated during the growth may get

trapped in the halo, increasing the surface potential. On the

other hand, a thin native oxide layer covers the Co thin film the

moment the samples are exposed to the atmosphere, with a

thickness of around 2 nm. These insulating side effects enhance

the accumulation of charge in the area of the deposits, thus

changing the electrostatic potential of the area close to where

the electron beam has been scanned.

The measurements were performed with a commercial magnetic

force microscope from Nanotec Electronica S. L., and the

images were processed with WSxM [40]. This system has been

conveniently modified to apply in situ in-plane and out-of-plane

magnetic fields [14]. Since the electric field can also be varied

continuously, this system can be used to obtain high resolution

SPM images of individual nanostructures under continuously

applied electric and/or magnetic fields. The probes used in this

experiment are commercial Si cantilevers (nanosensors

PPP-FMR, k = 1.5 N/m and f = 75 kHz) coated with a Co/Cr

sputtered thin film. The thickness of the Co coating (25 nm)

was selected to prevent the influence of the tip stray field on the

magnetic state of the sample. Before each experiment the

probes were magnetized along their pyramidal axis and their

magnetic behavior was analyzed under an in situ magnetic field

[21]. In this particular case, we have prepared probes with an

in-plane coercive field higher than the magnetic field values to

be applied in the experiments. In addition, micromagnetic simu-

lations have been performed by means of the object oriented

micromagnetic framework (OOMMF) code [41] and with the

polycrystalline cobalt values [37] and a cell size of 5 nm.

As usual procedure in MFM, we record two images simultane-

ously, the topography, obtained at small tip–sample distance,

and the frequency shift, which is obtained at a retrace distance

of 30 nm. Figure 1a and Figure 1b shows the topography and
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Figure 2: (a) Topography of the Co wire. The dashed line corresponds to continuous scanning along the profile while varying the bias voltage. (b)
Frequency shift signal measured in the 3D mode (acquired at a distance of 100 nm). The fast scan corresponds to the x-axis scan all along the main
axis of the Co wire and the slow scan is the bias voltage applied between the tip and the sample. (c) Frequency shift curves measured along the
vertical profiles marked in (b) that correspond to the Co wire (black line) and substrate (red line). (d) Frequency shift measured along the wire at
Vbias = 320 mV (horizontal dashed black line marked in Figure 2b). The oscillation amplitude was A = 7 nm and the scan rate was 1 Hz.

the frequency shift images of the Co wires. Figure 1c corre-

sponds to the magnetization divergence (DivM) obtained by

OOMMF. Such a magnetic distribution, the so-called “dipolar

contrast”, is for a remanent state after saturating the wire by

applying 10 kOe along the axis. This contrast, which is still

observed on the images of the Co wires in Figure 1b, is typical

of the single domain structures. Surprisingly, the image corres-

ponding to the experimental magnetic signal shows an addition-

al area of high signal surrounding the wire that should not

correspond to any kind of magnetic interaction since it is

measured outside of the Co nanostructure. Co L-shape nano-

structures were also studied by MFM (Figure 1e) and modeled

by OOMMF code (Figure 1f). Yet again, the frequency shift

image displayed in Figure 1e does not correspond to the

expected MFM image, which should be similar to the divM

map in Figure 1f. Moreover, the magnetic signal seems to be

completely masked by other long range interactions, i.e., the

electrostatic forces. These kinds of images can be erroneously

interpreted as magnetic contrast in the case of complex

magnetic materials.

In order to determine the origin of this contrast we varied the

electric field between the tip and the sample. Instead of

recording images at different bias voltage, we use a more useful

technique to characterize the electrostatic behaviour of the

samples, the so-called 3D modes [42]. This mode is based on

measuring a signal (or a set of signals) while two parameters

vary along the fast and slow scans. In our case, we measured the

frequency shift (at 30 nm above the surface) while keeping the

tip scanning along a selected profile (fast scan; all along the

main axis of the wire marked in Figure 2a) and varying the bias

voltage (slow scan). Figure 2b shows the frequency shift signal

measured along a Co wire (with an MFM probe) as the bias

voltage was varied between ±1.5 V. The vertical profiles

measured on the Co nanowire (black line) and on the substrate

(red line) are shown in Figure 2c. Notice the parabolic depend-

ence of the frequency shift versus voltage, which corresponds to

an electrostatic interaction between the tip and the sample [43].

The bias voltage at the apexes of those parabolas, measured in

different regions of the sample, corresponds to the contact

potential between the tip and the selected region of the sample.

The respective maxima of the curves in Figure 2c are shifted to

about +320 mV when the tip is on top of the Co wire and to

about −320 mV in the case of the Si substrate. Thus, according

to these results, by measuring the frequency shift on top of the

Co wire at Vbias = 320 mV (horizontal black dashed line) we

should detect only the magnetic signal without any electrostatic

interaction between the tip and this particular region of the

sample. Indeed, this measurement is represented in Figure 2d.

In this curve we observe the typical dipolar contrast (positive in
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Figure 3: Topography of (a) Co nanowires and (e) L-shaped Co nanostructure. (b) and (f) frequency shift images measured without KPFM acquired
at a retrace distance of 30 nm and 25 nm respectively. (c) and (g) surface potential images obtained by the KPFM technique. (d) and (h) MFM images
(frequency shift) of the Co nanostructures measured when the KPFM bias correction was switched on. The oscillation amplitudes were (a–d)
A = 5 nm and (e–h) A = 8.5 nm.

one extreme and negative in the opposite one) corresponding to

a single domain nanostructure.

The 3D mode technique presented in this work is a highly valu-

able method to ascertain the electrostatic origin of some compo-

nent of the frequency shift signal measured on magnetic

elements. However, in this kind of system it is impossible to

cancel the electrostatic force everywhere during scanning at a

single, fixed bias voltage. Nevertheless, KPFM allows us to

cancel the electrostatic force at every point of the image by

applying the correct compensation voltage (Vdc) at each (x,y)

position, and hence it is the only method that can be used to

unambiguously measure the magnetic signal. The KPFM/MFM

results are presented in Figure 3. The images in Figure 3a and

Figure 3e (similar to the data in Figure 1a and Figure 1c) corres-

pond to the topography of the nanowires. The frequency shift

images shown in Figure 3b and Figure 3f (zooms of the

Figure 1b and Figure 1d respectively) were measured at 30 nm

without the KPFM bias correction. Notice that the magnetic

information is largely masked by the electrostatic signal.

However, by using the KPFM/MFM combination, that is, acti-

vating the KPFM bias correction during the MFM operation, we

were able to separate the electrostatic contribution (Figure 3c

and Figure 3g) and the magnetic signal (shown in Figure 3d and

Figure 3h).

It is important to note that the electrostatic interaction can also

affect the topographic images [44]. In the experiments

presented here for these rather thick structures this effect was

not significant. Height differences less than 1 nm (a deviation

about 2%) were found when we measured the topography of the

same structure with and without activation of the KPFM mode

(more details in Supporting Information File 1). After removing

the electrostatic interaction from the MFM signal, we can apply

a magnetic field to study the magnetization process of a single

structure. As an example, in Supporting Information File 2 we

present a combination of KPFM/MFM under in situ magnetic

field on a single L-shaped nanostructure. The initial state of the
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Figure 4: (a) Sketch of the different feedback loops used to perform MFM measurements with PLL system activated and (b) sketch of the MFM/KPFM
combined system.

sample which corresponds to the images in Figure 3 is “as-

prepared”. Similar L-shaped structures were previously studied

through the Magneto-Optical Kerr Effect [36] and good domain

wall conduit was found (lower domain-wall propagation field

than nucleation field). Using this technique, it has therefore

been possible to obtain additional valuable information about

the type of domain walls that form and propagate along the

wires.

Conclusion
In this work we have shown that different tip–sample interac-

tions are present when a magnetic (and also conductive) tip

approaches the magnetic sample. These interactions have

comparable values regarding the electric and magnetic prop-

erties of the system at the same tip–sample distances. When a

heterogeneous sample (as is the case of nanostructures

deposited on a substrate) is studied, and especially in the case of

low magnetic moment materials, it is necessary to be aware of

this problem in order to prevent incorrect image interpretation,

examples of which can indeed be found in the literature.

To avoid mistakes in the interpretation of the MFM images it is

crucial to distinguish between the separate contributions to the

frequency shift signal by varying the external magnetic and

electric fields. These methods allow us to elucidate the origin of

the signal or the presence of different components. However,

only by means of KPFM and MFM in combination is it possible

to cancel the electrostatic interaction between the tip and sample

at every point in the image, thus obtaining a pure magnetic

signal. Thus, the KPFM/MFM combination is a powerful tech-

nique that allows us to obtain unambiguous magnetic images of

low magnetic moment materials.

Experimental
In Figure 4a a schematic of the experimental system is

presented. The tip–sample forces can be evaluated simply by
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measuring the cantilever deflexion. However, dynamic modes

are used to improve the sensitivity and resolution of the MFM

signal. In any dynamic mode the interaction is evaluated

through the force gradient, although the force can be recovered

from the curve of frequency shift versus distance [45]. The

interpretation of the interaction is more complicated in the case

of dynamical modes. The tip–cantilever system oscillates at a

certain frequency with a given amplitude. Due to the presence

of an interaction between the tip and the sample, the amplitude

and the phase of the oscillation change. In our experiments we

use a PLL (Phase Locked Loop) system to keep the phase

constant while the excitation frequency varies (see the sketch in

Figure 4a). Both the amplitude and the frequency shift depend

on the force gradient. It is well established that the changes in

amplitude are related to dissipative process while changes in the

frequency shift are associated with conservative interactions. In

the amplitude modulation mode, the amplitude is the main feed-

back parameter and thus the movement of the piezoelectric is

used to build the topography image. The frequency shift

changes are recorded at a certain distance to build the magnetic

image, thus the MFM images were obtained in the so-called

“retrace mode”. During the first scan the oscillation amplitude

is kept constant as well as the phase of the oscillation (thanks to

the PLL feedback system). The retrace scan is then performed

at a selected tip–sample distance, following the topography

recorded in the first scan (i.e., with the main feedback switched

off).

The frequency shift results from a convolution between the

tip–sample force gradient and a weight function. For low oscil-

lation amplitudes, the frequency shift of the cantilever, at a

retrace distance large enough to avoid van der Waals interac-

tions, is proportional to the total force gradient (that can be

composed of magnetic and/or electrostatic interactions).

The experiments in the present work were performed in ambient

conditions, in the non-contact dynamic mode (with low ampli-

tude modulation) and with the PLL feedback activated. In add-

ition, KPFM [17] was used in combination with MFM to adjust

the tip bias voltage to minimize electrostatic forces between the

tip and the sample at every point on the sample (Figure 4b). In

both of the scans (main scan and retrace mode), the normal

force, amplitude, phase, frequency shift and surface potential

(in the KPFM mode) signals can be recorded simultaneously.

In KPFM, an ac bias voltage (Vac sin(ωet), where Vac = 0.5 V

and ωe = 7 kHz) is added to the Vdc bias voltage. In order to

cancel the electrostatic interaction between the tip and the

sample, the component of the force that oscillates with Fe (ωe)

is nullified by applying the appropriate Vdc at each tip position;

this is the output of the Kelvin feedback.
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Abstract
We demonstrate a method that allows the controlled writing of metallic patterns on the nanometer scale using the tip of an atomic

force microscope (AFM) as a “mechano–electrochemical pen”. In contrast to previous experiments, no voltage is applied between

the AFM tip and the sample surface. Instead, a passivated sample surface is activated locally due to lateral forces between the AFM

tip and the sample surface. In this way, the area of tip–sample interaction is narrowly limited by the mechanical contact between tip

and sample, and well-defined metallic patterns can be written reproducibly. Nanoscale structures and lines of copper were

deposited, and the line widths ranged between 5 nm and 80 nm, depending on the deposition parameters. A procedure for the

sequential writing of metallic nanostructures is introduced, based on the understanding of the passivation process. The mechanism

of this mechano–electrochemical writing technique is investigated, and the processes of site-selective surface depassivation, deposi-

tion, dissolution and repassivation of electrochemically deposited nanoscale metallic islands are studied in detail.
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Introduction
The controlled, patterned, electrochemical deposition of metals

at predefined positions on the nanometer scale is of great

interest for numerous applications including in the fields of

microelectronics, nanoscale electronics and nano-electro-

mechanical systems (NEMS). Considerable progress was

achieved recently in the field of self-organized electrochemical

patterning of nanowires. In thin-film electrolytes, regular arrays

of nanowires were grown in flat electrochemical cells at

reduced temperatures. A dramatic increase of the mechanical

yield strength of the nanowires of more than one order of

magnitude as compared to bulk values was reported recently

[1-3]. Significant progress was also achieved in the field of the

controlled electrochemical deposition of metals for the fabrica-

tion of atomic-scale contacts and switches. By electrochemical
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deposition of nanoscale silver contacts and subsequent electro-

chemical cycling, an electrically controllable single-atom relay

was demonstrated, which allows the controlled switching of an

electrical current by the control-voltage-induced movement of

just a single atom [4-7]. In this way, a single-atom transistor

was demonstrated as a quantum electronic device operating

reproducibly at room temperature. At the same time, the scan-

ning tunneling microscope (STM) and the atomic force micro-

scope (AFM) represent techniques that allow surface manipula-

tion on the nanometer scale and even on the atomic scale [8-21].

As shown in Don Eigler’s pioneering work [8], the tip of an

STM allows the assembling of structures on a surface, atom by

atom. Early experiments demonstrated that the tip of an electro-

chemical STM can also be used for local electrochemical depo-

sition. Material electrochemically deposited on an STM tip was

subsequently transferred to the surface [22,23], allowing

controlled metallic nanopatterning of surfaces. Improvements of

STM-based techniques also include the use of elaborate

voltage-pulse sequences [24,25].

While much work was performed using the STM as a tool for

electrochemical patterning, only a few attempts exist utilizing

the AFM as a tool for controlled site-selective electrochemical

deposition of metals on surfaces. Initial experiments performed

by LaGraff and Gewirth [26,27] demonstrated that the influ-

ence of the scanning tip can lead to both reduction or enhance-

ment of copper deposition on the surface of copper single crys-

tals. In further work we demonstrated the local electrochemical

deposition of metal islands mechanically induced with the tip of

an AFM [28]. Herein, we demonstrate that by combined passi-

vation/depassivation of surfaces, complex metallic nanostruc-

tures can be selectively deposited by using the tip of an AFM as

a mechano–electrochemical pen in the sense that it allows the

local mechanical depassivation of a formerly passivated sub-

strate surface for local electrochemical deposition.

Results and Discussion
The basic principle of the structuring process applied in our

experiments is illustrated in the schematic diagram in Figure 1.

The gold substrate, which serves as the working electrode, is

covered by a native passivation layer. This passivation layer

consists of oxo-anions of the electrolyte, such as sulphate or

hydrogen sulfate, which are well known from literature to cover

metal films in their presence [29-33]. Alternatively, thiol mole-

cules were used in our experiments as an organic passivation

layer. These thiol molecules have a higher adhesion to the sub-

strate but are not necessary for a precise deposition and are

therefore not discussed in any more detail below.

While an electrochemical potential appropriate for tip-induced

electrochemical deposition is applied to the gold electrode,

Figure 1: Schematic diagram of a gold electrode with a passivation
layer, in an electrolyte containing Cu2+ ions. An electrochemical poten-
tial, appropriate for tip-induced electrochemical deposition (cf. text),
was applied to the gold electrode. The passivation layer can be
removed or reduced, site-selectively, with the tip of an AFM (top). In
this way metallic copper is only deposited selectively at the areas of
the gold substrate that are scanned by the AFM tip (bottom).

simultaneously the passivation layer is partially removed, site-

selectively, with the tip of an AFM. The appropriate electro-

chemical potential is determined by cyclic voltammetry, and a

cathodic potential is selected so as to be too low to lead to an

overall growth of the metal film in spite of the passivation layer.

Thus, metal is only deposited at the areas of the gold substrate

that were scanned by the AFM tip and where, therefore, the

passivation layer inhibiting the electrochemical deposition is

locally destroyed. The method described above is not limited to

the deposition of single nanostructures activated with the tip of

an AFM. We found that if the gold electrode is exposed to the

electrolyte at a neutral potential for deposition (holding poten-

tial), the surface is again re-covered by a passivation layer,

including coverage of the newly deposited structures. By this

mechanism of self-passivation, previously deposited structures

do not continue to grow when the deposition potential is applied

again. Rather, we find that after a short time of approximately

10–20 s after stopping the deposition, the newly deposited

structures are passivated. This means that if we deposit a metal

nanostructure in the way described above and we wait for

10–20 s after finishing deposition, this structure will not grow

further when we apply a deposition potential again after this

10–20 s pause. On the other hand, if we start scanning these

structures again with the AFM tip at the forces mentioned

above, on the order of 10 nN, electrochemical growth continues

as long as the deposition potential is applied and the scanning

continues. This provides important information concerning the

mechanism of the passivation, depassivation and repassivation.
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Figure 2: Sequential writing and passivation of Cu nanostructures.
Top: AFM image of sequentially written, unconnected Cu nanostruc-
tures (“INT”), site-selectively deposited with the tip of the AFM. Scan
size 1.8 µm × 1.8 µm. Bottom: Image sections (1–3) of the program
used to control the shape of the separate structures (“I”, “N”, “T”)
scanned by the AFM tip. The distinct structures were deposited by
consecutive deposition in the indicated order (1–3), by applying a
deposition potential of −85 mV vs Cu/Cu2+. Between the scans of the
different structures an electrochemical holding potential of −35 mV vs
Cu/Cu2+ was applied for about 10 s to allow for the repassivation of the
previously deposited nanostructures.

It gives the time scale of the repassivation process, which for

the electrochemical conditions given in our experiment is on the

order of 10 s. The results also indicate that when scanning at

tip–sample forces on the order of 10 nN, passivated surfaces of

the deposited copper are again depassivated, and that repassiva-

tion is efficiently prohibited locally within the scanning area of

the AFM tip.

At the same time these results open possibilities for the

controlled sequential writing of several independent nanostruc-

tures on the same substrate chip: After one copper nanostruc-

ture has been deposited and after the electrodeposition as well

as the AFM scanning process has subsequently been stopped, it

is sufficient to wait for just 10–20 s. After this time, the surface

of the copper appears to be passivated, and one can write a new

structure neighboring the first one without inducing further

growth of the previously written structure. To demonstrate this

sequential deposition process for the example of three separate

nanostructures, an appropriate electrochemical deposition

potential of −85 mV for tip-induced deposition was applied to

the gold electrode. Then the shape of the letter “I” was scanned

50 times with the AFM tip (tip speed: 8 µm/s). Subsequently a

holding potential of −35 mV was applied for a period of 10 s.

After that, the letters “N” and “T” were scanned in a similar

way with a holding-potential period between the structuring

cycles for each letter. Figure 2 (bottom) shows the image

sections (1–3) of the program used to control the shape of the

separate structures. Subsequent AFM imaging leads to the

image in Figure 2 (top) (scan size 1.8 µm × 1.8 µm). Three

unconnected Cu nanostructures (“INT”) were deposited succes-

sively and site-selectively based on the “activation” or de-passi-

vation by the scanning tip of the AFM.

A further example of this method is given in Figure 3a. Here an

even more complex structure was produced following the same

procedure. All the separate nanostructures have nearly the same

height, indicating that during the holding-potential period the

surface, including the previously deposited nanostructures,

repassivates and does not continue growing during further depo-

sition. The AFM image of Figure 3b shows the Cu nanostruc-

ture of Figure 3a at a larger scan size, demonstrating the selec-

tivity of the tip-induced deposition process. The scan size is

2.5 µm × 2.5 µm in a) and 6 µm × 6 µm in b), respectively.

Even at the larger scan size of Figure 3b, not one single Cu

island is found outside the locations depassivated by the AFM

tip during deposition. The above experiments demonstrate that

electrodeposition can be induced locally with the tip of an

AFM. As no potential was applied to the tip of the AFM and the

experiments were reproduced both with insulating and with

electrically conducting tips, the locally selective deposition is

most likely related to the mechanical interaction between tip

and sample during the scanning process. This is further

supported by the observation that the mere presence of the tip in

contact with the sample does not lead to locally selective depo-

sition. The scanning process, i.e., the movement of the tip rela-

tive to the sample, is necessary to induce local electrodeposi-

tion.

Obviously, the scanning AFM tip mechanically activates depo-

sition sites and/or nucleation centers for local copper deposi-

tion. A possible explanation for the observed phenomena is the

assumed presence of a passivating layer on the gold surface that

prevents deposition of copper on the gold surface at values of

the overpotential between −60 mV and 0 V. Due to the mechan-

ical interaction between the tip and sample, this passivating

layer is disrupted locally. This would explain the selective local

copper deposition along the lines were the tip was scanned. This

explanation is also in agreement with the observation that

lateral forces occurring between tip and sample during the scan-

ning process can be used to induce rupture of chemical bonds

mechanically [17,18]. As the experiments have been performed

under environmental conditions, especially in the presence of

oxygen, the formation of a surface layer on the gold substrate

involving copper oxide/hydroxide and/or other compounds such

as thiols is possible.
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Figure 3: In situ AFM image demonstrating the selectivity of the tip-induced electrochemical copper deposition (“nano” + ring) from a Cu2+ electrolyte
onto a polycrystalline gold substrate. a) Cu island structure deposited by sequential writing (deposition potential: −60 mV vs Cu/Cu2+). Between
writing the separate structures an electrochemical holding potential of −35 mV vs Cu/Cu2+ was applied for a period of 10 s. b) AFM image of the same
Cu nanostructure at larger scan size, demonstrating the selectivity of the tip-induced deposition process; that is, no Cu islands are found in the
surface areas that were not activated by the AFM tip during deposition. Scan size: a) 2.5 µm × 2.5 µm, b) 6 µm × 6 µm.

The alternative explanation that the tip induces defects within

the gold surface itself, which, in turn, could possibly act as

nucleation sites for the subsequent copper deposition, may well

explain a somewhat enhanced copper deposition within the

scanning area of the tip. Such a mechanism, however, cannot

explain our experimental results for several reasons:

1. No damage was found on the gold surfaces after tip-

induced deposition and subsequent dissolution of the

deposited copper.

2. No memory effect is observed, when a further deposi-

tion experiment is performed on the same area of the

gold surface after such a dissolution of the copper

deposited in the first deposition experiment. This indi-

cates that the gold surface is still intact and that there is

no prepatterned sequence of nucleation centers due to

defects induced during the first deposition experiment.

3. Furthermore, it is difficult to explain the high selectivity

of the deposition process by merely assuming a sub-

strate-defect-nucleated deposition mechanism. The sub-

strate for deposition in our experiments is not a metal

single crystal, but rather thermally evaporated polycrys-

talline gold, which was not annealed and which even

before interaction with the AFM tip would exhibit a high

density of defects (steps, kinks, dislocations, etc.). In our

experiments, metal deposition was observed selectively

only at the positions were the AFM tip was scanned.

Finally, tip-induced defects on the gold surface cannot explain

the effects of repassivation and depassivation of the once-passi-

vated copper structures described above.

Conclusion
To conclude, we have reported the controlled and site-selective

electrochemical deposition of metallic nanopatterns, which were

induced with the tip of an atomic force microscope used as a

“mechano–electrochemical pen”. The deposition led to the

controlled writing of metallic patterns and lines, with line

widths between 5 nm and 80 nm, depending on the structuring

parameters. The process is highly selective, leading to electro-

chemical deposition only within the areas activated by the AFM

tip. The mechanism can be explained as a mechanical depassi-

vation of the substrate surface by the scanning tip, leading to

local deposition in the depassivated area. If the tip is scanned

repeatedly along a given line pattern while a deposition poten-

tial is applied, this will result in the site-selective deposition

along the scanning path of the AFM tip. The results, which

include the sequential writing and subsequent in situ repassiva-

tion of newly written structures, open perspectives for novel

lithographic processes mechanically activated with the tip of an

AFM.

Experimental
Electrochemical AFM setup: We used a home-built AFM with

a tube scanner and a beam-deflection detection system with a

four-quadrant photodetector, allowing the simultaneous detec-

tion of topography and lateral forces. The AFM was used in the

contact mode both for lithography and for imaging. Contact-

mode V-shaped silicon nitride cantilevers with pyramidal tips,

and with force constants between 0.03 N/m and 0.1 N/m, were

used. Within each experiment, the same AFM cantilever tip was

used both for nanolithography and for subsequent AFM

imaging. The position of the tip was controlled by a lithog-
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raphy mode of our software, which at the same time allows

control of the electrochemical potential. All AFM images were

taken in situ under the electrolyte within the electrochemical

cell. All images represent original raw data without filtering or

image processing.

Electrochemical cell and controller: The experiments were

performed in an electrochemical cell approximately 20 mm in

diameter, with Cu reference and counter electrodes (copper

wires of 0.5 mm diameter, Goodfellow) and a glass substrate

with an evaporated gold film as the working electrode. The

electrochemistry was controlled by a home-built, low-noise

potentiostat, which was controlled by a computer. Cyclic

voltammograms were measured both before and after each

experiment. Aqueous solutions of 50 mM H2SO4 (Suprapur,

Merck) with 1 mM CuSO4 (p.a., Merck) were used as elec-

trolytes. The potentials given in this article were measured

against Cu/Cu2+ electrodes. Electrochemical deposition was

performed at an overpotential of −60 mV. This potential was

applied while the surface was locally mechanically depassi-

vated with the AFM tip, resulting in the site-selective, local

copper deposition.

Sample preparation: Glass slides of approximately 20 mm in

diameter were used as samples, and were rinsed and sonicated,

first in acetone and subsequently in ethanol. Prior to evapor-

ation of a 50 nm gold film, a 3–4 nm Cr film was evaporated as

an adhesion layer. The layer thickness was measured in situ in

the vacuum chamber during evaporation by means of a quartz

microbalance, and the base pressure in the vacuum chamber

during evaporation was in the range of 10−6 mbar.
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