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The leitmotif of this Thematic Series is the application of
nanotechnology to environmental issues. Since the subject is
broad and rapidly evolving it is clearly not possible to
completely cover it in the limited space at our disposal. We
have rather caught different “flavors” of emerging technologies
and presented them as described by the scientists who are
actively contributing to their development.

Nanotechnology enters the characterization of processes of
environmental interest in a multidisciplinary way. The tech-
niques include atomic force microscopy (AFM), scanning elec-
tron microscopy (SEM), transmission electron microscopy
(TEM), diffraction methods and advanced chemical analysis.
Furthermore, one has often to deal with tiny particles, whose
study frequently requires their nanomanipulation. One advan-
tage of scanning probe techniques is that they allow interacting
directly with the particles and displacing them in a controlled
way on different substrates. In this way, adhesion and friction
can be precisely quantified in different environments. Although
very few experiments of this kind have been reported so far, the

potential of these techniques is enormous.
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This Thematic Series is a compilation of papers which provide a
wide variety of examples in which nanotechnologies are used to
study or potentially solve environmental problems. For
example, organic pollutants can be successfully removed from
wastewater using the unique catalytic properties of pyrite
nanoparticles. Adhesion of marine bacteria can be prevented by
new coating materials based on polyethylene oxide. The surface
reactivity of minerals in contact with aqueous solutions can be
investigated by laser confocal microscopy, as shown on the
example of dissolution of the mineral biotite in solutions with
acid and basic pH. Recent nanofiltration techniques are
reviewed with emphasis on their applicability, costs and
up-scaling. A novel gas sensor based on ZnO nanoparticles
doped with palladium is presented.

An invaluable support comes from theory, which in combina-
tion with experimental techniques can decisively contribute to a
better understanding of important nanoscale processes. For
example, the photocatalytic degradation of pollutants can be
interpreted using density functional theory. On a different scale,

AFM measurements in liquid environments can be supported by
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advanced contact mechanics models including the squeeze-out
of wetting fluids.

Adhesion of fluorite nanoparticles on enamel is important in
dental applications, as shown by AFM nanomanipulation exper-
iments. The motion of nanoparticles on a surface can be also
driven by quartz tuning forks coupled to scanning electron
microscopy. As mentioned above, these techniques hold great
potential for a better understanding of friction and adhesive
forces on the nanoscale.

Last but not least, we would like to mention that this Thematic
Series was partially inspired by the “Advanced Materials
Science Networking (AMASING)” workshop organized by
Prof. Gianaurelio Cuniberti in Da Nang, Vietnam, in March
2013. This was one of the rare occasions to gather together
scientists with different background and geographical distribu-
tion who are working in the field.

In conclusion, we would like to thank all the researchers who
submitted their contributions to the Thematic Series, the
reviewers who carefully checked the accuracy of the manu-
scripts, and the Beilstein Journal of Nanotechnology for
providing an open access platform where the scientists involved
in such an important subject have found a direct way to dissem-
inate their results at no additional cost.

Enrico Gnecco, Andre Schirmeisen, Carlos M. Pina and Udo
Becker

September 2014
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Abstract

The objective of this work was to develop new coating materials based on poly(ethyleneoxide) (PEO), which was grafted onto
polysilazane (PSZ) by hydrosilylation. Three types of PEO with different molecular weights (350, 750, 2000 g/mol) were studied.
The kinetics and yields of this reaction have been surveyed by 'H and 13C NMR spectroscopy. The PEO grafting-density onto PSZ
by hydrosilylation increases with a reduction of the S—H/allyl ratio and a decrease of the PEO chain-length. The PEO-grafi-PSZ
(PSZ-PEO) hybrid coatings, which can be used to prevent the adhesion of marine bacteria on surfaces, were applied by moisture
curing at room temperature. The anti-adhesion performance, and thus the anti-fouling activity, of the coatings against three marine
bacteria species, Clostridium sp. SR1, Neisseria sp. LC1 and Neisseria sp. SC1, was examined. The anti-fouling activity of the
coatings depends on the grafting density and the chain length of PEO. The shortest PEO(350 g/mol)-graft-PSZ with the highest
graft density was found to have the best anti-fouling activity. As the density of grafted PEO(750 g/mol) and PEO(2000 g/mol)
chains onto the PSZ surface is approximately equal, the relative effectiveness of these two types of PEO is controlled by the length
of the PEO chain. The PEO(2000 g/mol)-grafi-PSZ coatings are more efficient than the PEO(750 g/mol)-graft-PSZ coatings for the

bacterial anti-adhesion.

Introduction

To date, polysilazanes with the general formula lazanes that could crosslinked by humid air through hydrolysis
7(SiR1R27NR3),,7, have been mainly used as ceramic precur- and condensation reactions [4,5]. This method was used to
sors Si/C/N for high-temperature applications [1-3]. The prepare coatings of thicknesses from 0.3 to 50 micrometers that

Clariant Company has developed formulations based on polysi- have an excellent resistance against corrosion and abrasion
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because of their exceptional adhesion to a variety of substrates
(glass, polycarbonate, aluminium, steel, etc.) combined with a
high brightness, a non-stick surface, and the resistance to heat,
fire and UV irradiation.

Poly(ethylene oxide) or poly(oxyethylene) (PEO) is a non-toxic
polymer, which is used as a surface-modification agent, because
it is effective in reducing bio-adhesion, i.e., protein adsorption,
or the adhesion of bacteria and cells. The environmentally
friendly coatings obtained by the grafting of PEO onto PSZ are
a promising way to prevent the deposition of marine fouling
materials onto the hulls of ships [6]. Several factors have been
hypothesized to explain the anti-fouling property of these
surfaces. These include the hydrophilicity [7], the mobility, the
large exclusion volume in water and the effect of steric repul-
sion [8-11]. The effect of the molecular weight and the grafting
density of PEO on the anti-fouling capacity has been widely
studied [12-14].

Several methods to modify surfaces with PEO chains were
investigated. These include the covalent grafting [15,16], the
chemical adsorption [17], the formation of self-assembled
monolayers [18,19], plasma treatment [12,20] or the use of
supercritical CO, [21,22]. Kingshott et al. have demonstrated
that the grafting of PEO onto the substrates by covalent bonding
is necessary for an anti-fouling activity [23]. Herein, we
propose a new synthetic strategy to prepare hybrid materials
based on polysilazane (PSZ), which have an enhanced resis-
tance against bacteria adhesion, through the incorporation of
allyl PEO monomethyl ether by covalent grafting.

Experimental

Materials. Monomethoxy poly(ethylene oxide) glycol (MPEG)
with average molecular weights of 350 g/mol, 750 g/mol and
2000 g/mol and Karstedt’s catalyst were purchased from Sigma-
Aldrich. All three types of MPEG were dried under vacuum
before usage. The polysilazane precursor, polylmethyhydrosi-
lazane containing triethoxysilanes, was provided by the Clariant
Company. The molecular structure of the polysilazane precursor
is described on Figure 1. PSZ was used as received without any
further purification. Allyl bromide (allyl-Br) purchased from
Acros was distilled under a nitrogen atmosphere in the dark and
subsequently kept in darkness before usage. Allyl-Br is sensi-

tive to light and may polymerize on exposure to light.

\/\Br +

H\o’é\/ O)ﬁcH3

allyl-Br MPEG

Scheme 1: Equation of the allyl-PEO synthesis reaction.
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Figure 1: Molecular structure and distribution of the functional groups
of the polysilazane precursor provided by the Clariant Company.

NMR. 'H and !3C NMR spectra were obtained on a Bruker
FT-NMR 400 MHz spectrometer.

Protocol of the marine bacterial adhesion. Three marine
bacteria species, bacillus Clostridium sp. SR1, micrococcus
Neisseria sp. LC1 and micrococcus Neisseria sp. SC1, were
used for the adhesion studies. The culture media was Vétdianen
nine-salt solution (VNSS). The PSZ and PSZ-PEO coatings,
which were moisture-cured at ambient conditions, were previ-
ously sterilized in methanol, immersed in VNSS that contained
the bacteria and were finally incubated at 30 °C for 24 h. Then
coatings were rinsed in sterilized phosphate buffered saline to
remove the non-adhered bacteria. The adhered bacteria were
removed from the surfaces using an ultrasonic cleaner for 5 min
with sterilized synthetic sea water. The number of adhered
bacteria (CFU/cm?) was determined by using a Colony Counter
BZG30.

Synthesis of allyl-PEO. Allyl-terminated monomethyl
poly(ethylene oxide) (allyl-PEQO) ethers were synthesized via
the reaction of MPEG with an excess amount of allyl-Br [24].
The equation of this synthesis reaction is described in
Scheme 1.

Synthesis of PSZ-PEO. Grafting of allyl-PEO molecules onto
the polysilazane (PSZ) chain was performed by using a hydrosi-
lylation reaction between the Si—H group of PSZ and the
terminal C=C bond of the allyl-PEO with an excess amount of
PSZ in presence of Karstedt’s catalyst (Scheme 2). We define
that a, b, ¢ are the different protons and carbon atoms on the
allyl branch of the PEO molecule, whereas a’, b’, ¢’ are the
different protons and carbon atoms of the same branch after
being grafted onto the PZS chain.

NaOH_ S~ o SOk,

allyl-PEO
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Scheme 2: Principle of hydrosilylation between the Si-H group of PSZ and the C=C bond of the allyl-PEO.

The most favorable conditions for the grafting of allyl-PEO
chains on PSZ are the following: a temperature of 80 °C and a
molar ratio of Pt/allyl of 3 x 1073 under argon atmosphere.
Diftferent Si—H/allyl molar ratios of 10, 16.5 and 26.5, respect-
ively, were investigated for all three types of allyl-PEO. The
grafted products are symbolized as PSZ-PEOX-Y with X being
the molecular weight of MPEG and Y being the Si—H/allyl

molar ratio.

Results and Discussion
Grafting of allyl-PEO molecules onto the PSZ

chain

The kinetics and yields of the grafting reactions have been
surveyed by 'H and 13C NMR spectroscopy. Figure 2 shows the
TH NMR and '3C NMR spectra of the mixture of the reactants
and of the grafting products. In Figure 1 and in Scheme 2,
it is found that the structure of the grafted group
=Si—-CH»—CH,—CH,—0O- of PSZ-PEO is very close to that of
the group =Si—CH,—CH,—CH)—N- of the PSZ precursor. In the
'H NMR spectra, the resonance peaks of the protons H,: and
Hy,r of PSZ-PEO therefore appear at chemical shifts very
similar to those of the protons =Si-CH,—CH;— (0.62 ppm) and
=Si—-CH,—CH,— (1.5 ppm) of PSZ, respectively. Likewise, the
chemical shift of the proton H,r of PSZ-PEO is very close to
that of protons -O-CH3 and ~-O-CH,—CH,—O- of PEO, situ-
ated at around 3.4 ppm (Figure 2A). The same difficulties in
identifying the grafted PEO are encountered during the analysis
of the 13C NMR spectra. This is because the '3C NMR chem-
ical shifts of the carbon atoms at positions C,> and
ESi—CHz—CHz—, Cb’ and ESi—CHz—CHz—, Cc’
—O-CH,—CH,—0O- of PEO are very close, as shown in
Figure 2B. In order to circumvent theses complications, the

and

kinetic investigation of the hydrosilylation reaction was carried
out by following the decrease of the intensity of the allyl-proton
resonances in the 'H NMR spectra.

The evolution of the "H NMR spectra of the reactant mixture
over the reaction time is shown in Figure 3. These results verify
that the intensities of the 'H MNR peaks attributed to the allyl
group (—CH = at 5.87ppm, CH; = at 5.22ppm and —CH,— at
3.99ppm) [24] decrease continuously. This diminution can be

used to confirm the participation of the allyl group in the

(A)
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Figure 2: Identification of the grafting of PEO350 molecules onto PSZ
chain. (A) Comparison of "H NMR spectra of initial mixture and grafting
product. (B) '3C NMR spectrum of grafting product.

hydrosilylation during the grafting of allyl-PEO onto the PSZ
chain.

After few hours of the grafting reaction, we recognized the
appearance of two new 'H NMR peaks at chemical shifts of 5.9
and 6.2 ppm. The intensities of two new peaks increase with
reaction time. These two peaks have been verified to match the
=CH- protons of the cis- and trans-isomers, respectively, of the
propenyl ether group, which results from the isomerization of
allyl-PEO [25] (Figure 4). In the 13C NMR spectrum (Figure 2),
the position of the propenyl ether group has been recognized in
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Figure 3: Investigation of grafting allyl-PEO350 onto the PSZ chain by
TH NMR (SiH/allyl = 10).

H>:(O<\/\O)HCH3

HC H

H3CH. _ H,O\e/\o)nCHg,

cis-isomer trans-isomer

Figure 4: Chemical structure of cis- and trans-isomers of allyl-PEO.

the region of low fields (CH3— at 9.2ppm, —CH= at 145.6ppm
and =CH-O at 101.2ppm). The isomerization of the allyl-PEO
was therefore considered as a secondary reaction that takes
place simultaneously to the hydrosilylation. The optimum
conditions for the grafting of PEO were defined to reach a high
selectivity toward the hydrosilylation in comparison to the

isomerisation.

It was observed that the conversion of allyl-PEO350-10 was
100% after 48 h. In contrast, allyl-PEO750 and allyl-PEO2000
were not converted completely in any ratio of SiH/allyl after 55
h of grafting (Figure 5 and below in Table 1). The amount of
non-reacted allyl-PEO2000 can be seen very clearly in the
'H NMR spectra. This means, the longer the molecule the more
difficult is its grafting. Therefore, the products of the grafting of
allyl-PEO750 and allyl-PEO2000 are mixtures of PSZ-PEO,
PSZ surplus, propenyl ether isomers and unreacted allyl-PEO.

The decrease in the "H NMR signal of CH,= was also used to
evaluate the conversion of allyl-PEO during grafting. The total
conversion of allyl-PEO (%Cap,total), the conversion of Allyl-
PEO associated with isomerization (%Cap jso) and the conver-
sion of allyl-PEO associated with hydrosilylation (%Cap hydro)
were calculated according to the following equations:

I - -1
CH; (0) CHy (1)

%CAP,total = 100, (D

Lens 0y

Beilstein J. Nanotechnol. 2013, 4, 671-677.
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Figure 5: Investigation of grafting allyl-PEO750 (A) and allyl-PEO2000
(B) onto the PSZ chain by "H NMR (SiH/allyl = 10).

2x (ICH,cis + ICH,trans )

%C ap,iso = D100, @

I _
CH; (0)

Y0C AP hydro = Y0C AP total — 70C AP iso » 3)

in which Icya=(g) is the integral of the CH,= resonance in the
TH-NMR spectrum of the initial mixture and IcH2=(9 IcH,cis()
and Icy rans(s) are the integrals of the CH,=, cis-CH=, and
trans-CH= resonances at time ¢, respectively.

The density (3) of grafted PEO molecules onto the PSZ chain
expressed by the amount of PEO attaching to 10 equiv of initial
S—H has been calculated according to

%Cap;
SZEX ]_ﬂ . )
Y 100
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The conversions of all three types of allyl-PEO in the different
reactions during grafting as well as the density of grafted allyl-
PEO molecules onto the PSZ chain are listed in Table 1. It
should be noted that the degree of hydrosilylation increases
when increasing the Si—H/allyl ratio and decreasing the molec-
ular weight of PEO. Contrary to this, the degree of isomeriza-
tion reduces significantly when increasing the Si—H/allyl ratio.
In particular, when Si—H/allyl = 26.5, the trans-isomer could
not be identified for both allyl-PEO750 and allyl-PEO2000 in
their 'H NMR spectra.

Table 1 clearly shows that the density of the grafted PEO onto
PSZ chain increases when the initial S—H/allyl ratio and the
PEO molecular weight decrease. To increase the Si—H/allyl
ratio means that the concentration of allyl-PEO molecules will
become low. So in this case, the density of grafted PEO was
reduced despite increasing the degree of hydrosilylation.

Marine bacterial adhesion on modified

surfaces
Figure 6 shows the influence of the length of the grafted PEO
and of the Si—H/allyl ratio on the bacterial adhesion in VNSS

Beilstein J. Nanotechnol. 2013, 4, 671-677.

media. Compared to the unmodified PSZ coating, all PSZ-PEO
surfaces exhibit lower levels of bacteria adhesion. The inhibi-
tion efficiency varies inversely with the ratio of Si—H/allyl. It is
remarkable that the PSZ-PEO350-10 surface shows the best
inhibitory properties and leads to a reduction in the amount of
adhered bacteria of approximately 70% for all three types of
bacteria when compared to the pure PSZ coating. The anti-
fouling activities of PSZ-PEO showed an increase in the
sequence PEO750 < PEO2000 < PEO350. This result may seem
to disagree with several previous studies showing that a
PEO2000 chain is most effective against bacterial adhesion
[12,26,27]. However, all PSZ-PEO350 coatings have a PEO
grafting density that is higher than that of PSZ-PEO750 and
PSZ-PEO2000 at the same Si—H/allyl ratio (see Table 1). The
higher PEO grafting density of PSZ-PEO350 could explain its
higher anti-fouling activity. These results are also in
accordance with the works of Jeon et al. [9,10]. Based on a
surface—protein interaction model these authors demonstrated
that the surface density of the PEO chains have a greater effect
than the length of the PEO chains in inhibiting bacterial adhe-
sion. As the grafting density of PEO750 and PEO2000 onto
PSZ is approximately equivalent, the effectiveness of these two

Table 1: Conversion of allyl-PEO and density of the grafted PEO chains onto PSZ calculated from "H NMR spectra.

X = Mayy-peo (9/mol) Y =SiH/allyl  t(h) %Cap total
10 48 100
350 16.5 40 100
26.5 30 100
10 55 96.72
750 16.5 55 91.60
26.5 55 97.35
10 55 80.15
2000 16.5 55 72.65
26.5 55 86.61

%CAP,hydro %CAPJSQ 4] (moI PEO grafted/10 mol of Si—H)
71.78 28.22 0.72
83.63 16.37 0.51
91.84 8.16 0.35
62.84 33.88 0.63
68.02 23.59 0.41
88.86 8.49 0.34
59.95 20.20 0.60
61.96 10.69 0.38
78.07 8.54 0.29

CFU/cm? Clostridium sp. SR1 CFUlcm? Neisseria sp. LC1 CFU/cm? Neisseria sp. SC1
(%) (%) (%!
100 |-PSZ without PEO 100 |—PSZ without PEO 100 | PSZ without PEO
8350875092000 B350 @750 @2000 8350 @750 @2000
80 80 80
60 60 60
40 40 40
20 20 20
0 0 0
265 gipany 165 10.0 265 siHallyl 165 10.0 265 gipany 165 10.0

Figure 6: Marine bacteria adhesion on PSZ-PEO surfaces (mean + SD, 100% corresponds to 13 x 102 CFU/cm? for Clostridium sp. SR1 (A); 8 x
103CFU/cm? for Neisseria sp. LC1 (B) and 11 x 103CFU/cm? for Neisseria sp. SC1 (C)).

675



types of hybrid materials is controlled by the chain length of
PEO. Consequently, the PSZ-PEO2000 surfaces are more effi-
cient than the PSZ-PEO750 surfaces in regarding to the anti-
fouling activity.

Conclusion

The grafting of allyl-PEO molecules onto a PSZ chain in pres-
ence of Karstedt’s catalyst has been successfully realized by
hydrosilylation. The structure of the grafted products have been
identified by '"H NMR and '3C NMR. After a few hours of the
grafting reaction, there are the appearances of trans- and cis-
isomers of allyl-PEO molecules. Apparently, isomerization
occurs simultaneously to the hydrosilylation. The grafting
density of PEO onto the PSZ chain increases with a reduction of
the S—H/allyl ratio and a decrease of the chain length of PEO.
At a molar ratio of Si—H/allyl = 10 for grafting allyl-PEO350
molecules, there is 0.72 chains of allyl-per ten Si—H groups of
the PSZ chain. While at a molar ratio of Si—H/allyl = 26.5 for
grafting allyl-PEO2000 molecules, there is 0.29 chains of allyl-
PEO per ten Si—H groups of the PSZ chain.

The bacterial adhesion inhibition depends on the grafting
density and the chain length of PEO. The role of the grafting
density is more important than that of the chain length. The
PSZ-PEO350 coatings prepared at a ratio SiH/allyl = 10 with
the highest grafting density show the best anti-fouling activity
for all three studied marine bacteria. While the densities of
PEO750 and PEO2000 chains on the PSZ surface are practi-
cally equal, the PSZ-PEO2000 coatings are more efficient in
anti-fouling than those with PSZ-PEO750. It is indispensable to
find the optimal conditions for grafting allyl-PEO2000 on the
PSZ chain in order to improve the degree of hydrosilylation and
to increase the density of grafted allyl-PEO2000 molecules in
PSZ-PEO anti-fouling surfaces.
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Amplitude-modulation atomic force microscopy (AM-AFM) is used to determine the retention properties of CaF, nanoparticles
adsorbed on mica and on tooth enamel in liquid. From the phase-lag of the forced cantilever oscillation the local energy dissipation

at the detachment point of the nanoparticle was determined. This enabled us to compare different as-synthesized CaF, nanoparti-

cles that vary in shape, size and surface structure. CaF, nanoparticles are candidates for additives in dental care products as they

could serve as fluorine-releasing containers preventing caries during a cariogenic acid attack on the teeth. We show that the adher-

ence of the nanoparticles is increased on the enamel substrate compared to mica, independently of the substrate roughness,

morphology and size of the particles.

Introduction

Amplitude-modulation atomic force microscopy (AM-AFM),
also known as tapping mode AFM, is a variant of scanning
probe microscopy. In this dynamic technique imaging is
achieved while a microcantilever is driven at its resonance
frequency and the supported probing tip touches the sample
surface at the bottom of each oscillation cycle. This imaging

mode offers the opportunity to investigate surface structures
with gentle force, which for example is required to investigate
polymers or biomolecules. Compared to contact mode AFM the
destructive lateral forces are virtually eliminated in tapping
mode as the probing tip has a much lower contact time while

mapping the surface, which results in a much more gentle
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sensing of the investigated surface [1,2]. AM-AFM has the
ability to measure simultaneously the surface morphology and
the compositional variations of the mapped surface. These vari-
ations are detected by recording the phase-lag of the excitation
signal with respect to the vibrating tip, which is known as phase
imaging technique. These so-generated phase images are
closely related to energy dissipation maps [3,4]. While phase
imaging in ambient with high quality cantilever Q-factors is
well established [5], a comprehensive model of the energy dissi-
pation process in liquid is still missing since the first studies of
AM-AFM measurements in liquid [6,7]. Recent studies have
related the phase contrast, when measuring in liquid in which
low Q-factors are found, to two origins: the excitation of higher
eigenmodes and the energy dissipation on the sample surface
[8,9].

In this work we show that for surface associated manipulation
of nanoparticles in liquid, the phase-lag in AM-AFM is closely
related to the retention properties of the adsorbed nanoparticles,
i.e., the particle—substrate contact area and the intrinsic chem-
ical affinity between them. This enabled us to qualitatively
compare the adhesion strength of as-synthesized CaF, nanopar-
ticles adsorbed on mica and on tooth enamel in liquid. Manipu-
lation experiments of nanoparticles are routinely done by using
the AFM in the contact mode [10-12]. However some studies
have been reported, in which a controlled manipulation of
nanoparticles in tapping mode AFM was performed. Sitti et al.
used a cantilever probe in the dynamic mode to manipulate
as-synthesized latex nanoparticles on Si in ambient [13]. Other
authors manipulated antimony nanoparticles [14] and gold
nanoparticles [15] on graphite also under ambient conditions.
Mougin and co-workers moved as-synthesized and functional-
ized gold nanoparticles on silicon substrates with dynamic AFM
[16]. Darwich et al. investigated the retention of colloidal gold
nanoparticles depending on particle—substrate affinity and
humidity with tapping mode AFM [17]. In all these studies the
major difficulty arises to quantify the dynamic processes during
manipulation, i.e., the collision between the probing tip and the
particle, the friction between the particles and the substrate, the
role of water when measuring in ambient (lubrication, capillary
effects, etc.), electrostatics between them, etc. The high surface
to volume ratio of nanoparticles makes them very interesting for
application in science, technology and medical applications
including dentistry [18]. In this context calcium fluoride is of
high interest in saliva chemistry and in the context of reducing
acid dissolution of teeth [19]. The outermost layer of the teeth,
also called enamel, has the purpose to protect the inner sensi-
tive part of the teeth from physical or chemical attacks. It
consists of tightly packed hydroxyapatite crystals and has a
thickness of up to 2.5 mm. The solubility of enamel depends
highly on the pH value [20]. The consumption of acidic bever-
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ages directly lowers the pH value in the vicinity of teeth while
bacteria in the dental plaque metabolize sugars and lower the
pH value on the tooth surface. If the pH drops below a certain
threshold value the tooth enamel starts to dissolve. This
demineralization process of the enamel is better known as
enamel erosion and caries disease. The use of CaF, nanoparti-
cles as a source of fluoride in order to prevent caries was
already discussed in early studies [19,21,22]. Little research to
explore tooth enamel has been done with AFM. Studies investi-
gated the erosion of enamel with AFM based nanoindentation
and related the demineralization and remineralization processes
to softening of the enamel [23,24]. Another study recorded
force—distance curves with AFM tips on etched superficial
enamel substrate to examine the softening of enamel [25]. The
formation of fluoride-containing nanostructures on tooth enamel
upon exposure to a fluorated solution has been observed with
AFM in liquid [26]. To the best of our knowledge no manipula-
tion experiment of particles adsorbed on human tooth enamel
has been performed so far. The anticaries activity of calcium
fluoride nanoparticles is mainly determined by two factors, the
solubility of the nanocomposites at a certain pH value and their
adhesion strength to the tooth enamel upon application. The
solubility of CaF, has already been investigated by titration
methods with respect to the pH-dependent fluoride release [27].
In this study we focus on exploring the adhesion strength of
calcium fluoride nanoparticles adsorbed on mica and on tooth
enamel in liquid with AM-AFM.

Theory

As already described above, manipulation experiments in the
tapping-mode are difficult to quantify as dynamic and friction
processes are involved at the same time. To connect the power
dissipation to the particle—substrate interplay we used the work
of two earlier studies. To quantify the particles—substrate
contact we use the relation derived from Rao et al. [28]. They
showed that when performing AM-AFM manipulation experi-
ments with nanoparticles in the raster scan path, the particles
are deflected in a direction defined by the geometries of the
probing tip, the particles contact area with the substrate and the
spacing between consecutive scan lines. If the radius of the
nanoparticles is very big compared to the tip radius, and the
spacing between the scan lines, b, remains constant, the trajec-
tory angle of the manipulated particle is mainly a function of
the intrinsic particle—substrate contact radius R. With exception
for the first scan line, the displacement angle of a particle 6 with
respect to the fast scan axis is given by:

tan0 = — b

R(cosao +10gtan0;_0J ®
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where ay = arcsin [1—(b/R)]. The theoretical predicted deflec-
tion angle depending only on the particle-substrate contact
radius derived from Equation 1 is illustrated in Figure la.
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Figure 1: (a) Theoretically predicted trajectory angles of nanoparticles
manipulated on an arbitrary surface as a function of the particle—sub-
strate contact radius with b = 39 nm. (b) Calculated particle radius and
energy dissipation obtained by using Equation 2 with an experimen-
tally determined phase-lag and trajectory angle of the manipulated
particles adsorbed on mica. The amplitude was A = 23 nm, the
Q-factor =7 and Ag = 1.2A.

By reading out the trajectory angle of the deflected particles we
get the particle—substrate contact size distribution. For the case
of particles with plane facing adsorbed on smooth and atomi-
cally flat substrates, such as mica, the trajectory angle distribu-
tions can be approximately regarded as the size distribution of
the synthesized particles. In order to calculate the power dissi-
pation from the phase-lag of the cantilever relative to the excita-
tion, we used the method of Cleveland et al. [3]. In this method,
in the dynamic steady-state equilibrium, the average rate at
which energy is fed into the cantilever must equal the average

rate at which energy is dissipated by the cantilever and the tip.
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With this restriction one can separate the total dissipated power
into two terms, F = FO‘*’?ily The first term of the dissipated
power, Fy, can be thought as the average power dissipated by
the body of the cantilever (i.e., air damping or in our case
damping of the cantilever motion in the liquid) and can be
modeled by simple viscous damping. The second part, Fip’
corresponds to the power dissipated by tip—sample interactions.
If the cantilever has a normal spring constant k and is driven
sinusoidally with the amplitude 4 and drive frequency mg, we
can calculate the average power dissipated by tip—sample inter-

actions as

— ko[ 4) .
Fip = E—Qcamo K;j sin(9) —1} @

where 4 is the damped amplitude at the given set point, Qgant
the quality factor of the cantilever and 9 the phase angle.
According to this equation the power lost by tip—sample inter-
action is proportional to the sine of the phase-lag. It is impor-
tant to note that Equation 2 allows to calculate the total energy
lost by tip—sample interactions but does not reveal how it is lost.

Experimental
Synthesis of CaF, nanoparticles

The CaF, nanoparticles were synthesized through a procedure
called the precipitation method [29]. Particles with defined
morphology were prepared at room temperature by preparing a
1:1 volumetric mixture of unbuffered aqueous CaCl, and NaF
salt solutions with specific concentrations. The formation
process of the particles was very fast as the solution became
rapidly opaque. Generally no differences were observed if parti-
cles were assembled overnight or for several days. The formed
nanoparticles were purified by centrifugation and washed
several times with a saturated solution of calcium fluoride to
remove excess salt ions. Subsequently the nanoparticles were
vacuum dried, resulting in a white powder, which was stored in
a dry and dark environment until use. Scanning electron
microscopy (SEM) was used to determine the size and shape of
the particles. The three types of CaF, nanoparticles examined in
this work have been prepared by mixing a) 50 mM NaF and
250 mM CacCl, (Figure 2a), b) 50 mM NaF and 50 mM CacCl,
(Figure 2b) and ¢) 75 mM NaF and 1 mM CacCl, (Figure 2c).

Sample preparation and manipulation experi-
ments with AFM

The adsorption of CaF, nanoparticles on the sample surface was
performed as follows. An aliquot of the dried nanoparticles was
mixed with 200 pL saturated calcium fluoride solution and put
in an ultrasonic bath for 20 min to break any aggregated parti-

cles. Subsequently, 2 pL. were dropped onto the substrate and
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Figure 2: SEM images of the three morphologies of nanoparticles explored in this work. A certain size distribution of the particles was achieved with
the synthesis method described in the text. The diameters vary from 50—100 nm for (A), 100—-150 nm for (B) and 200-250 nm for (C). The shape
varied from cubic (A) to polyhedral (B) and oblate cubic (C). The scale bar for all images is 200 nm.

dried. All measurements were performed in a saturated solution
of calcium fluoride with pH 6, to inhibit any change of the
adsorbed nanoparticles. The mica substrate was freshly cleaved
prior to use. Human wisdom teeth embedded in resin were
generously donated from GABA International (Therwil,
Switzerland). The enamel was polished with 3 pm and 1 um
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diamond paste grain size under constant water cooling. The
cleaning procedure of the polished tooth enamel was done as
described elsewhere [30]. All specimens were stored in a
dust-free box and not further processed. A topography image

of nanoparticles (A) adsorbed on enamel is illustrated in

Figure 3b.

Figure 3: (a) Phase image of nanoparticles (B) adsorbed and manipulated on mica substrate. (b) Topography image of nanoparticles (A) adsorbed on

enamel substrate. Scan size is for both images 10 ym.
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All imaging and manipulation experiments were performed by
using a commercially available AFM (Flex AFM from
Nanosurf AG, Switzerland). Rectangular silicon cantilevers
with typical resonance frequencies in air and liquid of 160 kHz
and 70 kHz, respectively, and spring constants of 45 N-m ! and
7 N'm™!, respectively, have been used (PointProbe PPP-NCLPt
from Nanosensors AG, Switzerland). A typical phase image
obtained after a manipulation experiment is shown in Figure 3a.
To compare the manipulation experiments done on mica and on
tooth enamel we conducted measurements with comparable
amplitudes and set points.

Results and Discussion

To address the calculated power dissipation to the retention of
the nanoparticles on a given surface, i.e., the particle-substrate
contact area and the chemical interplay between them, we
recorded the phase-lag at the point the particles were displaced
and their trajectory angle relative to the fast scan direction. In
Figure 1b a plot is illustrated for the nanoparticles (A) obtained
from one single manipulation experiment. The result was repro-
ducible for all nanoparticles. As discussed above the trajectory
angle of manipulated particles is closely related to the nanopar-
ticle—substrate contact area. The determined particle radius from
the trajectory angle for the manipulated specimen (A) confirms
the radius distribution observed from the SEM images in
Figure 2 of » = 50-100 nm. The size distribution of CaF, parti-
cles synthesized with the precipitation method described above
depends on following parameters: the degree of supersaturation
of the solution, the spatial concentration distribution and the
growth time of the crystals [31]. Not precisely controlling these
factors in our synthesis procedure resulted in a certain size
distribution of the synthesized particles. As the facets of parti-
cles (A) are smooth and plane the particles radius equals the
contact radius with the substrate. It also shows that at higher
contact radii, more energy is needed to dislocate the particle.
The phase-lag correlates with the power that is needed to move
the particles. This correlation between energy dissipation and
deflection angle was observed for all three kinds of nanoparti-
cles investigated. Manipulation experiments in liquid have the
advantage, compared to measurements in ambient, that the
retention of adsorbed particles in not dominated by the wetting
layer (hydrodynamic drag of water layer), but the intrinsic
particle—sample interaction energies. The frequency distribu-
tion of the calculated power dissipated for each of the particles
enables us to examine the chemical affinity between the calcium
fluoride nanoparticles adsorbed on mica and on polished tooth
enamel. The energy dissipation histograms obtained for the
three nanoparticles are illustrated in Figure 4.

The histograms in Figure 4a show the distribution of the calcu-

lated power dissipated for CaF, nanoparticles adsorbed on

Beilstein J. Nanotechnol. 2014, 5, 36—43.

mica. The lowest energy dissipation was found for the spec-
imen (C) with a power dissipation per cycle of the cantilever of

around P;, =1 keV/cycle. These particles were the biggest in

1

size that l;ve examined with an approximate diameter of
d =200-250 nm. The fact that they show the least energy that
was needed to manipulate them, is related to the rough and
spherical surface structure of these particles. Compared to the
smaller particles (A) and (B), which have plane and smooth
faceting, the high surface roughness leads to a smaller contact
area on the substrate. The fact that the lowest energy dissipa-
tion was observed for specimen (C) is consistent with the
number of asperity contacts in the interface of the particle—sub-
strate system. Comparing particles (A) and (B) we find compa-
rable dissipated powers needed to displace the particles. The
broad distribution of the power dissipation for the specimen (A)
and especially (B) can be explained by the fact that more
conglomerated particles were moved instead of isolated single
ones. Nevertheless, the smaller particles with a diameter
ranging from 50—150 nm and with smooth and plane surfaces
show a higher retention as big particles with rough and spher-
ical facing. The histograms in Figure 4b show the distribution
of the calculated power dissipated for nanoparticles adsorbed on
polished tooth enamel substrates. The relatively wide distribu-
tion of the calculated dissipated energies for all three particles
may arise from the inhomogeneous scratch profiles for each of
the polished tooth enamel substrates used. Remarkably, the
energy dissipation for each of the particles is found to be much
higher on enamel than on mica. For particles (C) the power
dissipation is found to be up to 10-times higher on tooth
enamel. The specimens (A) and (B), which are similar in size
and surface structure show an increase in the dissipated power
of around 5 to 10 times on tooth enamel compared to the
adsorption on mica. The interaction between particles and a
substrate is known to depend on the size of the contact area, i.e.,
the nanoparticle- and substrate surface roughness and geometry.
Compared to mica, which is atomically flat, the tooth enamel,
which was mechanically polished before use, had a mean square
roughness (RMS) ranging between 3.4—4.0 nm. The higher sub-
strate roughness of enamel would lower the particle-substrate
contact area. This has been experimentally verified in earlier
studies by measuring the pull-off force of nanoparticles at-
tached to a cantilever tip on surfaces of different roughness
[32,33]. Recent studies have simulated that the mobility of
nanoparticles is enhanced on rough surfaces, compared to
smooth ones, if the asperities are much smaller than the parti-
cles [34,35]. This phenomenon was explained in terms of less
contacting asperities in the substrate—particles interface and
hence less adhesion force acting between them. Our experi-
ments show the exact opposite behavior, at a higher substrate
roughness we observe a higher retention of the nanoparticles.

We explain this in terms of the higher chemical affinity of the
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Figure 4: Calculated energy dissipation histograms obtained for the nanoparticles A, B and C from Figure 3 on mica (a) and tooth enamel (b). The
dissipated power was calculated per oscillation cycle of the cantilever. Amplitude and set point were comparable for all experiments.

calcium fluoride nanoparticles to the tooth enamel substrate.
Earlier studies that examined the enamel surface chemistry at
certain pH values that were varied between 2 and 10, have
shown that the enamel surface is covered with distinct ionic
species depending on the pH value, which come from the
enamel and the ionic species present in the liquid [36-38]. In
our case, we speculate that the surface polarity of the enamel
strongly influenced the retention of the adsorbed CaF, nanopar-
ticles. The matching of the polarity of the substrate and the
nanoparticle resulted in an increased adhesion strength between
the particle and the substrate despite the decreased number of

contacting asperities.

Conclusion

To conclude, we compared the retention properties of
as-synthesized CaF, nanoparticles adsorbed on mica and on
polished tooth enamel in liquid. From the phase-lag of the
cantilever with respect to the excitation signal we calculated the

power dissipation at the point the nanoparticles were mobilized.

By comparing the frequency distribution of the obtained dissi-
pated power, we showed that an up to ten times higher reten-
tion was observed for particles adsorbed on tooth enamel
compared to mica. Although the enamel had an increased
surface roughness compared to mica as a result of the mechan-
ical polishing, which resulted in a decreased contact area of the
particle with the substrate, more power was needed to dislocate
the particles. We relate this to the strong chemical interaction of
the CaF; nanoparticles with the tooth enamel. Further, we have
shown that particles with an ordered, smooth and plane surface
structure show a higher retention than rough and spherical ones.
Thus, the nano-morphology of particles has a strong influence
on the mobility. The evidence that the interplay of calcium fluo-
ride nanoparticles with the tooth enamel is so strong, makes
calcium fluoride nanoparticles a promising candidate to be used
in dental care products preventing teeth demineralization.
Regarding the solubility of the CaF, nanoparticles, further
experiments are needed to examine how the retention varies

with respect to the pH and also solubility test are required to
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explore their acid-dependent release of fluorine over time. We
showed that AM-AFM is a powerful tool to compare detach-
ment and interaction properties of adsorbates in liquid.
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In this work polyhedron-like gold and sphere-like silver nanoparticles (NPs) were manipulated on an oxidized Si substrate to study

the dependence of the static friction and the contact area on the particle geometry. Measurements were performed inside a scanning

electron microscope (SEM) that was equipped with a high-precision XYZ-nanomanipulator. To register the occurring forces a

quartz tuning fork (QTF) with a glued sharp probe was used. Contact areas and static friction forces were calculated by using

different models and compared with the experimentally measured force. The effect of NP morphology on the nanoscale friction is

discussed.

Introduction

The manipulation of nanoparticles (NPs) is a powerful method
for the investigation of the mobility of nano-objects on solid
substrates and it is contributing to a deeper understanding of
nanomechanics and nanotribology [1]. Thanks to the rapid
progress in the synthesis of NPs, there is a wide choice of ma-
terials, structures, compositions, shapes and coatings of NPs for
nanomanipulation experiments. NPs demonstrate many
intriguing phenomena, which are important for nanotribology
and nanotechnology in general, for example low-temperature

melting [2], vanishing friction [3], contact aging [4], etc.

The frictional properties of NPs have been extensively studied
in manipulation experiments based on atomic force microscopy
(AFM), either in contact mode or dynamic mode [5,6]. Besides
the undoubted advantages of AFM manipulation methods, such
as a wide choice of materials (not limited to conductive ma-
terials), and high resolution and accuracy, they have certain
limitations. AFM is used for both displacement and visualiza-
tion of the initial and the final position of the NPs, but these two
procedures cannot be performed simultaneously. Therefore

there is no real-time visual feedback in a single line scan
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concerning the trajectory of the particle and its type of motion
(sliding, rolling or rotation) during the manipulation event. It is
possible to extract trajectory and motion type data from
complete AFM images as it was recently demonstrated in
several works [4,7-9]. However, such a process is time
consuming, since it requires a large amount of line scans to be
made. The interpretation of the manipulation experiments is still
a challenge because of a number of factors that might not be
properly defined. Those factors include the morphology of the
NP, the real contact area, as well as various diffusion and chem-
ical processes possibly taking place in the vicinity of the
NP-substrate interface [10]. For instance, in most of the
nanomanipulation experiments NPs are considered to be spher-
ical (described by the diameter only) [9,11-14], and the rough-
ness of the substrate is neglected by assuming it to be atomi-
cally flat. Significantly fewer works are dedicated to nonspher-
ical NPs [5,15-18] and nanoscale roughness [10].

The goal of this article is to demonstrate the advantages and to
discuss the limitations of a real-time manipulation technique
inside a scanning electron microscope (SEM) that is employed
for tribological studies of metal NPs. The forces needed to over-
come static friction and move individual polyhedron-like Au
and sphere-like Ag NPs on an oxidized Si surface are measured
and analyzed with respect to the morphology of the NPs.

Experimental

The 150 nm Au NPs (BBI International) were deposited from
solution onto oxidized silicon wafers (Semiconductor Wafer
Inc., 50 nm of thermal oxide). The samples were annealed for
1 h at 500 °C prior to every experiment to remove the surfac-
tant. Rounded Ag NPs were produced by laser-induced
(532 nm, Expla, NL200) partial melting [19] of pentagonal Ag
nanowires (Blue Nano), 120 nm in diameter, which were
deposited on the oxidized silicon wafer.

High resolution images of the NPs and the traces left after dis-
placement of the NPs were taken inside an FEI Helios Nanolab
SEM. Standard contact AFM cantilevers (ATEC-CONT) were
used as sharp probes to displace the NPs. The cantilever chip
was mounted on a polar-coordinate manipulator Kleindiek
MM3A-EM. No force registration was used inside FEI SEM.

Real time manipulations with force registration were carried out
inside a Vega-II SBU TESCAN SEM. The experimental set-up
comprised an XYZ-nanopositioner (SLC-1720-S, SmarAct)
equipped with a custom-made force sensor. The force sensor
was made by gluing an electrochemically sharpened tungsten
wire or commercial AFM cantilever with a sharp tip
(Nanosensor ATEC-CONT cantilevers C = 0.2 N/m) to one
prong of a commercially available quartz tuning fork (QTF).

Beilstein J. Nanotechnol. 2014, 5, 133-140.

The tip of ATEC-CONT cantilevers is tilted about 15 degrees
relative to the cantilever, providing visibility of the tip from the
top (Figure 1). In the experiments the QTF was driven electri-
cally on its resonance frequency in the self-excitation regime in
amplitude-modulation mode. The oscillation parameters of such
a system strongly depend on the load that acts on the tip, which
enables one to measure the applied force. The signal from the
QTF was amplified by a lock-in amplifier (SR830, Stanford
Research Systems) and recorded through an ADC-DAC card
(NI PCI-6036E, National Instruments). The typical values of the
driving voltage were 20—50 mV and the corresponding tip oscil-
lation amplitude was in order of 100 nm. The tip oscillated
parallel to the sample surface, i.e., in the shear mode [20]. The
QTF force sensors were calibrated on a reference contact mode
AFM cantilever (NT-MDT, CSG11), which was previously
calibrated by the thermal noise method. A detailed description
of calibration procedure is given in Supporting Information
File 1.

SEM
objective

Figure 1: Schematics of the manipulation experiments inside an SEM.
Solid arrow indicates the direction of the tip movement. Dashed arrow
indicates QTF oscillation direction.

Each manipulation experiment started with a displacement of
the NP from its initial position by an abrupt tip motion in the
step regime to reduce the initial adhesion, which is known to be
time-dependent [4]. The initial displacement was followed by a
controlled manipulation of the particle by pushing it with the tip
while simultaneously recording the force in the scan regime (a
detailed description of SmarAct manipulator regimes is given in
Supporting Information File 1). During the manipulation, the tip
moved parallel to the surface along a straight line without feed-
back loop. At the end of every manipulation event the tip was
abruptly retracted from the NP to avoid sticking of the particle
to the tip. Two different modes of the tip oscillation direction
were used in experiments: perpendicular to the manipulation
direction and parallel to the manipulation direction.

Results and Discussion
Morphology of the NPs. The shape of the NPs has a direct
impact on their tribological properties and can be considered as
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a primary factor that determines the NP—substrate contact area
and friction. The NPs used in the present experiments exhibited
various morphologies, which need to be considered in more
detail.

Intact Au NPs deposited on a substrate have well distinguish-
able facets (Figure 2a) and will be referred to as polyhedron-
like. Tetrahedral, decahedral, icosahedral and other shapes can
be identified in the SEM image (Figure 2b). Some particles ex-
hibit truncated edges and apexes. Typical morphologies of Au
NPs are listed in Table 1. It should be noted, that after the
removal of the surfactant by thermal treatment partial rounding
of the particles might occur [20].

500 nm

Figure 2: High resolution SEM images of Au NPs (150 nm) of different
shape as deposited from a solution.

The morphology of Ag NPs was determined by the conditions
of the laser annealing of the target nanowires [21,22]. At a rela-
tively small laser pulse energy, rounded structures formed on
both ends of nanowires (Figure 3a). At a higher pulse energy
the whole NW melted into separated round NPs due to
Plateau—Rayleigh instability [19]. All Ag NPs produced by laser
induced melting appear almost spherical in the SEM micro-
graphs (Figure 3b). There are two possible scenarios for the for-
mation of Ag NPs. In the first scenario the molten nanostruc-
tures are able to detach from the substrate surface and solidify
before contacting the substrate again [21]. In this case the
particle shape can be close to ideal sphere. According to another
scenario Ag nanostructures melt under the laser irradiation for a
short period of time (ns) and then solidify again forming
“frozen” droplets on a substrate surface. The frozen droplet
model can be applied to determine the geometry of the resulted
Ag NP given that the contact angle of NP—substrate interface is
known. In this case the real shape of the Ag NP is a truncated
sphere.

NP-substrate contact area. Depending on the NP morphology
two basic approaches for the determination of the contact area
can be distinguished: geometrical and adhesive. The contact
area of polyhedron-like Au NPs on a flat substrate can be

defined as the area of the facet in contact. It enables to use the

Beilstein J. Nanotechnol. 2014, 5, 133-140.

Figure 3: High resolution SEM images of Ag nanowires (diameter
120 nm) after pulsed laser annealing (a). Ag NPs of different size
produced by laser annealing (b).

geometrical approach to the contact area for faceted NPs. It
should be added that because of the presence of arbitrarily trun-
cated edges and apexes the contact areas of real particles is
supposedly lower than the maximal values listed below in
Table 1. For frozen-droplet shaped Ag NPs, the contact area 4
can also be estimated by geometrical considerations for a sphere

of radius R and a cutting plane of the contact:

A=nR*sin’ @, (1)

where O is the contact angle for Ag/SiO, interface.

As described previously [20], for sphere-like NPs contact
mechanics (adhesive contact approach) must be applied. The
contact area is typically calculated on the basis of continuum
elasticity models for deformable spheres such as the
Johnson—-Kendall-Roberts (JKR) [23] or the
Derjaguin—-Miiller—Toporov (DMT-M) model [24]. According
to Tabor [25], the choice of the most suitable model is deter-

mined by the parameter

L6R 5 1/3

_ Y

n=|—r| @
9K 2y

where R is the radius of the sphere, y is the work of adhesion,
and z is the equilibrium spacing for the Lennard-Jones poten-
tial of the surfaces. K is the combined elastic modulus of the
sphere and substrate, defined as

k=21t (1v3) 2]

in which vy 5 and E , are the Poisson ratios and Young moduli
of the substrate and the sphere, respectively. For small 1, the
DMT-M theory is more appropriate [26]. According to the
DMT-M model, the contact area Apysr of the sphere on a flat

surface is:
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The DMT-M approach can also be applied for the frozen
droplets displaced and rolled from their initial position. For
convenience different types of particle geometries and corres-

ponding models are schematically represented in Figure 4.

DMT-M
model

Frozen
droplet

Polyhedron

Figure 4: Different models for the estimation of the contact area: facet
area of a polyhedron for Au NPs (a), frozen droplet for Ag NPs solidi-
fied on a substrate (b), DMT-M model for Ag NPs solidified without
contact to a substrate (c).

Real time manipulations of NPs. Au and Ag NPs were manip-
ulated inside a SEM and the lateral force, Fiiction, that was
needed for the displacement of individual particles (i.e., static
friction) was measured and analyzed with respect to the NP
shape. Visual guiding during the manipulation of the NPs
enabled to monitor their trajectory, in order to distinguish
between continuous and abrupt motions (jumps), and to corre-
late the movement of the NPs with the measured tip—NP inter-
action force.

Beilstein J. Nanotechnol. 2014, 5, 133-140.

The first series of measurements was carried out with 19 Au
NPs. Figure 5 represents a typical manipulation experiment
with Au NPs. The tip displacement was linear in time and the
diagram presents the force curve versus time to link the SEM
images and the force curve. The initial region of the curve from
(a) to (b) corresponds to the tip movement at a constant height
above the surface towards the NP and into the contact with the
particle. The gradual increase of the force in proximity of (b) is
caused by the tip—particle interaction. The peak value at point
(b) corresponds to the ultimate force needed to overcome the
static friction and to displace the Au particle. Usually, after
overcoming the static friction the particle made a jump of a few
hundred nanonewtons, and in doing so released the potential
energy accumulated during loading. From (c) to (e) the particle
moved smoothly in the direction that is indicated by the arrows
while only a small tip—particle interaction force was exerted.
The static friction in the series was found to be in the range
from 50 to 750 nN. In some cases the sensor oscillation ampli-
tude dropped to zero. This drop corresponds to a force higher
than 1500-2500 nN (the upper limit depending on the particu-
lar sensor). Forces higher than these limits could not be
measured due to the limited range of the QTF sensitivity at a
given driving voltage.

Another series of experiments was performed with 10 Ag NPs.
In general, the behaviour of the Ag NPs during the manipula-
tions was rather similar to that of the Au NPs. A typical manip-
ulation force curve is shown in Figure 6. A force of several
hundred nanonewtons was needed to overcome the static fric-
tion and to displace a NP (region in proximity of (b) in

600 |
b

400

Force, nN

200

10 12 14 16 18

Time, s

Figure 5: SEM snapshots of the manipulation process of a Au NP by using a tungsten tip, and the corresponding force curve. The black solid arrow in
image (a) indicates the movement direction of the tip and dashed arrow shows tip the oscillation direction. The small blue arrows indicate the NP dis-

placement directions (b, c, d).

136



500 nm

Beilstein J. Nanotechnol. 2014, 5, 133-140.

400 b
- 300
c
g
£ 200 |
[T

100 |

a C d e
0 - " - -
0 2.5 5 7.5 10 12.5
Time, s

Figure 6: Snapshots of the manipulation of a Ag NP by using an AFM tip, and the corresponding force curve. The black solid arrow in image (a) indi-
cates the tip movement direction and the dashed arrow shows the tip oscillation direction. The small blue arrows indicate NP displacement directions

(b, c, d, e).

Figure 6), and only a few nanonewtons was enough to support
the motion of the NP (regions (c)—(d)—(e), Figure 6). This
finding is in agreement with those of other researchers, who
have demonstrated that the kinetic friction is vanishing for clean
surfaces in vacuum [3]. A nonstop motion of the NPs during the
manipulations was an essential condition for staying in the
vanishing friction regime, because rested NPs had a tendency to
adhere strongly to the substrate. The static friction in the series
was found to range from about 130 to 1880 nN.

The distributions of the static friction values for both polyhe-
dron-like Au NPs and for sphere-like Ag NPs are represented in
the form of histograms in Figure 7b. It should be noted that
when the tip oscillated perpendicular to the manipulation
direction (Figure S5, Supporting Information File 1) the NP
often moved aside affected by the tip oscillation (Figure 5).
Moreover, the force necessary to displace a NP can be overesti-
mated due to an unaccounted amount of energy dissipated in a
shear interaction between the tip and the NP. For the parallel tip
oscillation direction (Figure S5, Supporting Information File 1)
the NPs usually moved forward (motion in the manipulation
direction), however, sometimes the NPs randomly deviated
from the forward motion and moved aside (Figure 6). Such
events are probably caused by surface defects. In summary, a
tip oscillation parallel to the manipulation direction is more
preferable for the manipulation of NPs because of the better
control over the NP movement and a more accurate estimation

of the force.

Static friction analysis. To analyze the results of the experi-
mentally measured static friction force of the NPs, we calcu-
lated the friction force values, F'fiction, by Using a simple rela-
tion:

Fliction =T 4, 4)
where 1 is the interfacial shear stress/strength and 4 is the
contact area [26]. The shear strength is defined as an ultimate
shear stress 1 before the object is displaced, and can be esti-

mated by using the relation ty,e, = G*/Z between the theoreti-
cal shear strength and the combined shear modulus,

G*=[(2-v))/G, +(2-v,)/G, |,

where v is the Poisson ratio and G 5 = E1 2/2(1 + vy 3) [27,28].
Z is an empirical coefficient that depends on the material and
ranges from 5 to 30 [29]. To calculate interfacial shear stress/
strength T for Au NPs the following parameters were used:
E{=71.7 GPa, v{ =0.17, E; = 78 GPa, v, = 0.36, Z = 30 [4].
The static friction force values for Au NPs of different geome-
tries were calculated according to Equation 1 and presented in
Table 1. The detailed calculation is given in Supporting Infor-
mation File 1.

Analyzing the experimentally measured and calculated static

friction force values (Figure 7a and Table 1) it can be seen that
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Table 1: Calculated contact areas and static friction forces for 150 nm Au particles of different faceting.

shape contact area, nm?2 static friction, nN
tetrahedral 9743 2768
decahedral 3652 1038
truncated icosahedral hexagonal facet 3474 987
icosahedral 2693 765
truncated icosahedral pentagonal facet 2301 654
7 5
a b
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Figure 7: Distribution histogram of static friction force values that were experimentally measured for NPs of different shapes: polyhedron-like Au NPs

(a) and for sphere-like Ag NPs (b), respectively.

the experimental friction force values mostly correspond to
icosahedral and truncated icosahedral NP shapes.

To evaluate the applicability of the frozen droplet and DMT-M
models for Ag NPs we examined the residual traces, which
remained after the displacement of 33 NPs inside a high resolu-
tion SEM. Figure 8 demonstrates the trace after the first dis-
placement of a NP that rested on the flattened side according to
the frozen droplet model (Figure 8a,b) and after the second dis-
placement of a NP that supposedly rested on the round side
according to DMT-M model (Figure 8c,d). The contact area for
the first NP is ca. 21800 nm2, and only about 3260 nm? for the
second particle, which confirms our assumption that the dis-
placement can cause a rolling of NPs from the initial flattened
side to a more rounded side (and consequently decreasing the
contact area).

The experimental data on the static friction forces measured by
the QTF sensor (forF) and calculated from the diameters of the
traces left after the displacement of the NPs (fizace) are shown in
Figure 9 along with theoretical curves of the static friction as a
function of the particle radius according to the frozen droplet
(Equation 1 and Equation 4) and DMT models (Equation 3 and
Equation 4). The following parameters were used in the calcula-
tions: ® = 123.8° [30], £1 =71.7 GPa, v{ = 0.17, E, = 82.5 GPa

Figure 8: High resolution SEM images of Ag NPs (no force recording
during the displacement of the NPs). Traces indicating the contact
area after the first (a,b) and the second (c,d) displacement of two
different Ag NPs. The corresponding estimated static friction forces are
ca. 6190 nN and about 930 nN, respectively.

[31], v2 = 0.36, y = 50 mJ/m? [4], and zy = 0.3 nm, Z = 15 [29].
When comparing the numerical values of foTF and firace One
should be aware that due to the differences between the
methods only a raw estimation and qualitative conclusions can
be derived. The static friction force values of NPs that were
displaced for the first time (Figure 9, empty circles) are closer
to the frozen droplet model. However, it is evident that the
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static friction predicted by the DMT-M model is smaller than
the values measured with the QTF for previously displaced NPs
(Figure 9, red circles). We suppose that the final shape of NPs
was determined by the deviation from a perfect sphere towards
an oblate spheroid according to the wettability of the liquid
droplet during solidification. An alternative explanation may be
the enlargement of the contact area of Ag NPs due to partial
melting or enhanced diffusion of atoms caused by the electron

beam (e.g., electromigration [32,33]).

1075

107

107?

Friction Force (N)

0 100 200

Radius (nm)

300 400

Figure 9: The static friction force of Ag NPs on a Si wafer as a func-
tion of the radius of the NPs. The static friction force values experimen-
tally measured by QTF (dots) and calculated from the diameters of
visible traces left after the displacement of the particles (circles). The
theoretical curves of friction as functions of the radius of the NPs
according to the DMT-M model (dashed curve) and frozen droplet
model (solid curve).

Limitations of manipulations inside a SEM. At the end we
would like to briefly discuss some limitations or drawbacks of
inside-SEM nanomanipulations. The scanning rate of the elec-
tron beam is limited to a few hertz, therefore only relatively
slow processes can be visualized (e.g., the monotonous motion
of a NP pushed by the tip). Fast processes such as, for example,
jumps of NPs can only be noticed. Another limitation is
connected to the resolution of the SEM, which is related to the
scanning speed and forces one to make compromises between
the accuracies of determination of either the shape or the
dynamics of the NPs. The effect of the electron beam on the
substrate surface and on the nanostructures should also be taken
into account. As it is well known, the melting temperature of
the nanostructures decreases when decreasing the diameters of
the structures [34,35]. Potentially, a focused e-beam is capable
of introducing significant amounts of energy and causing a
partial melting of the nanostructures. Additional effects can be
an activation of the substrate surface or an electrostatic
charging, which can also influence the results of nanotribolog-

ical experiments [36].

Beilstein J. Nanotechnol. 2014, 5, 133-140.

Conclusion

Polyhedron-like Au and sphere-like Ag NPs were manipulated
on an oxidized Si substrate inside a SEM with a simultaneous
force detection by using a QTF-based sensor. Real time manip-
ulations benefit from a visual guidance of the SEM. This
enables revealing the NP trajectories, distinguishing continuous
or jumping motions and correlating them with the interaction
force between tip and NPs. The contact areas were calculated
from geometrical considerations for polyhedron-like NPs. For
sphere-like NPs the contact areas were calculated by using
DMT-M and frozen droplet models. The recorded static friction
force values are in good agreement with the calculated values
for both polyhedron-like and sphere-like NPs.

Supporting Information

The Supporting Information contains details of SmarAct
manipulator working regimes, the QTF force sensor
calibration and calculations of the surface areas for
different geometries.

Supporting Information File 1

Additional experimental details.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-5-13-S1.pdf]
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In this work, single-asperity contact mechanics is investigated for positive and negative work of adhesion Ay. In the latter case,

finite-range repulsion acts in addition to hard-wall constraints. This constitutes a continuum model for a contact immersed in a

strongly wetting fluid, which can only be squeezed out in the center of the contact through a sufficiently large normal load Fy. As

for positive work of adhesion, two stable solutions can coexist in a finite range of normal loads. The competing solutions can be

readily interpreted as contacts with either a load-bearing or a squeezed-out fluid. The possibility for coexistence and the subsequent

discontinuous wetting and squeeze-out instabilities depend not only on the Tabor coefficient pr but also on the functional form of

the finite-range repulsion. For example, coexistence and discontinuous wetting or squeeze-out do not occur when the repulsion

decreases exponentially with distance. For positive work of adhesion, the normal displacement mainly depends on Fy, Ay, and pt

but — unlike the contact area — barely on the functional form of the finite-range attraction. The results can benefit the interpretation

of atomic force microscopy in liquid environments and the modeling of multi-asperity contacts.

Introduction

The continuum description of single-asperity contact mechanics
has received much attention in the last few decades. This is in
large parts because it describes force-displacement curves rather

accurately down to nanometer scales relevant to atomic force

microscopy (AFM) [1-3]. The contributions to the linear elas-
ticity of (frictionless) single-asperity contacts most central to
this work are the following: Hertz [4] solved the contact

mechanics of a parabolic tip pressed against a substrate for
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hard-wall repulsion. He found that the contact area 4. and the
separation between the two solids d both disappear continuous-
ly with FI\ZI/3 as the normal load squeezing the two solids
together, Fy, approaches zero. Derjaguin, Muller, and Toporov
(DMT) [5] included adhesion as a long-range interaction, in
which case adhesion effectively acts as a normal load that is
independent of the contact-radius a.. Johnson, Kendall, and
Roberts (JKR) [6] solved the problem for short-range adhesion,
for which the attractive surface forces act directly at the contact
line. Unlike Hertz and DMT, JKR found finite values for 4. and
d at pull off. Tabor [7] introduced a dimensionless parameter,
ut, now known as Tabor coefficient, allowing one to estimate if
a contact is closer to DMT or to JKR theory. He actually recog-
nized that DMT and JKR describe the opposite limits of long-
and short-range forces, respectively. This had not been known
before but was soon confirmed in numerical simulations by
Muller, Yushenko, and Derjaguin [8]. Lastly, Maugis [9] used a
cohesive-zone model introduced by Dugdale (MD) and found
analytical solutions for intermediate-range adhesion at arbitrary

values of pr.

Although single-asperity, linearly-elastic, adhesive contacts
mechanics is a rather mature field [10], two key issues remain
worth addressing: First, only few studies have considered the
case of negative work of adhesion [11,12], Ay < 0, specifically
finite-range repulsion between two surfaces acting in addition to
hard-wall repulsion. In particular, the concept of the Tabor
coefficient has not yet been applied to negative Ay. Therefore, |
investigate if there are different regimes for Ay <0 as is the case
for contacts with Ay > 0, which are classified as JKR for large
prt and as DMT for small pt. This includes a study of which
parameters determine the behavior near squeeze-out as well as a
comparison to the behavior near pull-off for Ay > 0. For the
latter, it is straightforward to deduce from established results
how the a.(Fy) relation depends on the Tabor coefficient in the
DMT and the JKR limit. Specifically, ac — ap oc (FN + Fp)* for
FN = —F), where F, and ay, are pull-off force and pull-off
radius, respectively. They both depend on pr just like the expo-
nent x, e.g., ap > 0 and x = 1/2 in the JKR limit, while ap = 0
and x = 1/3 for DMT. In the present comparison of squeeze-out
(finite-range repulsion) versus pull-off (finite-range attraction),
I also study whether the exponent k changes continuously
between JKR and DMT or discontinuously — as assumed
implicitly in the Carpick—Ogletree—Salmeron (COS) model [1].

The second motivation for this paper is that it has not yet been
investigated sufficiently how the (precise) functional form for
adhesive interactions affects contact mechanics — assuming that
all continuum parameters, from normal load to Tabor coefti-
cient, are identical. It is only established that there is little sensi-

tivity in the limits of large and zero Tabor coefficients. Yet,
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when studying contact-mechanics between macroscopic, adhe-
sive, rough surfaces in the context of continuum-mechanics, one
would want to know how to best reach the JKR limit, which
appears to be the relevant limit for that application. For
example, it is used implicitly in Persson theory for nominally
flat, adhesive surfaces [13]. In fact, the current work was initi-
ated by the desire to add adhesion into a Green’s function mole-
cular dynamics (GFMD) code used to model the contact
between rough surfaces. To model adhesion, one needs to iden-
tify a functional form for the finite-range surface forces
allowing one to reach the JKR limit in an efficient and well-
controlled fashion. It quickly became clear that doing a clean
job is not entirely trivial and that modeling single-asperity
contacts ought to be better understood first and moreover is

interesting in its own right.

The remainder of this paper is organized as follows: I first intro-
duce the model, sketch the numerical methods and discuss diffi-
culties arising in simulations in the limit of large and small
Tabor coefficients. Next, I present a brief dimensional analysis
motivating the commonly used unit system and the Tabor coef-
ficient. The result section opens with adhesive contacts. There, I
reproduce some established results and investigate how sensi-
tive results are on the details of the interaction model. That
section also contains a comparison to and an asymptotic
analysis of the MD model motivating some minor modifica-
tions of the empirical COS equations [1]. Next, results on posi-
tive adhesion are presented before the major results are summa-
rized and conclusions are drawn.

Results and Discussion

Definition of the model

In this section, the single-asperity contact problem is intro-
duced. As shown in Figure 1, we consider a stiff, ideally-flat
wall positioned in the xy plane at z = 0 and a linearly-elastic tip
of parabolic shape. Its undeformed surface is given by

z(r):rz/ZR, ()

where R is the radius of curvature and r=+/x’ +y2 the
in-plane distance of the center of the tip from the origin of the
coordinate system. The elastic displacement of the tip, u(x,y) is
formally a function of both in-plane coordinates, although the
equilibrium solutions only depend on r. The gap g(x,y) indi-
cates the distance between the deformed tip and the substrate,
ie.,

g(x,y)=z{r(x,y)}—u(x,y). 2)
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It is furthermore assumed that the tip cannot penetrate the sub-
strate. This can be stated as a non-holonomic boundary condi-

tion
g(x,y)=0. 3)

Alternatively, one can formally introduce a short-range, hard-

wall repulsion [14]

V= lim dzr(frzr)eXp{—g(x,y)/Zr}’ “)

z,—0

where f; is an arbitrary positive constant of unit force per area.
Note that the integrand on the r.h.s. of Equation 4 is zero for
finite gaps while it diverges for negative gaps. Depending on
the problem, it can be more convenient to use either the non-
holonomic boundary condition or the energy-based description
of the short-range repulsion.

Figure 1: Geometry of the deformed tip (upper grey solid), the sub-
strate (lower solid), and the reference tip (solid line). The dotted line
represents a hypothetical tip that is allowed to penetrate the substrate
the distance d into the substrate without deforming. The following
vectors are introduced in the sketch: Normal load Fy acting on the
center of mass of the tip, the elastic displacement field u, and the dis-
placement d of the tip’s center of mass. In addition, two scalar quan-
tities, namely the contact radius a. and the gap (field) g are shown.

This work also considers finite-range adhesive or finite-range
repulsive interactions Vg, which only depend on the local gap.
The default expression for it is:

Vie =—ijd2rexp{—g(x,y)/zo}, 5)

where Ay is the work of adhesion per surface area that is
obtained when a flat tip touches the substrate in a continuum
description. The choice of the functional dependence of V5 is

not motivated by the true functional form for the interactions
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between any two real solids, but for the moment being, it is a
matter of convenience. Alternative interaction models for the

integrand are introduced in a seperate section.

An important property of all models for Vy; is that the inter-
action is characterized by a prefactor representing the work of
adhesion and a single length scale zj. The choice of the latter
allows one to localize adhesive stress near the contact line
through zy — 0 or to extend the adhesive interactions to radii
much exceeding the contact radius a, for zy — co. Of course, z(
can take any value between zero and infinity so that intermedi-
ate-range interactions can be modeled as well. Note that V' and
Vs are qualitatively different: The prefactor of the short-range
potential is formally zero, because f; is finite and z, very small.
In other words, z, represents the size of an “infinitesimally-
small” atom whose size is irrelevant on a continuum scale. In
contrast, the prefactor of the finite-range potential is considered
finite as well as the range of interaction zq. It represents a
“collective” length scale, such as the decay length of density
oscillations in the fluid [15] or the radius of gyration of a

polymer.

The displacement u(x,y) and other fields (gap and stress) will be
expressed not only in real space, but also in Fourier space. This
is done most conveniently by using in-plane periodic boundary
conditions. The respective boundaries lie at x or y = +L/2, which
should be chosen such that L (the linear dimension of the simu-
lation cell) is much greater than the linear dimension of the
contact zone. The latter includes the contact and the area of
non-negligible adhesive (or finite-range repulsive forces)
stresses. The following convention for the Fourier transform
shall be employed

i(q)=- [ru(r)expliq v} ©)

u(r) =2 i(a)expliq-r}, @

q

where the wave vector components satisfy g, = 2nn/L, A= L? is
the integration domain, and » an integer number. With these
definitions, one can express the elastic energy of the deformed
tip (in the small-slope approximation) as

AE _ 2
Vela =Tzq|u(Q)| , ®)
q

where E is the effective modulus, E = Ev/(1 —v?), Ey being the
Young’s modulus and v the Poisson ratio. The convention of

using the symbol E” for the effective modulus is abandoned for
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clarity, because primes will be used later to indicate scaled

coordinates and scaled parameters.
Since 11(0) can be interpreted as the center of mass mode, the

effect of a load (or normal force) exerted on the tip leads to an
energy

Vext =—Fnit (0). )

When solving the contact problem, one seeks to minimize the
total energy

Viot I:u (r)] =V *Ve +Vela Hext (10)
with respect to u(x,y), i.e., the solution uy(r) must satisfy
Vo [u (r)] ~
“oule) =0 (11

Su(r)

ju(r) =uo r)

for each r. Here, 6 indicates a functional derivative. In a discrete
representation of the problem, r is an index so that the func-
tional derivative in Equation 11 has to be replaced by a partial

derivative.

Alternative interaction models

Throughout this paper, different functional forms for the finite-
range interactions between surfaces are considered in addition
to the “default” or “exponential” model introduced in
Equation 5. Functions similar to the ones used in this work have
already been employed for the simulation of mode I fracture or
delamination. Depending on the authors, the functions are
called the cohesive zone model [16], the crack evolution func-
tion [17], or the traction-separation relation [18]. However, it is
not clear how the results obtained for mode I fracture geome-
tries relate to Hertzian contacts. This is the main reason why the
results obtained within the cohesive zone model cannot be
compared in a straightforward fashion to those of the current
study.

The additional models in the current work replace the integrand

on the r.h.s. of Equation 5 with the following expressions:

exp (— g’ / 223) Gauss modell

Vfr[zgoJ =—Ayx 1/[1 +(g/zo )2} van der Waals modell , (12)

(1-g /z9) © (29— g) Maugis-Dugdale model
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where O(--) denotes the Heavyside step functions, which is one
for positive arguments and zero otherwise. The interaction

potentials and their first derivatives are shown in Figure 2.

r( (0]
S22
~
rrrrr-1rrr1r-T

DM
VDW J

M.

8/z

Figure 2: (a) Finite-range surface energies and (b) forces per unit area
for the models investigated in this study.

All expressions take the same value, —Ay, for the adhesive
energy when the two surfaces touch, i.e., in each case the work
of adhesion is Ay. In this sense, all four models produce the
same continuum limit. However, in two models, namely the
Gauss and the van der Waals (VDW) integrands, the derivative
V'fr(g/ Zo) goes to zero when the two surfaces touch, while it
remains finite in the exponential model and the MD model.

As stated before, none of the models are supposed to be highly
realistic representations of surface forces, although each model
may have its justification. In particular the exponential model
follows from the argument that long-range density correlations
in fluids are governed by a single length [15]. In a high-density
fluid, the correlation length becomes complex [15], which then
leads to layering transitions as discussed recently [19]. The
VDW model might approximate the long-range van der Waals
interactions in a way that Ay reflects the Hamaker constant.
Depending on the confined system in question, other effective
interactions might be possible. However, all models represent
the feature that surfaces repel upon close approach (i.e., when
atoms from opposing surfaces bump into each other, which is
implemented through the hard-wall repulsion) and that attrac-
tion — or additional repulsion — may occur at finite distance.
Continuous short-range repulsive forces are not used here.
Doing so would complicate the definition of contact and thus
contact radius, which has remained controversial for systems
without hard-wall or hard-disk interactions [20-23]. Lastly, the
equations to be solved would become very stiff and thus the
simulation inefficient if the hard-wall constraint was replaced

by potentials with large curvature.
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In the context of the squeeze-out of fluids, the MD and the
exponential model might not be physically meaningful for small
ratios of g/zy: when one flat solid is placed on top of another flat
solid with an infinitesimally small external load (in the absence
of a fluid), the two solids would repel, although they “cannot
know”, away from a contact line, that a fluid wants to penetrate.
Nonetheless, the exponential model has been used in early study
of squeeze-out of fluids [12]. Forces between two (flat) surfaces
in the Gauss and the VDW model are zero either for intimate

mecanical contact or at infinite separation.

Dimensional analysis

In this section, I present a simple dimensional analysis of the
contact problem. The result of the analysis is a meaningful set
of units, which, in similar form, has already been established by
Maugis [9]. However, in the present analysis, units are not
motivated from the solutions but rather straight from the begin-
ning, i.e., by the expressions defining the model. This is why
Maugis’ and the present units differ by dimensionless prefac-
tors, which, however, always turn out close to unity. In the
subsequent derivation, it is not necessary to know the precise
functional dependence of the finite-range forces.

Assume we know the solution ug(r) minimizing V;y for a given
set of parameters defining our model, i.e., u(r) solves the
contact problem for a specific set of values for E, R, F\, Ay,
and z. It is then possible to “recycle” the shape of the function
ug(r) to solve a different problem defined by different parame-
ters E', R', F{|, Ay', and z;. Specifically, if each individual
summand of Vi [u'(r')] is identical to the equivalent term in
Viotlu(r)] (up to a multiplicative constant, which can be set to
one), then u (r) minimizes Vi [u'(r)} given that ug(r) mini-

mizes Vigdu(r)].

The transformation, u (r’) =fu (r') =t (sr), in which in-plane
coordinates are scaled as r’' = sr and normal coordinates are
scaled as z' = #z leaves the shape of the solution unchanged. Of
course, z(r) and thus g(r) must be transformed the same way as
u(r). Therefore, the radius of curvature of the “new” tip is
R’ = s?R/t.

Let us investigate how one has to alter each individual term
contributing to Vi [u’] so that it matches its equivalent in
Viotlu]. (1) The hard-wall repulsive energy Vg is unproblematic.
It disappears for the old and the new solution, because of the
limit z, — 0, i.e., V[ u']=0. (ii) To recycle the V% calculation,
we need to set zq = tzp. Keeping in mind that 4’ = s2A4, where
A = L? is the original integration domain, it follows that
V'[u'] = s*(Ay'/Ay)VTu]. (iii) For the calculation of the elastic
energy, it is useful to keep in mind that ¢' = ¢/s and that
A' = s%4. This means that V3, [u'] :stz(E'/E) Vela [u] (The
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integer indices enumerating the wave vectors are identical for
the original and the new domain.) (iv) Lastly, the load-related
energy becomes Vi =t(FI(I/FN)Vext. In summary, we can
recycle our solution with the following substitutions

E'=E/st® (13)
R =R/t (14)
AY' = Ay/s (15)

20 =1z (16)
F =Fy/t. (17)

Let us first consider the case of no external force, F\y = 0, so
that we investigate the “intrinsic” system properties. If we use E
as the unit of pressure, which is done until further notice, all
three remaining parameters defining the system can be
expressed to be of unit length, i.e, R, zo, and Ay/E. Wether a
potential should be classified as short- or long-ranged can only
depend on a non-dimensionalized interaction length. This
means that z( has to be expressed in the two remaining units of
length (R and Ay/E) such that the dimensionless ratio

29

R (o) )" e

remains unchanged under a scaling transformation.

Let us now chose the radius of curvature as the unit of length,
or, alternatively, consider only those scaling transformations
that leave R constant. This can be achieved by setting ¢ = 5%,
which maps an infinite parabola (x — z = x2) onto itself
(sx — s%2). I note in passing that such a transformation might
not be meaningful for a scaling analysis of the contact
mechanics of randomly rough surfaces, which will be presented

elsewhere.

Inserting the relevant equalities from Equation 13—Equation 17
reveals that choosing o = 2/3 leaves the expression in
Equation 18 constant. As a consequence, the range of influence
of the adhesive term is best quantified by the term

1 )

S EN .
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where pr is known as Tabor coefficient — up to a dimensionless,
multiplicative constant. It remains invariant under all scaling
transformation in Equation 13—Equation 17 leaving the radius
of curvature unchanged.

From Equation 19 one can see that we need to send zg — w?z
in order to keep the Tabor coefficient constant when changing
Ay/E at constant R to wAy/E. This in turn implies a transforma-

135 for the in-plane coordinates, because R is

tion of x - w
supposed to remain unchanged. It follows that a (Fy = 0) —
wiBa(Fy = 0) and thus g, oc (JAy[/E)"3. The unit of a, can be
fixed by multiplying the r.h.s. of this proportionality with R%3.
Otherwise the proportionality coefficient can only depend on

ur, and of course, on the sign of Ay. Therefore, we can write

a.(Fy =0)

= acr (ur.Fy =0),
(R2 |Ay|/E)l/3 c

(20)

such that the r.h.s. of the equation only depends on the Tabor
coefficient and the functional form of the surface interaction.
Since we have not used the explicit functional form of our
default surface interaction (other than that it depends only on a
single length scale), the conclusions drawn in this section

extends to any choice for Vg considered in this work.

To include finite loads into the analysis, note that the ratio
FN/|Ay|R does not change under the transformation
Equation 13—Equation 17. This allows us to express a properly
undimensionalized contact radius as a dimensionless function of

a properly dimensionless load

F;
LN)IB =aer (HTaFN/|AV|R)‘

(R2|Ay|/E)

@n

From this last equation, it also becomes clear that the pull-off
(or the squeeze-out) force is proportional to |Ay|R, i.e., by iden-
tifying the value of F/|Ay|R at which the function a1 takes its
minimum value. Therefore, it is most meaningful to normalize
the force with AyR, unless, of course, Ay = 0.

The approach is validated in Figure 3. It shows the spatial
dependence of the gap for two different parameterizations.
Small deviations, which are not visible to the naked eye, occur.
They are due to finite-size and discretization effects. For
example, the ratio a./L is not exactly zero and takes different
values for different values of s for a fixed number of points used

to represent the elastic surface.
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Figure 3: Scaled gap g(r) as a function of scaled distance from origin r
for two different parameter realizations related through the scaling
transformation Equation 13—-Equation 17. Parameters used are
E=L=pr=1, Fy=110"%wand Ay = 0.64-10~4/w. The surface is
discretized into 512 x 512 elements. Circles s =1 withw=1 —

7o = 0.0016, crosses w = 1/2 — zo = 2%/3 - 0.0016. For the second data
set, this implies a scaling factor of t = 223 for variables linear in normal
coordinates and thus s = 213 for variables proportional to in-plane
coordinates. The units on the normal side of the axes are in “absolute”
units, i.e., L = 1. The units on the opposite axes correspond to those
that remain invariant under a scaling transformation. The dotted line is
drawn to guide the eye.

The normal displacement can be nondimensionalized in a
similar fashion as the contact radius, except that it needs to be
rescaled with the factor w23 rather than with w'/3. This is why it

must obey

d( R
) 775 = dr (nr- /|6y R). 22)

R (|mv|/E)

where all terms on the r.h.s. of the equation are again dimen-
sionless, while those on the 1.h.s. are allowed to have units.
Thus, displacements and gaps are best represented in units of
R3(|Ay|/E)?3, while contact radii are more meaningfully
expressed as multiples of RZ3(|Ay|/E)!3. As a result, numbers
turn out of order unity when data is represented in these units,
unless Fy approaches the pull-off threshold or distinctly
exceeds AyR.

I conclude this section by summarizing the units used in this

work and discuss some of the consequences arising from it:

Specifically, the following units are used for:

in-plane coordinates: [x]= R¥3 (|Ay| / E )1/3 (23)

out-of-plane coordinates: [z] = Rr3 (|Ay| / E )2/3 (24)
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normal force:

[Fn]=

R|Ay| 25)

[p]= (&/R)"” E% o)

normal pressure:

This list includes a “new” unit of normal stress or pressure, [p],
which must be chosen proportional to [FN]/[x]2 rather than to £
so that the regular definition of pressure applies. As noted
above, E drops out of the definition of the unit for the normal
force, implying that pull-off or squeeze-out forces cannot be
functions of E. Instead they must equal R|Ay| times dimension-
less expressions that can only depend on pr, and, of course, on
the functional form of the interaction potential. In our units, the

well-known ao(Fy,E",R,Ay) relations can be simplified to

in DMT limit (27)

C

ag =%(FN +3m+6nFy +9n2j in JKR limit. (28)

Hertzian contact mechanics is obtained in either limit for

3
a3 = Z(FN + 27'[)

Fyn >> 1. Finally, note that Maugis’ choice for units slightly
differs from ours in that he used mwAy rather than Ay in
Equation 23—Equation 26 and 3E/4 instead of E. The conver-
sion between Maugis’ and our system is summarized in

Equation 43—Equation 46.

Numerical analysis

Different methods can be used in the numerical solution of
Equation 11. For the present study, Green’s function molecular
dynamics (GFMD) [24] as described in [25] was employed. The
only modification is the implementation of conservative surface
forces acting in addition to the boundary condition g(r) > 0.
Moreover, the results in this work were produced with a serial
code with typical run times of a few minutes. I refer to the
literature for more details on GFMD [24,25]. Irrespective of the
employed code or method, particular precautions, which are
worth discussing, need to be taken into account when including
adhesion or finite-range repulsion.

When simulating Hertzian contact mechanics, one needs to
ensure that the discretization of the lattice Aa satisfies Aa << a..
Of course, methods based on spatially varying grids only need
to obey that relation near the contact line. In addition, one wants
a. to be much less than the size of the simulation cell, at least in
Fourier-based methods, such as GFMD. One then has the
sequence of inequalities Aa << a. << L. In Hertzian contact
mechanics, this is easy to achieve: choosing the discretization

such that Aa/a. = 1/32 and a /L = 1/8 already gives accurate
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results for the contact area, that is, to within less than 0.1%
error if the contact area is determined through a fit of the radial

pressure profile.

When including adhesion, an additional length enters, namely
that associated with the adhesive zone. The additional adhesive
radius or skin a, then needs to be taken into consideration.
When the Tabor coefficient is very small, a, becomes large, and
one needs a, to lie within the simulation cell. A new series of
inequalities is obtained: Aa << g, << a, << L. If the normal
stress changes smoothly with the gap, i.e., for long-range adhe-
sion, the forces couple predominantly to large wavelength
modes. This then results in a simple offset force, as is well
known from DMT theory. However, numerical demands can
become significant when a. disappears continuously with
decreasing load as in the DMT scenario. The condition a, << a,
then becomes difficult to satisfy.

In the opposite case of a large Tabor coefficient, a, is very
small, potentially much smaller than a.. We still need to resolve
the adhesive zone sufficiently well, because the stress has to be
smooth on the given discretization. One thus obtains the series
of inequalities a << a, << g, << L. In either limit of large or
small Tabor coefficient, another inequality needs to be satisfied
in addition to those for Hertzian contact mechanics.

While the contact area converges reasonably quickly as the
respective inequalities are obeyed, the center-of-mass displace-
ment d, which corresponds to ﬁ(O) or u(r — ) only converges
slowly. The reason is that the displacement field induced at a
given point due to an external force only decays with the

inverse distance from that point, i.e.,

d zu(r)+£ for r>>a, +a,,

p (29)

where c is a load- and system-dependent constant. Outside of
the adhesive zone, this relation can be used, in principle, to
extrapolate from finite 7 to infinite , i.e., by determining ¢ and
d from two measurements taken sufficiently far outside the
adhesive zone. In practice, this turns out problematic, because
the periodic boundary conditions suppress the 1/r corrections
near the boundaries.

For Hertzian contacts, it is still possible to use a slightly modi-
fied (empirical) correction

d = 6ux —Suyp, (30)

where X and M denote the (symmetry) points (L/2,L/2) and
(L/2,0) relative to the position of the center of the tip. The same
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extrapolation scheme also appears to give quickly converging
estimates for the normal displacement for adhesive contact,

which is demonstrated in Figure 4.
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Figure 4: Negative elastic displacement -u(r) (as defined in Figure 1)
of a tip with R = E = 1 pressed against a rigid substrate at a positive
load of Fy = 1.5625 for a work of adhesion Ay = 1 and a Tabor coeffi-
cient u1 = 1 resulting in an exponential decay length of zg = 1. In each
case, the system is discretized into 512 x 512 grid points, but different
sizes are used, i.e., L = Lo, L = 2'8Lg, L = 2213 5 with Ly = 9.8825. Part
(a) shows a larger domain including the shape of the tip in form of a
dashed line. Part (b) shows a smaller domain and includes a higher-
resolution estimate of the displacement at infinite radius R through the
extrapolation 6uy — Suy.

It is worth discussing Figure 4. At the given load, the contact
radius is a; ~ 2.30, while it would have been a. = 1.05 without
adhesion. The displacement curve has a peak at » = 2.52 and
adhesive effects remain non-negligible all the way up to r = 4.
At that distance the gap starts to be greater than 5z, which
means that the adhesive attraction is less than e times the
value in the contact and its immediate periphery. For distances
exceeding » = 4, an infinitely large system would then show the
displacement given in Equation 29. The periodic boundary
conditions suppress this scaling rather strongly, yet, for radii as
small as » = 10, accurate estimates for d,, can be achieved
through Equation 30.

Simulations could be made more efficiently by exploiting the
radial symmetry of the system. This would allow one to reduce
sums over two indices (e.g., g1 and ¢;) to that over one index.
However, less is gained than it first might seem. To get a good
resolution of the contact area, the one-dimensional (1D) calcu-
lation require greater ratios for a./a than two-dimensional
setups. The reason is that the resolution of the contact area in
1D and in 2D both scale with 1/N, where N is the number of
grid points in the contact. For example, when representing a
contact in which for the given discretization 5a < a, < 6a in a
2D system, then a, is allowed to take the values V52 +12,
\/52 +22 S \/52 +3° , and \/42 +4% . The maximum distance
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between two radii thus is Aapy,x = 0.28 so that the resolution is
Aac/a = 5/0.28. To match this in a 1D model, one would need
18 grid points rather than five. Since we need to cover a
(square) area of (2a.)* in 2D, we thus have a computational
overhead of a little more than a factor of 4 compared to 1D.
However, the disadvantage of large 1D systems is that the
number of iterations to find solutions can be much larger than in
2D. Depending on the nature of the solver, the number of itera-
tions scales as a power law with linear system size. In the given
case, where the effective stiffness scales proportional to wave
vector ¢, one would expect a slowing down with \/; , at least in
simple gradient-based minimization such as steepest descent or
molecular-dynamics. For this reason, no efforts were made to
reduce the dimensionality, although this would have been legiti-

mate for the given problem.

Positive work of adhesion

This section analyzes how the employed models reproduce
established results for adhesive single-asperity contacts in the
limits of large and small Tabor coefficient. This includes an
asymptotic analysis of Maugis’ solution of the Dugdale model,
which in turn leads to modifications of the equations proposed
by Carpick, Ogletree, and Salmeron [1]. The cross-over from
JKR to DMT is investigated as well, in particular at zero load
and near pull-off, allowing one to identify the model for the
surface interaction that is most appropriate for the simulation of

(adhesive) multi-asperity contacts.

Zero external load

An external load of Fiy = 0 is addressed first. The motivation for
studying this special case is that one can analyze relatively
easily at what Tabor coefficients the DMT and JKR limits start
to predict reasonably accurate values for the contact radii and

displacements in our various models.

We start our analysis with the pressure distribution of the expo-
nential model, which is depicted in Figure 5 for pr = 1/4 and
prt = 4. It behaves very similar to the MD model, which shall
not be shown explicitly. As to be expected, the adhesive load is
spread out for ut = 1/4 to radii clearly exceeding a. (all the
more as each radius r contributes with a weight proportional to
r), while it is rather localized near r = a, for pug = 4. It therefore
seems legitimate to call the (net) pressure profile for pr = 1/4
DMT-like and JKR-like for pr = 4.

The adhesive pressure is calculated from the functional deriva-

tive padn(x,y) = —6Vg/8g(x,y), where Vg is defined in
Equation 5. This can be evaluated to yield

—-A
Padh(7)=z—(fexp{—g(r)/zo}s 31
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Figure 5: Interfacial pressure on a free, linearly-elastic half space
resting at zero external load on a rigid, adhering, parabolic substrate
for (@) ut = 1/4 and (b) ut = 4 in case of the exponential model. In
each case, the upper and lower grey lines indicate, respectively, the
pressure due to the constraint and that due to adhesion. Contact radii
are indicated by ac. The net pressure is shown by a black line as well
as by small circles representing the actual grid points. Units are
chosen according to Equation 23—Equation 26.

which becomes p,gn(r < a.) = —Ay/zg within the true contact
area. Using Equation 19, one obtains

1/3

in physical units
R P (32)

2
WTAYE

padh(r<ac)=_

=—ur in our reduced units.

Stress or pressure originating from the constraint g(x,y) > 0 is
computed from the elastic Green’s functions.

The well-known qualitative difference for the contact geometry
of systems with large (ut = 4) and small (ut = 1/4) Tabor coef-
ficient is borne out in the radial dependence of the gap g(7).
Specifically, Figure 6 reveals that a small Tabor coefficient
makes g(r) have a positive curvature at » > ac, as in the DMT
solution, while it has a negative curvature at r > a, indicative of
an adhesive neck, for large pr. Figure 6 also shows that the dis-
placement (defined by the difference between the actual gap and
the gap in an undeformed contact at » >> 1) is smaller for
prt = 4 than for pr = 1/4, although the contact radius is larger
for pt = 4 than for pr = 1/4.

The Gauss model behaves qualitatively different from the expo-
nential model. First, there are no adhesive forces within the
contact, but only outside of it, as shown in Figure 7. Second, at
r = ac, the total pressure disappears in the Gauss model, while it

remains finite in the exponential model. Third, the pressure due
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g(r)

Figure 6: Gap between a rigid, adhesive, parabolic tip and a linearly-
elastic half space for two different Tabor coefficients pt = 1/4 (solid
black line) and pt = 4 (broken black line). The gap z = x2/2 of an unde-
formed half-space is shown in grey for comparison. Arrows indicate
contact radii. Units are chosen according to Equation 23—Equation 26.

to the constraint has finite slope at » = a,. in the Gauss model,
while the slope diverges in the exponential model (not shown
explicitly). All these differences arise because the derivative of
vi(g/zp) remains finite (i.e., with positive sign) in the exponen-
tial model when the gap closes, while Vi (g/ZO) is zero in the

Gauss model.

Another consequence of p,qn(g/zp) having zero slope in the
limit of g — 07 is that the gap in the Gauss model closes con-
tinuously rather than with a discontinuity in its first derivative.
This is shown in Figure 8, from where it becomes clear that it is

p(r)

Figure 7: Pressure p(r) in the Gauss model at zero load for two
different Tabor coefficients as a function of the in-plane distance r from
the center of the contact. The contributions due to the constraint are
positive, i.e., above the grey line, while the adhesive forces are nega-
tive.
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difficult to define good measures for the contact radius. In a
linear representation (at low resolution), it seems as if the
contact closes with the typical adhesive neck, i.e., in part (a) of
Figure 8 the gap appears to close at » = 2.415. There, the slope
of g(r) takes its maximum value, in a very similar fashion as in
the JKR limit, or for the exponential model for the same value
of ut = 16. However, when increasing the magnification, one
can see that the contact closes only at » = 1.97. Unfortunately,
the radii where the gap closes to zero, and where g(r) has its
maximum do not approach each other quickly when pr is
increased. Instead, the value of g in the cross-over region in
Figure 8b moves to smaller values as pr increases. Similar
behavior is seen in the VDW model, which is not shown here

explicitly.
T . I . . . —
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Figure 8: Gap g(r) in linear (a) and logarithmic (b) representation as
well as (c) first derivative g'(r) for ut = 16 in the Gauss model (straight
lines). A higher resolution representation of the gap is given in (a) with
a dotted line. The exponential model is shown for comparison in (b).
The two thin grey lines are drawn where the gap becomes zero (left
line) and where the slope of g(r) takes its maximum value.

Zero-load contact radii for different potentials are depicted in
Figure 9 as function of the Tabor coefficient. In the exponential
model, the contact radius approaches DMT and JKR limits in a
very similar fashion as in the MD model. In a later section on
the asymptotic analysis, I find that the MD corrections to the
JKR limit are of order 1/ u—zr for large Tabor coefficients while
those to the DMT limit are of order pt for small Tabor coefti-
cients. The same scaling of the leading-order corrections is
apparently borne out in the exponential model.

Models in which vg(g/zg) has zero slope in the origin behave
qualitatively different from the MD or the exponential model.
They approach the DMT limit for the contact radius fairly
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Figure 9: Contact radius a; at zero external load as a function of the
Tabor coefficient pt for different model interactions: exponential (full
circles), Maugis Dugdale (straight lines), Gauss (crosses), and VDW
(open squares). The upper and lower broken line denote the DMT and
the JKR limits, respectively. In the Gauss and VDW models, two
different definitions are used for a.: The upper symbols refer to the
position where g'(r) reaches a local maximum, while the lower symbols
indicate the points of first gap closure (g = 0).

quickly, i.e., roughly with u%/ 2. However, convergence to the
JKR limit is poor. The latter can be improved by defining the
contact line to be located where g'(7) takes its maximum value.
Unfortunately, this definition cannot be universally applied, i.e.,
only when py is sufficiently large to allow for an adhesive neck
to be formed, see also Figure 8. Moreover, in the context of
randomly rough surfaces with complicated contact geometries,
this last definition of contact would not be practicable.

Unlike the contact radius, the normal displacement d does not
suffer from any difficulties to be properly defined. In principle,
this could enable one to ascertain vg(g) from displacement
measurements without much ambiguity. However, Figure 10
reveals that the functional form of d(ur) is relatively insensi-
tive to the details of the finite-range interaction, at least, as long
as we allow for a redefinition of the Tabor coefficient, such that
all curves superimpose at the distance half way between the
JKR and the DMT limit. This is in agreement with a work by
Tvergaard and Hutchinson [18] who found that Ay and the peak
stress (which one may losely associate with Ay/z() are the basic

parameters for mode I fracture.

Before proceeding to the case of finite load, I wish to comment
on the relatively large numerical (GFMD) uncertainties for the
displacement at large Tabor coefficients. They stem predomi-
nantly from the difficulty to apply the finite-size extrapolation
formula, Equation 30, to gaps having adhesive necks. This

problem would not be present in large-scale simulations of
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Figure 10: Normal displacement d at zero external load as a function
of the Tabor coefficient ut for different model interactions: exponential
(full circles), Maugis Dugdale (straight lines), Gauss (crosses), and
VDW (open squares). The Tabor coefficient was normalized so that all
curves superimpose at the “half-way” distance d = (d,kr + dpmT)/2.
The upper and lower broken line denote the DMT and the JKR limits,
respectively. Numerical uncertainties arise in the limit of large Tabor
coefficients, as indicated by the error bar.

multi-asperity interfaces, because system sizes would automati-
cally be much larger than local contact radii. One may conclude
that the use of the exponential model for the study of adhesive
multi-asperity contacts appears to be appropriate. The MD
model could be used as well, in principle, however, it might in-
duce undesired numerical instabilities due to the discontinuity
of v'(g/zp) at g = zg. The Gauss model can only be taken when
the property of interest is related to the gap but not for the
calculation of contact area. If one wanted to simulate van der
Waals attraction at large put, one might want to replace the
VDW model in Equation 12 with 1/(1 + g/z()2. This depend-
ence makes it possible to determine the contact area meaning-
fully in the realm of continuum mechanics while using reason-
able approximations for van der Waals interactions at large dis-
tance.

Finite external load

In most experiments, the Tabor coefficient is kept constant and
the normal load is changed. As a result, one obtains the normal
displacement d(Fy) as a function of the normal load Fy. In
some cases, i.e., for sufficiently large contact radii, an estimate
of the contact radius, a.(Fy\), can be obtained as well. One
might be tempted to believe that knowing such curves allows
one to deduce the surface forces. Here, I want to investigate to
what degree such an inversion is possible by studying the sensi-
tivity of the functions d(Fy) and a.(F\) to the functional form
of the surface interactions. Figure 11 shows the contact radius

as a function of the normal load. One can see that the exponen-
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tial model and the MD model agree very closely, that is, curves
almost superimpose for a given Tabor coefficient. This makes it
essentially impossible to discriminate between these two forms
of interaction experimentally. Likewise, the Gauss and VDW
models also coincide for the same Tabor coefficient despite
their significant differences at large gaps. Interestingly, the
pur = 1 curve for VDW and Gauss (both having finite slope
potentials at g = 0) is akin of the pr = 1/4 curves for the MD
and the exponential model (both having zero-slope potentials at
g = 0). This confirms the trend reflected in Figure 9: Surface
potentials with zero slope at g = 0 make the results move toward
the DMT limit.

In contrast to the a.(F\) dependence, the normal displacement
curve d(Fy) predominantly depends on the Tabor coefficient.
Now, all py = 1 curves resemble each other closely, inde-
pendent of the slope of the surface potential at zero gap. As for
the normal displacement, all curves are reasonably close to the
JKR limit. Even the pt = 1/4 curve lies closer to the JKR than
to the DMT line. This is consistent with the results shown in
Figure 10, which show that the DMT limit for d(Fy) is only
reached at extremely small Tabor coefficients. Figure 12 reveals
that it is possible to adjust the free parameters of the MD model
to fit d(F\) curves for a broad variety of surface interactions.
However, one should abstain from deducing contact areas based
on such fits, as this can result in non-negligible errors. For
example, if we only knew the contact area from Maugis’ solu-
tion, we would be ill-advised to conclude from Figure 12 that
the contact area for the pr = 1 Gauss model should lie roughly
half way between those of the pr = 1 and py = 4.
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Figure 11: Contact radius a. as a function of load Fy for the exponen-
tial and the MD model using different Tabor coefficients, ranging from
T — « (JKR, top) to pyt = 0 (DMT, bottom). For the Gauss and VDW
models, only ut = 1 is shown. Their ac(Fy) curve is similar to that of
the Maugis and the exponential model for pyt = 1/4. Color coding:

Ut =4 (red), yt = 1 (green), and pt = 1/4 (blue).
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Figure 12: Normal displacement d as a function of load F_ for the
exponential and the MD model using different Tabor coefficients,
ranging from 7 = 0 (DMT, top) to u1 — =~ (JKR, bottom). For the
Gauss and the exponential model, data is only shown for pt = 1. Color
coding: pt = 4 (red), ut = 1 (green), and ut = 1/4 (blue).

Comparison to other models and asymptotic
analysis

Maugis proposed an analytical solution for the relation between
contact radius @, and normal load Fy in the Dugdale model. It
requires the elimination of an auxiliary variable, m, through the
self-consistent solution of two coupled non-linear equations.
Once a. and m are found, the displacement d can be readily
calculated as well. Using tildes to indicate variables in Maugis’
unit system, the relevant equations read:

- 2 D~
1= BT ()4 T o (1)

(33)

2 3
Fy =@ —ipa*h(m) (34)
d =a* - ajirj(m), (35)

where the functions f{m), g(m), h(m), and j(m) are defined as

f(m):\/mz—1+(m2—2)acos(1/m) (36)
§{2(m—1)}3/2 for m -1
~ > (37)

for m — o

£

Beilstein J. Nanotechnol. 2014, 5, 419-437.

g(m):\/m2—1 acos (1/m)—m+1 (3%)
m—1 form —>1
~ [E—ljm form —> o0’ (39)
2
h(m)=~Nm*~1+m*acos(1/m) (40)
{8(m—1)}1/2 form —1
~ - , 41)
Emz for m — oo
and
Jj(m)=Nm* 1. (42)

In each but one (straightforward) case, behavior of the func-
tions for m approaching unity or infinity has been included.
They become useful in the limit of large and small Tabor coeffi-
cients, respectively.

Conversion back to our unit system can be done using:

wr = {21/ 9}1/3 M (43)
a=(3n/4)"a (44)
d=(3n/4)a (43)

Fy =nkfy (46)

To overcome the need of having to find the self-consistent solu-
tion to Maugis’ equations, Carpick, Ogletree, and Salmeron
(COS) [1] proposed a simple and thus elegant analytical
formula for the a.(F\) dependence

2/3
a (Fybt) 0‘(“T)Jr\lerFN/Fp(“T) @

aC(O,uT) B 1+0L(;,LT)

Schwarz [2] later recognized that the COS description is exact —

given proper parameterization — if the interaction between the

430



surfaces results from the superposition of an infinitesimally
short-ranged and an infinitely long-ranged contribution.
However, in the given context of one intermediate-range poten-
tial, I will treat the COS equation as a guessed approximation
containing the correct functional form in the limits of large and
small pr.

The primary COS equation (Equation 47) is designed such that
the contact radius at zero load a.(0,ur) as well as the pull-off
force Fy(pr) can be reproduced exactly. However, approxima-
tions to their dependence on pr had been provided as well,
because no closed-form expression are available. A free para-
meter remains, o(pt), which can be used to minimize devia-
tions from the exact solution. At large loads, one recovers the
well-known a; oc FIEI/S scaling, however, not necessarily with
the correct prefactor. Another property of the COS approxima-
tion is that it does not necessarily contain the correct value of
the contact radius at pull-off. Thus, despite predicting the
contact radius fairly well, the COS contact radius is not exact in
the limit of very large and very small (i.e., pull-off) normal
loads. These deficiencies can be improved when parameter-
izing the COS equation in a slightly different fashion, e.g.,

3
ag(FN,pT):Z(FN +Fy(pr)+a(pr )y Py +Fp(uT)) (48)

with

4
Fo(uT):Fp(uT)+ga3(0,uT). (49)

This set of equation ensures that a. converges to the exact value
when Fy — o and Fiy — —F),. The parameter o(pt) can then be
adjusted to either yield the correct zero-load contact radius, or
to minimize the deviation between approximation and the exact
Maugis solution by some other mean. Note that the factors 3/4
in Equation 48 and 4/3 in Equation 49 have to be replaced by
unity when working with Maugis’ unit system.

I wish to note that including the correct asymptotics in the
ac(Fn) expression does not necessarily improve the fits in the
range from slightly above the pull-off force at negative loads to
several times the absolute pull-off force. This is demonstrated in
Figure 13. Moreover, convergence to the correct ac(Fy)
dependence at large loads is rather slow even when using
Equation 49.

It is also possible to constrain the COS relation for the contact
radius such that it contains the correct pull-off force and contact

radius as well the correct zero-load radius. In either case, rela-
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Figure 13: Relative errors in per cent for the contact radius a. for

uT = 1 at (a) negative and (b) positive load. The full line indicates the
error when using Equation 48, while the dot-dashed line is based on
Equation 47. In both cases, the parameter a(ut ) was adjusted to mini-
mize the deviation from Maugis solution in the domain -F, < Fy < 2F,.

tive errors are small, i.e., <1% even for ut = 1, where one is
relatively far away from both the DMT and the JKR limit.

Zero load: The asymptotic analysis is readily done for zero
loads, because the variable m can be directly eliminated in that
case. As a result, one obtains

) 61/3+0(ﬂ}2) for fip — o0
a.(Fy=0)= (50)

and

B (4/3)1/3 +O(ﬁ}2) for iy —
d(Fy=0)= 23 {2 . - (5D
2 +0(uT ) for fip — 0

From the last two equations, one can see — as in Figure 9 and
Figure 10 — that the JKR limit is quickly reached as the Tabor
coefficient increases. However, convergence to the DMT limit
with decreasing it is rather slow. It is particularly slow for
the normal displacement. E.g., to have a maximum error in
ac(Fx = 0) and d(Fy = 0) that is of order 1% with respect to a
desired limit, it is sufficient to work with fit = 10 for JKR, but
one needs fit = 107 to approach the DMT limit with similar
accuracy. The latter is not problematic for the simulation of
multi-asperity contacts, as the system is large by default.
However, for single-asperity contacts, large deviations from

pt =1 (on a logarithmic scale) are difficult to handle in single-
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asperity contact simulations for reasons discussed in the nu-

merical-analysis section.

Knowing the asymptotic behavior of dj (fit)= 5(FN =0, ﬁT)
and d, (ﬁT) = E(FN =0, ﬁT) with respect to iy allows one to
incorporate it in empirical equations for these two quantities.
The following equations are found to achieve this and to

provide excellent approximations to Maugis’ solutions:

)~ 4pmT /ﬁ% +e /i + ¢ + agpesit

(52)
~2 ~2
I/HT T4t CUT

a (fir

o (dDMT/ By +cs )/ﬁlT/3 e (C6 +dJKR11%)

(33)
~=5/6 -2
HT/ +o7hT

Jo(MT

Two coefficients in each of the last two equations (cy, ¢, and cs,
¢g) can be constrained to reproduce the correct asymptotics (and
thus be obtained analytically). Two fit parameters remain for
contact radius and one for the displacement. The relative errors
from the pertinent fits are shown in Figure 14. Compared to an
already quite accurate empirical relation proposed by Carpick et
al. for &O(ﬁT), see Eq. (12b) in [1], the new Equation 52 and
Equation 53 contain the correct asymptotics and reduces the
maximum relative error from 1.5% to 0.3%. The data shown in
Figure 14 were obtained with the following numerical values:
cl1 = 4/5, Cy = —1.285, c3 = 4/5, Cyq = —0.435, c5 = —3/2,
ce = 0.1845, and ¢7 = 6.71.
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Figure 14: Relative errors in per cent for (a) contact radius and (b)
normal displacement at zero normal load. Full lines refer to a fit based
on Equation 52 and Equation 53 containing the correct asymptotic
limits. The dotted line reflects an empirical fit based on the COS equa-
tions.
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Asymptotic behavior near pull off: The structure of the COS
approximation, Equation 47, and its modified form,
Equation 48, indicates that the critical behavior near pull off
satisfies a, —a, o (FN +F’p )K , where k must be either x = 1/3
as in the DMT limit, or ¥ = 1/2 as in the JKR limit. However,
nothing in the self-consistent solution of Maugis indicates that
the exponent k changes discontinuously from one value to the
next as the Tabor coefficient reaches or passes through a crit-
ical value. In fact, representing the data from Figure 11 in terms
of Aac(AFY), as done in Figure 15, shows that k changes con-
tinuously from 1/3 to 1/2 as pt increases from 0 to infinity.

1.0 — T
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r 7" -- limiting cases ]
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4 Ll . Ll L
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Figure 15: Excess contact radius Aac = a¢ — ap as a function of the
excess load AFy = Fy + F, for different values of the Tabor coefficient
ranging from pt = 0 (DMT, top) to pt — « (JKR, bottom). Here a; and
ap denote the contact radius at an arbitrary load Fy and the pull-off
load Fp, respectively. Deviations between the Maugis solution and the
exponential model are particularly obvious for the put = 1 data set.
Color coding: ut =4 (red), ut = 1 (green), and pt = 1/4 (blue).

An analysis for the normal displacement, similar to the one
presented in Figure 15 but not shown explicitly here, exhibits a
similar trend. The exponent describing Ad = d — d,, as a func-
tion of AFN = FN + F), crosses over continuously from the DMT
to the JKR limit as py increases. However, there is not a one-to-
one relation between pt and k. In particular the data sets for
ut = 1 show relatively large differences between the exponent
in the MD model (x =~ 0.469) and the exponential model
(k = 0.435).

The insights obtained from Figure 15 can be used, in principle,
to further modify the COS approximations, e.g., by replacing
the square-root in Equation 48 by some other power or likewise
by changing the square-root and the exponent 2/3 on the r.h.s.
of Equation 47 in an appropriate fashion. When doing so, the
modified version of Equation 48 does not only converge to the

correct value at pull-off. It can also be parameterized to yield
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the correct asymptotics near pull-off. This results in a further
reduction of the mean or overall error by a little more than a
factor of two with respect to those shown in Figure 13,
however, at the expense of one additional fit variable. Since the
main new aspect of this study is concerned with negative work
of adhesion and, moreover, both original and modified COS
equations are already quite accurate, a more detailed analysis of

the adhesive single-asperity contact is not pursued in this work.

Negative work of adhesion

For repulsive contacts, Ay < 0, there is obviously no finite
contact radius at zero normal load Fy = 0". The repelled rigid
tip simply “hovers” at (infinitely) large distance over an unde-
formed elastic manifold. This is why it is not possible in this
case to conduct a zero-load analysis similar to that presented for
adhesive contacts. Since Maugis’ solution has not yet been
extended to repulsive contacts, we are not in a position to
compare our data to analytical solutions for negative Ay. One of
the consequences is that the asymptotic analysis must be based
on GFMD data, except for up — 0, for which normal forces
couple predominantly to long-wavelength modes so that the
Hertz-plus-offset approximation (DMT) should be accurate.
Given the close similarity between the exponential and the
Maugis—Dugdale model as well as that between the Gauss and
the VDW model seen in the last section, the attention is
restricted to one potential in each class, i.e., the exponential and
the Gauss model.

We start our analysis with the contact radius dependence on
load. In analogy to the context of wetting fluids, one may call
the force at which a finite value of a, becomes unstable upon
lowering the load the spontaneous wetting force Fjy,. The force
above which a. can no longer be zero is called the squeeze-out
force Fgq. If the transition from contact to non-contact is con-

tinuous Fgy, = F,

sq» Otherwise Fy, < Fgq. Results are shown in

Figure 16.

As is the case for attractive interactions, the contact radius at
small loads can be sensitive to both the Tabor coefficient and
the choice of the potential. Specifically, the exponential model
always shows a continuous transition from finite to zero contact
radius (at least for the values of pt investigated here), while the
Gauss model has either a continuous transition below a critical
Tabor coefficient ”*T <1 or a discontinuous transition for
ur > uj}. The discontinuity of the contact radius for Gauss
potentials and sufficiently large Tabor coefficients implies that
two solutions may coexist, i.e., one where the two surfaces are
separated and one where they touch. However, once Fy exceeds
a second threshold force Fyq(pr), i.e., the squeeze-out force,
only one solution survives, that is, the one with finite contact

radius. This can be seen in analogy to adhesive contacts with
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Figure 16: Contact radius a¢ as a function of normal force Fy for the
exponential (full symbols) and the Gauss (open symbols) model. Lines
connect data points (not all shown explicitly). In the case of y1 =4
(Gauss model), an arrow indicates where the a; = 0 solution becomes
unstable for increasing Fy. Color coding: pt = 4 (red), ut = 1 (green),
and pt = 1/4 (blue).

ut > 0, where two solutions coexist in a finite interval of forces
—Fp<Fn<0.

As for the a (Fy) relation near pull-off in the case of positive
work of adhesion, the excess contact radius, a. — asy, depends

as a power law on the excess force, Fiy — Fy, for FN > Fgy:

(lc — asw oC (FN — FSW )K . (54)

Fits to the a.(Fy) relation are shown exemplarily for two values
of ut in Figure 17. Details about the fits to the presented as well
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Figure 17: Contact radius a; as a function of normal force Fy in the
vicinity of the spontaneous wetting force Fg,,. Symbols reflect numeri-
cal results while lines are fits according to Equation 54. They termi-
nate at ac(Fsw)- In the case of yt = 1, an arrow indicates where the
ac = 0 solution becomes unstable with increasing Fy.
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as additional data are summarized in Table 1. As for attractive
contacts, it is found that k changes continuously from
k(pur — ©) = 1/2 to x(ur — 0) = 1/3. For small pt , Hertz-plus-
offset behavior is reached as evidenced by the observation that ¢
and F, approach (3/4)!3 and 2z, respectively. However, Fgy
as well as Fgq quickly increase with pr for pr > 1. This latter
behavior is different from that of the pull-off £}, force for attrac-
tive surfaces, which only varies between 1.57 and 27 in the
present unit system. Since the increase of both Fgy and Fyq is
much faster in the exponential model than in the Gauss model,
one can conclude that the exponential model converges more
quickly to the continuum model than the Gauss model.

Table 1: Results of fits to the data shown in Figure 16. The last digit
may not be significant.

model MT asw Fsw Fsq c K

Gauss 1/16 0 6.30 6.30 0.91 0.333
1/4 0.01 6.43 6.44 0.86 0.34
1 0.25 8.00 8.40 0.56 0.46
4 0.66 47.3 86 0.30 0.50

exponential 1/16 0 6.38 6.38 062 0.35
1/4 0 6.89 6.89 0.68 0.44
1 0 13.85 13.85 046 0.48
4 0 339 339 0.28 0.49

As in the case of adhesive interactions, the normal displace-
ment seems less sensitive to both the choice of the potential and
the Tabor coefficient than the contact area, unless normal loads
are very small, i.e., at loads similar in magnitude or smaller than
the squeeze-out load for up = 1. This is demonstrated in
Figure 18. It reveals that information on the (effective) near-
range surface interactions at small separation are difficult to

obtain from experimentally measured load-displacement curves.

I conclude this section with an analysis of the gap profile for
repulsive contacts. At large loads, different Tabor parameters
and functional forms for finite-range repulsion yield gap
profiles that are indistinguishable at small magnification, see
Figure 19a. Differences become nevertheless significant at high
resolution near the center of the contact. Particularly remark-
able is the data set for the Gauss model with put = 4 and its
bistability revealed in Figure 19b. For an increasing force, no
contact has formed at Fy = 7.5. However, when reaching
FN =17.5 from above, contact is formed for radii » < a., = 1.73.
In the latter case, the gap then quickly increases within Ar =~ 0.1
to an almost constant value of order 1/ut for r > a, as if one
had a single confined layer of liquid. For radii » > a"*"°, the
gap assumes the “macroscopic” behavior. Here, a*“" = 4 is

the contact radius that one would ascertain from the analysis of

Beilstein J. Nanotechnol. 2014, 5, 419-437.

aCZ(Hertz)

a’(DMT)
v MW.=1/4 Gauss model

A po=4 N

Figure 18: Displacement d as a function of normal force Fy in the
vicinity of the spontaneous wetting force Fg,,. Symbols reflect numeri-
cal results. The lines, which connect many data points not explicitly
shown, are drawn to guide the eye. The two thick grey lines reflect the
square of the contact radius in the Hertz and DMT approximation, re-
spectively. Color coding: pt = 4 (red), ut = 1 (green), and pt = 1/4
(blue).

the gap with low resolution, e.g., via graphical inspection of
Figure 19a.

At small loads, the sensitivity of the gap profile on the details of
the model become even more apparent. This result, which can
be seen in Figure 19c, is expected, since the elasticity of the tip
is no longer relevant. Instead, the force-displacement curve is
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Figure 19: Gap g(r) as a function of the lateral distance from the origin
r for a large load Fy = 60 (a) and (b) as well as for an intermediate load
Fn = 7.5 (c). In each case, surfaces repel each other. Graph (b)
contains the same data as (a) but has higher resolution. Color coding:
Ut =4 (red) and pt = 1 (green).
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predominantly determined by the effective surface interactions,
as shown clearly by the pr = 4 data sets in Figure 18. They ex-
hibit, to leading order, a Fy oc exp(—d/C) relation in the expo-
nential model, and a Fy oc exp(—d2/¢?) relation for the Gauss
model, where ( is inversely proportional to pt.

Conclusion

The principle new aspect of this work is the continuum-
mechanics based analysis of single-asperity contacts with finite-
range repulsion acting in addition to short-range hard-wall
repulsion. The analysis is based on the concept of the Tabor
coefficient and the repulsion is assumed to arise due to the pres-
ence of a strongly wetting fluid. As for attractive single-asperity
contacts, it is found that the contact area or the displacement on
the normal load depend, to a large degree, not only on the
surface energy but also on the Tabor coefficient pir. Moreover,
for pr exceeding a critical value, there may exist a range of
loads in which two (meta)stable solutions coexist, i.c., one in
which the surfaces touch and one in which a thin gap between
the two surfaces remains. When the value for the load is
increased above a threshold, the latter solution becomes
unstable and the gap disappears. However, in order to obtain
this kind of behavior, which is reminiscent of the squeeze-out of
a wetting fluid, the finite-range interactions between the
contacting surfaces have to be tailored correctly. Using a
surface interaction v, whose derivative increases monotoni-
cally as the gap g approaches zero, such as v oc exp(—g/zg),
only one stable solution exists for any given normal load.
Conversely, when the distance—force dependence is multi-
valued, as is the case for a vg oc exp(—gz/ZZg relation,
squeeze-out and spontaneous wetting can be rationalized and
thus be modeled in the realm of continuum mechanics — in
terms of transitions between (meta)stable solutions. These tran-
sitions (similar to instabilities in the Prandtl model [26], in
which a particle is dragged with a weak spring through a
sinusoidal potential) can occur for solvated tips on surfaces,
for example, if the effective tip—surface interactions has

zero slope when the surfaces touch, as is the case for

AT

v
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Vi OC exp —gz/Zzg . In reality, the far-field potential may
even be oscillatory and evidenced by the squeeze-out of many
subsequent layers. Such behavior has been recently observed
and linked to the (damped) long-range oscillatory behavior of
the density correlations in high-density liquids [15,19].

An interesting consequence of short-range repulsion is that the
contact geometry can look similar to that of an adhesive neck.
This is shown in Figure 19b for the (ur = 4) Gauss model and
decreasing load. To improve the visualization, a similar gap
geometry is shown again in Figure 20 together with a profile of
the finite-range repulsion.

A secondary aspect of this work is devoted to the analysis of
how to best reach well-defined asymptotic behavior in numeri-
cal simulations of adhesive contact mechanics. It is found that
the DMT limit is approached quickest when using attractive
potentials whose first derivative disappears as the gap goes to
zero, at least if the contact area is the variable of interest.
However, these potentials approach the JKR limit only at a rate
of 1/ur for large pr and the contact area becomes difficult to
define once pt > 1. Thus, one is better off using potentials with
finite slope in the small-gap limit. They converge in a well-
defined fashion with l/u% to the JKR limit for large Tabor
coefficients. This is supposedly the more relevant limit for
adhesive surfaces with self-affine fractal roughness. For the
modeling of repulsive surfaces, the situation is more compli-
cated. Formally, the JKR limit is again reached more quickly
with models that have finite slope at zero gap. However, these
models do not allow one to model the hysteretic response of a
confined fluid that results whenever the squeeze-out force

exceeds the spontaneous wetting force.

A by-product of this work is a minor modification of the
phenomenological description of single-asperity contact
mechanics by Carpick, Ogletree, and Salmeron [1]. The COS
equations can be parametrized to contain the correct asymptotic
behavior for JKR and for DMT limits and also for the superpo-

N

T e

Figure 20: Contact geometry for a Gauss model with finite-range repulsion. Arrows indicate the direction of normal load Fy (thick arrow) and that of
the finite-range repulsion (thin arrows) acting in addition to a hard-wall constraint. No adhesive forces between the surfaces are considered.
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sition of extremely short- and long-range interfacial interac-
tions, as shown by Schwarz [2]. However, they still have a few
formal shortcomings for intermediate-range potentials. For
example, the original interpolation of the contact-area-on-load
dependence for finite Tabor coefficients recuperates neither
Hertzian contact mechanics at large loads with correct prefac-
tors nor the correct contact radii in either DMT or JKR limit at
zero normal loads. In this work, I propose to enforce those
limits exactly including the correct asymptotics for
ac(ur,Fny = 0) at up = 0 and py — . By doing so, the
maximum error of the a (Fn = O,ur) curve could be reduced
from 1.2% to less than 0.3%. A shortcoming of both the origi-
nal and the new, modified COS equations is that they both
,Fp)
according to (a — ap) oc (Fp, + FN)¥, where the exponent takes

assume an asymptotic behavior near pull-off (Fny —

the JKR value k = 2/3 for any non-zero Tabor coefficient. The
modified COS equations could thus be improved further if one
incorporated the new finding that k crosses over continuously
from 2/3 (exact for JKR) to 1/2 (exact for DMT). However, this
does not seem useful in practice. Extreme accuracies (5 digits
and more for a. and Fy) would be needed in measurements to
deduce aj, and « to within one or two digits. Such an accuracy is
difficult to achieve both experimentally and numerically. More-
over, the surface energy is not very well defined at small scales,
because its precise value depends crucially on roughness down
to the atomic scale, see, e.g., [27]. Thus, from a practical point
of view, both the original and the modified COS equations are
quite reasonable, all the more because the geometry of real tips
can deviate quite substantially from a parabola.

This work is concluded with an assessment of what values for
prt one might expect in AFM or SFA experiments. To come up
with a ballpark estimate, the following “typical values” shall be
assumed: Ay =40 mN (Ay can, of course, be close to zero, but
much higher, e.g., for two equally charged surfaces in the
context of electrochemistry), £ =5 GPa (in between soft matter
and ceramics), zp = 10 A (size of an OMCTS or molten salt
molecule), R =1 um (in between AFM and SFA, precise value
not very important, as third root is taken). These numbers lead
to put = 0.4, which is close to the interesting “cross-over”
regime. Thus, real contacts may span a broad range of values
for pt. Comparison between theory and experiment may be
difficult, in particular because atomic-scale roughness (or even
sub-atomic roughness arising from electron orbitals) leads to
complicated slip-boundary conditions and slow kinetics.
However, given a well-motivated form for the effective inter-
action between two flat surfaces, it may yet be possible to ratio-
nalize and to model, at least on a semi-quantitative level, the
interactions of curved surfaces in the presence of a strongly
wetting fluid within the presented Tabor-coefficient based

framework. Particularly appealing systems may be found in

Beilstein J. Nanotechnol. 2014, 5, 419-437.

tribo-electrochemical applications, where the surface interac-

tions can be tailored in a quasi-continuous fashion.
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Abstract

Nanofiltration (NF) is a capable method for the separation of dyes, which can support and even improve the applicability of photo-
catalysis in effluent-treatment processes. The membrane process usually will need a special pre-treatment to avoid precipitation and
fouling on the membrane surface. Conceptually NF can be applied in the pre-treatment prior to the catalytic reactor or in connec-
tion with the reactor to separate the liquid phase from the reaction system and to recycle finely suspended catalysts and/or organic
compounds. When concerning such reaction systems on a bigger scale, cost figures will prove the usefulness of those concepts.
Different applications of photocatalysis on the lab-scale have been published in recent years. Membrane technology is used almost
in all those processes and an overview will be given of those recently published systems that have been reported to be potentially
useful for a further scale-up. NF membranes are mostly used for the more sophisticated separation step of these processes and the
additional costs of the NF treatment, without any associated equipments, will be described and illustrated. The total specific costs of
industrial NF treatment processes in usefully adjusted and designed plants range from 1 to 6 US$/m? treated effluent. Combination
concepts will have a good precondition for further development and upscaling, if the NF costs discussed here in detail will be,

together with the costs of photocatalysis, economically acceptable.

Introduction
Textile processing comprises different operations such as pre-  processing one ton of textile, 230 to 270 m3 of wastewater has
treatment, dyeing, washing of garments, printing and finishing to be treated prior to the release into the environment [1].

and produces a large amount of polluted effluent. For Conventional biological treatment plants are not effective in the
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removal of colour dye effluents, because of the aromatic struc-
ture of the large dye molecules, which provides chemical
stability and, thus, also a high resistance to biological degrad-
ation. Dyes are made to be stable to light, oxidizing agents, and
aerobic digestion to fulfil the quality demands of textile prod-
ucts. Fundamental principles and applications of photocatalytic
degradation of dyes in homogeneous or heterogeneous systems
can be found in the literature. For example there is an extensive
overview given from Mills and Le Hunte [2], a review by
Chong et al. [3] about recent developments in photocatalytic
water treatment technology, and a short description of funda-
mentals is given by Rauf and Salman Ashraf 2009 [4].

Results
Conventional concepts of effluent treatment
and NF

In the conventional treatment of effluent of the textile indus-
tries separation methods like coagulation, flocculation, flota-
tion or sedimentation are used. Process variants concerning the
separation of dyes are numerous, but all of them require a final
disposal, possibly with a prior on-site storage. The drawbacks
of all chemical methods are an additional usage of chemicals,
an increased sludge production and often the need to remove
additional colour and chemical oxygen demand (COD). Uncon-
ventional membrane separation plants with NF filters, in combi-
nation with certain pre-treatment steps, are applied in some
textile works, but those nanofiltration applications do not yet
reflect the state of the art, and are not yet adopted as standard
techniques in the dye industry [5]. However, the major draw-
back of applying membrane processes in wastewater treatment
is membrane fouling. Therefore a proper pre-treatment of the
feed of a nanofiltration separation is the most important
measurement to obtain a successful technical application. Many
reports are found in the literature, which deal with possible
measures for the prevention of fouling in membrane filtration.
One recent review focuses the coagulation in connection with
nanofiltration has been published by Zahrim et al. [6]. Floccula-
tion and the separation of flocculated materials can reduce COD
and colour to a great extent and, in addition, decrease the

fouling rate in a membrane process.
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In Figure 1, a schematic overview of possible pre-treatment
steps is displayed and it can be recognised that pre-treatment
plays an important role but will also be costly when membranes
are applied in the wastewater treatment. In the nanofiltration
permeate, which constitutes the bigger part of the treated
effluent, COD and colour are usually reduced to a great extent.
If necessary, an additional NF step can be installed further

down-stream as a post-treatment process.

Membrane filtration combined with photoca-
talysis

Photocatalysis is an advanced method for the degradation of
dyes from textile effluent due to its ability to oxidize and to
destruct dyes simultaneously while the conventional treatment
methods either concentrate or transfer dyes to a solid phase
[7-11]. Fundamentally, organic compounds are decomposed by
means of reactive species such as hydroxyl radicals (OH"),
which are generated by UV irradiation of photocatalysts in the
reaction system. Commonly applied photocatalysts include
TiO,, ZnO, Fe,03, CdS, GaP and ZnS. Among these, titanium
dioxide (TiO;) has attracted great interest in research and devel-
opment because of its mechanical properties, chemical and
thermal stability and resistance to chemical breakdown, which
promote its application in photocatalytic water treatment
[7,9,12,13]. Photocatalysts can be used in the form of
suspended fine particles or immobilized on various supports.
Obviously, photoreactors with a suspended catalysts (or slurry
type) are considered to offer greater contacting surfaces
between the photocatalysts and the pollutant molecules than
reactors working with immobilized photocatalysts. Immobi-
lized catalysts have a defined specific surface area, which is
connected with the supporting surface. Photoreactors with
suspended catalysts, however, require a separation of the cata-
lyst from the treated effluent.

The combination of photocatalysis and membrane filtration is
based on the fact that photocatalysts exhibit an oxidation poten-
tial and the membrane separation, especially with nanofiltration
membranes, provides the selective separation of pollutants to be
retained and removed. Different concepts have been described

filter buffer, filter filter permeate
mechan. neutrali- SS FF NF for further
—> ) > . > |
screen sation separation 1um membrane treatment
separation steps
coarse solids residual minor retentate
residue for to be fine solids for to be
disposed disposed

Figure 1: General pre-treatment steps prior to membrane separation.
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in literature. The use of particulate catalysts, require a recircula-
tion of the catalyst, and it is in addition necessary to uncouple
the hydraulic residence time from the residence time of the
organic compounds in the catalytic reactor system, which can
be achieved by selective membrane separation [3,10,12,14-16].
Photocatalytic processes have been predominantly selected to
be combined with pressure-driven membrane processes such as
microfiltration (MF) [17], ultrafiltration (UF) [10,17,18],
nanofiltration (NF) [5,10,19-21] and reverse osmosis (RO) [19].
Recently, the combination with membrane distillation (MD)
[10,18] has also been proposed for the treatment of dye industry
effluents.

Molinari et al. [21] studied the degradation of two commercial
azo-dyes, namely Congo red (C3,H;>,NgNayOgS5) and patent
blue (Cy7H31N;NaOgS,), by using TiO, Degussa P25 as the
photocatalyst in a lab-scale combined system with NF
membranes NTR 7410 (Nitto Denko, Tokio) and have observed
that it was possible to successfully treat concentrated solutions
(500 mg/L) of both dyes by means of a continuous process with
a suspended photocatalyst. Damodar et al. [17] have studied the
coupling of a MF membrane separation with a photocatalytic
laboratory slurry reactor for an advanced treatment of dye
effluent and achieved high removal rates (82—-100% colour
removal, 45-93% TOC removal, and 50-85% COD removal) at
optimal initial concentration of reactive black 5 (RBS5) in a flat
polytetrafluoroethylene (PTFE) MF membrane module
submerged into the slurry photocatalytic reactor. Moreover, the
submerge membrane concepts enabled long-term test runs.
Grzechulska-Damszel et al. [10] investigated the removal of azo
dyes (acid red 18, direct green 99 and acid yellow 36) from
water in different combined systems: (a) photocatalysis with
immobilized catalyst bed/NF and (b) photocatalysis in suspen-
sion/UF/MD. Berberidou [19] achieved a complete decolouriza-
tion of a synthetic dye effluent containing reactive black 5 with
a combined system of photocatalysis and RO/NF, as well as
a more than 95% reduction of the initial organic content
and salinity. Mozia [8] conducted experiments with two
combined systems: photocatalysis—ultrafiltration and photoca-
talysis—membrane distillation for the degradation of acid red 18
in an aqueous solution. Both membrane processes could achieve
a separation of TiO, from the solution. The MD process sepa-
rated the model dye completely while the UF process only
removed 77% of the dye after 5 h of the irradiation. Photoca-
talysis and membrane processes in combination can also be
accomplished with various photocatalytic membrane reactors
(PMRs), many of which have been described in the literature
[3,16,17,21]. PMRs can generally be divided into two main
groups: fixed-bed photoreactors and slurry batch photoreactors.
Molinari et al. [22] compared different PMRs in terms of the
position of UV irradiation. Irradiation can take place in the flat
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sheet membrane cell or in a separated recirculation loop.
Different configurations were applied for both fixed-bed
photoreactors and slurry batch photoreactors. The authors indi-
cated that an advantage of the system with the suspended photo-
catalyst over the fixed one is to avoid the risk of a possible
membrane oxidation by OH" radical attack, because the photo-
catalytic reaction is effectively separated from the membrane

filtration step.

NF concepts with photocatalysis

To combine a nanofiltration process with photocatalysis there
are two basic concepts to consider. NF can be set on the
up-stream side or on the down-stream side of the photocatalytic
reactor. In Figure 2 the photocatalysis process is shown as the
responsible step to achieve or fulfil the main process require-
ments. The NF step down-stream from the photocatalysis
reactor operates for the recycling of catalysts and residual
organic compounds and will achieve additional improvements
in the quality of the treated effluent streams. The permeate of
the NF step can optionally be fed to a reverse osmosis (RO) step
in order to separate the salts from the relatively well purified
NF permeate stream to produce water for re-use.

Zheng et al. [5] have investigated the colour removal and COD
reduction in biologically treated dye effluent. With submerged
NF hollow fibres, it was possible to remove 99.3% of colour
and 91.5% of COD while maintaining a steady permeat flux of
5.15 L/m%-h with an applied trans-membrane pressure of
0.8 bar. Colour compounds of biologically pre-treated effluent
could be separated by NF separation, which would enable the
combination with a photocatalytic reactor, in which the reject
stream could be treated in parallel. From this example, it can be
concluded that these concepts require, on the one hand, a feed
that is not too highly loaded and has a sufficient transparency
for the photocatalytic reaction. On the other hand, the drain
from the photocatalysis will possibly contain less fouling matter
with the advantage that the NF can be operated with a signifi-
cant reduction of membrane fouling. The challenge of this
concept can further be seen in its highly efficient oxidation. The
following NF acts almost solely as a polishing step and possibly
for the recovery or recycling of the catalysts. A clear effluent
stream with less complex constituents together with a high
optical transmission is favourable for such a concept. Finally, it
must be kept in mind that the further quality improvements
through NF and RO will have to justify the costs of the addi-

tional membrane steps down-stream.

Another way of combining NF and photocatalysis is shown in
Figure 3. In this schematic block diagram, the NF step is
located on the up-stream side of the photocatalysis and there-

fore the NF is primarily responsible for the separation. In other
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Figure 2: Photocatalysis as the master process responsible for the reduction of organic and fouling matter with a nanofiltration and RO-step for

further removal of residual contaminants.

words, NF will be the master process and other processes down-
stream, such as the photocatalysis, are connected and/or
adjusted with or to the NF. Here, photocatalysis acts more or
less as a polishing step to reduce residual colour compounds,
which are contained in the NF permeate. This concept is
comparable with a general NF treatment concept at the source,
and therefore, the feed has to be pre-treated in order to avoid
membrane fouling as mentioned previously. Fouling of
membranes is often a weakness of the membrane process and
the development of a proper pre-treatment recipe is therefore a
challenging task as described earlier.

master process
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oxidation
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\

The retained dyes and organic matter are separated and repre-
sent the concentrate or retentate stream, which have to be
treated further and finally disposed according to local regula-
tions. The permeate stream, which is already reduced in colour
and in dissolved organic compounds, is post-treated in the
photocatalysis, which can again be classified as a polishing
step.

A more sophisticated concept is shown in Figure 4. A

submerged UF membrane is used to keep the nano-sized cata-
lyst particles within the UV-radiated reaction chamber. A

persulphate

Figure 3: Nanofiltration as the master process responsible for the major reduction of colour and organic compounds, while photocatalysis acts as a

polishing step.

479



Beilstein J. Nanotechnol. 2014, 5, 476-484.

solar radiation

recyle nP-slurry

persulphate
oxidants: H,0;

feed ozone
textile dye
effluent ultrafiltration
feed retentate
1
submerged *per-
salts sistent
organics || permeate organics
nanofiltration reverse osmosis
organics
recycling 3 4
retentate permeate permeate
salts for re-use

retentate

salts, residuals
to dispose

Figure 4: Photocatalysis combined with a submerged UF separation and a down-stream NF and RO treatment.

comparable system is described by Patsios et al. [23] for the
continuous degradation of humic acids. In a heterogeneous
catalysis with TiO, the successful removal of 5 to 10 mg/L
humic acid from a synthetic effluent, without any reject stream,
was demonstrated.

If effluent of the dye industry is processed, there will be organic
colour and inorganic salts in the feed stream. In the backflow of
the photocatalytic system, compounds of not yet reacted or
oxidized organic matter are collected. The UF retentate is
returned back to the photocatalytic reaction system. The UF
permeate will be used as the feed to the down-stream NF sepa-
ration step. Retained compounds from the nanofiltration will be
recycled to the UF feed. The NF step should be arranged in
such a way, that the residence time of persistent organic com-
pounds could be increased within the system. The NF permeate
again can be treated optionally to separate salts and minor resid-
uals down-stream within an RO step. The main feed of the dye
effluent will need respective pre-treatment, after which the
effluent stream has to be transparent and clarified and to contain
only a minor content of dyes and dissolved organic compounds.
The photocatalytic process can be carried out almost without a
rejected fraction and no further disposal of residual matters.

Estimation of NF costs

The synergies of applying nanofiltration in combination with
photocatalysis must justify the additional costs. As we have
seen, NF can be a pre-treatment step to increase the effective-
ness of the photocatalysis or can act as a post-treatment after the
photocatalysis, for a further reduction of colour and COD. In

both process concepts, the NF will contribute significantly to

the dye separation, but it will also be a major contribution in the
treatment costs. For a rough and a quick estimation of these
costs, a simple approach will be described and demonstrated in
an example. The described procedure is based on the authors
experiences in the realization of NF-plants for the production of
dyes and chemicals and for the pre-treatment of wastewater in
the 1980s and 1990s, within the dye division of Sandoz, as well
as for intermediates and solvents isolation for DSM and Evonik
in recent years. According to those experiences, the costs of the
NF treatment can be attributed to the membrane replacement
costs, which directly depend on the required membrane area and
therefore, on the size of the plant that is used for the treatment
process. When membrane plants are applied, it is a challenge to
keep membrane costs low, because of the frequent need for
membrane replacement that is associated with these applica-
tions. Membrane costs in industrial applications are in the range
of 10 to 20% of the total equipment costs. In wastewater treat-
ment the maximum affordable membrane replacement costs

(MRC) are, as a rule, less than 10% of the equipment costs.

The annual operating costs, as given in Table 1, are between
204 and 408 USS, which is roughly seven times the assumed
membrane replacement costs (MRC) of 30 to 60 US$ per m? of
the spirally wound membrane elements used in the focused
treatment plant. The estimated figures of fixed and variable
costs are empirical cost data collected from NF membrane
plants with membrane areas from 100 to 500 m2 with a cost
accuracy of £30%, depending on the quality, technical perfor-
mance and efficiency of the separation. Based on the figures of
Table 1, we can roughly estimate the operating cost of an NF

application, which has to achieve a given through-put of
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Table 1: Compilation of costs in multiples of membrane replacement costs.

specific membrane replacement costs (sMRC) for spiral membrane elements

volumetric permeate capacity
assumed membrane life time (MLT)

fixed costs amortization

maintenance (20% of amortization)

total fixed costs

membrane costs
energy costs

variable costs

cleaning (CIP) costs

labour costs
total variable costs

total operating costs

permeate. The permeate flux indicated in Table 1 as the volu-
metric specific permeate capacity, which empirically will be in

the range between 10 to 30 L/m?-h for an NF-application.

A short example illustrates this cost estimation procedure. The
first steps of this approach are shown in Table 2. We assume an
application with a treatment capacity of 20 m3/d and 200 d per
year of operation. For cleaning (CIP) 4 h per day is set and the
net operating time per day results in 20 h. With the assumed
200 operating days per year, we get the specific permeate
capacity between 200 and 600 L/m2-d or, when calculated for
one year, of 40 to 120 m3/(m2-a). Depreciation and mainte-
nance costs incur independently of the operatinal status of the
plant. That is, no matter whether or not there is a demand to
treat effluents, the periodical CIP is included in the mainte-
nance cost, which is required, even if the membrane plant is not

in operation.
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30-60 US$/m?
5-30 L/m2-h
1a

2.55 x MRC
0.50 x MRC

3.05 x MRC

1.00 x MRC
0.50 x MRC
0.25 x MRC
2.00 x MRC

3.75 x MRC

6.80 x MRC

As for the amortization period, we have generously taken a
10-year period, which might not be generally applicable
depending on local situations or financial regulations. Figure 5
is a compilation of empirical data of realized membrane plants
with different module configurations such as tubular, plate and
frame, or spiral wound. The given specific equipment costs are
the turn-key costs of frame-mounted separation plants,
including the CIP system, without the costs for local installa-
tion of buffer tanks and all out-side the battery limits of the
separation plant, which are considered to be ex-works prices.
From Figure 5 we can now take the estimated purchase price for
the equipment cost, based on the necessary plant size, which is
defined by the membrane area needed for the filtration process

and based on the design output mentioned previously.

The required plant size in our example is defined with a 100 m?

membrane area. As we are using spiral wound configuration,

Table 2: Cost estimation example based on Table 1 for a treatment capacity of 20 m3 dye effluent per day at an assumed operation time of 200 days

per year.

dye effluent

specific permeate capacity
operation

specific permeate capacity per day
resulting size of NF plant

sMRC

membrane lifetime

total SMRC (100 m2 MAS)

cost estimation of Table 1 (365 d/a operation)
fixed costs (Table 1)

variable costs (Table 1) for 200 d/a

total operating costs

20 m3/d

10 L/(m?2-h)

20 h/d

200 L/(m2-d)

100 m2 (membrane area size, MAS)
30-60 US$/m?2 (mean value: 45 US$/m2)
1a

3,000-6,000 US$/a

6.80 x MRC

3.05 x MRC

2.05 x MRC (= 200/365 x 3.75 MRC)

15,300-30,600 US$/a (= 5.10 x MRC)
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Figure 5: Specific equipment cost (SEC) per m? of membrane area.

the specific equipment costs can be taken from Figure 5 to be
about 1,150 US$/m?2, which results in an equipment purchase
price of 115,000 US$ (+30% depending quality of materials,
instrumentation, control devices and process automation stan-
dards, etc.). As calculated in Table 2, the total operating cost
will be 15,300 US$ (for 3,000 US$ membrane replacement
cost) or 30,600 USS (for 6,000 US$ MRC), respectively. With
those figures we can calculate the treatment cost of one cubic
metre of dye effluent, which results, depending again on the
respective membrane replacement cost, in the range between
3.83 and 7.66 US$/m>.

Influences on NF treatment costs

The daily required effluent treatment capacity and time for
membrane cleaning together with the main specific permeate
flux, should be taken for the preliminary fixing of the NF plant
size, as illustrated in the previous example, whereby influences
in flux performances are not taken in consideration. With the
amortization costs the invested capital of a plant, which can be
estimated on the basis of the plant size, will be paid off over a
certain period time. The number of years for paying off the
capital expenditures is one cost sensitive factor and another is
given with the yearly operating hours. This influence affects to
a great extent the total specific treatment costs. The total mean
treatment cost (MRC = 45 US$/m?) can be calculated as
5.74 US$/m3, for our example of a NF treatment plant with a
capacity of 20 m> dye effluent per day and with an assumed

membrane flux of 10 L/m%h and 200 operating days per year,
which means that 4,000 m3 would be treated during one year.
Those treatment costs would be decreased to 4.20 US$ /m?3 if
the plant could be operated the whole year with a total treat-
ment capacity of 7,300 m3. The number of treatment days per
year, which represents a significant influence in the treatment
costs too, is shown in Figure 6.

18 | |

16
A
12 \\
10

8 N\

~.

— sMRC 45.00 US$/m®

Specific Treatment Costs [US$im3]

[= S

0 100 200 300 400

Days of operation per year [d/a]

Figure 6: Total specific treatment costs of dye industry effluent versus
the operating time in d/a with a mean MRC value of 45 US$/m?2.

482



Even a well-performing plant has to be preferably operated
round the year for a profitable application. A treatment plan
over the year is needed to reduce down-time periods and over-
capacities of treatment plants. Overcapacities and long down-
times can kill the economic benefits of a projected treatment
plant. Alongside these effects, CIP time and/or membrane
cleaning times, together with the achievable permeate fluxes,
will have an additional influence on the demandable sizes of the
membrane plant areas and represent therefore another signifi-
cant factor in the separation plant and costs. In Figure 7, the
total specific treatment costs in USS$ per treated cubic metre
effluent is shown versus the mean plant permeate flux which
can be achieved in the considered treatment process. In
Figure 5, the dependence of the specific investment or equip-
ment costs versus the membrane areas or plant sizes is
displayed. Taking into account this and an assumed amortiza-
tion period of 10 years, the total specific treatment costs are
calculated for an assumed 365 days per year operation, and for
plant capacities of 20 m3/d and 100 m3/d. In Figure 7, the
resulting treatment costs in US$ per cubic metre of dye effluent
are outlined versus the achievable mean permeate flux of the
NF process.

~

\ o

+20m%d = 100 m%/d

\ | I

\\ y = 17.438x°%°%| |
L
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Figure 7: Specific total operating costs, treatment capacity 20 m%/d
and 100 m3/d, 365 days per year treatment operation.

Discussion

Focusing on industrial applications it is a rule that costs are
associated almost directly with the numbers of treatment steps
involved. To combine different treatment steps it is important to
learn about the strengths and weaknesses of the single steps to
be able to evaluate the opportunity of a certain combination. In
our case photocatalysis is used to degrade compounds in the

effluent. The nanofiltration is used to isolate compounds selec-
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tively from the effluent. The combination of the two has to
ensure the required removal of dyes from the effluent, without
generating a reject stream which would again require a further
treatment step or has to be finally disposed. The assessment of
the applicability of nanofiltration in combination with photoca-
talysis is clearly given in the treatment application, if the
constituents of effluents can be rejected or isolated by the
nanofiltration as well as properly degraded by the photocataly-

S1S.

The costs of the nanofiltration separation, which have to be
taken in account, dependent on different empirical factors,
which can be obtained from respective experiences or have to
be specifically collected through lab and/or pilot tests, which
should be done preferably in combination with the projected
photocatalytic reactor. Regarding the cost calculation of
nanofiltration, assumptions were made, which are based as far
as possible on practical experiences. The expected specific
treatment costs lie in the range between 1 and 6 US$ per m? of
treated effluent depending on plant size, quality of effluent to be

treated and required treatment limits.

Conclusion

The combination of NF with photocatalysis is capable of
increasing the efficiency of the dye degradation process. NF
possesses the ability to reject organic colour compounds in the
pre-treatment, as well in the post-treatment. Photocatalysis
needs a more transparent system and therefore lower concentra-
tion of dyes to be effectively applied. Despite their application
potential NF membrane processes are not a common tech-
nology in dye works, yet. Promising laboratory results of NF
separation are not easily transferred to industrial applications,
and it has to be kept in mind that membrane processes are
seldom stand-alone solutions and additional investment costs
for industrial plants that include the necessary pre-treatment
equipment can be high.

Considering the treatment of dye effluents, there is a possibility
to set the treatment at the source to avoid the disadvantage of a
dilution of dyes being treated. Previously many dyehouses
discharged their effluents to the main sewer and, as a conse-
quence, the treatment of the collected dye effluents had to be
carried out in large-volume tanks. Secondly various residual
dyes from different sources have to be separated or oxidized
more or less at the end of the pipe after a biological treatment
step to fulfil regulations or to achieve an almost colourless
effluent. The treatment of diluted systems after the biological
degradation, also described as effluent polishing, can be carried
out conventionally through natural UV-radiation in large
surface ponds or, with reduced area demands, in photocatalytic

systems, in which the so-called advanced oxidation processes
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are conducted. The photocatalytic systems exhibit higher effi-
ciencies and shorter residence times and nanofiltration can
contribute by almost completely rejecting organic compounds,
which are not readily degraded within the given hydraulic resi-
dence time in the photocatalysis. However, a nanofiltration
down-stream of the photocatalytic reaction will be a major cost
factor. The exclusive costs of NF will range from 1 to 6 US$
per m? of treated effluent. But as a result, NF will ascertain high
qualities of the treated effluents and can be synergistically
combined with a photocatalytic degradation facility.
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Abstract

The Fenton reaction is the most widely used advanced oxidation process (AOP) for wastewater treatment. This study reports on the
use of pyrite nanoparticles and microparticles as Fenton reagents for the oxidative degradation of copper phthalocyanine (CuPc) as
a representative contaminant. Upon oxidative dissolution in water, pyrite (FeS,) particles can generate HyO, at their surface while
simultaneously promoting recycling of Fe3 into Fe2™ and vice versa. Pyrite nanoparticles were synthesized by the hot injection
method. The use of a high concentration of precursors gave individual nanoparticles (diameter: 20 nm) with broader crystallinity at
the outer interfaces, providing a greater number of surface defects, which is advantageous for generating H,O,. Batch reactions
were run to monitor the kinetics of CuPc degradation in real time and the amount of H,O,. A markedly greater degradation of CuPc
was achieved with nanoparticles as compared to microparticles: at low loadings (0.08 mg/L) and 20 h reaction time, the former
enabled 60% CuPc removal, whereas the latter enabled only 7% removal. These results confirm that the use of low concentrations
of synthetic nanoparticles can be a cost effective alternative to conventional Fenton procedures for use in wastewater treatment,
avoiding the potential risks caused by the release of heavy metals upon dissolution of natural pyrites.

Introduction

There has been growing interest in nanomaterials for green ~ AOPs generate hydroxyl radicals (OH") that trigger the forma-
environmental remediation. For example, catalytically active tion of other reactive intermediates (e.g., HO," and O,""). Due
synthetic nanoparticles inspired by natural minerals have been  to their high oxidation potential (E® = 2.8 V), hydroxyl radicals
combined with in situ advanced oxidation processes (AOPs) as  attack most organic pollutants with rate constants in the order of

a potential strategy to remediate contaminants [1-3]. These 10° to 10° M~ !s! [4,5]. In practice, the formation of OH" to
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degrade organic compounds involves the iron (Fe2™ and Fe3™)
catalysed decomposition of HyO,; this transformation is known
as the Fenton reaction [6]. A major drawback of conventional
Fenton chemistry for wastewater treatment is that it requires a
continuous supply of HyO, under strict pH control, to limit the
precipitation of iron oxyhydroxides. However, this control
makes the process difficult and cost expensive.

Green nanotechnology can be used in various industrial and in
situ remediation processes and can be an effective option for
wastewater treatment. Several studies have recently reported the
capacity of mineral suspensions (e.g., silicates, oxides and
sulfides) to continuously generate H,O, at surface defect sites
[7-14]. Since the catalytic performance of the particles depends
on the surface area-to-volume ratio (i.e., better performance is
enabled by higher ratios), nanoparticles are typically expected
to be more reactive than microparticles. Following this logic,
and given the fact that pyrite microparticles have already been
explored in Fenton chemistry [15], we sought to explore pyrite
nanoparticles as heterogeneous catalysts for Fenton-like
systems. Pyrite, the most abundant iron sulfide in the crust of
Earth, releases Fe2" and H" upon oxidative dissolution. As
such, it has been used with HyO, as a Fenton catalyst for the de-
gradation of several organic pollutants, including trinitro-
toluene, carbon tetrachloride and diclofenac [16-19]. Several
recent studies have reported that pyrite can spontaneously
produce H,O, via catalytic dissociation of O, and H,O with
iron surface sites [7,8,10,12-14]. Albeit the use of pyrite alone
as Fenton reagent (i.e., without externally added H,O,) has
been demonstrated for lactate degradation [15], this approach
remains poorly studied and, to the best of our knowledge, has

never been used to remove dyes from textile wastewater.

In this work, we compared synthetic pyrite nanoparticles to
naturally derived pyrite microparticles for their efficiency in the
oxidative degradation of copper phthalocyanine (CuPc), a
representative dye that has a metallic ring structure. Phthalo-
cyanines are widely used in the textile industry and can provoke
carcinogenesis. However, removal of metallocyanines is diffi-
cult because of their resistance towards oxidative degradation as
well as their low biodegradability. To this end, we performed
real time experiments to determine the degradation rate of CuPc
induced by H>O, generated at the surface of the pyrite nanopar-
ticles or microparticles, using UV—vis adsorption spectroscopy

and H,0O; sensors.

Results

Structural aspects of the pyrite nanoparticles
The pyrite nanoparticles were analyzed at bulk level by XRD to
evaluate the possible formation of secondary phases (Figure 1).

As shown in the XRD pattern, the only observable Bragg reflec-
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tions correspond to lattice planes of the cubic structure of pyrite
(JCPDS card no. 42-1340). A moderate amount of background
is also present in the pattern, where it is especially marked at
the tail of the intensity distribution. This type of broadening is a
characteristic indicator that coherent X-ray diffraction is occur-
ring in finite-size domains (e.g., sub-grains). The average size
of the crystalline domains (as calculated by Rietveld analysis)
was 20 nm, which is consistent with the HR-TEM observation

of the individual particles.
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Figure 1: XRD pattern of the nanoparticles, indicating that pyrite was
the only crystalline phase resulting from the synthesis. Rietveld
analysis of the reflection broadening gave an average crystallite size of
20 nm.

The TEM micrographs of the nanoparticles are shown in
Figure 2. The upper left panel (Figure 2a) corresponds to a low-
magnification image that shows the typical arrangement of
nanocrystals obtained in our syntheses. The nanoparticles
tended to aggregate, forming polydisperse clusters of rounded
particles ranging in size from 20 nm (individual nanoparticle) to
150 nm (largest cluster). At the initial stages of the process, the
clusters were polycrystalline, as indicated by the SAED pattern
(Figure 2b). However, as crystallization progressed, some of the
particles tended to reorganize, giving rise to single-crystal
domains that extended to several particles. This feature is
observable in the HR-TEM image (Figure 2c), in which two
particles have self-assembled and their lattice fringes, corres-
ponding to the (200) planes, exhibit coherent interference
domains. This fact is also confirmed by the FFT superposition
of the two particles (inset), which reveals that the diffraction
spots have identical orientation. Interestingly, individual parti-
cles were surrounded by an amorphous layer (thickness: ca. 2 to
3 nm), suggesting that crystallization had begun upon nucle-
ation of an amorphous precursor and subsequently followed
some type of structural reorganization associated with high-
energy surfaces between adjacent particles [20-22]. Similar

textures have been observed in other syntheses, especially when
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Figure 2: a) TEM image of the typical distribution of the nanoparticles, comprising polycrystalline aggregates of pyrite. b) SAED pattern of the
nanoparticles. ¢c) HR-TEM image showing the structure of the nanoparticles. Individual nanoparticles tended to self-assemble, thereby forming finite-
size crystalline domains extended over several particles. The surface of the nanoparticles always appeared to be surrounded by an amorphous layer.

high concentrations of precursors were employed [23-26]. This
factor can be a limitation when high crystallinity is required; in
such cases, use of low reagent concentrations or surfactants is
often required to keep the particles apart. However, for the
purposes of our work, the formation of interphases with
numerous defects is advantageous, since the generation of H,O,
relies precisely on the presence of these defect sites.

Kinetics of HoO2 generation and CuPc decol-

oration

Effect of pyrite particle surface area on reactivity

In order to evaluate the influence of the pyrite particle surface
area on the amount of H,O, generated and on the dye decol-
oration (degradation) pathway, we performed kinetic experi-
ments with dispersions of pyrite nanoparticles or microparticles
(Figure 3, see section Experimental below). The same initial
particle loading (0.08 g/L) and dye concentration (0.1 mg/L)
were used. When nanoparticles were employed (Figure 3, curve
a), the amount of H,O, detected by the sensor oscillated, rose to
a maximum value of 1.4 puM, rapidly decreased to zero and
finally, plateaued at 0.2 uM within ca. 10 h. The oscillatory

trend and the rapid decrease in H,O, levels suggest that with
the nanoparticles, nearly all the generated H,O, had been
immediately transformed into less stable free radical species, in
a process catalyzed by the Fe?" ions released during their rapid
dissolution. However, the microparticles gave vastly distinct
results: the HyO, was generated much more slowly, and gradu-
ally accumulated in solution (Figure 3, curve b). This observa-
tion suggests a less efficient conversion of H,O; into free radi-
cals, which would be consistent with a lower rate of iron
delivery to solution than in the case of the nanoparticles. This
hypothesis is consistent with PHREEQC calculations [27] of the
total iron [Fe2™ + Fe?'] released (Figure 3, inset) in each case,
using the rate expression of Williamson and Rimstidt [28]. The
reactive surface was estimated by the geometrical model
assuming cubes of 20 nm for nanoparticles and 1.4 um for

microparticles.

The degradation efficiency in each case is shown in Figure 4.
During the start-up period (about 5 to 6 h), decomposition
was very similar in each reaction, with a rate constant of

k1 =0.004 h™!. Afterwards, the rate constant in the nanoparticle
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Figure 3: Plot of H,O, concentration over time for suspensions of: a) pyrite nanoparticles or b) pyrite microparticles, at loadings of 0.08 g/L.
Inset: Plot of PHREEQC calculations of total iron [Fe2* + Fe3*] delivered in each case, assuming cubes of 20 nm for nanoparticles and 1.4 um for

microparticles.

reaction increased to k> = 0.07 h™!, which in terms of degrad-
ation efficiency ([1 — (C/Cy)] x 100%) represents a final value

ca. 8 times higher than in the microparticle experiments.

Effect of pyrite particle loading and phthalocyanine
concentration
The influence of the initial mass of pyrite on the CuPc degrad-

ation was assessed by performing experiments with nanoparti-
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Figure 4: Rate of CuPc decoloration (initial concentration: 0.1 mg/L) in
suspensions of pyrite nanoparticles (average size: 20 nm; red circles)
or microparticles (average size: 1.4 ym; black circles), at loadings of
0.08 g/L.

cles at three different loadings. As shown in Figure 5, even
small differences on pyrite loadings prompted changes in the
degradation efficiency of CuPc, with the higher loading
corresponding to a faster CuPc decomposition (k] = 0.07 h™!
at 0.08 g/L, k, = 0.04 h™! at 0.04 g/L and k3 = 0.003 h™! at
0.02 g/L) and consequently leading to more efficient degrad-
ation (the higher loading experiment was about § times more
efficient).

Remaining fraction of CuPc (%)

time (Hours)

Figure 5: Effect of pyrite nanoparticle loading on the rate of CuPc
decoloration. ([CuPc]p = 0.1 mg/L, loadings values are marked in the
curves).
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We also evaluated the influence of the initial concentration of
CuPc on its degradation. The results are plotted in Figure 6, in
which the curves represent the fraction of remaining contami-
nant (C/Cy) obtained with pyrite nanoparticles (Figure 6a) or
microparticles (Figure 6b). In both cases, the degradation
proceeded much more quickly at lower levels of dye (nanoparti-
cles: ca. 4 times; microparticles: ca. 2 times), corroborating
previous reports of delayed degradation at higher dye concen-
trations [29]. Nevertheless, experiments with a relatively
concentrated dye solution (5 mg/L) and low nanoparticle
loading (0.08 g/L) still gave a degradation efficiency of 17%
within 20 h.

The use of pyrite nanoparticles for CuPc degradation acidified
the system. In the performed experiments, the pH usually
attains a final value of the order of 4-5, where Fenton reaction
is far more efficient. Consequently, special pH control is not
required. This it shown in Figure 7, for experiments performed
with two different concentration values of dye and pyrite
nanoparticle loads.
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We used high performance liquid chromatography (HPLC) to
identify byproducts generated during degradation. The chro-
matogram of unreacted dye was employed as control (Figure 8)
and showed a single peak in the UV region with a retention time
of 2.42 minutes. After 27 h of reaction with nanoparticles, the
chromatogram exhibited seven new peaks (retention times:
1.56, 3.01, 3.56, 4.24, 5.71, 6.31 and 9.12 minutes, respectively)
and an appreciable decrease in the intensity of peak corres-
ponding to the dye (at 2.42 minutes). The peak at 5.71 minutes,
which is associated with phthalamines, a diagnostic species for
the oxidative destruction of phthalocyanines [30], showed a
Amax of 217 nm.

Discussion

There have been previous reports on the surface generation of
H,0, upon oxidative dissolution of pyrite [7,8,10,12-14]. This
reactivity, coupled with the iron delivery and the decrease in pH
that occur upon dissolution of pyrite, are the reasons that
this mineral is ideal for use in wastewater treatments.

Furthermore, in the present work, we have demonstrated
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Figure 6: Decoloration rate at different initial concentrations of CuPc in suspensions of pyrite a) nanoparticles or b) microparticles, at loadings of

0.08 g/L.
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Figure 7: The pH and H,0, evolution in CuPc solutions with pyrite nanoparticles (a) [CuPc]p = 5 mg/L at 0.06 g/L loading (b) [CuPc]p = 0.1 mg/L at

0.04 g/L loading.
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Figure 8: a) HPLC Chromatograms (UV detection: 219 nm) of untreated dye, and of dye treated with suspensions of nanoparticles for 27 h. b) UV-vis

spectrum of the peak at 5.7 minutes (Amax: 217 nm).

the efficiency of pyrite at breaking down the ring of
CuPc, which we confirmed through the HPLC identification
of sulfophthalimide, the most common oxidative byproduct
of this dye [30]. Practical interest in pyrite as a Fenton-
type reagent depends on its capability to efficiently and
sustainably generate H,O, for oxidative degradation of
contaminants. Figure 9 summarizes the proposed reaction
mechanisms which are involved in the H,O, generation and in
the subsequent degradation of CuPc by the hydroxyl radical
[29].

H,0, formation by
iron surface defect sites

-l

gl FeS, dissolution

.

0, ;Fe3*; H,0, "
FeS, + 8H,0 ————

Fenton
Process

e

{FeZ*¥ 250, + 16H*

Although the mechanism of H,O, generation remains contro-
versial [7,10-15,31,32], researchers agree that this product is
afforded by reaction of iron defect sites at the pyrite surface
with adsorbed oxygen and water, according to Equation 1 and
Equation 2, below. This chemistry involves the intermediate
generation of O, from dissociative adsorption of Oy(g) at the
pyrite surface:

2 3 o
=pyFe™" + OZ(g)adS — =pyFe™" + 0, ()

Intermediate
+ Cu?*+
Cu byproducts

. .
Caant

Figure 9: Proposed reaction mechanisms for the generation of H,O, and for the oxidative degradation of CuPc by OH".
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=pyFe?" +05 +2H" > =pyFe’t +H,0,,4,

The adsorbed H,O; is then released into the solution. Simulta-
neously, the amount of Fe* required for the Fenton reaction to
occur is supplied to the solution by oxidative dissolution of
pyrite in the presence of O,(aq), according to Equation 3:

2FeS+70,(,q +Hy0 — 2Fe™ +4S07 +4H" (3

At this moment, Fe2" starts to catalyze the decomposition
of H>O, into OH" and other reactive oxygen species involved
in the oxidation of organics pollutants, according to the
Fenton chain-reaction sequence, described by Equations 4 to 7,
below [33].

Fe** +H,0, — Fe’* + HO™ + OH"

1 4)
ki =70 M 's

Fet + H,0, — Fe-OOH2* +H* (3)
Fe-OOH?" — HOO® + Fe?* )
6

ks_g =0.001-0.02 M~ 's7!

200H® - 0,+H,0

(7

k7 =8.6x10° M~ 1s7!

In this sequence, Equation 5 and Equation 6 are the slowest and
diminish the recycling between Fe?™ and Fe3™. Consequently,
they form the rate-limiting step in the generation of free radical
species and decrease the efficiency of the oxidative degradation
of contaminants. When pyrite is used as iron source for hetero-
geneous catalysis, an additional mechanism for the Fe2* regen-
eration occurs through Equation 8:

FeS, + 14Fe>" + 8H,0 — 15F¢’ +16H" +2S03™ (8)

This drives the oxidation of pyrite by Fe3™, thereby releasing
Fe?™ and consequently, accelerating the degradation of
H,O, through Equation 4. As shown above, Equation 3 and
Equation 8 both release protons, promoting acidification simul-

taneously to the delivery of iron into solution.
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The rate expressions associated to Equation 3 and Equation 8
are, respectively [28]:

0.67 on
rate(0, ) = SA[ﬂJ 10781 [0, ]0.5 [H+J )
mg

0.67

0.93 —0.4

rate(Fe3+) = SA(ﬂJ 107697 [Fe3+} [Fe%} (10)
My

Both equations depend on the reactive surface, SA (1/dm).
Since H,O, is also formed by reactions at the surface, the dye
degradation efficiency is expected to increase with a greater
surface area (i.e., smaller particles should give better results).
We assessed this hypothesis by performing batch experiments
to compare the degradation behavior of nanoparticles with that
of microparticles (Figure 3 and Figure 4).

As expected, the nanoparticles gave strikingly better results
than the microparticles. At low loading (0.08 mg/L) and 20 h
reaction time, the former enabled 60% CuPc removal, whereas
the latter enabled only 7% removal. As such, the H,O, was
consumed far more quickly when nanoparticles were used. This
can be explained by the fact that the greater surface area of the
nanoparticles not only provides more sites for HyO, generation,
but also leads to faster oxidative dissolution of the pyrite itself,
as this rate is proportional (in mass terms) to the reactive
surface area. Thus, the nanoparticles rapidly supply the solu-
tion with iron, which induces the rapid transformation of H,O,
into OH" radicals, according to the Fenton reaction scheme. The
dye concentration was indirectly proportional to the degrad-
ation rate (Figure 6), indicating that the best catalytic activities
were reached by using dilution procedures that provide low
concentrations of contaminant. Moreover, the system does not
require a pH control to degrade CuPc (Figure 7).

Conclusion

We evaluated the use of synthetic pyrite nanoparticles and natu-
rally derived pyrite microparticles for Fenton-like oxidative de-
gradation of the dye CuPc as representative industrial contami-
nant. Since pyrite spontaneously and sustainably releases H,O,
upon surface reaction with adsorbed Oy(g) and H7O, it might
prove invaluable for Fenton-like treatment of wastewater, obvi-
ating the need for external addition of H,O,. Furthermore,
dissolution of pyrite in water promotes the recycling of Fe?"
into Fe*" and vice versa, triggering Fenton production of HO",
the primary species responsible for oxidative degradation of the
pollutant. Our results with the synthetic pyrite nanoparticles
demonstrate that H,O, is indeed generated by iron disulfide, in
the absence of trace compounds founds in natural pyrite.
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Our kinetics analysis showed that the pyrite nanoparticles
enabled a ca. § times greater efficiency of pollutant removal
than did the microparticles. The use of synthetic pyrite nanopar-
ticles avoids the dangers of heavy metal release that often
occurs upon dissolution of naturally occurring (i.e., mineral
derived) pyrites. Furthermore, the low required loadings of
these nanoparticles make this procedure even more environ-
mentally friendly. Lastly, since the process does not require
UV-illumination or pH constraints, it may serve as a cheap
alternative to conventional Fenton approaches for the selective
oxidation of pollutant dyes.

Experimental

Chemicals

Copper phthalocyanine-3, 4°, 4°", 4”"’- tetrasulfonic acid tetra-
sodium salt (85%), oleylamine (OA, 70%), sulfur (99.99%) and
toluene (99.8% anhydrous) were purchased from Sigma
Aldrich. Ferrous chloride tetrahydrate (FeCl,y-4H,0, 99%) was
purchased from Fluka. Absolute ethanol was purchased
from Quimivita. All chemicals were used as received
without any further purification. Aqueous suspensions of
pyrite were prepared using deionized water (resistivity: ca.
18 MQ-cm) purified in a Milli-Q system at an initial pH of
about 5.5.

Synthesis of pyrite nanoparticles

Pyrite nanocrystals were synthesized by the hot injection
method [26,34]. The experiments were performed in a three-
neck flask connected to a reflux condenser. The device was
heated by an electric mantle temperature-probe controlled.
Sulfur and FeCl,-4H,O were used as starting materials. Briefly,
0.4 mmol of FeCl,-4H,0 were dehydrated and dissolved in
6 mL of OA under N, atmosphere. The resulting solution was
maintained at 100 °C for 1 h, until an Fe—OA complex was
formed. A solution of 2.4 mmol of sulfur in 6 mL of OA (to
achieve an Fe/S molar ratio of 1:6) was injected, heated to
220 °C and allowed to react for 20 min. The mixed solution was
cooled to room temperature. Nanocrystals were dispersed and
separated by centrifugation and re-dissolving with several
aliquots of a 1:1 toluene/ethanol solution.

Preparation of pyrite microparticles

Natural pyrite cubes (Logrofio, Spain) were milled using a
diamond disk and sieved (63 um) to obtain pyrite powder. The
resulting particles presented an average diameter of 1.4 um
(laser diffraction particle size analyzer, LS13320) and a specific
surface area (BET) of 1.46 m%/g. Prior to use, the pyrite samples
were cleaned by sonication in ethanol (96%), HC1 (0.25 M) and
deoxygenated water, and then dried under vacuum, purged
with N, and finally, stored in a glove box (N, atmosphere) until
use.
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Characterization

The nanoparticles were characterized by high-resolution trans-
mission electron microscopy (HR-TEM), selected area electron
diffraction (SAED) and X-ray diffraction (XRD). The TEM
studies were done on a JEOL JEM-3011 microscope with accel-
erating voltage of 200 kV. The XRD analysis of the nanoparti-
cles and the microparticles was done on a Philips diffrac-
tometer with a graphite monochromator and Cu Ko radiation
(1.54 A). Indexing of pyrite reflections were done using the
JCPDS 00-042-1340 card (FeS; [pyrite]). Further, Rietveld
refinements were performed to rule out the presence of other
crystalline iron sulfides (e.g., marcasite, pyrrhotite and troilite)
and to calculate the average values of crystallite size and

microstrain (according to the Scherrer method [35]).

Experimental set-up

Kinetic experiments were conducted in stirred glass reactors
under ambient conditions (i.e., open to atmosphere and at room
temperature [22 £ 2 °C]; K-type thermocouple). Pyrite powder
was deposited onto silicone strips as a thin film of particles, and
the strips were then adhered to the inner reactor walls. The pH
was monitored by a glass pH-meter (Vernier FPH-BTA) with
an Ag/AgCl reference electrode.

The temporal change in the H,O, concentration in solution was
monitored by an amperometric microsensor (ISO-HPO-100,
World Precision Instruments, Inc.). These sensors contain a
flexible, activated carbon-fiber sensing electrode coated with a
proprietary membrane that enhances the low detection limit
(LDL) of HyO5 to a value of 10 nM (ten times lower than in the
bare Pt electrode; LDL: 0.1 uM) with a response time of less
than 5 s. The signal was amplified with a picoamperemeter
(Apollo 4000 Free Radical Analyzer, World Precision Instru-
ments). Measurements were taken by using a polarization
voltage of 0.4 V versus an Ag/AgCl reference electrode.

Simultaneous to H,O, generation, the decoloration (degrad-
ation) of CuPc was monitored by tracking the absorbance at
630 nm, using fiber optic UV—vis spectrometry (Black-comet,
Stellarnet). A liquid waveguide capillary flow cell (LWCC;
path length: 250 cm; WPI), was connected to the batch reactor
by a peristaltic pump (masterflex pump system, Cole-Parner
Instrument Co; see Figure 10). Alternatively, when the initial
dye concentration was too high (i.e. when it led to saturation in
the Vis spectra obtained with the LWCC), a standard quartz
cuvette (path length: 1 cm) was used and the decoloration of the
dye was done measuring aliquots at different times of the
process.

The degradation of CuPc was analyzed by high performance
liquid chromatography (HPLC; Waters Alliance 2975 equipped
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Figure 10: Experimental set-up using a liquid waveguide capillary flow cell (LWCC).

with a Waters 996 Photodiode Array Detector; UV—vis detec-
tion), using a C8 column (Waters Symmetry: 150 x 4.6 mm,
3.5 pm). The mobile phases were 0.1% aq phosphoric acid (A),
and acetonitrile (B), run in a linear gradient (80:20, v/v) at a

flow rate of 1 mL/min.
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We report results of density functional theory (DFT) calculations on some colorless aromatic systems adsorbed on a TiO,

nanocluster, in order to explain experimental results regarding the photocatalytic degradation of these pollutants under visible light

irradiation. Based on our modeling, we are able to clarify why transparent pollutants can degrade under visible light in the presence

of a catalyst that absorbs only in the UV, to explain experimental data regarding differences in the efficiency of the degradation

process, and to state the key requirements for effective water-cleaning. For that purpose, we analyze the absorption spectrum of the

free and adsorbed molecules, the binding configurations, the matching of the energy levels with the oxide catalyst and the likeli-

hood of the charge-transfer to the substrate. The comparison between several colorless aniline and phenolic systems allows a corre-

lation between the chemical structure and the degradation rate of these pollutants.

Introduction

Titania, TiO,, has been widely used as photocatalyst for envi-
ronmental applications [1-6], particularly for waste water purifi-
cation. Due to its large band gap TiO, absorbs only UV radia-
tion, a fact that limits the efficiency and keeps the costs of the

photocatalytic degradation of environmental pollutants high. To

be used under visible light irradiation, in the range of wave-
lengths where the solar spectrum has its maximum, the elec-
tronic band structure of the photocatalyst has to be modified in
various ways [6]. Alternative approaches to the modification of

the TiO, photocatalyst are the self-sensitized degradation of
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dyes which absorb visible light [7,8] and the photocatalytic deg-
radation of colorless organic compounds by formation of a
charge-transfer-complex, CTC [9,10]. The assumption of a
surface CTC in the visible light catalysis was supported by
subsequent work on various other types of systems, such as
phenolic compounds [11,12], fluoroquinolone antibacterial
agents [13], and various colorless aromatic pollutants [14].

Despite the extensive experimental work, the role of the key
factors that influence the microscopic mechanism of the photo-
catalytic processes is not entirely understood. Our goal is to
answer a few key questions, regarding photocatalytic degrada-
tion: 1) Why can transparent pollutants degrade under visible
light in the presence of a catalyst that absorbs only in the UV?
i) Why are some pollutants degraded more efficiently than
others? iii) What are the requirements for an effective water-
cleaning process? To answer these questions we start from an
analogy with the photoelectrochemical Gritzel cells [15,16].
We argue here that efficient photocatalytic degradation of pollu-
tants under visible light irradiation has to meet similar require-
ments to the ones of the dyes in Gritzel cells. In particular, the
anchoring mode of the pollutant to the TiO, surface influences
the electron transfer [17]. The most commonly used anchoring
group is the carboxylic acid group (-COOH) [16]. It ensures
strong binding of the dye on the surface and promotes the
charge transfer. The anchoring of the salicylate group on TiO,
has also been studied [18,19]. At the surface, both substituent
groups of a benzene derivative are involved in the complexa-
tion of colloidal titanium dioxide [18]. This results in the forma-
tion of a six-atom ring with a chelating type of bonding to the
same Ti(IV) ion. Similarly, the binding of the salicylic acid to
titania was thought as bidentate chelate through the oxygen
atoms of —OH and of ~-OCOH [14,20].

Theoretically, density functional theory (DFT) calculations
showed [21-23] that the binding of the carboxy group to titania
is bidentate bridging, with the monodentate anchoring being
less stable [24-27]. The higher performance of the dyes with
both carboxy and hydroxy anchoring groups [28] has led us to
revisit earlier studies of a dye with three types of anchoring
groups: —OH, —COOH and —SO3H [29,30]. We showed that
although the salicylate does use both the carboxy and hydroxy
substituent groups, the binding configuration is not bidentate
chelate, as previously thought [14,18-20].

Building upon the experience gained while modeling materials
for photoelectrochemical cells, we report here results of DFT
and time dependent DFT (TD-DFT) calculations performed on
several colorless aromatic pollutants, as well as complex
systems consisting of benzene derivatives adsorbed on a TiO,

nanocluster. To answer the questions raised above we deter-
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mine the electronic structure and the optical spectra of the
pollutant itself, and find where the deprotonation is more likely
to take place. We also simulate the pollutant—catalyst system to
analyze the binding configurations. We discuss the energy level
alignment between the pollutant and the catalyst as well as the
charge transfer between the pollutants and the oxide. We
compare our theoretical results with the experimental data avail-
able, particularly with the work of Wang et al. [14] on phenol
(Ph), benzoic acid (BA), p-hydroxybenzoic acid (pHBA) and
salicylic acid (SA), which attempted a correlation between the
efficiency of photocatalytic degradation and the chemical struc-
ture of the pollutants over TiO,.

Results and Discussion

This section is divided in five parts. The first describes the
computational details whereas the second focuses on the opti-
mized geometry and electronic structure of the free pollutants.
The third subsection presents the binding of the pollutants to the
titania nanocluster, the fourth presents the optical properties of
the adsorbed pollutants, and the last subsection attempts to
explain the experimental data as well as the key requirements
for efficient photodegradation based on theoretical arguments.

Computational details

The structures of all pollutants were optimized in neutral as well
as deprotonated forms, using DFT [31-33], with the B3LYP
exchange—correlation functional [34,35] and the double-(
DZVP basis set including polarization functions for the valence
electrons [36] of the free pollutants. In the case of the more
complex pollutant—catalyst system the less demanding 3-21G(d)
basis set was used for geometry optimization. All optimized
structures were checked for stability by means of vibrational
analyses. Time-dependent DFT [37] calculations of the molecu-
lar orbitals and the electronic transitions were performed in
water by means of the polarizable continuum model (PCM)
[38,39]. We used the same B3LYP functional and TZVP basis
sets [36]. In the case of the pollutants adsorbed on the catalyst,
the electronic states were accurately computed by using DZVP
basis sets [40]. The Gaussian03 package [41] was used in all
calculations.

Free pollutants — electronic structure and
optical properties

During the photocatalytic degradation the benzene derivatives
(phenol, Ph, benzoic acid, BA, p-hydroxybenzoic acid, pHBA,
and salicylic acid, SA) undergo various processes, including
deprotonation. We first perform a comparative analysis of the
likelihood of the deprotonation process. For that, we found the
optimized geometries and determined the total energy for all
four aromatic pollutants in neutral and their deprotonated forms.

The simulations of the deprotonated forms were performed by
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taking away a proton from the anchoring group, as it generally
happens when the molecule is bound to the substrate. The opti-

mized structures are shown in Figure 1.

Obvious differences between the geometries of the neutral and
deprotonated forms are observed for salicylic acid. In the case
of doubly deprotonated SA the carboxy group moves away
from the plane of the aromatic ring by 86.2°, whereas for the
form that is singly deprotonated at the carboxy group the torsion
angle is 48.7°. A more careful analysis also reveals some slight
differences between the bond lengths and some small distor-
tions of the bond angles but these aspects are not of crucial
importance in the following. The key question is at which

Beilstein J. Nanotechnol. 2014, 5, 1016—1030.

anchoring group the deprotonation is more likely to take place.
To find the answer we can look at the total energy of the pollu-
tants as well as at the proton affinity, P4, equal to the differ-
ence between the energy of the deprotonated form and the
energy of the neutral compound [42], reported in Table 1. For
both pollutants, the lowest energy between the two singly
deprotonated forms is obtained when the hydrogen atom of the

carboxy group is removed.
The DFT calculated energies of the key molecular orbitals of
the pollutants in neutral and deprotonated forms are repre-

sented in the diagram shown in Figure 2. To put everything in
perspective we also represented the results of DFT calculations

c) (d)

(h)

Figure 1: Optimized structure of pollutants in neutral and deprotonated forms calculated at DFT/B3LYP/DZVP level: a) neutral and b) deprotonated
Ph, c) neutral and d) deprotonated BA, e) neutral, f) and g) deprotonated, h) doubly deprotonated pHBA, i) neutral, j) and k) deprotonated, 1) doubly

deprotonated SA.
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Table 1: Proton affinities of pHBA and SA in neutral and various
deprotonated forms, in water, based on DFT calculations at B3LYP/
TZVP level. The labeling corresponds to the one used in Figure 1.

pHBA (e) ® () (h)
PA (V) — 12.97 12.81 26.00
SA () 0 (k) U
PA (V) — 13.01 12.78 26.09

for TiO, clusters [23], particularly the edges of the valence and
conduction bands of titania. As discussed in [23,43], and the
references therein, DFT calculations on finite size clusters tend
to overestimate the gap with respect to the experimental values.
It can be seen that the energy difference between the lowest
unoccupied molecular orbital (LUMO) and the highest occu-
pied molecular orbital (HOMO) is larger for all pollutants than
the calculated band gap of the semiconductor. As a result, the
absorption spectra of the free pollutants have peaks further in
the UV region than the catalyst. Another important observation
is related to the energy level alignment between the pollutants
and the catalyst. As all LUMOs of the pollutants are above the
conduction band edge of TiO,, the charge transfer to the semi-
conductor is possible. We note that the energies of the deproto-
nated forms are shifted upwards with respect to the neutral

pollutants, as expected due to the missing proton.

The electronic spectra of the pollutants, simulated by TD-DFT
calculations, are displayed in Figure 3. The spectra are all in the
UV, as expected since the pollutants are all colorless, and in
agreement with the results of DFT calculations presented in

TiO, Ph BA
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&
f=1
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Figure 3: Simulated UV-vis absorption spectra of the first 10 transi-
tions for neutral pollutants in water, calculated by TD-DFT. The spec-
tral lines were convoluted with Gaussian distributions of 20 nm
linewidth at half maximum.

Figure 2. The energy of the electronic transitions, obtained by
TD-DFT is a better indicator of the gap than the
LUMO-HOMO energy difference determined by DFT [23].

Of all pollutants, salicylic acid has peaks at higher wavelengths,
just below 300 nm. The spectrum of Ph has a HOMO—LUMO
transition at 248 nm, a HOMO—LUMO+1 transition at 215 nm
and HOMO—-1—LUMO transitions at 187 nm. In the case of
BA the transitions are at 259 nm (HOMO—LUMO), 237 nm
(HOMO-1-LUMO), and 192 nm (HOMO—LUMO+1).
Similarly, for pHBA we found transitions at 258 nm
(HOMO—LUMO), 217 nm (HOMO—LUMO++1), and 191 nm
(HOMO—-1—LUMO-+1). Finally, in the case of SA the spec-

pHBA SA

n d n d + 50
—_— _— T+ -4.0

— T 3.0

(=]
[=]
Potential vs NHE (V)

Figure 2: Diagram of energy with respect to vacuum as well as potential versus the normal hydrogen electrode (NHE) of pollutants in both neutral and
deprotonated forms, calculated at DFT/B3LYP/TZVP level in solution. In the case of pHBA and SA the deprotonation is on the carboxy group.
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trum is closest to the visible range: 289 nm (HOMO—LUMO),
234 nm (HOMO-1-LUMO), and 207
(HOMO—LUMO+1). All transitions have n—* character, for
all pollutants. The HOMO—LUMO transitions are weak, the
most intense peaks being located for all four compounds in the

nm

range of 187-207 nm. These strong transitions involve levels
just below HOMO and/or just above LUMO.

Before ending this section we present in Figure 4 the key mo-
lecular orbitals of the pollutants, as they will be useful in identi-
fying in a later section the MOs of the complex pollutant—cata-
lyst system.

Pollutant adsorption — binding configurations

As argued in the Introduction, the anchoring modes of the
pollutants to the catalyst surface are of crucial importance for
the charge transfer. But before discussing adsorption, a few
comments regarding the titania cluster are in place. We model
TiO; nanoparticles by a geometry optimized cluster with the
molecular formula Tiy4O50H4. Prior to optimization, the cluster

was cut from the experimental anatase structure with (101) and

Ph BA

Y

-

HOMO

HOMO-1
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(001) surfaces [44]. The optimization led to some slight distor-
tions from the lattice geometry, which lowered the surface
energy. To prevent the occurrence of dangling bonds for some
peripheric oxygen atoms and to avoid the problem of the
surface states in the gap [45] we introduced four hydrogen
atoms [29,46]. The resulting Tir4O50H4 cluster has a length of
12.76 A and a width of 7.39 A and provides a reasonable
compromise between accuracy and computational costs given
the small size of the pollutant molecules [29]. One last
comment on this topic is related to the nature of the states in the
valence and conduction band of titania. The valence band is
dominated by the contributions from the p orbitals of oxygen,
whereas the conduction band is dominated by the d orbitals of
the Ti atoms [29,46].

We start our discussion of adsorption with Ph, which, after
deprotonation, can bind to the (101) surface of the substrate
through the oxygen atom. This is shown in Figure 5, which
displays the optimized structure resulting from the DFT calcula-
tions. We note that the geometry optimization was performed

for all pollutants starting with the molecule distanced from the

SA

-

pHBA

e

o'e

HOMO

HOMO

S3ypese

LUMO LUMO

LUMO+1 LUMO

Figure 4: Isodensity surfaces (0.03 e/bohr?) of the key molecular orbitals of the deprotonated pollutants, calculated at DFT/B3LYP/ TZVP level in
water. In the case of pHBA and SA the deprotonation is on the carboxy group.
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pHBA (c)

Figure 5: Optimized geometry of the pollutant-catalyst systems calculated at DFT/B3LYP/3-21G* level; pHBA is anchored either through the hydroxy

(h) or the carboxy (c) groups.

cluster. The final geometry with pollutants bound to the Ti
atoms of the (101) surface was robust with respect to variations
in the initial configuration. The distances and angles relevant to
the binding of Ph to the titania cluster are reported in Table 2.
The dihedral angle 1, which is measured between the plane of
the ring and the surface of the cluster (defined by three adjacent
Tiions), is 71.1° tilted away from the normal plane.

In the case of BA, the adsorption is through the carboxy group.
Experimental studies have shown that carboxylic acid groups

can have various binding configurations with the Ti(IV) ions,

ranging from monodentate ester-like binding [47], bidentate
bridging [48], or both bidentate chelate and bridging [49,50].
However, theoretical calculations demonstrated that the
preferred anchoring is bidentate bridging, with one proton trans-
ferred to a nearby surface oxygen [22,24-26]. Our calculations
for BA are consistent with these earlier results, the bidentate
bridging being the preferred adsorption mode, as shown in
Figure 5b. The Ti—O bond distances reported in Table 2, are
different, 2.058 A and 1.991 A the axis of the molecule being
slightly tilted. The dihedral angle is 86.1° almost perpendicular
to the surface of the catalyst.

Table 2: Bond distances and bond angles relevant to the binding of the pollutants to the catalyst, after geometry optimization at DFT/B3LYP/3-21G*
level; pHBA is anchored either through the hydroxy (h) or the carboxy (c) groups.

parameter Ph BA pHBA (h) pHBA (c)
r(Ti-0) 1.835 A — 1.940 A —
r(Ti-01) — 2.058 A — 2.049 A
r(Ti—02) — 1.991 A — 1.985 A

6(Ti-O-C) 145.5° 120.2° —

8(Ti-01-C) — 128.3° — 128.7°
6(Ti-02-C) — 131.0° — 131.0°
T 71.1° 86.1° 13.6° 84.0°

1021



For pHBA there are two possible anchors, one is the carboxy
group, as in the case of BA, the other is the hydroxy group as
for Ph. Our simulations provided different total energies for the
two cases, the preferred binding being through the carboxy
group, by an energy difference of about 1 eV. Such a result is
not a surprise, as the strength of the mechanical adhesion is
higher when two Ti—O bonds are involved instead of just one
[45]. We also note the different orientation of the aromatic ring
in the two cases. When the binding is through the carboxy
group the aromatic ring is almost perpendicular to the surface
of the catalyst (t = 84.0°). In contrast, when the binding is of
the (h)-type the ring is tilted almost parallel to the surface
(t = 13.6°), reminding of = stacking interactions.

In the case of SA adsorbed on TiO; previous studies claimed
that in the salicylate complex formed at the interface both
substituent groups are involved, which leads to the formation of
a six-atom ring with a chelating type of bonding to the same
titanium ion [18,19]. Similarly, the binding of SA was thought
as bidentate chelate through the oxygen atoms of —OH and of
—COOH [14,20]. In a previous paper [29] we showed that for
Mordant Yellow-10 anchoring through the SA part can lead to
three binding modes, depending on the degree of deprotonation,
but none of them was bidentate chelate. Returning to the present
study, for SA we performed geometry optimization calcula-
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tions in three cases. We deprotonated the carboxy group, case
(c), the hydroxy group, case (h), and both, case (c&h), when we
left one proton to find its equilibrium position on the TiO,
surface. All these cases are illustrated in Figure 6 and Table 3.

The first question to answer is which of the three types of
anchoring is most stable. Our DFT calculations showed the
most stable configuration is (c&h). At about 0.58 eV higher lies
the SA deprotonated at the hydroxy group (h), followed at
1.18 eV by the configuration obtained by deprotonation of the
carboxy group (c). Consequently, we confirm our previous
calculation on Mordant Yellow 10, showing that the deprotona-
tion of both groups lowers the energy the most, allowing for
stable ‘mechanical’ structures with three pillars of unequal bond
lengths to three different but adjacent Ti(IV) ions. The shortest
bond length is the one to the oxygen of the hydroxy group. The
triple binding is allowed by a rotation of t" = 62.0° of the
—COO™ group with respect to the aromatic plane. On the other
hand, the benzene ring encloses a dihedral angle of 72.0° with

the plane of the surface.

Next, when the deprotonation takes place at the hydroxy group
alone, a second bond is formed through the oxygen atom of the
carboxy group and the third is a hydrogen bond involving the
same carboxy group. We clearly demonstrate that the ‘common

Figure 6: Optimized geometry of SA adsorbed on titania, calculated at DFT/B3LYP/3-21G* level.

Table 3: Distances and angles relevant to the binding of SA to the catalyst, after geometry optimization at DFT/B3LYP/3-21G* level.

parameter SA (c)
n(Ti-O) —
n(Ti-01) 2.051 A
r(Ti-02) 1.969 A
r(O-H) —
6(Ti-O-C) —
6(Ti-01-C) 128.1°
6(Ti-02-C) 133.0°
T 84.8°

T J—

SA (h) SA (c&h)

1.850 A 1.830 A

— 2.017 A

2.031 A 2.036 A

1.112 A/1.386 A —

146.0° 163.2°
123.6° 121.2°
— 125.0°
45.0° 72.0°
24.6° 62.0°
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knowledge’ that the binding configuration is in a six ring
chelate, suggested by infrared spectroscopy measurements
[19,20] or simply assumed by other authors [14,18], is wrong.
There are two direct bonds to two different Ti(IV) ions and one
indirect bond to an oxygen through the H atom. Again, the third
bond is allowed by a rotation of the -COO™ group by 1’ = 24.6°.
Overall, the plane of the ring is tilted by 45.0° with respect to
the surface of the catalyst. The last case involves only the usual
bidentate bridging through the carboxy group. This anchoring
configuration is overall similar to what we observed for BA and
pHBA (c), with comparable bond lengths, bond angles and
dihedral angles.

Adsorbed pollutants — optical properties

We recall our conclusion drawn based on Figure 2 and Figure 3,
that the absorption bands of the free pollutants are situated
further into the UV region than those of the catalyst. In contrast,
the TD-DFT simulated optical spectra of the pollutants
adsorbed onto the catalyst, displayed in Figure 7, show for all
compounds a strong shift toward higher wavelengths. This red-
shift is what makes possible the photocatalysis under visible
light irradiation. In order to better understand why this red-shift
takes place, it is useful to plot the densities of states for all
adsorbed pollutants. But before that we take a more careful look
at Figure 7.
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Figure 7: Simulated UV-vis absorption spectra of the pollutants bound
to the TiO; cluster, calculated by TD-DFT in water. The spectral lines
were convoluted with Gaussian distributions of 20 nm linewidth at half
maximum.

The first (low energy/high wavelength) bands correspond for all
systems to HOMO—LUMO transitions. However, these transi-
tions have very small oscillator strengths, as it can be seen in
Table 4. For instance, the only adsorbed pollutant with a band
beyond the blue region of the spectrum is Ph, whose first tran-
sition is at 524 nm, but the intensity is extremely weak. The
stronger UV—vis absorption bands of the adsorbed pollutants are

Table 4: Wavelength, oscillator strength and character of the most intense optical transition for the four pollutants adsorbed on the catalyst, calcu-

lated at TD-DFT/B3LYP/DZVP level in water.

pollutant A (nm)

524
445
387
345

Ph/Tiz4O50H4

354
348
330
306

BA/Tiz4Os0Hs

425
396
365
335
303

PHBA/Tiz4O50H4 ()

454
428
399
346
319

SA/Tigq050H4 (c&h)

f character
0.0002 HOMO—LUMO
0.034 HOMO—LUMO+2
0.038 HOMO—-LUMO+13
0.029 HOMO—-LUMO+36
0.001 HOMO—LUMO
0.019 HOMO-1—LUMO
0.115 HOMO-1—LUMO+2
0.041 HOMO-1—LUMO+4
0.013 HOMO—LUMO
0.114 HOMO—LUMO+2
0.040 HOMO—LUMO+6
0.055 HOMO—LUMO+13
0.018 HOMO—-LUMO+29
0.002 HOMO—LUMO
0.004 HOMO—LUMO+2
0.014 HOMO—-LUMO+8
0.047 HOMO—LUMO+19
0.008 HOMO-1—-LUMO+6
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located below 475 nm. Except for BA, whose key orbital seems
to be HOMO-1, for the other adsorbed pollutants the transitions
with noticeable oscillator strengths are from the HOMO to
states above the conduction band edge, such as LUMO+2.

For the adsorbed Ph we observe three major peaks, one in the
visible range, at 445 nm, the other two in the UV range. In
the case of the pHBA on the TiO, nanocluster, the
HOMO—LUMO band at 425 nm has a significant intensity,
still much smaller than the next. At the limit of the visible range
there is a transition at 396 nm, from HOMO to LUMO+2.
When bound to the titania cluster, SA has two weak bands in
the visible range and stronger absorption in the UV. Finally, the
adsorbed BA has only absorption bands in the UV.

Ph/TisOsoH,

BA/Ti,,0s0H,

LUMO+89

LUMO+2

Beilstein J. Nanotechnol. 2014, 5, 1016—1030.

In order to better understand the electronic spectra we looked at
the electronic density of the key molecular orbitals, displayed in
Figure 8. As expected, the HOMOs have most of the charge
located on the pollutant, whereas the LUMOs correspond to the
conduction band edge of the catalyst. The excited state of the
adsorbed pollutant, identified by comparison with the electron
densities of the free pollutants represented in Figure 4, is situ-
ated deep into the conduction band for all compounds. For
instance, in the case of BA/Ti4050Hy4 the corresponding MO is
the 52nd from the LUMO, whereas in the other cases there are
more than 80 states between the conduction band edge of titania
and the excited state of the pollutant. Of crucial importance in
the absorption spectra are the MOs mentioned in the transitions
reported in Table 4. A common feature of these orbitals is the

PHBA/Ti,,050H, SA/TipO50H,

Figure 8: Isodensity surfaces (0.03 e/bohr3) of the key molecular orbitals of the deprotonated and adsorbed forms of pollutants, calculated at DFT/

B3LYP/DZVP level in water.
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mixed character, the electron density extending from the semi-
conductor onto the pollutant, as it can be seen from the second
row of Figure 8. In fact, it is this delocalization of the charge
from the pollutant onto the catalyst in the case of the HOMOs
as well as from the semiconductor to the adsorbed molecule, in
the case of higher empty states, that make possible the higher
wavelength electronic transitions and the absorption in the
visible range. Although taken separately both the pollutants and
the catalyst absorb in the UV, the states with mixed character
lead to allowed optical transitions.

We can even better understand these concepts looking at the
density of states (DOS) for the adsorbed pollutants presented in

Figure 9. For all four systems, the densities of states have some

4L ]

5L ]

Energy (eV)

0 5 10 15 20

Energy (eV)

DoS (arb. units)
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common features. For instance, the edge of the p-type valence
band is located just above —7.9 eV, whereas the d-type conduc-
tion band edge is situated just below —3.7 eV. We note that the
DFT calculated gap of about 4.2 eV for TiO; is overestimated
with respect to the experimental value [23,43].

Common to all compounds is that in the gap, significantly
higher than the valence band edge, there are two occupied
states, HOMO—1 and HOMO, well localized on the pollutants.
These two orbitals are separated by about 0.7 eV for three of the
four systems, the only exception being BA, for which the two
states are almost degenerate (the energy difference is only
0.08 eV). For the three systems for which the HOMO-1 is
significantly below the HOMO, only the HOMO plays an

Energy (eV)

DoS (arb. units)
0 5 10 15 20

Energy (eV)

DoS (arb. units)

Figure 9: Density of states of the pollutant—catalyst complex systems, calculated at the DFT/B3LYP/DZVP level in water. Bottom scale is for the
contribution of the Ti»4O50H4 nanocluster (dotted line) whereas the top scale for the contribution of the pollutant (continues line). For all systems, the
edge of the p-type valence band of the semiconductor is located at about -7.9 eV, whereas the d-type conduction band edge is situated at about
-3.7 eV. The HOMOs of the pollutant are located in the gap of the semiconductor.
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important role in the optical spectra. In the fourth case, both
HOMO-1 and HOMO can play a role but lying lower in
energy, closer to the valence band edge, the energy difference is
high and the transitions are in the UV. The energies of the
HOMOs are: —6.36 eV, —7.39 eV, —6.78 ¢V and —6.68 eV for
the complex systems with adsorbed Ph, BA, pHBA, and SA,
respectively.

In line with the previous discussion, important to note is the
mixed character of the states involved in the optical transitions.
Looking carefully at the density of states, we can observe that
the HOMOs have some small contribution from the catalyst
and, similarly, the key states in the conduction band have a
small contribution from the pollutant. The weak DOS peaks in
the conduction band (note the different scale used) correspond
to states with n* character and with sizeable electron density
distributed over the pollutant, as shown in Figure 8.

For a more quantitative image we report in Table 5 the contri-
butions to the electron density of the MOs involved in the
optical transitions. This way we can see that the charge of the
HOMOs is not entirely distributed on the pollutant. While BA
keeps over 99% of the charge, the other pass more than 13%,
3%, and 11% (for Ph, pHBA, and SA, respectively) to titania. In
the conduction band, the picture reverses, as most of the charge
is on titania. However, even in this case there are states with a

sizeable charge located on the pollutant.

The data reported in Table 5 allow us to draw additional conclu-
sions regarding the likelihood of the electron transfer. In
Marcus’ theory of the electron transfer [51-53] an important
factor in the expression of the electron transfer rate is the elec-
tronic matrix element describing the electronic coupling
between the excited state of the pollutant and a state in the
conduction band of the catalyst. When the orbitals of the two
separate components are known, an indicator of the strength of
the matrix element may be the overlap between those states.
When the orbitals of the entire system are available, as it is the
case in our work, we can alternatively look at the degree of
mixing indicated by the electron density present on each
component and at the electron density on the anchoring group
that binds the pollutant to the surface of the catalyst. Taking
another look at Figure 8, we note that the flow of charge from
the pollutant to the catalyst has to take place through the anchor.
If the electron density on the anchor is high in the donor state,
the tendency for charge transfer has to be stronger. The states
with little density on the atoms of the anchoring group (such as
the HOMO of pHBA/TiO,, which has a nodal plane through the
center of the carboxy group), are less likely to favor a charge
transfer. Table 5 reports electron densities on the anchoring

group for each pollutant—catalyst system. Comparing the MOs
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Table 5: Contributions of pollutant, anchor group, and substrate, in %,
to the electron density of MOs involved in lowest electronic transitions,
calculated at DFT/B3LYP/DZVP level.

MO poIIutant anchor Ti24050H4
phenol

HOMO 86.95 19.09 13.05

LUMO 0.14 0.02 99.86
LUMO+2 1.29 0.63 98.71
LUMO+89 42.65 0.01 57.35

benzoic acid

HOMO 99.58 0.67 0.42

LUMO 0.57 0.38 99.43
LUMO+2 0.15 0.01 99.85
LUMO+52 11.41 4.61 88.59

p-hydroxybenzoic acid

HOMO 96.29 8.86 3.71

LUMO 0.45 0.29 99.55
LUMO+2 0.04 0.001 99.96
LUMO+81 91.59 0.32 8.41

salicylic acid

HOMO 88.33 21.84 11.67

LUMO 0.27 0.14 99.73
LUMO+8 2.48 1.49 97.52
LUMO+84 31.81 2.38 68.18

involved in the main optical transitions, LUMO+2 for Ph and
LUMO+8 for SA, we see that the percentage of the charge
localized on the pollutant and on the anchoring group is about
two times larger for SA, suggesting a more efficient charge

transfer.

One last comment in this section refers to the role of the
vibronic coupling effects on the charge transfer to the TiO,
cluster. In the case of Gritzel cells it has been shown [54,55]
that the kinetics of the electron transfer from an excited dye to
the titania nanoparticle may be influenced by the vibrational
motion of nuclei. The vibronic perturbation, due to the inter-
play of electron—electron interactions and the internal vibra-
tions of the benzene derivative, may facilitate the charge
transfer also in the case of photocatalytic degradation of the
pollutants studied here.

Discussion and comparison with experi-
mental data

In this section we compare our theoretical results with the

experimental data available, particularly with the work of Wang
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et al. [14], who showed that BA can hardly be degraded and, for
the other three, the order of the degradation efficiency is:
SA > Ph > pHBA. The questions we attempt to answer are:
Why do some pollutants degrade faster than others? What are
the requirements for an efficient photocatalytic degradation of
the pollutants under visible light irradiation? We base our
answer on an analogy with the photoelectrochemical Grétzel
cells [15,16]. An efficient photocatalytic degradation under
exposure to visible light requires: i) strong adsorption of the
pollutant to the catalyst, ii) intense absorption of the pollutant or
the combined pollutant—catalyst system in the visible range of
the spectrum, iii) proper energy level alignment of the excited
state of the pollutant and the conduction band edge of the cata-
lyst, and iv) fast charge transfer from the pollutant to the cata-
lyst. Other requirements would regard the chemical reactions
that take place after the charge transfer but we will not address
those issues here.

Starting with the first criterion, all four pollutants studied here
can bind to the catalyst. However, the strength of the bond is
not the same, as at one limit SA can exhibit a triple bond,
whereas Ph can form only a single bond. Binding through the
carboxy group is most likely bidentate bridging, in agreement
with various theoretical observations [22,24-26,29,46] and in
contrast to some other opinions [56]. Also, the binding of SA
involves both substituent groups, but does not lead to the forma-
tion of a six-atom ring with a chelating type of bonding to the
same Ti(IV) ion, as previously considered [14,18-20,57].
Instead, the proton migrates on the surface leaving all three
oxygen atoms available for bonds to three adjacent Ti ions.
Moreover, even if the proton were kept by the carboxy group,
the binding would still not be chelate and an additional H-bond
would be formed.

Checking the four colorless pollutants studied here against the
second criterion, we note that BA/TiO, has extremely poor
absorption in the visible range. The other systems have some
absorption bands at low wavelengths, due to the mixed char-
acter of the key MOs. For instance the HOMOs, localized
mostly on the pollutant, have some small contribution from the
catalyst, whereas for some states in the conduction band the
situation is reversed. As a consequence, low energy transitions
that were forbidden become allowed. Based strictly on the
absorption (see Figure 7) we would be led to the conclusion that
adsorbed Ph should degrade faster than SA (which has weak
bands at 454 nm and 428 nm) and pHBA (425 nm).

The third criterion, asking that the excited state of the pollutant
lies higher than the conduction band edge of the catalyst, is met
by all four pollutants. Here, an observation regarding a running

controversy may be useful, especially as it paves the way for the
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discussion of the next criterion. Using arguments based on
Marcus’ theory of electron transfer and making some simpli-
fying assumptions, it was suggested [58] that the larger the
‘driving force’ (i.e., the difference in energy between the
excited state of the molecule and the conduction band edge of
the semiconductor) the higher the injection rate. However, there
are some experimental observations [29,59-62] backed by some
arguments derived through molecular modeling [29,46], which
contradict this claim, suggesting that in practice a large driving
force is not necessarily a guarantee for high electron transfer

rates.

The forth criterion, requiring a fast charge transfer from the
pollutant to the substrate, is more difficult to analyze. One of
the factors that influence the transfer rate is the matrix element,
which, in turn, can be correlated with the overlap integral
between the two states. The emphasis on the orbital overlap was
underlined long ago [63] suggesting that the n* orbitals of the
carboxy group would promote rapid electron injection into the
conduction band of TiO,, due to its d-symmetry, but not that of
SnO; or ZnO, which have predominantly s-character. Keeping
in mind that for Grétzel cells the charge transfer is optimized in
the case of a strong overlap between the dye and the semicon-
ductor [18], which is favored by the presence of charge on the
anchor, by analogy, in the case of the pollutant—catalyst system,
the electron density on the binding group can provide some
information regarding the likelihood of the charge flow. We
found that such a comparison favors SA against Ph and both
against pHBA.

A summary of the present discussion is displayed schemati-
cally in Figure 10. The left panel shows the density of states and
reveals the mixed character of the key orbitals, such that, due to
charge delocalization optical transitions in the visible become
possible. The diagram in the central panel illustrates the energy
level alignment and the position of the MOs involved in the
excitation by absorption of visible light and in the electron
transfer from the pollutant to the catalyst. Although typically
the ‘driving force’ for the charge transfer is defined [53,58] as
the difference between the energies of the excited state
(LUMO+84, in our case) and of the conduction band edge
(LUMO), here it may be more meaningful to consider the
LUMO+S8 orbital, which is much closer in energy and has a
higher overlap with the LUMO. In the right panel the corres-
ponding molecular orbitals are grouped to point out the electro-
optical processes but they also presented the unusual anchoring,
the charge delocalization as well as the pathways for charge
flow.

Summing up, after checking whether the initial requirements for

efficient photocatalytic degradation are met, we found that BA
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Figure 10: Schematic illustration of electro-optical processes that initiate the photocatalytic degradation of transparent pollutants on titania:
(left) density of states, revealing the mixed character of the key MOs, (center) diagram showing the energy level alignment, the photoexcitation and
the charge transfer, and (right) the molecular orbitals, showing the anchoring geometry and the charge localization.

is disqualified by the poor absorption in the visible range. Of
the other three, Ph has strongest optical absorption but it is
outperformed by SA likely due to a more efficient electron
transfer. We have to state that our approach cannot quantify the
four different criteria discussed. Although the comparison with
the experimental data is only qualitative, the present approach
can explain some of the main features of the degradation curves

observed.

Conclusion

We reported results of DFT and TD-DFT calculations
performed on several transparent aromatic pollutants as well as
complex systems consisting of the benzene derivatives adsorbed
on a TiO; nanocluster. Our goal was to answer questions such
as: Why can colorless pollutants degrade under visible light?
Why do some pollutants degrade faster than others? To answer
such questions we determined the electronic structure and the
optical spectra of the pollutant itself and found where the depro-
tonation is more likely to take place. We optimized the geom-
etry of pollutant—catalyst systems and shed some new light on
the binding configurations of the benzene derivatives onto
titania. We were able to dispel some misconceptions regarding
the monodentate binding of the carboxy group, six-ring chelate
binding of the salicylic acid. We demonstrated that the optimal
binding configuration is bidentate bridging for the carboxy
group and tridentate to adjacent titanium ions for SA.

We explained why transparent pollutants adsorbed onto a cata-
lyst that absorbs only in the UV can degrade under visible light
based on the mixed character of the key MOs involved in
optical transitions. These orbitals are delocalized on both the
pollutant and the catalyst such that some low energy transitions
that were forbidden become allowed. We attempted to explain
the experimental facts which state that the efficiency of degra-
dation under visible light irradiation decreases in the sequence
SA > Ph > pHBA > BA. Thus, analyzing the pollutants against
some requirements for efficient photocatalytic degradation, we
found that BA has no absorption in the visible range even
bound to the catalyst. Ph has best light absorption but weakest
anchoring, pHBA has very weak electron density on the anchor,
which hinders the charge transfer, and that SA has strongest
binding and offers the best pathways for charge flow.
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Abstract

In-situ atomic force microscopy (AFM) experiments were performed to study the overall process of dissolution of common
carbonate minerals (calcite and dolomite) and precipitation of gypsum in Na;SO,4 and CaSOy4 solutions with pH values ranging
from 2 to 6 at room temperature (23 + 1 °C). The dissolution of the carbonate minerals took place at the (104) cleavage surfaces in
sulfate-rich solutions undersaturated with respect to gypsum, by the formation of characteristic rhombohedral-shaped etch pits.
Rounding of the etch pit corners was observed as solutions approached close-to-equilibrium conditions with respect to calcite. The
calculated dissolution rates of calcite at pH 4.8 and 5.6 agreed with the values reported in the literature. When using solutions previ-
ously equilibrated with respect to gypsum, gypsum precipitation coupled with calcite dissolution showed short gypsum nucleation
induction times. The gypsum precipitate quickly coated the calcite surface, forming arrow-like forms parallel to the crystallo-
graphic orientations of the calcite etch pits. Gypsum precipitation coupled with dolomite dissolution was slower than that of calcite,
indicating the dissolution rate to be the rate-controlling step. The resulting gypsum coating partially covered the surface during the
experimental duration of a few hours.

Introduction

The overall process of dissolution of carbonate minerals and
precipitation of gypsum is relevant in environmental settings,
such as the treatment of acid mine drainage (AMD), geological
CO; sequestration and monument preservation. The use of
limestone (calcite) in the treatment of AMD with elevated

concentrations of heavy metals and sulfate is common [1-5].

The purpose is to retain metals and neutralize acidity by means
of the so-called anoxic limestone drain (ALD) [1-5]. AMD,
flowing through benches filled with calcite gravel, dissolves
limestone and thereby increases the Ca2" concentration, alka-
linity and pH. Because, in general, AMD contains high concen-

trations of sulfate and metal ions, the dissolution of calcite initi-
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ates a coupled reaction chain that allows the system to precipi-
tate sulfate as gypsum and metals (AI’" and Fe3™) as hydrox-
ides:

CaCO; +2H" — Ca?* +2HCO;~
Ca?"+50,%” +2H,0 — CaSO, -2H,0 { )
Me>" +3H,0 —> Me(OH); 4 +3H"

Such coupled processes, in which the dissolution of one phase
produces a supersaturation of another phase in the fluid at the
mineral-fluid interface and the new phase can precipitate, are

well-documented [6-8].

AMD treatment becomes ineffective as soon as the precipitated
hydroxides and/or gypsum fully coat the limestone surface and
impede further dissolution of calcite. This mechanism is known
as passivation or armoring [3,9-16]. While metal phases tend to
precipitate between the calcite grains, gypsum tends to precipi-
tate strongly adhered on the dissolving calcite surface, which is
the main mechanism responsible for surface passivation [14-
17]. This strong attachment of gypsum to the calcite surface
results from crystallographic continuity between the two phases,
namely “lattice matching” as pointed out by Booth et al. [18].
The fact that the crystallographic structure of gypsum and
calcite exhibits parallel rows of cations and anions, and the
cation—cation spacing for both minerals is 4.99 A suggests a
favourable overgrowth of the gypsum (010) plane on top of a
calcite cleavage surface.

In the context of geological CO, sequestration, the interaction
between the acidic sulfate-rich brines and carbonate minerals of
the reservoir rock promotes calcite dissolution and gypsum
precipitation [18-22]. The effect of acid rain on historical monu-
ments, buildings and statue degradation results from the disso-
lution of limestone by rain containing dissolved atmospheric
SO, and the subsequent precipitation of gypsum [23-25]. Large
amounts of synthetic gypsum can precipitate during industrial
processes involving the reaction between calcite and sulfuric
acid [26].

The motivation of this study is to learn about the overall process
of calcium carbonate mineral (calcite and dolomite) dissolution
and gypsum precipitation in acid sulfate solutions at the
micro—nanoscale by means of in-situ atomic force microscopy
(AFM) experiments. This approach allows for a visualization of
the processes occurring at the reacting carbonate surface.

In the literature, many studies deal with carbonate mineral re-

activity [27-37]. In particular, the study of calcite dissolution
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and gypsum precipitation by Booth et al. [18] is relevant for our
experimental AFM study as the authors provided SEM and
AFM observations (in situ and ex situ) of the overall process of
gypsum coating on calcite (causing passivation or armoring) at
pH 1 and 2 in mixed HCI and Li;SOy4 solutions. They reported
on i) the reduction of calcite reactivity due to the gypsum
coating, ii) the shape of gypsum crystals (rows parallel to the
flux) and iii) the relation between anions and cations of the
lattices of both calcite and gypsum. It is suggested that the
likely match between cations favors the epitaxial overgrowth of
the gypsum (010) face on top of the calcite cleavage plane.

In this study we attempt to enhance the current knowledge
about the complementary processes of calcite/dolomite dissolu-
tion and gypsum precipitation. Two types of solution were used:
(1) acid sulfate solution (Na;SOy4) undersaturated with respect
to gypsum and (2) acid sulfate solution (CaSOy4) equilibrated
with respect to gypsum. The experimental pH ranged from
approximately 2 to 6 and the in-situ AFM experiments were run

at ambient temperature (23 + 1°C) and pressure.

Experimental

The experiments were carried out by using a Digital Instru-
ments (Bruker) Nanoscope III AFM equipped with a fluid cell
sealed with an O-ring (50 puL volume), in contact mode using
Si3Ny tips (Bruker, NP-S20) at room temperature (23 + 1 °C).
The scanning frequency was about 3 Hz and the image resolu-
tion was of 256 lines per scan, giving an average scan time of
one image about every 100 seconds. The scan size ranged from
1 x 1 pum?2to 15 x 15 um?. Images were analyzed with WSxM
free software [38].

Single fragments of calcite (Iceland Spar, Chihuahua, Mexico)
and crystalline dolomite (Eugui, Navarra, Spain) of approxi-
mately 4 x 3 x 1 mm (crystal volume =~ 12 mm?) were cleaved
immediately prior to experiments and attached to a fixed and
oriented Teflon holder with commercial conductive carbon
cement (CCC) and mounted in the fluid cell. The cleavage
surface of calcite and dolomite is the (104) surface.

Acid solutions were prepared immediately before the
experiments by adding the appropriate amounts of reactive
analytical grade, CaSO42H,O (Merck pro analysis) and
NaySOy4 (Griissing purity 98%), to Millipore MQ water (resis-
tivity = 18 MQ-cm) (Table 1). The solution pH was adjusted to
the chosen pH (approximately from 2 to 6) by adding concen-
trated H,SO4. Measurements of the pH were carried out by
using a InoLab pH meter, equipped with a WTW Sentix 21
electrode calibrated with an accuracy of £0.02 pH units. The
electrode was calibrated with Crison buffer solutions at pH 4

and 7. The saturation index (SI) with respect to gypsum and
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Table 1: Experimental conditions.

experiment  substrate pH electrolyte  Cajnp [mol/L]
cal14 calcite 2.23 NaySO4 —

cal12 calcite 2.20 NaySO4 —

cal9 calcite 2.18 CaS0y4 1.60E-02
cal10 calcite 2.18 CaS0Oy4 1.60E-02
dol6 dolomite 2.1 NaySO4 —

dol3 dolomite 2.1 NaySO4 —

dol4 dolomite 2.18 CaS0y4 1.60E-02
dol1 dolomite 214 NaySO4 —

cal19 calcite 3.37 NaySO4 —

cal8 calcite 3.06 CaS0Oy4 1.50E-02
cal21 calcite 2.92 NaySO4 —

dol5 dolomite 3.00 CaS0Oy4 1.50E-02
dol7 dolomite 3.00 NaySO4 —

cal4 calcite 4.08 CaS0y4 1.50E-02
cal2 calcite 4.03 NapySOy4 —

calé calcite 4.80 CaS0Oy4 1.50E-02
cal3 calcite 5.82 CaS0Oy4 1.50E-02

calcite of the input solutions was calculated by using the
PhreeqC code and the PhreeqC database [39].

The experimental strategy consisted of three stages. First, prior
to each in-situ experiment an in-air image of a selected region
of the cleaved surface was taken to examine the initial topog-
raphy and surface features of interest (flat/rough areas, steps
terraces and edges; Figure 1a and Figure 1d). Secondly, after an
appropriate region of the cleavage surface was selected, the
Millipore MQ water was injected by using a syringe to fill the
available volume of the fluid cell containing the sample
(ca. 38 uL) and flow over the mineral surface. Renovation of
the Millipore MQ water was performed after each sequential
image capture (ca. 1.5 min) to ensure a similar bulk solution
concentration as the reaction took place during the experiment
and prevent a saturation of the solution during the reaction
(close-to-equilibrium approach). During this stage the calcite
dissolution rate, Rapy (mol-cm 2:s71), was obtained from the
dissolved volume of calcite created by the etch pits (as
described by Urosevic et al. [37]):

Rapm = AV Ny [Vear (12— 1) ()

AV:(Wz'uZ—Wl‘ul)’h (3)
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Najnp [mol/L]  SOginp [Mol/L] SI calcite Sl gypsum
5.42E-02 3.10E-02 — —
4.62E-02 2.70E-02 — —

— 2.50E-02 -11.0 0.05
— 2.50E-02 -11.0 0.05
1.02E-02 1.00E-02 — —
2.62E-02 1.80E-02 — —

— 2.50E-02 -11.0 0.05
5.02E-02 3.00E-02 — —
5.56E-02 2.70E-02 — —

— 1.60E-02 -9.2 0.00
1.12E-02 6.00E-03 — —

— 1.60E-02 -9.2 0.00
2.70E-02 1.40E-02 — —

— 1.50E-02 =71 -0.01
1.12E-02 6.00E-03 — —

— 1.50E-02 -5.7 -0.02
— 1.50E-02 -3.7 -0.02

where AV is the increase in dissolved volume of an etch pit
between 7, and #; in two sequential images, w, u and % are
the width, length and depth, respectively, of an etch pit (4
remains constant at ca. 0.3 nm), Ny is the average number of
etch pits per cm2, and V, is the molar volume of calcite
(31.20 cm3-mol™!). By using sequential images, the pit
expansion rate, Ry (nm's 1), was also calculated from the
variation in length of the etch pit sides (Aw or Au) over time
(Rs = Aw/(t; — t1)). Likewise, the step velocity, R (nm-s™!),
was calculated from the increase in terrace width (AL) over time
(Rt = AL/(t; — t1)). After the conclusion of mineral dissolution
in Millipore MQ water, the third stage started as the cell was
filled with the chosen sulfate-rich acid solution in order to
promote the precipitation of gypsum. During this stage, solu-
tion renovation was not allowed. Hence, the solution saturation
state approached an equilibrium with respect to the dissolving

carbonate mineral.

Micro-Raman analysis was used to identify the newly precipi-
tated sulfate phases on the calcite and dolomite cleavage
surfaces. Micro-Raman spectra were obtained by using a disper-
sive spectrophotometer Jobin-Yvon LabRam HR 800 with
532 nm light for sample excitation and a CCD detector cooled
to =70 °C. The laser power used was between 0.5 and 4 mW.
The spectrophotometer was coupled to an optical microscope
Olympus BXFM with 50x and 100x objectives. The samples

were dried before measurement.
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Figure 1: AFM deflection images of calcite cleavage surfaces. Top row: a) image in air shows the initial flat surface with a topographic variation that
ranges over 2 nm. The white line across the image corresponds to a terrace; b) same surface region with some drift after 300 s in Millipore MQ water
showing a high density of etch pits homogeneously distributed and c) depth profile of an etch pit section. Bottom row: d) image in air shows the initial
flat surface with a topographic variation that ranges over 4 nm and e) same surface region after 240 s in Millipore MQ water showing the random for-
mation of etch pits and f) depth profile of a step edge section shown by the arrows in e).

Results and Discussion

Dissolution of calcite

Dissolution of the (104) calcite surface in Millipore MQ water
was readily observed. Figure 1b and Figure 1¢ show the forma-
tion of shallow (depth ~ 0.3 nm = calcite unit cell) and deep
rhombohedral etch pits all over the surface [19,30,36,40]. The
ratio between the etch pit thombus diagonals was 0.71 + 0.02,
which is similar to that reported by Pérez-Garrido et al. [41].
Etch pit merging and formation of trenches or steps were
observed (Figure 1b and Figure le). The number of etch
pits per square centimeter of surface (Np;) varied from 8 x 107
(only etch pits, Figure 1b) to 5 x 108 (etch pits and steps,
Figure le) in scanned flat regions with similar initial rough-
ness. The measured calcite dissolution rate, Rapp, Was
1.45 x 10710 mol-em 257!, which agrees with that at nearly
neutral pH reported elsewhere [19,42,43]. The etch pit expan-
sion rate, R, was measured to be 1.82 = 0.12 nm-s~! and falls
within the range of those calculated for deionized water by
Jordan and Rammensee (velocity of slow step 0.5 £ 0.2 nm/s
and of fast steps 2.5 + 0.5 nm/s) [44].

Interaction between the acidic sulfate-rich solutions and the
calcite cleavage surface (solution injected and not renewed)
induced faster dissolution than in Millipore MQ water. A
massive nucleation of new rhombohedral etch pits took place at
pH 4.80 after solution injection, in contrast to the fairly regular
distribution of etch pits in Millipore MQ water (Figure 2). At
pH 4.80 Ropy was 5.50 x 10710 mol-cm™2-s™!, which is faster
than that at pH 7, and agrees with the expected rate at pH 5 and
25°C[19].

In the experiments with Na;SO4 solution (Figure 3a; solution
injected and not renewed) the dissolution of the calcite cleavage
surface was taking place such that equilibrium with respect to
calcite was being approached. It was observed that the shape of
newly formed rhombohedral etch pits was changing with time
as the solution approached equilibrium with respect to calcite.
The evolving shape was characterized by rounding of the
obtuse—obtuse corner (Figure 3b—d). According to Teng et al.
[45] and Teng [46] the retreat velocities of acute and obtuse
steps do not show a linear dependence on supersaturation. In
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Figure 2: Sequential AFM deflection images of the reacted calcite (104) surface: initially in Millipore MQ water (a and b) and acid solution (pH 4.80)
(cand d). Etch pits developed and spread. As pH was decreased to 4.80, a large population of etch pits suddenly formed. Rhombohedra formed
along the [481]* and [411]" directions with the long and short diagonals parallel to [010] and [42 1], respectively.

Figure 3: Sequential AFM deflection images of the reacted calcite cleavage surface in contact with Na,SO4 solution: a) characteristic morphology of
rhombohedral etch pits (after acid injection, pH 4.08) and b) rounding of the obtuse—obtuse corner of the rhombohedral etch pits (shown by arrows)
after 12 min, and c¢) rhombohedral etch pit with elongated shape after 43 min with a short/long diagonal ratio of 0.35 + 0.02.

addition, several studies have shown that the velocities of acute
and obtuse step spreading have different sensitivities to the
solute activity ratios in the solution [32,36,47]. Calcite dissolu-
tion continuously took place during the solution saturation state
drift. This implies a change in Gibbs energy along the experi-
mental runs. As pointed out by Stipps et al. and de Leeuw et al.
[48,49] the observed distortion of the etch pit shape (Figure 3b
and Figure 3c¢) likely corresponds to an increase in the differ-
ence of velocities between obtuse and acute steps.

Dissolution of dolomite

Dolomite dissolution experiments were carried out similarly to
those of calcite. First, dolomite dissolved in Millipore MQ
water, and then, the reaction took place in sulfate-rich solutions
at pH 2 and 3 (Table 1). Contrary to calcite dissolution, when
dolomite reacted in Millipore MQ water, a nucleation of etch
pits was not observed for approximately 25 min. Only, at
specific surface localities, step retreat was observed (Figure 4a),
allowing the calculation of the retreat velocity Rs, considered to
be the average retreat velocity of non-crystallographically
equivalent steps (Figure 4b and Figure 4c), which was
0.14 £ 0.03 nm's~!. This value is not far from the etch spreading

rate of 0.09 = 0.01 nm-s™! reported by Urosevic et al. [37] and
is about one order of magnitude lower than the etch pit expan-
sion rate of calcite obtained in this study.

As dolomite reacted in acid solution, etch pit nucleation of
isolated etch pits was observed over the cleavage surface after
10 min. Single etch pits presented an elongated rhombohedral
shape (Figure 5a). As the surface kept dissolving for 8 h, etch
pit nucleation occurred all over the surface. Lack of sequential
images for this long run prevented us from calculating Rapnm
under acid conditions (Figure 5b). The formed etch pits showed
the typical rhombohedral shape as expect from carbonate
mineral dissolution [37].

Coupled dissolution of calcite and dolomite

and precipitation of gypsum

As the calcite (104) cleavage surface reacted with the pH 2
solution equilibrated with respect to gypsum, gypsum precipita-
tion was readily observed (Figure 6). Micro-Raman analyses of
the retrieved reacted samples confirmed the presence of
gypsum. Gypsum nucleation took place uniformly all over the
calcite surface immediately after the acid solution interacted
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Figure 4: AFM deflection images of dolomite dissolution in Millipore MQ water: a) in air image of the dolomite (010) surface (exp. dol 1 in Table 1).
Selected squared region in (a) to calculate the step-retreat rate based on the variation in length with time of the pointed terrace. The sequential
images in b) and c) after 7.5 and 11.5 min respectively, show the consequent terrace evolution.

Figure 5: AFM deflection images of the reacted dolomite (104)
cleavage surface in acid Na,SOy solutions: a) after 10 min in pH 2,
isolated etch pits were observed and b) in pH 3, nucleation of etch pits
was observed all over the surface after 8 h.

with the dissolving cleavage surface (Figure 6a and Figure 6b).
At pH 2, the gypsum precipitation induction time was slower
than 100 s (time between two sequential image captures). The
epitaxially grown gypsum crystals displayed an elongated
(arrow-like) shape, consistent with their crystallographic mono-
clinic form, usually presented as tabular crystals, with the long
and short sides parallel to the calcite [441] and [481] direc-
tions, respectively (Figure 6a and Figure 6¢).

This crystal morphology was observed by Booth et al. [18]. 3-D
images of the arrow-shaped gypsum crystals showed that the
formed gypsum crystals, which entirely coated the cleavage
surface, were slightly tilted (ca. 1°) with respect to the calcite
(104) cleavage surface. The lack of a reference surface on the
calcite substrate and the fast-formed gypsum coating prevented
the calculation of gypsum growth rates at the pH range studied.
Gypsum precipitation ceased as Ca release from calcite dissolu-
tion stopped. This was most likely because calcite dissolution
stopped as either the entire calcite surface was totally passi-

Figure 6: AFM deflection images of reacting (104) calcite surface: a) dissolution in Millipore MQ water; b) after injecting a solution in equilibrium with
gypsum at pH 2.18, gypsum precipitation starts (1.5 min) and c) gypsum arrows grow laterally and coalesce (41 min).
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vated impeding ion release through the gypsum layer, or
because equilibrium with respect to calcite was achieved.

In experiments in which calcite dissolved at pH > 3 in gypsum

equilibrated solutions, the gypsum induction time was longer
than 240 s, indicating slower gypsum growth than that at pH 2

equilibrated with gypsum

Beilstein J. Nanotechnol. 2014, 5, 1245-1253.

due to slower calcite dissolution. Gypsum also grew epitaxially
over the entire surface and, in general, the crystals showed the
arrow-like shape (Figure 7a). In some Na,SO,4 experiments,
however, gypsum precipitation occurred non-uniformly over the
cleavage surface, taking place at specific localities, mostly at
step edges, and forming individual protuberances (spikes),

Na2S04

124 min

152 min

Figure 7: Gypsum precipitation on a calcite surface at pH 3: a) Experiment with gypsum equilibrated CaSO, solution: homogeneous, arrow-type
gypsum growth on the cleavage calcite surface; b) Experiment with Na;SO4 solution: random protuberances over the calcite surface.

Figure 8: Sequential AFM deflection images of reacted dolomite surface in pH 3 (H,SO4) in solution equilibrated with respect to gypsum: a) after 4 h,
shallow and deep etch pits are visible on the dolomite surface and b) after 6 h, gypsum precipitated mainly along the step edges.
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suggesting preferential sites for the formation of these nuclei
(Figure 7b).

When the cleaved dolomite surface was the substrate, gypsum
precipitation from dolomite dissolution was slower than that
from calcite dissolution at the same pH. Micro-Raman analyses
of the reacted fragments at pH 2 and 3 confirmed precipitated
gypsum at the dolomite cleavage surfaces. Gypsum precipita-
tion occurred on the previously etch pitted dolomite surface
after about 6 h, and again it was difficult to establish an induc-
tion time. Epitaxial growth was observed to be non-uniform
over the surface (Figure 8), taking place on preferential surface
regions, such as step and terrace edges, and areas with marked
roughness. This behavior suggests that gypsum precipitation on
dolomite cleavage surfaces was favored at highly reactive
surface regions, where dolomite dissolution and hence element
release was highest. After 8 h of reaction time, dolomite passi-
vation was still only partial with etch pitted regions still visible,
in contrast to the full gypsum armoring on the calcite surface.

Conclusion

In-situ atomic force microscopy was used to investigate the
coupled processes of carbonate mineral dissolution and gypsum
precipitation in acid sulfate-rich solutions in solutions both
undersaturated and in equilibrium with respect to gypsum at

room temperature.

Dissolution of calcite and dolomite occurred forming the char-
acteristic rhombohedral etch pits. Calcite dissolution rates
measured at nearly neutral pH and pH of 4.80 agreed with VSI-
measured rates [19]. The calcite etch pit expansion rate and the
dolomite step retreat velocity were calculated in near neutral pH
(Millipore MQ water), the latter being about one order of
magnitude lower than the former. Precipitation occurred as a
result of the carbonate mineral dissolution. Therefore, as in
acidic pH conditions calcite dissolution rates were faster than
those of dolomite, gypsum precipitation was correspondingly
faster in the calcite dissolution experiments. Epitaxial growth
was the growth mechanism as observed by Booth et al. [18],
and gypsum nucleation induction times were shorter in the
calcite dissolution experiments. In the case of calcite dissolu-
tion in gypsum-equilibrated solutions, gypsum nucleation
occurred immediately and surface coating was uniform all over
the calcite surface, yielding a total calcite passivation. Arrow-
shaped gypsum crystals evolved along the etch pit crystallo-
graphic directions ([241] and [48T]). In Na,;SOy4 solutions
undersaturated with respect to gypsum, precipitation occurred
via the formation of isolated growth protuberances randomly
distributed over the cleavage surface. In the case of dolomite
dissolution in gypsum-equilibrated solutions, gypsum precipita-

tion was favored at highly reactive surface regions (step and

Beilstein J. Nanotechnol. 2014, 5, 1245-1253.

terrace edges) and rough regions. Gypsum partially coated the

dolomite surface during the experimental runs.

In all experiments gypsum precipitation resulted from a two-
step process: 1. The calcite or dolomite dissolved, as observed
in the regular formation of rhombohedral etch pits and step
retreat, thereby releasing Ca2" or Ca2" and Mg2" ions to solu-
tion. 2. The solution at the mineral-solution interface became
supersaturated with respect to gypsum, which then precipitated.
These two processes were coupled at the interface and
continued as long as Ca?" was being released.
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The effect of palladium doping of zinc oxide nanoparticles on the photoluminescence (PL) properties and hydrogen sensing charac-

teristics of gas sensors is investigated. The PL intensity shows that the carrier dynamics coincides with the buildup of the Pd-related

green emission. The comparison between the deep level emission and the gas sensing response characteristics allows us to suggest

that the dissociation of hydrogen takes place at Pdz,-vacancies ([Pd 2*(4d%)]). The design of this sensor allows for a continuous

monitoring in the range of 0-100% LEL H; concentration with high sensitivity and selectivity.

Introduction

Semiconductor zinc oxides (ZnO) nanocrystals are not only
interesting for fundamental physics, but they are also important
for both optoelectronic and emerging electronic device applica-
tions, in particular for hydrogen sensing [1-6]. The key features
and availability of ZnO nanocrystals in distributed discrete gas
sensing devices crucially depend on the growth conditions.
These conditions strongly influence their size, uniformity and
defects. Optical properties and gas sensing characteristics in
ZnO nanostructures are mainly expected to differ in terms of
their quality from those in bulk materials. In ZnO bulk material,

the sensitivity and selectivity are not sufficiently high. ZnO

nanocrystals possess a large surface atom/bulk atom ratio [7],
which corresponds to a higher sensitivity, thermal stability [8],
compatibility with other nanodevices, and are potentially the
best gas sensors. Oxides cannot easily distinguish between
different types of gases, but the addition of certain noble metals
as dopants can promote the gas-sensing performance [9-11].
Noble metal dopants in ZnO can modify the optical and electric
properties of ZnO, which influence the sensitive performance
[10,12]. Palladium, a 4d metal, is taken as an impurity in ZnO.
This is most likely caused by their special electronic configur-

ation, i.e., 4d. Due to the sensitivity of the palladium ions with
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deep holes on singly ionized oxygen interstitials, Zn anti-site
vacancies, and oxygen vacancies, it is of interest to find out
whether Pd incorporated in ZnO significantly improves sensi-
tivity and specificity for hydrogen [13,14].

In this work, we have successfully synthesized Pd-doped ZnO
nanoparticles for an application as gas sensors by a low-
temperature wet-chemical process. Photoluminescence (PL)
measurements at room temperature are then carried out in order
to determine the role of vacancies, trapping levels, and the tran-
sition shift of the PL emission maximum in these samples. In
order to study and optimize the four main factors affecting the
ability of hydrogen sensors, typical sensors based on ZnO
nanoparticles have been designed. The hydrogen gas sensor
based on Pd-doped ZnO shows a relative fast response
compared with the undoped sample. We also investigated the
hydrogen sensing characteristics of these catalytic gas sensors
in the measurement chamber containing hydrogen in air, with
concentrations of 25-100% of the lower explosive limit (LEL),
which is the minimum concentration of vapor or gas in air
below which flame propagation does not occur on contact with
a source of ignition [15]. The value of 25-100% LEL is equiva-
lent to about 10,000—40,000 ppm. An existing correlation
between the PL emissions and hydrogen sensing characteristics
of these gas sensors will also be discussed.

Results and Discussion

X-ray diffraction patterns of ZnO and Pd/ZnO nanoparticles are
presented in Figure 1. All the XRD peaks are indexed by a
hexagonal wurtzite phase of ZnO (JCPDS card no. 36-1451).
The results show that the Pd-doped ZnO sample has a better
crystallinity, higher intensity and smaller peak width than those
of the pure ZnO sample at 700 °C for 2 hours. For the Pd/ZnO
sample, crystalline phases of ZnO and Pd are found to be coex-
isting. This revealed that metallic Pd nanoparticles are dispersed
in the ZnO matrix. The crystallite sizes estimated for the same
samples from Scherrer’s formula by using the full width at half
maximum (FWHM) [16] from the XRD patterns is in the range
of 12 nm to 20 nm, giving average sizes of ZnO and Pd/ZnO
samples of 16.2 and 16.5 nm from all the peaks, respectively.

A more precise determination of the primary particle size is
inevitably be accompanied by a significant error due to their
aggregate nature and the formation of polycrystalline nanoparti-
cles. Consequently, other methods were used to evaluate the
particle size. This includes the Brunauer—-Emmett—Teller (BET)
surface area analysis and the Barrett—Joyner—Halenda (BJH)
pore size and volume analysis. The obtained isotherms of the
ZnO and Pd/ZnO samples prepared in ethanol (Figure 2) corres-
pond to a type III isotherm in the Brunauer classification

[17,18], which is characterized by the hysteresis loop, and it
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Figure 1: X-ray diffraction patterns of ZnO and Pd/ZnO nanopowders.

does not exhibit any limiting adsorption at high relative pres-
sures. The specific BET surface area of the ZnO and Pd/ZnO
samples were determined to be 37.5 and 34.32 m%/g, respective-
ly, the calculated BJH pore sizes were 8.7 and 10.6 nm. Based
on the measured BET surface area the size of the ZnO and
Pd/ZnO samples was estimated to be 28 nm and 31 nm, respect-
ively. Thus, BET data satisfactorily correlate with XRD results,
and the discrepancy between BET and XRD data can be
explained by the complicated geometry of the polycrystalline
nanoparticles mentioned above.

To explore the effect of Pd on the optical properties of ZnO
nanoparticles, photoluminescence (PL) spectra were measured.
Figure 3 shows the PL spectra of ZnO and Pd/ZnO samples
with a 325 nm excitation at room temperature. For the ZnO
sample a Gaussian fitting analysis shows that the broad emis-
sion band is a superimposition of three major peaks, one broad
emission with a peak at around 408 nm, a second emission band
at 517 nm, and a third emission band at around 570 nm. The
UV emission peak at about 408 nm (3.03 eV) corresponds to the
near-band-edge emission of the ZnO crystal. The origins of this
visible emission have been the subject of a long-standing
controversy. It has been attributed to the transition between the
electron near the conduction band and the deeply trapped
hole, which is an oxygen/zinc vacancy containing no
electrons [19,20]. It is also attributed to the transition between

donor—acceptor pairs.

In the Pd/ZnO sample, the excitonic band-edge emission
completely vanished or was indistinct, while the structured
green luminescence band and the transition shift of the emis-
sion maximum to higher energies was clearly visible. The
second peak at 517 nm increased and the third peak at around

570 nm decreased. Interestingly, the obtained result is
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Figure 2: Typical nitrogen adsorption—desorption isotherm and BJH pore size distribution plots (inset) of ZnO and Pd/ZnO nanoparticles.
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Figure 3: PL spectra of ZnO and Pd/ZnO nanoparticles at room
temperature.

confirmed by the similarity of the luminescence bands of ZnO
and ZnO:Cu [19-21]. The fine structure is assigned to the longi-
tudinal optical phonon replica with an energy spacing of about
72 meV. This suggests that a green luminescence band origi-
nates from palladium ions, which replace zinc and always occur
in ZnO in a small amount. The dominant peak at 517 nm corre-
sponds to the exciton transition from the ground-state elec-
tronic subband to the ground-state of Pd in replacing Zn sites

(i.e., Pdz, vacancies). The excited state of Pdy, originates from

a hole bound to 4d'? shells or an intermediately bound exciton
to a neutral d° configuration due to the hybridization of the
Pd4d states with the Zn4s states at the bottom of the conduction
band. The electron capture takes place at the neutral Pdz, center
(i.e., [Pd¥7(4d%)]), and the hole is captured by the potential
created by the tenth electron to form the [PdT(4d%+e), /] state.

We now discuss the hydrogen sensing characteristics of catalyt-
ic gas sensors based on ZnO nanoparticles. For convenience,
the fabricated sensors are denoted according to the used
sensitive material. that is, sensor 1, ZnO and sensor 2,
Pd/Zn0-0.5 wt % Pd. The characteristics of the sensor were
examined in a measurement chamber containing hydrogen in
the air at 25% of the lower explosive limit concentration (LEL)
with a flow speed of 100 mL/min, at a temperature of 30 °C,
and a relative humidity of 65% RH. To keep the operating
temperature of the sensor in the range of 200-300 °C, an
applied voltage Vypplieq of 1.7 V and a current of about 120 mA
are required. The obtained linear curve implied that it is
possible to control the operating temperature by turning the
applied voltage. To study the role of the Pd catalyst in the ZnO
nanoparticles on the sensitivity of the sensor, the sensor output
signal was measured as a function of the operating temperature
of the sensor in 25% of the LEL concentration of hydrogen. The
temperature of the microheater is tuned by changing the voltage
Vapplied- The temperature dependence of the sensor sensitivity

(through voltage V) is shown in Figure 4a.
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These results indicate that the sensors have the greatest sensi-
tivity within an operating temperature range of 200-300 °C.
Among the measured sensors, the highest sensitivity was found
with the Pd/ZnO sample. The values of the output voltage
maximum, Vyy, were 17 and 37 mV for ZnO and Pd/ZnO
samples, respectively. An operating temperature of 250 °C was
selected to investigate the gas-sensitive characteristics of the
Pd/ZnO sensor. With a flow speed of 100 mL/min and a rela-
tive humidity of 65% RH, the linear dependence of the sensi-
tivity of the Pd/ZnO-based sensor on hydrogen concentrations
in the range of 0-25% LEL was observed as shown in
Figure 4b.

The gas sensing mechanism usually accepted for semicon-
ductor sensors explains the functionality due to reactions of
hydrogen with the adsorbed oxygen species (i.e., O or O") on
the surface of the oxide, which liberate free electrons and H,O
thereby changing the conductivity of the material. The sensing
mechanism for H at 250 °C can be explained by the Pd metal
particles on the surface of ZnO, which act as a catalyst. They
dissociate hydrogen molecules into highly reactive atoms,
which spread out on the surface of the semiconductor ZnO
particles and reduce the potential barrier between the particles.
In addition, the greater sensitivity to hydrogen can be explained
because the oxidation of dissociated hydrogen is faster and
more efficient than the decomposition and oxidation of hydro-
carbons [22]. Moreover, as shown in Figure 3, the losing near-
band-edge emission and transition shift of green luminescence
band are due to Pdy,-vacancies. This allows us to note the
correlation between the deep-level emission and the gas-sensing
response characteristics of these samples. We suggest that the
dissociation of hydrogen takes place at Pdy,-vacancies (i.e,
[Pd2*(4d%)]) and may be expressed as,

H,+ [Pd**(4d%)] + H,— 4H[Pd*(4d° +¢)] (1)

Then, the oxidation of dissociated hydrogen happens according
to the reaction,

AH[P" (4d° + €)] + 0y (40— 2H,0 + [Pd** (4d°)] (2)

Similar results, viz. that the concentration of vacancies in turn
controls the gas sensing characteristics, have been reported in
ZnO films [23]. The sensitivity and selectivity characteristics of
the gas sensor are associated with the deep hole-trap states and
vacancies on the ZnO surface by the electron transfer mecha-
nism [23,24]. The Pd metal nanoparticles modify the charge
density on the ZnO surface, so that the incident electric field is
changed [25], which not only affects the emission but also
changes the oxygen adsorption and desorption of the gas

sensors based on Pd/ZnO nanocrystals.

For gas selectivity of the sensor based on Pd/ZnO nanoparticles,
the sensitivity of the ZnO- 0.5 wt % Pd sensor depends on the
operating temperature. This is shown in Figure 5 for 1 vol % of
hydrogen, H,, carbon monoxide, CO, and for propane, C3Hsg.
The comparison of the specificity of the sensor for the studied
gases at 250 °C shows that the sensor is highly sensitive to
Hj; and less sensitive to CO and C3Hg. Gas specificity of the
sensor is evaluated in terms of the ratio of the sensitivity of the
sensor for a particular gas and the sensitivity for other gases
when compared under identical conditions (Kgag/different gas)-
At 250 °C, we found the ratios of Kyp/co = 11.5, and
Kyp/c3ug = 5.1. This confirms that the produced sensors display

1264



40

—8—1%H,
@ ‘/.\ —*—1% C H,
/ '\' —4—1% CO
30 | [4 \'—‘~—.
L]
\‘
\.
g 0L
3
> —
= 4:5\
-
10 |- */*’* \t
* A
/*/
o /
el — Ay
A
0 1’4 1 1

1 1 1
0 100 200 300 400 500 600 700

Temperature (°C)

Beilstein J. Nanotechnol. 2014, 5, 1261-1267.

40
(b) Tnperﬂtmg= 250 OC

30

T 20}

H

=
10
0 |

H, (1 vol %) C.H, (1 vol %) CO (1 vol %)

Figure 5: The operating temperature-dependence of (a) the sensitivity and (b) the specificity of the Pd/ZnO sample at 1 vol % of Hp, CO and C3Hg

with a humidity of 65% RH.

a good specificity for H, compared to the cases of CO and
C3Hg. In fact, the effects of these gases on the hydrogen speci-
ficity of the sensor is insignificant because the concentration of
CO in air is usually very low (<100 ppm), much smaller than a
concentration value of 1 vol % (ca. 10,000 ppm).

Figure 6 shows the characteristic of the sensor response to the
Hj; concentration of 25% LEL at 250 °C. The results show that
the response time of the sensor is in the range of 10-20 s and
the recovery time is around 10 s. Thus, this sensor is quite suit-
able for designing portable equipment as well as online control
equipment to measure H, concentrations in the range of
0-100% LEL.

50
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Figure 6: Response characteristics of the hydrogen sensor based on
Pd/ZnO nanoparticles.

Finally, to examine the stability of the sensor over time, the
measured value of the sensor is recorded every day under two
atmospheric conditions, namely, in air and in H, concentrations
of 25% LEL. The monitoring was carried out for 60 days, the
results show that the sensor is rather stable with measured
values fluctuated in the range of £3 mV (Figure 7a). The
stability of the sensor was also investigated by measuring a
cycle at different concentrations of H, (as shown in Figure 7b).
For each concentration of Hy, measurements were performed
twice with an interval time of 20 minutes to minimize the effect
of the previous measurements. The results show that the
measured values are stable.

Conclusion

ZnO and Pd/ZnO (with 0.5 wt % Pd) nanoparticles with a
nanoscale particle size of 16.2 and 16.5 nm and with a large
specific surface area of 37.5 and 34.32 m%/g, respectively, were
prepared by wet chemical methods for gas sensor fabrication.
The PL spectra at room temperature show that the carrier
dynamics coincides with the buildup of the Pd-related green
emission. A novel gas sensor based on 0.5 wt % Pd mixed with
ZnO nanoparticles exhibited a high response to hydrogen at a
relatively low temperature, from 200 to 300 °C, and the best
operating temperature of the sensor is at 250 °C. We also
showed that a qualitative correlation exists between the deep
level emission and the gas sensing response characteristics of
these samples. We suggest that the dissociation of hydrogen
takes place at Pdz,-vacancies ([Pd2"(4d%)]). The design of
sensors as a catalytic membrane and Wheatstone bridge
measurements allow for the continuous monitoring of the Hy
concentration in the range of 0-100% LEL with high sensi-
tivity and selectivity.
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Experimental
ZnO nanopowders were synthesized by a wet chemical method
with zinc acetate dihydrate, Zn(CH3COO),:2H,0, sodium
hydroxide, NaOH, and absolute ethanol (analytical reagents,
Merck) as starting materials. In a typical procedure, 1.314 g of
zinc acetate was dissolved in 300 mL solvent in a three-necked
flask under stirring at 60 °C. 0.48 g of sodium hydroxide was
added into this solution. After stirring for several minutes, a
white precipitate appeared. The solution was stirred at 60 °C for
1 hour. After washing several times with distilled water and
absolute ethanol, the particles were dried at 80 °C for 12 h.
Pd-doping samples (Pd/ZnO) were obtained by mixing ZnO
nanopowder with palladium chloride (Pd content in the sample
is of 0.5 wt %). All samples were calcined at 700 °C for 2 hours
to decompose the original chloride to obtain Pd/ZnO. The
hydrogen sensors were improved on a pellistor gas sensor [26],
which consisted of two resistors with R = 500 Ohm, two plat-
inum coils. Their thick membrane (about 10 um) of ZnO pastes
with/without Pd was coated onto one platinum coil (activated
bead). Al,O3 paste was coated onto the last coil. The tempera-
ture of the beads is controlled by the operational electrical
current passed through the platinum coils. At high temperatures
the chemisorbed hydrogen molecules on the surface catalyst are
oxidized with adsorbed oxygen to form water. The heat of
combustion raises the temperature of the activated bead, which
in turn changes the resistance of the activated coil. This creates
an imbalance in the Wheatstone bridge circuit. In this case, the
offset voltage is measured as the signal instead of resistance or

conductivity values.

The temperature of the sensor was controlled by a UDP-1501
power supply (Unicorn, Korea) connected with a computer, and
data were recorded automatically by using a Keithley model
DMM-2700.

Crystalline phase analyses of synthesized samples were charac-
terized by powder X-ray diffraction (XRD) with a Siemens
D5000 diffractometer by using CuK,, radiation. Morphologies
of the samples were obtained by a Field Emission Scanning
Electron Microscope (FE-SEM), Hitachi S-4800S. The specific
surface areas of the prepared samples were determined by the
BET (Brunauer—Emmett—Teller) method on a micromeritics
system - AutoChem II 2920. The photoluminescence (PL)
signals were dispersed by using an 1800 grating monochro-
mator (Horiba iHR550) and then detected by means of a ther-
moelectrically cooled Si-CCD camera (Synapse).
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Laser confocal differential interference contrast microscopy (LCM-DIM) allows for the study of the reactivity of surface minerals

with slow dissolution rates (e.g., phyllosilicates). With this technique, it is possible to carry out in situ inspection of the reacting

surface in a broad range of pH, ionic strength and temperature providing useful information to help unravel the dissolution mecha-

nisms of phyllosilicates. In this work, LCM-DIM was used to study the mechanisms controlling the biotite (001) surface dissolu-

tion at pH 1 (11 and 25 °C) and pH 9.5 (50 °C). Step edges are the preferential sites of dissolution and lead to step retreat, regard-

less of the solution pH. At pH 1, layer swelling and peeling takes place, whereas at pH 9.5 fibrous structures (streaks) form at the

step edges. Confocal Raman spectroscopy characterization of the reacted surface could not confirm if the formation of a secondary

phase was responsible for the presence of these structures.

Introduction

The study of the reactivity of silicate minerals is essential to
understand numerous bio-geochemical processes. Silicate
weathering plays an important role in the carbon cycle, the for-
mation of soil and the nutrition of plants [1]. Moreover, the

release of cations from silicates and the high cation-exchange
capacity of some phyllosilicates contribute to the pH stability of
natural waters, the mobility of metals and the control of poten-

tially toxic elements [2,3].
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Flow-through reactors filled with powdered samples are
frequently used to study the reaction mechanisms of mica disso-
Iution and possible formation of new phases [3-9]. In this type
of experiment, the full control over the parameters that influ-
ence the reactions (e.g., flow rate, pH, temperature and solution
composition) allows one to quantify the mineral dissolution
rates and the study of the reaction mechanisms under a wide
range of experimental conditions. However, this experimental
approach is rather unapt to deal with the reactivity of each
crystal face, elucidate the face-specific dissolution—precipita-
tion mechanisms and determine the specific location of the sec-
ondary mineral formation. In the last decades, the use of several
advanced microscope techniques has allowed for the inspection
of the mineral surfaces with high spatial resolution to explore
morphological and topographical changes during the alteration
process. Atomic force microscopy (AFM) is often employed to
characterize reactive surface areas of silicate minerals in situ.
For example, dissolution features and precipitation phases can
be identified for a field of view that ranges from hundreds of
nanometers to 120 micrometers with Angstrom resolution in the
vertical plane [1,10-21]. Likewise, ex situ observations of
micro-topographic changes on silicate surfaces over larger
fields of view (90-2000 pum) are possible with nanometer-scale
vertical resolution by using vertical scanning interferometry
(VSI) [22-25]. Recently, Tsukamoto and coworkers designed a
high-resolution phase shifting interferometer (PSI) that allows
for the in situ measurement of extremely low surface dissolu-
tion (and growth) rates of minerals while submerged in aqueous
solutions [26-30]. With the progress of these techniques our
understanding of the mechanisms of the surface reactivity of
phyllosilicates has greatly improved.

Although great progress at the experimental and theoretical
front has been achieved, further investigations are needed to
determine the precise mechanisms of phyllosilicate weathering
(especially for low-reactivity conditions) and to integrate them
with the new insights of theoretical models developed in the last
decade. The main goal of the present work is to show the
capability of the confocal differential interference contrast
microscopy (LCM-DIM) to study phyllosilicate dissolution in
situ. As mentioned above the capability of the AFM and VSI
techniques to study mineral reactivity is remarkable, but each
one alone shows some limitations [31]. AFM allows for the
high-resolution characterization of surface features at the mono-
layer range but over narrow fields of view, preventing to
investigate surface phenomena at the mesoscale. In the case of
VSI, the field of view is wider and long in situ observations are
possible. However, measurements are highly sensitive to small
fluctuations of temperature and air bubbles. Instead, in situ
measurements under different solution pH, temperature, flow

rate, and pressure by using flow-through cells can be performed

Beilstein J. Nanotechnol. 2015, 6, 665-673.

with LCM-DIM with a vertical resolution of about 1 nm over a
wide field of view (ca. 0.3-2 mm). Although it only provides
qualitative height information [31], morphological changes on
mineral surfaces are suitably monitored. Additionally, owing to
the relatively fast data acquisition (ca. 9.6 s to scan an area of
800 x 800 pm? [31]) and acquired stability, LCM-DIM allows
for a stable surface monitoring over long time spans (up to
months). AFM, VSI/PSI and LCM-DIM techniques are there-
fore complementary, and with the latter technique precise infor-
mation of surface reactivity of slow dissolving minerals at the

micro- and meso-scales over long time can be obtained.

In this study we investigate the reactivity of the cleaved biotite
(001) surface, at pH 1 and pH ca. 9.5, by using in situ flow-
through LCM-DIM experiments, combined with phase shifting
interferometry (PSI). The experimental results are discussed
considering the most relevant theories on mineral/solution inter-
face processes, i.e., step wave model, dissolution/re-precipita-
tion and leached layer mechanisms [22,32-37].

Results and Discussion

Figure 1a shows LCM-DIM images of a freshly cleaved biotite
(001) surface with visible terrace limits. The darker the outline
(i.e., contrast), the higher the step. The same surface reacted for
ca. 17 h at pH 1 and 25 °C shows edge retreat, layer swelling
and peeling (Figure 1b), the latter processes being a conse-

quence of biotite dissolution.

Aldushin et al. [10] suggested that the reaction front on the
phlogopite surface was caused by the exchange of interlayer
K" ions, by octylammonium ions and reported a retreat rate
of about 4 x 107 pum/s at the initial stage, which decreased to
1 x 107 pm/s and about 3 x 107> um/s for phlogopite dissolu-
tion at 20 °C and pH 7. Cappelli et al. [38] reported rates of
7.5 x107% and 3.5 x 1073 pm/s for biotite (001) surface retreat
of low steps at 11.5 and 25 °C and pH 1, respectively. Although
the rates of Aldushin et al. at pH 7 are slower than the rates at
pH 1 measured by Cappelli et al., it is insufficient to discard
that an exchange between Na* and K™ is not involved in the fast
edge retreat observed on the biotite (001) surface, similarly to
that reported by Sanchez-Pastor et al. [21] for phlogopite.
However, additional interferometry observations of biotite
surfaces reacted with inorganic and organic acids over a wide
temperature range (data not shown, in preparation) point to a

retreat of low steps due to dissolution rather than ion exchange.

In the case of macrosteps, monolayers or bunches of layers
spread while the position of the macrostep remains apparently
unchanged (Figure 1). This peculiar behavior is related to the
presence of steps with different height on the basal surface. As

described in Cappelli et al. [38], while low steps clearly retreat,
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basal plane
swelling

roughness
increase

Figure 1: LCM-DIM images of a) freshly cleaved biotite (001) surface and b) the same surface after about 17 h of reaction at pH 1 and 25.0 °C. Upper
layers appear in some areas “overexposed” (white zones) owing to layer breaking and curling (peeling process) after swelling. Black arrows indicate
areas with layer swelling and peeling, and white arrows indicate the dissolution direction (see text).

leaving fresh unaltered surface, the position of high steps does
not change, as only dissolution of the upper layers occurs.
Indeed a series of time-lapsed LCM-DIM images (Figure 2a)
shows that only upper layers dissolve from high steps while
these macrosteps do not lose their initial position (darker areas,
Figure 2b) and low steps move across the surface creating fresh
biotite surface. Dissolution fronts (f;—f5) propagate following a
semicircular pattern, indicating that the dissolution rate is

similar in all crystallographic directions. Interestingly, new
dissolution fronts break away from slower moving step edges
(white arrows, Figure 2b), indicating that upper layers move
faster than lower ones. Basal plane swelling and a general
increase of roughness were also observed.

Figure 1 and Figure 2 show that step edges do not dissolve
uniformly except in the case of low steps. Cappelli et al. [38]

Figure 2: LCM-DIM images: a) freshly cleaved biotite (001) surface and b) the same surface after about 63 h at pH 1 and at 11.5 °C. Black arrows
indicate swelling and peeling layers. White arrows indicate new dissolution fronts breaking away from slower moving step edges. Darker areas in b)
correspond to higher steps whose upper layers are dissolving. Lower steps (f1—f5) move across the surface following a semi-circular pattern and
creating unaltered biotite surface. The pale elliptic structures are dust particles derived from the objective lens.
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observed that the retreat rate changes with the step thickness,
being higher for low steps. Likewise, in this study, it is
observed that the dissolution started at specific locations. These
observations are in accordance with the results of recent studies
that argue about the validity of an average dissolution rate value
for complex minerals [32,33]. The novel concept of a rate spec-
trum was introduced for the complex anisotropic dissolution of
mineral surfaces; this implies the existence of a surface energy
distribution. In agreement with the above consideration the vari-
ability of biotite reactivity is an intrinsic factor of its crystalline
anisotropy, i.e., surface energy variance, and thermodynamic
parameters, such as activation energy, are not representative of
the overall mineral dissolution process. For this reason the acti-
vation energy value reported in Cappelli et al. [38] would be
part of a probability distribution and could only be associated to
the low step retreat.

In the same way biotite step-edge alteration can be reviewed
based on the theory of dissolution/re-precipitation for silicate
weathering [35,36,39,40]. Based on the results of other studies
[11,20,41-43], in our previous work [38] we proposed that layer
swelling and peeling likely occurred in three consecutive steps:
(1) initial leaching of interlayer and octahedral cations from the
biotite structure; (2) hydrolysis of the Si—-O-Si and Si—-O-Al
groups of the tetrahedral sheet, responsible for the layer expan-
sion and (3) re-polymerization of Si—-OH groups to form
Si—O-Si that might cause layer contraction by expulsion of
water. In a new concept of the mineral/solution interface
processes [36] the formation of the so called leached layer, due
to the loss of octahedral and interlayer cations, is substituted by
the existence of a dissolution/re-precipitation interface at which
amorphous silica-rich surface layers form [40]. The always stoi-
chiometric dissolution of the mineral is followed by the precipi-
tation of a secondary phase in spite of an undersaturated bulk
solution with respect to that secondary phase [36]. In agree-
ment with this theory the increase of layer thickness could
correspond to the newly formed silica layer. Yet, layer curling
and peeling, observed also in previous studies [43,44], are not
fully accounted for by this model.

At basic pH, dissolution also occurred through edge retreat.
However, while at acidic pH precipitation of new phases was
not observed, at basic pH the dissolution of the biotite (001)
surface produced new structures, namely streaks, that grew
from step edges and were associated with precipitation
(Figure 3). During the early stage of dissolution streaks devel-
oped close to steps edges, spreading thereafter over the entire
(001) surface (Figure 4). Sanchez-Pastor et al. [21] reported the
formation of streaks with heights of 200 nm on phlogopite
surfaces during dissolution at room temperature. These streaks
were described as irregular swelling structures (bulge-type

Beilstein J. Nanotechnol. 2015, 6, 665-673.

Figure 3: LCM-DIM images: a) freshly cleaved biotite (001) surface;
b) same surface after about 33 h and c) after about 51 h at pH 9.5 and
50 °C. White arrows and black arrows in b) indicate edge retreat and
streaks, respectively. Streaks formed (b) and grew (c) from steps
edge.
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Y-range: 214 nm
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streak network

unwrapping artefacts

Figure 4: Unwrapped phase shift interferograms of a reacted biotite (001) surface at pH 9.5 and 50 °C after about 3 d: a) 2D image that shows high
(80-100 nm) and low (8—-10 nm) streaks, which spread from step edges; b) 2D image that shows low streaks in more detail; c) 3D image of a).

shapes). Their formation was associated with an excess of water
uptake influenced by local variations of the TOT-layer charge.
Likewise, Aldushin et al. [10] observed bulge formation (with
heights up to 50 nm) on phlogopite induced by octylammo-
nium-K* exchange, arguing that these swelling structures reor-
ganized themselves in new configurations after some reaction
time. A similar behaviour was observed in our experiments in
which some streaks started to move after an induction time and
changed their arrangement (Figure 3). The streaks developed as
fiber-type structures with heights that ranged between 10 and
100 nm (measured by PSI with a Linnik configuration;
Figure 4). Extensive evidence exists about mica transformation
and formation of secondary phases during weathering over a
wide range of experimental conditions [3,5,6,19,45,46]. Hu et
al. [45] observed the formation of “fibrous illite structures”
when biotite reacted in 1 mol-L™! NaCl solution and high
temperature (acidic hydrothermal conditions). Shao et al. [47]
observed the formation of fibrous illite phases on reacted phlo-

gopite surfaces in presence of organic acids under geologic CO,
sequestration conditions (95 °C and 102 bar). Based on AFM
observations, the authors argued that nano-particles can migrate
over mineral surfaces (in particular from edge to basal surface)
[46].

To identify the nature of the streak structures, the reacted biotite
surface was analysed by confocal Raman spectroscopy. The
spectra of the unreacted (001) basal surface and that of the
reacted surface with the streaks only showed biotite peaks
(Figure 5). However, it should be noted that, owing to the pene-
tration depth (ca. 100 pm) of Raman spectroscopy and the
consequent strong “background” signal from the bulk biotite
phase with respect to the weak signal from the secondary
phase(s), we cannot confirm nor refute the presence of new
mineral phase(s). In addition, the measured chemical compos-
ition of the output solution of an experiment conducted at

pH 9.5 shows a deficit in aqueous Al and Fe, as well as a higher
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Figure 5: Comparison of characteristic Raman spectra of the (001) biotite surface and that of a streak formed at pH 9.5 and 50 °C. No differences

between both spectra are detected.

Mg concentration than that of Si (Table 1). The calculated satu-
ration index (SI) values show that iron oxyhydroxide (goethite)
or aluminum oxyhydroxide (boehmite), as well as some
Mg-bearing aluminosilicate minerals (talc, phlogopite and
saponite) could precipitate (SI > 0, Table 2).

Table 1: Cation concentrations (umol-L~") of the output solution at
pH 9.5 and 50 °C (d.l.: detection limit).

element run 1 run 2
pmol-L™" pmol-L~"
Si 27.8 26.0
Al <d.l 1.5
Fe 4.5 3.6
Mg 16.9 16.5

Although the derivation of the surface charge of multi-oxide
silicates as a function of pH is complex and requires the knowl-
edge of all zero point charge parameters (e.g., isoelectric point,
point of zero net proton charge, point of zero salt effect) for an
unambiguous description of biotite surface chemistry [48], in
general, the alkali treatment of silicate mineral affects the vari-
able surface charge in a way that reactivity towards charged and
polar compounds should increase (increase in surface acidity)
[49]. This could be responsible for the initial adsorption of
particles along the edge surface, where a variable charge is
present. Precipitates would then grow and expand on the biotite
(001) surface forming a fiber-like structure. Similarly, Johnsson
et al. [50] observed small fibrous structures by using AFM on
muscovite basal surface after two days of reaction time at
pH 5.7 at 22 °C. After ten days of reaction the fibers formed a

Table 2: PHREEQC saturation indexes calculated with the measured
composition of the output solution at pH 9.5 and 50 C.

phase Sl
boehmite -2.94
brucite 2.81
Fe(OH)3 0.1
goethite 4.91
muscovite -16.13
nontronite-Na -0.64
phlogopite 7.56
quartz -3.59
saponite-Na 7.34
sepiolite -0.78
SiOy(am) -4.71
talc 5.12

network with a height of 8-12 A, covering 20% of the sample
surface.

Although the formation of oxides, hydroxides and aluminosili-
cate phases is likely to occur at the expense of biotite dissolu-
tion at basic pH, additional experiments are necessary to
confirm or refute precipitation of secondary phases.

Conclusion

In situ LCM-DIM inspection, of the reacted biotite (001)
surfaces has shown the differences between the basal surface re-
activity in acidic (pH 1) and basic (pH 9.5) solutions. In both
pH values step edges are preferential sites of dissolution,
leading to step retreat. Layer swelling and peeling occur in
acidic pH, while at basic pH fibrous structures (streaks) formed
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at step edges, whose temporal evolution was monitored in situ
by LCM-DIM. Precipitation appears to be responsible for the

formation of streaks.

The experimental approach based on LCM-DIM is a promising
technique to study in situ the surface alteration of mica (and
other minerals) over a wide range of solution composition and
temperature. The obtained (001) surface data at the mesoscale
complements with that acquired at higher resolution scale by
AFM and VSI/PSI in shorter experimental runs, as well as with
that from long batch and flow-through experiments, which do
not provide direct information on the occurring mineral surface
mechanisms.

A promising future perspective involves the integration of a
micro-Raman spectrometer to the LCM-DIM setup to provide
simultaneous acquirement of the surface topography and chem-
istry during mineral (phyllosilicate) weathering.

Experimental

In situ flow-through experiments

Changes of the biotite (001) cleavage surface topography were
monitored in situ by employing laser confocal microscopy with
differential interference contrast microscopy (LCM-DIM,
Figure 6a). This advanced optical system is a combination of
two microscopy techniques: a confocal system (FV300,

Olympus) is attached to an inverted optical microscope (IX70,

Beilstein J. Nanotechnol. 2015, 6, 665-673.

Olympus) and a Nomarski prism is introduced into the optical
path. A curve-matched thermistor and two Peltier elements
were employed to precisely control the temperature of the flow-
through observation cell (Figure 6b,c). A detailed description of
this experimental setup can be found in previous publications
[38,51].

The biotite sample used in the present work was from Bancroft-
Ontario, Canada and was purchased from Ward’s Natural
Science Establishment. Its composition was reported by
Turpault and Trotignon [43]. Biotite flakes with (001) cleavage
surfaces of ca. 2 x 8 mm?2 and between 0.08 and 0.15 mm in
thickness reacted with solutions of pH 1 (0.1 mol-L™! HNO3
and 0.01 mol-'L™! NaNOj3) at 11 and 25 °C and pH 9.5
(0.01 mol-L™!' NayB407:10H,0 and 0.022 mol-L™! NaOH)
at 50 °C. All solutions were prepared from ultrapure grade
chemicals.

The biotite flakes were fixed parallel to the (001) surface on the
bottom of the fissure of a custom-made Teflon flow-through
cell by a silicone adhesive. The flow cell was a rectangular
prism with a volume of 0.08 cm? (Figure 6¢). A small channel
on each side of the cell allowed the reacting solution to circu-
late at a constant flow rate (0.03—0.07 mL-min™'), yielding a
residence time of approximately 3 to 8 min. The Teflon reactor
was carefully sealed with a cover glass glued with high vacuum

grease (Dow Corning). The duration of the experiments varied

a Water jacket  Flow cell Peristaltic
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Figure 6: Schematic representation of the experimental setup: (a) Laser confocal differential intereference contrast microscope, (b) top view, and

(c) a cross-sectional view of the temperature-controlled observation flow cell.
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from 2 h to 3 d according to the experimental conditions.
Images of the (001) cleavage surface were taken every 20 s to

15 min with a capture time of 9.6 s.

Solution analysis

The chemical composition of the input and output solutions of
the basic pH experiment was determined. Si concentration was
determined by colorimetry, using the molybdate blue method
[52] with a UV—vis spectrophotometer (Perkin Elmer Lambda
25). The detection limit was 5 ppb and the uncertainty was less
than 3%. Al concentration was measured by fluorimetry using
lumogallion as complexing agent [53] with a FluoDia T70 high-
temperature fluorescence microplate reader fluorimeter. The
detection limit was 2 ppb and the uncertainty was less than 5%.
Mg concentration was determined by ion chromatography using
a Methrohm 883 Basic IC plus with a Metrosep C3 column. The
detection limit and the uncertainty were 0.5 ppb and 3%, res-
pectively. Fe concentration was determined by colorimetry,
measuring the absorption of the red complex that Fe(Il) forms
with 1,10-phenanthroline [54,55]. The detection limit was
0.2 ppm and the uncertainty was less than 3%. The pH value
was measured by using Crison combination electrodes, cali-
brated with pH 2, 7 and 9.2 buffer solutions (accuracy +0.02 pH
units).

Ex situ sample characterization

Raman spectroscopy coupled to a confocal microscope was
used to examine ex situ the chemical composition of the reacted
biotite (001) surface to identify possible newly formed phase(s).
A lab-RAM spectrometer with backscattering geometry was
employed to collect the spectra. A diode laser (A = 525 nm)
exited the surface and the emitted waves were detected with a
Peltier cooled charge-coupled device (CCD) (1064 x 256 pixel)
[56]. Signal averaging of three spectra was performed with a
time acquisition of 300 s.

Solution saturation state

Table 2 shows the saturation indexes (SI) of the output solution
of the experiment run at pH 9.5 and 50 °C collected between
48 h and the end of the experiment (about 69 h) that were calcu-
lated by using the PHREEQC code and the thermodynamic data
base LLNL [57]:

IAP
SI=log—,
g K

where K is the equilibrium constant for the mineral dissolution
reaction and IAP is the corresponding ion activity product [43].
The concentration of NO3~ and Na™ was fixed to be 0.01 M and
0.04 M, respectively. Due to the high sodium concentration

with respect to potassium, the K* concentration could not be

Beilstein J. Nanotechnol. 2015, 6, 665-673.

measured due to overlapping cation peaks. Therefore, K*
concentration was assumed to be stoichiometric with respect to

Si released.
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Abstract

Nanoscale rippling induced by an atomic force microscope (AFM) tip can be observed after performing one or many scans over the
same area on a range of materials, namely ionic salts, metals, and semiconductors. However, it is for the case of polymer films that
this phenomenon has been widely explored and studied. Due to the possibility of varying and controlling various parameters, this
phenomenon has recently gained a great interest for some technological applications. The advent of AFM cantilevers with inte-
grated heaters has promoted further advances in the field. An alternative method to heating up the tip is based on solvent-assisted
viscoplastic deformations, where the ripples develop upon the application of a relatively low force to a solvent-rich film. An
ensemble of AFM-based procedures can thus produce nanoripples on polymeric surfaces quickly, efficiently, and with an unprece-
dented order and control. However, even if nanorippling has been observed in various distinct modes and many theoretical models
have been since proposed, a full understanding of this phenomenon is still far from being achieved. This review aims at summa-

rizing the current state of the art in the perspective of achieving control over the rippling process on polymers at a nanoscale level.

Introduction

On deforming surfaces that are subject to external perturbations, on sandy deserts and seashores [1]. The same behavior can be
ripple patterns commonly form over a wide range of length  obtained by sliding loads on unpaved roads, ski slopes and rail
scales. For instance, macro ripples with a periodicity from tracks. Similarly, ion-beam sputtering on metal or semicon-

meters to several centimeters are created by the wind blowing  ductor substrates can produce ripples on the microscale and
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nanoscale. The first example, reported in the literature, showed
that low energy ion erosion of glass surfaces could lead to the
formation of self-organized periodic patterns [2]. Since then,
very regular patterns have been fabricated with this technique
on a variety of materials, such as metals, semiconductors, and
insulators, demonstrating the universality of this process [3].
The periodicity of the patterns can be tuned by varying the
energy of the ions and ranges from a few tens of nanometers up
to a few micrometers, with ion beam energies ranging from 0.1
to 100 keV. In particular two types of patterns are observed:
ripples oriented either parallel or perpendicular to the direction
of the ion beam, depending on the angle of incidence. Ultra-
short laser pulses have been also employed for micro- and nano-
structuring of polymer, semiconductor and metal samples [4]. In
this case the ripple periodicity is correlated to the laser wave-
length, while the orientation is determined by the laser polariz-
ation direction but it is also correlated with the laser scan direc-
tion and velocity.

Finally, the advent of atomic force microscopy (AFM) has
opened the possibility to study single contact asperity contacts
[5]. Nanoscale ripples have been then observed after performing
one or many scans over the same area on a wide range of ma-
terials, namely ionic salts, metals, and semiconductors [6-9].
Regarding some crystalline materials, D’Acunto [10,11] and
Filippov et al. [12] have successfully reproduced the experi-
mental data via computational methods. Nevertheless, it is for
polymeric films that the ripple formation has been studied most
extensively [13-19]. Ripple structures on polymers can be
produced either by performing a single scan or many scans on
the same area of the sample. One can employ a heated tip [20-
22] or a standard tip, on annealed or solvent-rich polymer films
[23,24]. The ripple formation has been found to depend on a
variety of material properties such as the preparation method,
the mean molar mass of the polymer, the degree of crystallinity,
as well as on the scanning conditions, namely the applied force,
the tip shape and size, and the relative velocity. A wide spec-
trum of polymers has been investigated including polystyrene
(PS) [13,20], poly(methyl methacrylate) (PMMA) [25],
poly(ethylene terephthalate) (PET) [23], poly(vinyl acetate)
(PVAc) [26] and poly(e-caprolactone) (PCL) [23].

Recently, we have reviewed wear occurring on polymeric
surfaces and how it can be exploited in order to deduce the
molecular properties of polymer films [27]. In this review, we
wish to specifically focus on the controlled formation of
‘nanoripples’. This phenomenon is related to plastic deforma-
tion, which in general does not lead to the formation of debris.
In particular it can be exploited in order to pattern films for
nanotechnology applications. The review is organized in three

sections. The first one is dedicated to the most relevant observa-

Beilstein J. Nanotechnol. 2015, 6, 2278-2289.

tions reported in the literature. The second one deals with the
theoretical modeling developed in order to interpret this phe-
nomenon and predict further useful characteristics. The final
section describes the strategies adopted up to now in order to
achieve a good control of the phenomenon itself.

Review

Part 1: Phenomenological observations

The deformation of polymer surfaces upon contact with a sharp
object is a phenomenon well known before the invention of the
AFM methods. In particular, it was studied at a macroscopic
level by sliding stiff objects, generally cones or spheres, over
polymer samples. Plastic deformation and wear of polymer
surfaces represented the subject of several experimental works
carried out starting from the sixties of the last century. One of
the most striking observations was the formation of macro-
scopic surface undulations, nowadays known as ‘Schallamach
waves’ [28,29].

With the invention of AFM, the scientific interest moved to the
investigation of plastic deformation and wear in polymer films
on lower spatial scales. When one moves to smaller and smaller
contact areas the wear features have dimensions well below the
detection limit of optical microscopy, a typical instrument
employed for the observations of Schallamach waves. Thus,
grooves or ripples on the nanoscale can be imaged by means of
AFM only after being formed with the same probe working in a
lower load regime or in tapping mode. The first nanoripple
observations have been reported when operating in the so called
‘contact mode’ (Figure 1), that is with the probe in contact and
moved over a given area in a raster-like pattern. In this case the
observed ripples were perpendicular or almost perpendicular to

the fast scanning direction.

The researchers have soon realized that many parameters can
affect the formation of nanoripples. These parameters depend
on the characteristics of the tip—surface contact, the experi-
mental conditions and the physico-chemical properties of the
samples. Thus the dependences of nanoripple patterns on the
scanning parameters have been extensively studied in the past
decades. Equally, the dependences of nanoripple patterns on the
properties of the samples have been qualitatively and, in some
instances, quantitatively derived. The key observations and

findings are reviewed in the following two sections.

Dependence on the scanning modality

Scanning parameters: Using an AFM, one can vary a range of
experimental parameters such as the tip shape and surface
chemistry, the applied load, the cantilever longitudinal and
lateral stiffness, the scan direction and velocity, the spacing

between successive lines (named ‘feeding’). Depending on
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Figure 1: First experimental observations of the nanoripple formation on polymer films (2 x 2 um?2): from a pristine surface of PS (A), through the
initial stages of deformation (B), to a fully developed pattern (C). The gray scale covers a height difference of 10 nm. Reprinted with permission from

[14]. Copyright 1992 AAAS.

these parameters, the nanoripple patterns form in either one or
several scan frames. The most significant physical observables
of the process are the lateral spacing and the vertical amplitude.
In particular, they both tend to decrease with increasing the scan
velocity [13]. On the contrary, both spacing and amplitude tend
to increase with increasing the load applied and the number of
scans [30].

Single and multiple line scratching: If one proceeds in a
single line scratching mode, the nanoripple formation can be
more easily controlled and determined than in a multiple line
scratching mode [31,32]. In the latter case, the feeding and the
number of scans over the same area are also extremely relevant.
It has been reported that the patterns depend on the molecular
weight (My,), on the scan direction and on the velocity [13]. In
particular, as already stated above, the periodicity and the
amplitude decrease with increasing the velocity. Ripple patterns
can properly form only in the multiple lines scratching mode,
sometimes immediately after the first passage of the probe.
They are dependent on the probe movement direction, i.e.,
along parallel or slightly tilted (zig-zag) lines [15,16,31,33-35].
However, an analogy between the macroscale and microscale
formations of ripples can be only drawn if the feeding is small
enough that the whole scan can be described as the parallel
movement of a number of tips moving together along the same
direction, like a blade. The final pattern could also depend on
the number of scans.

Tip trajectory: Gnecco et al. have also evidenced that ripple
patterns could be obtained via circular or spiral trajectories of
the tip [22,36] inducing in this way the formation of a rippled
structure along the circumference of a scanned circle (Figure 2).
While scanning a PMMA surface with a minimum feedback,
the authors have been able to record instantaneous variations in
the cantilever vertical displacement. They have thus demon-
strated that the ripples move after consecutive frames in a

manner that can be considered similar to a wave packet travels

in space. Additionally, they have managed to calculate the
corresponding group velocity.

Figure 2: Topographical images in contact mode of three circular
ripples created by a resistively heated AFM tip on a PPMA film. The
image on the left is 410 x 410 nm?, the image in the middle is

445 x 445 nmZ2, and the image on the right is 375 x 375 nm2. All
images have been obtained after only a few circular scans with a hot
tip. The gray scale covers several nanometers. Reprinted with permis-
sion from [22]. Copyright 2009 American Physical Society.

Dependence on material properties

Molecular weight (My,): For amorphous polymers, two rele-
vant parameters are My, and the monodispersity index. The
viscoplastic behavior of samples made with different My, and
monodispersity index values can be drastically different. In par-
ticular the propensity for the formation of nanoripples varies
enormously. This is clearly visible in the case reported in
Figure 3. It has been suggested that this behavior is correlated to
the critical My, (M.) [37]. For My, < M., the molecules are never
entangled [38]. The patterns and their load dependence reveal
that the ripples either do not form or they are very irregular in
shape and periodicity. In addition, bunches of molecules are
moved and/or disrupted in an abrasive way (Figure 3A,B). On
the contrary, for My, > M., the molecules are fully entangled,
when the sample can be considered close to a thermodynamic
stable state [38]. This is valid provided thermal annealing has
been performed and solvent has been removed. Consequently,
nanoripples form more easily, because the molecules cannot
be removed from the surface but simply locally displaced
(Figure 3C,D). For My, close to M, (approx. 30 kDa for PS)
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[38], it is possible to switch from a non-wear regime to abra-
sive wear by increasing the applied load or the number of scans.

Figure 3: Topographical images (1.5 x 1.5 um?) of surfaces scratched
in the multiple line mode. The PS films analyzed have different M,,
values: (A) 8 kDa, (B) 15.8 kDa, (C) 58 kDa, and (D) 164 kDa. The
applied load is constant and equal to 10 nN. Adapted with permission
from [31]. Copyright 2001 American Chemical Society.

In the work of Y. Sun et al. [13] the interpretation of the ripple
patterning dependence on My, is well depicted in terms of small
and large sizes of the polymer molecules. The authors found
well-ordered ripple patterns forming on PS films with a M, of
250 kDa. No ripple formation was obtained for films with My,
values of 1.3 and 13 kDa, while operating in the same load and
scan velocity conditions.

Crystallinity: Compared to amorphous regions, crystalline
parts are generally less prone to wear. The most extensive and
comprehensive studies of this topic have been carried out by

Beilstein J. Nanotechnol. 2015, 6, 2278-2289.

Beake et al. [39-41]. They have considered the case of PET
films, as this material can crystallize and samples can be made
with different ratios of crystalline to amorphous components.
The films were thus produced with the goal to obtain different
sizes and densities of crystalline domains, either from standard
molding or by means of applying uni- or bi-axial stretch to the
melt when cooled down. These results show that the periodicity
of nanoripples depends on the applied load value. The authors
also found that the applied load needed to form ripples is higher
for densely crystalline samples than for completely amorphous
ones. Specific areas that initially show different morphologies
give origins to different pattern periodicity. This behaviour is
interpreted with different degrees of crystallization. In general,
it can be suggested that for crystalline films one needs to
initially create an amorphous layer and only then the ripples can
fully form. Obviously, the whole process depends on how the
amorphous layer is created, as the density and molecular
conformations in such a layer are quite different from amor-
phous films. However, the M, value of these samples is rarely
known, making the interpretation of the data more complicated.

Presence of solvents: As it is widely known, polymers dissolve
in solvents with similar chemo-physical properties. This is why
they can be easily molded in a variety of shapes including thin
films, by means of spin coating or drop casting. The relative
presence of residual solvent molecules is responsible for weak-
ening the mechanical properties. This phenomenon is known by
the name of ‘plasticization’ [42]. It depends on the fact that
solvent molecules are intercalated into the polymer molecules
and the final result is a film swelling depending on the amount
of solvent. Via a thermal post treatment the solvent can be
finally removed, however the process depends on several para-
meters such as temperature, time, and solvent employed. There-
fore assessing the amount and the type of solvent present is very
crucial for the rippling process [13,15,23,24,43]. In Figure 4,
we report an example of PCL and PET films exposed to
different environmental conditions including solvent vapours. It
is found that when these films deform faster and at lower load

Figure 4: Solvent-enriched polymer films. Examples of 3D ripple structures on PCL (left) and PET (right). The images were obtained in air (relative
humidity 40%), with a silicon conical shape tip with a nominal radius of 10 nm, a cantilever stiffness of 0.24 N/m, an applied load in the range between
2 and 10 nN, and scan velocity of 0.25 ym/s on 80 nm thick films. Reproduced with permission from [23]. Copyright 2007 Elsevier.
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values compared to standard conditions. D’Acunto et al. [23]
and Napolitano et al. [24] have reported that very regular ripple
patterns can be created by means of a small applied load and
just in a single scan on the surface of solvent-containing
poly(ethylene terephthalate) (PET) films. In these works,
solvent enrichment was obtained by simply avoiding the step of
polymer curing and using the polymer film ‘as is’ after the spin
coating deposition step. In this way, part of the solvent remains
trapped in the polymeric thin film and the specific patterning
procedure employed leads to the production of well-ordered
ripple structures.

Temperature dependence: The temperature (7) dependence of
nanorippling can be successfully addressed via AFM investi-
gations. This has been done either through heating the probe
[22,44] or the sample [19,20,45-47]. It is in fact commonly
known that amorphous polymers have a second order thermody-
namic discontinuity, named ‘glass transition’. This transition
can be observed to various extents in the bulk as well as in the
films depending on the crystalline degree of the analyzed
sample. The value, at which it typically occurs, is called glass
transition temperature (7). In general, an AFM cannot observe
the first order transition, which corresponds to crystalline
melting.

Herein, we report one of the many experiments that can be
found in the literature [20]. In order to create the morphology
reported in Figure 5, a heated tip was scanned over a PS film
(My = 70 kDa, bulk Ty = 100 °C) from right to left while
increasing 7 from 30 to 410 °C. The surface starts to deform
into nanoripples already at 30 °C. The lateral spacing and the
vertical amplitude increase with increasing 7. The transition
from rippling to pileup wear occurs in a narrow window at

around 237 °C. Many more studies deal with the change of the

410°C 30°C
T F’ T
2.5 g
Hm s
B
-u......'“;:i,:'.*

Figure 5: The worn area is the result of scanning a given surface with
a variably heated tip, increasing T from 30 (right) to 410 °C (left). The
PS film has a M,, of 70 kDa. The scan velocity is 50 um/s. The gray
scale covers 17 nm. Reprinted with permission from [20]. Copyright
2003 American Chemical Society.
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mechanical properties of polymers as a function of 7. Typically
the samples are heated rather than the tip, as these setups are
easier to build and to control. For instance, Schmidt et al.
investigated the ripple patterns, as they were concerned with the
dependence of the viscoelasticity on 7' [45].

Similarly, Rice et al. have investigated the T dependence of
rippling for the thin lamellar microphases forming in poly-
styrene/poly(ethylene oxide) block copolymer (PS-5-PEO)
films [48]. In particular via an analysis of the ripple patterns,
they have deduced local thermochemical parameters such as the
melting temperature of PEO, the T;; of PS, the specific heat of
PS-b-PEO, the melting enthalpy of PEO, and the Helmholtz
free energy for unfolding (and melting) of PEO.

Composite films: Another class of samples showing a peculiar
pattern formation are polymer blends. They can be miscible or
immiscible, presenting clear phase separation or a similar
morphology to homopolymers. In Figure 6 we show the case of
films obtained from blending two PS solutions with My, of 8
and 164 kDa in various proportions [31]. The My, values were
chosen to be above and below M, for molecular entanglement.
For the two extreme cases, wear patterns are equal to those
shown in Figure 3. Other studies carried out on heteropolymer
films can be also found in the literature. Buenviaje et al. have
studied blends made of two immiscible components with
different Ty values [49]. In samples exhibiting phase separation,
regions corresponding to different materials would present
nanoripples with different periodicities depending on the T’
value at which the experiment is carried out and with respect to
the 7 values of the two components. Maas et al. [50] have
conducted an experimental work on polysterene/polyvinyl-
pyrrolidone (PS/PVP) copolymer films where the composition
ratio is varied and the wear patterns reveal the different propor-
tions of PS and PVP within the single molecules. Finally, Aoike
et al. [51] have also reported studies on random copolymers.

Part 2: Theoretical modelling

Once observed and described, like any other physical phenome-
non, the formation of nanoripples should be rationalized so that
it can be eventually controlled and exploited. In particular,
nanorippling of polymer surfaces can be envisioned as a valid
approach for lithographic purposes, particularly nowadays
when nanotechnology is developing very quickly. However,
achieving control of the ripple formation and therefore of
polymer nanomanipulation requires a precise knowledge of all
the parameters involved in the process. With the increasing
number of observations, various models have been put forward
to explain the occurrence of the nanopatterns. The main mecha-
nisms proposed for nanopatterning induced by means of an

AFM tip on polymer films are basically three: Schallamach
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Figure 6: Topographical images (1.5 x 1.5 um?) of patterns induced
on films obtained from blending two PS solutions with M,, of 8 and
164 kDa. The ratio of the two solutions is (8 kDa/164 kDa): (A) 0/100,
(B) 10/90, (C) 30/70, (D) 50/50, (E) 70/30, (F) 90/10, and (G) 100/0.
The applied load is constant and equal to 10 nN. Reproduced with
permission from [31]. Copyright 2001 American Chemical Society.

waves [28], stick—slip behavior [52,53], and fracture-based
descriptions [15,48].

On the macroscale, Schallamach waves are a reversible phe-
nomenon that occurs at the surface of an elastomer when it
slides past a stiff surface under compressive loads. It is attrib-
uted to buckling, i.e., waves of detachment driven by a tangen-
tial stress gradient along the contact zone of the sliding inter-
face due to the breaking of adhesive bonds between the two
surfaces [28]. On the nanoscale, however, ripples do not relax
to their initial smooth shape when the tip is withdrawn and the
sample is left unperturbed. Furthermore, the formation of the
Schallamach waves on the macroscale was found to be depen-
dent on a peeling phenomenon within the whole area of contact.
The ripple periodicity on the nanoscale is found to be much
larger than the actual contact area. Or, it is better to say that the
possible formation of Schallamach waves within the contact
area cannot be observed.
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Therefore the formation of nanoripples is a phenomenon that
occurs at the front edge of the contact. In particular, it has been
suggested to be due to a stick—slip motion of the tip during the
stage movement. A hole forms where the tip resides and a
mound forms in front of the tip hindering the sliding motion
[20]. The tip can slip over when the cantilever exerts a lateral
force larger than the tip—sample adhesive interaction. Then the
tip forms a new pair of hole and mound, so on and so forth. In
order to form a continuous front, the positions of the mounds
formed along adjacent lines need to be correlated and in phase.
Notwithstanding the experimental differences, according to
Aoike et al. [51], the friction coefficients measured in the
macroscale and nanoscale cases are equivalent, when one
normalizes the normal load values to the contact area. From this
observation, they infer that the macroscale and nanoscale
processes and their respective plastic deformations are deter-
mined by similar mechanisms.

Finally, Elkaakour et al. [15] have proposed another mecha-
nism: A peeling process with the material pushed ahead of the
contact via crack propagation. For an injection-molded polycar-
bonate surface, Iwata et al. [18] have found that the bundles are
less stiff than the undamaged surface, which they have also
interpreted as evidence of the presence of micro voids or cracks
in the damaged region. Further experiments have been conse-
quently stimulated pointing in this direction. It was argued that
the crack formation might increase the volume of the perturbed
region. This is a consequence of the mass conservation prin-
ciple, assuming the incompressibility of the film. However,
Rice et al. [48] did not observe the presence of peeling effects
on locally heated PS-b-PEO copolymers. They suggested
instead a vertical “crack” that may open once the tip sticks.

More recently, Gnecco et al. [54] have employed the Prandtl
model [55] to describe the nanoripple evolution in single
scratch tests. In this model, the atomic structure of the substrate
is not considered. This makes the continuum model more suit-
able for polymeric materials that are amorphous and have fully
entangled molecules, i.e., for My, >> M.. They have also intro-
duced an indentation rate N, varying upon penetration of the tip.
If one knows the time dependence N(¢) and the indenter width,
the process is found to be governed only by the scan velocity v
and the lateral stiffness k. Specifically, the amplitude 4 and
ripple periodicity increase when N exceeds a critical value N,
or, vice versa, when k& or v fall below the critical values of v,
and k., respectively (Figure 7). A transition from stick—slip to
gliding can be also predicted for an indentation rate below a
critical value or, alternatively, for large values of the sliding
velocity, the lateral stiffness or the tip width. It is suggested also
that this approach might be used to describe the evolution of
similar rippling processes, by simply employing a proper inden-
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Figure 7: Ripple periodicity (left column) and ripple amplitude (right
column, continuous curves) as a function of (a) the indentation rate N,
(b) the sliding velocity v and (c) the lateral stiffness k with the other
parameters kept fixed at the same values. When critical values
(labelled with ‘c’ and corresponding to the vertical lines) are reached,
the ripple pattern suddenly disappears. In the right column the
maximum height (dashed curves) of the surface profiles is also shown.
The corrugation can even decrease in the regions indicated by the
arrows. Reproduced from [54].

tation law. This analytical model could be also useful in order to
understand phenomena such as the rippling of unpaved roads,
ski slopes and rail tracks. A model fully describing the
nanoripple formation, independently of the material involved, is
however not yet available.

Part 3: Towards achieving control

Based on the phenomenological observations and the theoreti-
cal models described in the two previous sections, some strate-
gies have been devised and implemented in order to control the
patterning, namely using cantilevers with miniaturized and
integrated heaters; enriching the film with solvent; creating
boundary conditions via defined tip trajectories; applying local-
ized electrostatic fields through the tip to induce mechanical
instabilities or crosslinking. Some of those efforts are summa-

rized in this section.

Heated tip

One way to produce fast ripple patterns is to employ a heated
tip (HT) as polymer properties strongly depend on 7, especially
in the glass transition regime. Vettiger et al. [56] have exploited

Beilstein J. Nanotechnol. 2015, 6, 2278-2289.

the relative ease of patterning polymers above 7, for write/read
storage operation in a thin polymer medium, obtaining bit
densities similar or significantly higher than those achieved
with magnetic storage systems at that time. Gotsmann and
Diirig [30] have reported the creation of regular ripple struc-
tures employing HT on a 20 nm thick PS film. These patterns
present a periodicity of around 100 nm and amplitude satu-
rating at 20 nm. In addition, the authors have calculated energy
activation for PS polymer pattern at 7 close to but below 7}, to
be on the order of about 0.4 eV.

Gnecco et al. [22] have reported that linear ripples with a period
ranging from one to several hundreds of nanometers can be
reproduced on the surface of polycarbonate (PC), poly(methyl
methacrylate) (PMMA), and polystyrene (PS) films. Authors
have clearly shown that the ripple formation varies with 7 and
polymer type (Figure 8a). The dependence on 7 has been char-
acterized and its behaviour correlated to the 7, value of the
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Figure 8: (a) Topographical images (1 x 1 um?) of nanoripples created
by means of a resistively heated tip at various T values on PMMA, PC
and PS films. (b) A plot of the autocorrelation lengths versus esti-
mated T, derived from the images shown in (a). It reveals an exponen-
tial dependence with increasing T. The two sets of data per material
have been obtained for v of 0.5 um/s (dashed lines) and 2 pm/s (solid
lines). Reprinted with permission from [22]. Copyright 2009 American
Physical Society.
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polymer investigated (Figure 8b). Such dependence can then be
used to control the process. However, due to the exponential
dependence on T of the ripple spacing (Figure 8), achieving a
precise control over large spatial extensions is feasible but not
easy.

Solvent enrichment

An alternative to fast patterning by means of HT is to scan
solvent-enriched polymer films. Here, the solvent initially
trapped in the vicinity of the surface has an analogous role to
heating the tip. The film can be thus easily patterned under the
passage of the AFM tip. Leach et al. [43] have obtained rippled
PMMA surface (periodicity ~ 100 nm) with a high normal force
(180 nN) and a single scan using different solvents, such as

water or alcohol-water mixtures.

Gnecco et al. [54] have shown that surface ripples on a 400 nm
thick PS film diluted with toluene can be explained by the
competition between the driving spring force and the plastic
response of the sample (Figure 7). The authors have firstly
suggested that the ripples are expected to disappear when the
indentation rate is below a critical value or the scan velocity is
high (Figure 9), as more recently modeled. They verified the
model on PS films enriched with toluene, demonstrating a good
capability in controlling the periodicity and the amplitude of the
pattern (Figure 10).

Influence of boundary conditions

To further improve the control when employing solvent-rich
samples, we now show in this section an experiment exploiting
a key observation of the AFM-based patterning: the correlation
between the nanoripple orientation and the tip movement direc-
tion. The wearing properties of polymer surfaces can be thus
exploited to create ripple structures by employing scans with
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Figure 9: Theoretical variation of the ripple periodicity (left column)
and ripple amplitude (right column) as a function of (a) the normal
force Fy and (b) the sliding velocity v. Critical values, corresponding to
the vertical lines, are labelled with ‘c’. The ripples are formed only if
Fn > Fo =220 nN or if v < v, = 45 pm-s~!. Reproduced from [54].

proper boundary conditions that allow for the fabrication of
self-assembled and ordered ripples.

Napolitano et al. [24] have carried out a series of experiments
on PET films focusing their attention on the dependence of the
ripple orientation on the boundary conditions. In particular, they
have performed nanolithography by scanning the tip within
circular, triangular, ellipsoidal and L-shaped areas. The results
significantly show that the pattern orientation can be modified.
In Figure 11, we report an example where, scanning the tip
along parallel lines in a square region, the applied load is
increased, compared to the rest of the area, only when moving
in the central circular region.

SCAN RATE

(b)

Figure 10: Topographical image of a series of scratches performed on 2 um long lines on a PS film (M,, = 325 kDa), with increasing normal

force Fy (a) and sliding velocity v (b). Unpublished data.
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Figure 11: A topographical image of nanoripple patterns on a circular
area. The color scale covers a range of 30 nm. The parallel lines on
the right hand side are due to an instrumental artefact. Reproduced
with permission from [24]. Copyright 2012 IOP Publishing.

High load regime: influence of scan angle, scan
geometry and tip feed parameters

As reported above, most works on ripple patterning have been
carried out by means of repeated scanning at small load values
with a maximum of hundreds of nN. For manufacturing
purposes, in order to improve the machining efficiency, it is
however needed have precise periodical patterns fabricated in
much shorter times. Thus some researchers have thought of
increasing the load applied to the polymer films, studying the
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bundle formation mechanism at very high forces via a single
scratch [57].

Recently, Yan et al. [35] have improved the ripple patterning
regularity and efficiency by scratching at very high loads. They
have studied the influence of the scratch geometry and other
parameter as the tip feed during the scan. The samples are injec-
tion-molded PC films purchased from a manufacturer. PC is
known to be amorphous, however the My, value is not reported.
In another paper [58] the same research group has studied the
effect of the scanning angle on the ripple formation by a single
scratch at very high loads on polycarbonate (PC) (Figure 12).
Finally, by combining scratching angles of 90 and 0°, 90 and
45°, and 0 and 45° in two-step machining, they have been able
to fabricate an array of dot and diamond-dot structures with
very controlled size and orientation, demonstrating in this way
the capability, from a “nanomanipulation” point of view, of the
AFM ripple patterning.

Electrostatic lithography

Finally, we briefly mention another family of techniques not
strictly connected with wear mechanism but capable of
producing a regular pattern and not necessarily ripple-like struc-
tures. These techniques rely on mechanisms based on the appli-
cation of an electrostatic field to an AFM tip not in direct
contact with the sample that may induce mechanical instabili-
ties in a polymeric surface. One of such processes has been first
discussed by Lyuksyutov et al. [59] and depends on the Joule
effect. The polymeric volume under the tip can be heated
locally at a T > T, and attracted to the tip. Thus the film can be
permanently deformed and instantly cooled once the voltage is
switched off.

Figure 12: (A) The morphologies and cross-sections of the ripples. The corresponding scratching angles are 0° (a) and (b), 45° (c) and (d), and
90° (e) and (f). (B) Morphologies and 2D FFT images of 3D nanodot arrays. The scanning angles (a) 90° and 0°, (b) 90° and 45°, (c) and 0° and 45°

of the two-step scratching method. Reproduced from [58].
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J. Y. Park et al. [60] show another possible approach where
lines and dot arrays having nanoscale dimensions can be formed
by electrochemical patterning. In this case, a film made of the
precursor of polyterthiophene/poly(methyl methacrylate)
(P3T/PMMA) copolymer can be cross-linked by the applica-
tion of a voltage via the AFM tip. Specifically, the patterning
was performed by means of an ultrasharp conductive tip with a
radius of 20 nm applying voltages up to 10 V under ambient
conditions (relative humidity: 50 to 60% and T = 22-23 °C).

How to avoid ripple formation

The nanoripple formation can be either a nuisance or an oppor-
tunity. In the framework of nanolithography, one should
consider the development of tools for creating but also
preventing the pattern formation. Regarding this second issue in
the past it has been suggested, where applicable, to apply an
out-of-plane ultrasonic vibration to the sample in order to avoid
the plastic deformation of polymeric surfaces [61].

The basic idea is to break the contact while scanning the tip
before the mounds form and the lateral force builds up. More
recently, (an example is reported in Figure 13) this principle has
been successfully applied to avoid the nanoripple formation in
polymeric films [62,63]. This demonstration represents an
important achievement towards obtaining a AFM-based
nanomanipulation tool that allows one to perform the ripple

patterning only when it is desired.
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Figure 13: Topography (A) and lateral force (retrace, B) maps and
profiles corresponding to the black lines (C and D) while scanning in
contact mode (applied load Fy = 1378 nN) on a PS film. An AC voltage
was applied to the transducer under the sample while acquiring the
lower parts of the images, corresponding to a peak excitation ampli-
tude of 0.55 nm (red profile). The drive voltage was zero while
acquiring the upper parts of the image (black profile). Reprinted with
permission from [63]. Copyright 2015 American Chemical Society.

Beilstein J. Nanotechnol. 2015, 6, 2278-2289.

Conclusive remarks and future
perspectives

In conclusion, the phenomenon of nanoripple formation on
polymeric films via contact with AFM probes has been exten-
sively studied in the past decades. The key parameters ruling
this physical process have been clearly pointed out and
described. Many theoretical works and models have been also
proposed up to now. Some of them can reasonably describe and
predict the nanoripple formation for several experimental condi-
tions and for some specific material properties. This represents
an important improvement for the nanomanipulation capabili-
ties of the AFM technique when compared with initial purely
phenomenological observations. An analytical model, fully and
precisely describing the phenomenon of nanoscale rippling in
polymers in all its complexities, has not been yet developed.
However, it is likely that such a model would be analytically
too complex and not easily applicable to each particular case.
We hope, however, that this review will encourage further
studies and future developments in understanding and control of
the nanoscale rippling process on polymers.
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