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Surface science and nanotechnology are inherently coupled

because of the increased surface-to-volume ratio at the

nanometer scale. Most of the exciting and astonishing prop-

erties of nanoscale materials are related to certain surface recon-

structions and nanoscale geometries. New functionality is

achieved by combinations of nanoscale materials or by struc-

turing their surfaces. The unrivaled tools for measurements of

all kind of nanoscale properties are scanning probe microscopy

(SPM) techniques, which were triggered by the invention of the

scanning tunneling microscope (STM) in 1982 [1-3] and of the

atomic force microscope (AFM) in 1986 [4]. These tools

opened a huge field of nanoscale studies, from metal surfaces

and clusters, molecular structures, insulators to liquid and elec-

trochemical environments and even allowed the integration of

various SPM techniques into biological and chemical experi-

ments.

The second volume of the Thematic Series “Advanced atomic

force microscopy techniques”, which is presented here,

compiles again exciting developments in nanoscale research

based on SPM techniques addressed by the scientific commu-

nity within the last years. Similar to the first volume [5], the

development of advanced techniques and their application is the

focus of this Thematic Series. Contributions related to energy

conversion and storage systems have been addressed, e.g., the

analysis of cathodes of lithium–sulfur batteries for a compari-

son of their nanoscale electrical, electrochemical, and morpho-

logical properties [6] or the analysis of CdS quantum dots on

TiO2 by a combination of AFM and X-ray photoelectron spec-

troscopy [7]. The folding and rupture of graphene on SiC

analyzed by non-contact AFM and Kelvin probe force

microscopy [8] are presented as well as molecular structures

such as the self-assembly of multidentate organothiols onto

Au(111), which were studied in situ by using scanning probe

nanolithography and time-lapse AFM [9]. Patterns of thiol-

based self-assembled monolayers for the site-selective growth

of metal-organic frameworks have been created and analyzed

by a nanografting technique by using an AFM as a structuring

tool [10]. The effect of Cu intercalation at the interface of self-

assembled monolayers and a Au(111)/mica substrate was

analyzed by STM [11] as well as the growth behavior of

PTCDA islands [12].

Furthermore, the analysis of mechanical properties of either

nanoparticles [13] or biological systems [14-16] is covered by

several articles and reviewed by Cohen and co-workers [17].
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Especially the application of advanced SPM techniques in

biology provides exciting new results and clearly shows a route

for development for the next years. All of the new applications

and experiments are strongly dependent on theoretical and tech-

nical developments. Virtual AFMs used to simulate AFM

measurements [18-20] and to deconvolute complex correlations

between various surface properties [21] are based on the imple-

mentation of proportional-integral controllers to give realistic

feedback behaviours. Stirling proposed a theoretical model for

studying the SPM feedback in the context of control theory

providing the possibility to understand and model the perfor-

mance from SPM systems with real parameters [22]. Further-

more, technical contributions discuss the impact of thermal

frequency drift of quartz-based force sensors at low tempera-

tures to the accuracy of the force measurements [23] and the

trade-offs in sensitivity and sampling depth in bimodal and

trimodal AFM [24]. The examples mentioned give a first

impression of this collection of high quality research provided

to the Beilstein Journal of Nanotechnology, the open-access

journal for publication and dissemination of nanoscience

research results. We are convinced that the articles presented

here will stimulate new ideas in the research field.

We would like to thank all of the authors for their excellent

contributions and the referees for their comprehensive and

valuable reports, sustaining a journal that is attractive for

contributors. Finally, we would also like to thank the team at

the Beilstein-Institut for their excellent support and acknowl-

edge the open-access policy of the Beilstein Journal of

Nanotechnology, which provides the professional framework

and support allowing the collection, review, publishing, and

distribution of research results in an easy and excellent way.

Thilo Glatzel, Ricardo Garcia & Thomas Schimmel

November 2014
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Abstract
In this work, material-sensitive atomic force microscopy (AFM) techniques were used to analyse the cathodes of lithium–sulfur

batteries. A comparison of their nanoscale electrical, electrochemical, and morphological properties was performed with samples

prepared by either suspension-spraying or doctor-blade coating with different binders. Morphological studies of the cathodes before

and after the electrochemical tests were performed by using AFM and scanning electron microscopy (SEM). The cathodes that

contained polyvinylidene fluoride (PVDF) and were prepared by spray-coating exhibited a superior stability of the morphology and

the electric network associated with the capacity and cycling stability of these batteries. A reduction of the conductive area

determined by conductive AFM was found to correlate to the battery capacity loss for all cathodes. X-ray diffraction (XRD)

measurements of Li2S exposed to ambient air showed that insulating Li2S hydrolyses to insulating LiOH. This validates the

significance of electrical ex-situ AFM analysis after cycling. Conductive tapping mode AFM indicated the existence of large

carbon-coated sulfur particles. Based on the analytical findings, the first results of an optimized cathode showed a much improved

discharge capacity of 800 mA·g(sulfur)−1 after 43 cycles.

611

Introduction
Lithium rechargeable batteries with high capacity are a key

technology for the widespread implementation of battery-

powered cars. The specific energy of existing lithium batteries

needs further improvement to enable acceptable driving ranges

of electric vehicles. Moreover, this is also important for

portable applications. Besides efficiency and energy density,

numerous other requirements have to be fulfilled, which include

industrial scalability and the capability for mass-production.

In the last few decades, lithium–sulfur batteries have

attracted increasing attention due to their high theoretical
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mailto:renate.hiesgen@hs-esslingen.de
http://dx.doi.org/10.3762%2Fbjnano.4.68


Beilstein J. Nanotechnol. 2013, 4, 611–624.

612

energy density (2500 Wh·kg−1) and theoretical capacity

(1672 mA·g−1), which are based on the electrochemical reac-

tion 16 Li + S8  8 Li2S [1,2]. In addition, these batteries

have the advantage of having sulfur-based cathodes, which are

cheap, abundant, and environmentally friendly. However, these

batteries suffer from much lower realised capacities and lifecy-

cles, which is mainly due to:

(1) the low electrical conductivity of sulfur (5 × 10−30 S·cm−1 at

25 °C), which leads to a poor electrochemical accessibility and

a low utilisation of sulfur,

(2) the electrochemical irreversibility due to the loss of sulfur

active-material and parasitic reactions of dissolved polysulfides

at the Li electrode and

(3) the morphological and volumetric changes of the cathode

material upon cycling [3,4].

The redox reaction of the sulfur cathode can only occur when

the sulfur is in contact with the carbon because of the insulating

nature of sulfur. In this regard, an ideal cathode would be

composed of a continuous, electronically conductive carbon

network coated with a monolayer of sulfur. The contact

between the carbon–sulfur composite and the current collector

is also a very important parameter for the performance of the

Li–S battery, which depends mainly on the type of binder that is

used [5-7].

Related to the morphology and volume changes of the cathodes,

it was found that the sulfur cathodes expand while discharging

and shrink while charging. The thickness change of the elec-

trode was measured to be approximately 22% [8]. Capacity

fading due to structural and volume changes was reported in

several publications [4,9-13]. Therefore, to achieve a high

performance Li–S battery, it is necessary to restrict the changes

in the morphology and volume of the cathode. Recent advances

with graphene–sulfur composite materials demonstrated

reasonably high and stable specific capacities of up to

600 mA·g(sulfur)−1 over more than 100 cycles [13,14]. One

way to suppress the polysulfide shuttle mechanism and to

enhance the sulfur retention is to coat the electrodes. This can

be performed by physical vapour deposition of a nickel layer or

by coating with Nafion [15,16]. To obtain a superior capacity

and reversible cycle performance, the production of thin and

porous sulfur cathodes or the use of foam-like structures as

current collectors have been shown to be advantageous

[9,17,18]. Recent studies have shown that the use of highly

ordered mesoporous carbon with a bimodal pore structure with

a high specific area and a large pore volume is beneficial. It

traps a part of the polysulfides for a certain time before

release, thereby reduces the electrochemical irreversibility and

can lead to a very high and stable capacity of approximately

1000 mA·g(sulfur)−1 [19,20]. Another approach is based on

vertically aligned carbon nanotubes (CNTs) grown on a nickel

foil without any binder. To date, these binder-free CNT cath-

odes contain the highest published total ratio of sulfur (90%) in

an electrode [21]. The advantage of a stable three-dimensional

conductive network achieved by the introduction of carbon

nanofibres has also been demonstrated [22]. Besides these more

sophisticated approaches the introduction of a porous carbon/

polytetrafluorethylen (PTFE) containing material, which is used

as a gas diffusion layer in fuel cells (GDL), positioned in front

of the cathode has led to capacities, in dependence on the

discharge rate, of 1000–1200 mA·g(sulfur)−1 [23].

In this work, the aim is to investigate the electrical and morpho-

logical stability of lithium–sulfur cathodes manufactured by

suspension spraying or doctor blading in order to improve the

performance of these electrodes. Results from recent XRD

studies were used that clarified a complete chemical reaction of

the non-conductive Li2S layer to an also insulating LiOH layer.

This layer was stable in air and enabled an AFM study of the

conductive area [24]. Polyvinylidene fluoride (PVDF) and

carboxymethyl cellulose (CMC) binders were used to test the

influence of the binders on the battery performance. The

suspension-spraying technique is advantageous because it can

be used in mass production processes. In a first step the focus

was on the preparation of a porous, homogeneous, thin, and

agglomeration-free cathode, which exhibited reduced structural

changes during the discharge–charge cycles. Morphological

changes and the stability of the electronic conductivity of the

sulfur cathodes upon cycling were detected by means of SEM,

material-sensitive AFM and conductive tapping mode AFM.

We aim to demonstrate that a direct correlation exists between

the cycling stability and the properties on the nanometre scale,

and that AFM analysis can disclose the morphology of the

carbon–sulfur interface. Based on the analytical results of the

nanoscale analysis an optimized preparation technique was

introduced which lead to an enhanced battery performance.

Results and Discussion
Li–S batteries with different preparation and
composition
Figure 1 shows a comparison of the discharge capacity of the

first batteries containing differently prepared cathodes over 50

cycles.

Although the battery, whose cathode was coated by hand

(doctor-blade coated, referred to as DBC-PVDF), has a high

initial discharge capacity (872 mAh·g−1), the capacity decreases

significantly upon cycling. After 50 cycles, the remaining
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Figure 1: Comparison of the cycling performances of non-optimised
Li–S batteries prepared with different binders. The batteries were
tested in the range of 2.8–1.5 V vs Li/Li+ at a current density of
533 mA·g−1 sulfur.

capacity is only 242 mAh·g−1. This behaviour is quite typical

for the Li–S cathodes [3,12,25,26].

In contrast to the DBC-PVDF sample, battery cathodes with the

same composition but prepared by a home-made suspension

spraying device (suspension coated, referred to as SC-PVDF)

show a substantial reversible capacity of 330 mAh·g−1 after 50

cycles (see Figure 1). The degradation of the capacity after 100

cycles is only 25%, which demonstrates a good electrochemical

reversibility. The better performance of the sprayed cathode can

be attributed to the porous and homogeneous carbon–sulfur

network-structure, which is mostly stable upon cycling, as

proofed by SEM and AFM measurements (see below).

The sprayed cathodes prepared with carboxymethyl cellulose

(CMC) binders (SC-CMC) show discharge capacities of

136 mAh·g−1 after 50 cycles, which is inferior to other values

(Figure 1). One of the reasons for the low initial discharge

capacity compared to the theoretical capacity (1672 mAh·g−1)

could be the bad contact between sulfur and carbon black, so

that not all of the sulfur in the cathode is reduced (low sulfur

utilisation). Another reason could be the non-ideal penetration

of the electrolyte into the cathode. If the cathode is not ideally

porous, or if the cathode is too thick, and if the amount of elec-

trolyte is insufficient to fill the pore volume, sulfur is only

partially reduced. It is therefore of interest to optimise the

amount of electrolyte as a function of the free volume available

within the porous cathode. Concerning the capacity fading

observed on the tested cathodes, several hypotheses can be

proposed:

(1) During battery discharge, elemental sulfur (S8) is first

broken down to form a chain-like polysulfide anion (S8
2−),

which combines with Li+ ions to yield high-order lithium poly-

sulfides (Li2Sx, x ≥ 4). These high-order polysulfides are

soluble in the organic electrolytes and therefore the viscosity of

the electrolyte increases [27]. In this case, Li+ ion diffusion and

penetration into the inner parts of the cathode decrease. There-

fore, most of the reduction reactions take place on the surface of

the cathode.

(2) Some of the reduction products, Li2S2 and Li2S, which are

low-order polysulfides, are insoluble in the electrolyte and stay

on the surface of the cathode to form a dense film [9,13,28-30].

During these processes the carbon–sulfur network is subject to

modification. Therefore, the electronic percolation is partially

reduced, which results in the formation of electrochemically

inactive areas. For this reason, low-order polysulfides cannot be

oxidised back to high-order polysulfides within these areas.

Additionally, these low-order polysulfides block the pores of

the cathode upon cycling and the electrolyte cannot penetrate

properly into the cathode structure. Therefore, Li+ ion diffusion

is reduced and further electrochemical reactions are restricted.

All of these phenomena result in degradation of the capacity.

(3) Some of the high-order polysulfides migrate through to the

anode side due to the shuttle mechanism and react with Li+ ions

on the surface of the anode [31,32]. This time, low-order poly-

sulfides form and settle down on the surface of the lithium

anode. They cannot be oxidised back and therefore block the

active sites of the anode surface [31].

As shown in Figure 2c and Figure 2d, the morphological

changes upon cycling of the SC-PVDF cathode are much less

than those of the DBC-PVDF (Figure 2a and Figure 2b) or

SC-CMC cathodes (Figure 2e and Figure 2f). The porous struc-

ture of the SC-PVDF cathode is preserved after 50 discharge/

charge cycles. In this way, further electrochemical reactions are

possible.

Although the SC-CMC samples were prepared by spraying, it

was not possible to obtain a reversible capacity, which is most

likely due to the formation of a crust-like layer on the cathode

surface upon cycling (Figure 2f). As one can see in Figure 2e,

the application of a CMC binder in a sulfur cathode caused the

formation of loose particles and also led to a bad contact

between carbon black and the sulfur particles. Therefore, the

carbon–sulfur network structure was not stable upon cycling

and changes of morphology and volume were observed. A

proper binder should have a high adhesion between the elec-

trode materials and the current collector and should form a good

network between the active material and the conductive carbon.

In this way, the electron transport as well as the diffusion of the

lithium ions is facilitated [33].
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Figure 2: SEM images of (a) DBC-PVDF before cycling, (b) DBC-PVDF after the 50th discharge, (c) SC-PVDF before cycling, (d) SC-PVDF after the
50th discharge, (e) SC-CMC before cycling, (f) SC-CMC after the 50th discharge.

X-Ray diffraction
Lithium containing components like the cathodes after cycling

in a battery are sensitive to ambient air. Water as well as

nitrogen and oxygen reacts with the lithium and change surface

and bulk composition. Therefore AFM analysis of battery ma-

terials, which contain lithium, has been performed in situ in a

glove-box [11]. Upon cycling a reduction of the conductive area

was observed that was attributed to the formation of a non-

conductive Li2S layer. The stability of Li2S in air was analysed

by means of XRD. Li2S powder was exposed to air, and the

subsequent reaction was measured in a time-dependent

sequence. Figure 3 shows the X-ray patterns of the Li2S sample

before (a) and after (b) approximately 25 min of contact with

air. In air, lithium sulfide easily hydrolyses and reacts to form

hydrogen sulfide and lithium hydroxide (Li2S + 2 H2O →

2 LiOH + H2S). It can be observed that the integrated intensity

of the peaks of Li2S decreased significantly, while the peak

intensity of LiOH increased. Instead of the insulating Li2S layer

an also insulating LiOH layer was formed, which was stable in

air. Measurements during exposure to air were also made by

using AFM imaging. No significant differences in stiffness and

in conductivity were detected. However, changes may have

already happened during the transfer procedure. Therefore, an

ex-situ analysis by using AFM allowed for retrieval of signifi-

cant results on the percentage of the remaining conductive area

after cycling. Details of these measurements can be found in

[24].

Atomic force microscopy
AFM of basic components
In order to calibrate the AFM for the material-sensitive analysis,

an evaluation of the properties of the basic materials, which
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Figure 3: X-ray pattern of the Li2S sample before (a) and after (b) approximately 25 min in contact with air.

Figure 4: Mapping of DMT modulus and current/adhesion of basic materials used for cathode preparation from AFM, brighter colours indicate higher
values. The size of the scale bar is given below each image.

were used for the cathode preparation, was performed. There-

fore, pellets were prepared from powder at a pressure of 10 kN

and imaged separately by AFM (Figure 4).

As shown in Figure 5, the DMT modulus (stiffness) differs

significantly. The highest values were measured for sulfur and a

very small stiffness was measured for carbon, which was the
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Figure 6: AFM images of an SC-PVDF sample before cycling. a) topography, b) deformation, c) adhesion, d) DMT modulus (stiffness), e) PeakForce-
TUNA™ current, f) PeakForce QNM™ current (brighter colours are higher values).

Figure 5: Statistical evaluation of mechanical properties of the basic
materials used for preparing the cathodes.

only conductive sample in this series. In the other properties,

sulfur differed slightly from carbon black and binder with a

smaller energy dissipation and a slightly increased adhesion. It

is noted, that the measured DMT modulus has values out of the

recommended range for this type of tip. Therefore, the accu-

racy of those values is not very high. However, the large differ-

ences allowed a good differentiation from carbon. No signifi-

cant differences were found for the deformation values with the

exception of cellulose as a binder material. The adhesion force

was smallest for the fluorine containing PVDF binder. For the

identification of sulfur the stiffness values were used. During

the stiffness measurements the tip puts a pressure on the surface

and a subsurface volume is involved. Thereby, even if coated

with a thin layer of other material, sulfur can be identified with

high certainty. The identification of carbon is performed by

measuring its conductivity.

In Figure 6 AFM images of the SC-PVDF sample are shown.

All AFM images measure 3 μm × 3 μm. The topography is

displayed together with the simultaneously measured mapping

of deformation, adhesion force, DMT modulus (stiffness),

TUNA™ current, and peak current. The different properties of

image areas allowed for a distinction of different surface ma-

terials, which is not possible with the topography image only.

For all other samples these properties were measured and used

for the analysis. However, for simplicity, only the topography

images, together with stiffness and current images, recorded by

conductive PeakForce-QNM™ (see section Experimental), are

displayed. The surface is rough, consistent with the SEM

images of Figure 2, with height differences of 750 nm on a

3 µm scale. A large part of the surface exhibits a comparably

hard/elastic material with high DMT modulus (brighter colours

indicate areas with higher stiffness). These regions concur-

rently exhibit a lower deformation. The adhesion force is higher
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at those parts of the surface where the stiffness values are

smaller. In the centre of the TUNA current image in Figure 6,

the current density has lower intensities, whereas the corres-

ponding stiffness is especially high. Deformation values, on the

other hand, are relatively low. Due to the insulating nature of

sulfur, it can be expected that areas of high sulfur content ex-

hibit low current density; however, they should have a high

stiffness compared to carbon-rich areas (see Figure 5). It can

therefore be concluded that a heterogeneous chemical distribu-

tion is present in this area, with a sulfur-rich region in the

centre. No indication of this heterogeneity is visible in the topo-

graphical images. As observed in the recording of the TUNA™

current (where the average steady state current is displayed,

Figure 6e), little or no steady current flow was measured at the

parts of the surface with high stiffness (DMT). In contrast, a

peak current (Figure 6f) was present in this area. The peak

current signal gives the current flow at maximal pressure of the

AFM tip (Δt ≈ 0.001 s). In this time domain, transient (capaci-

tive) currents can be detected and were present in most parts of

the surface with high stiffness. These transient currents indi-

cated surface regions where fast charging processes occurred

even before contact of that sample to lithium species. Therefore,

the transients were not associated with an ionic charging

process. An electronic charge transfer is present and a charging

of carbon agglomerates on insulating sulfur particles (indicated

by the high stiffness of this region) with the tip is assumed. The

size of the underlying sulfur particles retrieved from the high

stiffness region is about 0.5 µm and presumably they are too

large for a high utilization of sulfur. In the peak current image,

several black spots indicate regions where no current was

measured and concurrently displayed highest stiffness. By

comparing the size of the carbon particles with the particles in

the range of a few ten nanometers as reported by [34], the

resulting coverage of large sulfur particles by the much smaller

carbon is expected.

After cycling the SC-PVDF sample, the grains are more defined

and larger than before cycling (Figure 7a). Although, in this

image the roughness is larger (Δz = 1.5 µm) than before

cycling, no general difference in roughness before and after

cycling could be detected for this sample (see Figure 9 below).

A coarsening of the finer surface structures is also visible in the

SEM images (Figure 2d). A few isolated grains exhibit a high

stiffness. This harder surface area is also not conductive. In

general, most of the conductive regions exhibit high energy

dissipation (not shown) and are quite ductile. The magnitude of

the current (QNM™ current) decreased from approximately

30 nA before cycling to less than 1.5 nA (average values). In

the adhesion image (not shown), three different magnitudes are

distinguishable: a very high adhesion, a medium value for most

of the surface and a few grains with a very small adhesion.

Areas of high adhesion were non-conductive and high stiffness

indicates the presence of sulfur-rich grains at the surface (see

Figure 5).

In Figure 7b, topography, stiffness, and QNM™ current of the

DBC-PVDF sample that was coated by the doctor blade tech-

nique are displayed. Before cycling, the height differences are

larger than in the SC-PVDF sample. However, the highest

current of 1.7 nA is much smaller than the 30 nA measured at

the SC-PVDF sample. Most of the surface has similar hardness

and low energy dissipation values. Higher currents were

measured at regions with higher stiffness. Because it is not

averaged, the PeakForce QNM™ current is comparable to the

peak current of the PeakForce-TUNA™ mode, and thereby

includes transient as well as steady-state current. Conductivity

measured in stiff areas is not expected due to low conductivity

of sulfur. When capacitive currents are detected, this indicates a

conductive or electrochemically active layer on top of a harder

sulfur grain, as shown in Figure 6. Following the results of cali-

bration with the base materials (Figure 4 and Figure 5) and the

observation of the previous measurement of SC-PVDF, the

combination of high stiffness and conductivity indicates the

presence of carbon-coated sulfur at the surface. The surface

areas with a high energy dissipation and a low current exhibit

mostly high adhesion. In the adhesion image (not shown),

several small grains of approximately 50 nm size and with a

very low adhesive force are visible, which appear to be very

soft. These grains may consist of PVDF binder which should be

soft, non-conductive, and exhibit small adhesion.

After cycling (Figure 7c), some large crystalline-like grains

with lengths of approximately 2–3 μm are visible, which pos-

sess a high hardness, no conductivity, and show low deforma-

tion and energy dissipation. The region in between these crys-

tallites exhibits a finite but very small conductivity, one order of

magnitude smaller than before cycling. Here, several small

conductive soft grains with low adhesion, high deformation and

high energy dissipation are visible, which could be due to the

presence of PVDF binder particles.

The SC-CMC sample (Figure 7d) was prepared with a different

binder (carboxymethyl cellulose) and consisted of grains with

approximately 100 nm size arranged in several terrace-like

layers. The softer particles are quite homogeneously distributed

and most of the surface is stiffer. The more ductile grains are

conductive, have small adhesion, high energy dissipation and

high deformation. Due to their properties, this material is most

likely carbon or carbon-rich. One larger non-conductive grain at

the bottom right is much harder than the surrounding regions

and had high adhesion. Therefore, it is most likely a sulfur-rich

particle.
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Figure 7: AFM image of topography, DMT modulus, and QNM™ current of a) SC-PVDF after cycling b) DBC-PVDF before cycling, c) DBC-PVDF
after cycling, d) SC-CMC before cycling and e) SC-CMC after cycling. The scale bar is given as a value in the image.

After cycling (Figure 7e) the grains are enlarged, the surface is

much smoother, finer particles are lost, and flat terraces are

visible in the topography image. However, the total height

difference has not changed significantly. The steep (almost

vertical) borders of these terraces can hardly be measured by

AFM and are visible as black regions. These steep and smooth

features most likely represent large carbon particles with even

layers visible at the borders. The surface layer stiffness is quite
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Figure 9: Comparison of mean values of roughness, adhesion, energy dissipation, and stiffness, from statistical evaluation of AFM images measured
under identical conditions at the cathodes before and after 50 cycles; the imaged area is 3 μm × 3 μm with the same AFM tip.

Figure 8: Conductive area during image acquisition under identical
conditions at the cathodes before and after 50 cycles; area
3 µm × 3 µm, U = 0.5 V with same AFM tip.

homogeneous. The stiffness scale of the displayed area is larger

after cycling although on average the stiffness has decreased.

The current decreases by more than one order of magnitude

after cycling and only very small spots are still conductive.

These conductive spots have higher energy dissipation and

adhesion and mark some of the terrace borders.

A statistical evaluation of the mean conductive area before and

after battery cycling is displayed in Figure 8. For all samples the

total conductive area was always reduced upon cycling. A

similar reduction of the conductive area was also reported from

in situ conductive AFM measurements by Auerbach et al. [11].

This is proof for composition changes, which take place upon

cycling. The smallest reduction of the conductive area was

found for the SC-PVDF sample, which was in accordance with

the best battery cycling performance. Much larger relative

reduction is visible for DBC-PVDF and the SC-CMC samples,

and for the latter an almost complete loss of the conductive area

was measured. The improvement of the cycle life in SC-PVDF

samples may therefore be attributed to the good electrical path

and structural stability given by a well-distributed sulfur-carbon

composite network.

In Figure 9 a comparison of the mean stiffness and the rough-

ness of the different cathodes before and after cycling is

presented. Energy dissipation indicates a non-elastic deforma-

tion of the material and is larger in the SC-CMC cathode

prepared with the carboxymethyl cellulose binder compared to

the cathodes containing polyvinylidene fluoride binder. The

energy dissipation of the samples containing PVDF binder did

not change at all. The samples with CMC binder have signifi-

cantly different properties. They are much more ductile from

the beginning and even after a decrease in cycling, energy dissi-

pation is still higher for the PVDF containing samples. From the



Beilstein J. Nanotechnol. 2013, 4, 611–624.

620

analysis of compounds it can be concluded that carbon leads to

the highest energy dissipation values. As a consequence, high

values indicate an initial carbon-rich surface and the reduction

of energy dissipation values after cycling indicates a loss of

carbon after cycling. The adhesion force is quite sensitive to the

properties of a thin surface layer. A difference in surface

hydrophobicity is visible in the adhesion force, which has been

shown previously with other fluorine-containing materials and

is expressed here in the low adhesion force of pure PVDF.

Here, only small adhesion force changes are visible. A small

increase in adhesion of SC-PVDF samples may point to an

enrichment of PVDF after cycling but is not significantly large

[35].

The differences in stiffness in the basic materials are most

significant for discerning the components. The mean stiffness of

the surface increased largely for the SC-PVDF sample and did

not change upon cycling for the doctor-bladed PVDF-

containing sample. An increased stiffness indicates an enrich-

ment of the sulfur-containing material at the surface, which has

very high stiffness values compared to pure material. In

contrast, for the SC-CMC cathode with the carboxymethyl

cellulose binder, the surface stiffness decreased, which indi-

cates a fading of the initial stiff sulfur species from the surface

and an enrichment of softer species. Taking into account the

almost complete loss of the conductive area (Figure 8), these

soft species are most likely not carbon, which would be conduc-

tive. As shown by XRD, Li2S2/Li2S species, which are known

to form an insoluble crust at the surface, are not existent after

the exposure to air. Instead, they have likely reacted to LiOH,

which may still form a crust-like layer at the surface.

Although the roughness in individual images before and after

cycling was different, the average roughness of the PVDF-

containing samples did not change upon cycling. However, it

did increase significantly in the samples prepared with CMC

binder, which indicates a severe morphology change.

Li–S battery with optimized cathode
From the morphology analysis the existence of large sulfur

particles partly coated with a thin carbon layer was deduced.

This is the reversed composition of the advantageous

morphology. Therefore an additional milling step with a pearl

mill to gain a finer dispersion of the superior SC-PVDF cathode

material was introduced, and performance increased signifi-

cantly as shown in Figure 10. The optimized battery has an

initial discharge capacity of 1030 mAh·g−1 and after 43 cycles

with a discharge rate of 533 mAh·g(sulfur)−1 (C/3) the capacity

still measures about 800 mAh·g−1. SEM measurements showed

finer particles and a more homogeneous surface of the samples.

Further results will be reported in a forthcoming paper.

Figure 10: Discharge capacity of the optimized Li–S battery in the
range of 2.8–1.5 V vs Li/Li+ at a current density of 533 mA·g(sulfur)−1.

Conclusion
In this study, it was shown that the microstructural aspects of

the cathodes strongly impact the battery cycle life and the

performance of the battery. SEM and AFM results confirmed a

morphological change upon battery cycling, which was depen-

dent mostly on the binder (PVDF or CMC). The superior

sprayed cathode containing PVDF binder was observed to have

a porous and homogeneous carbon–sulfur network structure that

was the most stable upon cycling. The preparation and the

nature of the binder had a significant influence on the degrada-

tion of the cathodes. Improvement of the cycle life of the

sprayed cathode that contained PVDF binder could be attri-

buted to the good electrical path and structural stability given by

the well-distributed sulfur-carbon composite network. In a

first approach a reversible capacity value of approximately

330 mAh·g−1 was retained for up to 100 cycles. After 50 cycles

batteries prepared with PVDF binder showed a much better

performance in accordance with a small change of the conduc-

tive area. Preparation by spray coating resulted in a signifi-

cantly smaller loss of the conductive area in accordance with

better battery cycling performance. Therefore, suspension

spraying was proven to have the potential to be used as a high

performance cathode production technique suitable for mass

production.

XRD measurements showed that upon the reaction of insu-

lating Li2S to LiOH, an ex-situ conductivity analysis allows the

retrieval of meaningful results on the conductive surface. The

ex-situ analysis is much easier in comparison to previously

reported AFM measurements in a glove-box [11]. It is also very

difficult to exclude small levels of water vapour, even for

scrupulously performed experiments, which can endanger the
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reproducibility and repeatability of tests. Generally, for all

samples the conductivity changed significantly upon 50 cycles

as measured by AFM. Differences in transient current and

steady-state current indicate the existence of disadvantageously

large sulfur particles with thin carbon layers on top. An incom-

plete wetting of sulfur particles by carbon was also observed by

AFM. Another observation was that the change of the conduc-

tive area correlated with the loss in battery performance upon

cycling. The reduction of the conductive area was found to be

largest for the CMC sample, only a percentage of 2.9% of the

initial value was left on average, compared to 81% for the

SC-PVDF sample. No correlation was found with the magni-

tude of current values measured by AFM. High current values

correspond to highly conductive, most likely carbon-rich, areas

that are not sufficient for a good battery. The surface structure

changed differently for the studied samples, e.g., the sample

with PVDF lost only the finer structures upon cycling, whereas

for the inferior sample with CMC the overall roughness also

increased. In this case, larger grains were visible and flat

terraces appeared. The surface composition also changed differ-

ently upon cycling; harder grains with no conductivity were

frequently observed to be present in PVDF-containing samples,

and these were most likely sulfur-rich particles.

The inferior CMC-containing samples developed a carbon-rich

surface after cycling. The initial stiff sulfur species were likely

lost at the surface and replaced with non-conductive species, the

most likely of which was LiOH, which had formed from the

reaction of Li2S/Li2S2 in humid air.

Based on the principle advantage of the SC-PVDF preparation

technique with an advantageous stability of the electronic

network but too large sulfur particles, an additional milling

step to get a finer dispersion was introduced in the preparation.

First experiments exhibited a significant increase of the

battery performance with a remaining discharge capacity of

800 mA·g(sulfur)−1 after 43 cycles.

These results from battery performance confirm the importance

of a firm and lasting sulfur–carbon network, which depends on

the nature of the binder, and the need for optimal dispersion of

particles and the importance of adequate material dispersion.

We could also show that advanced material-sensitive and

conductive AFM techniques with their potential to analyse

microstructural changes, particle size, and even chemical nature

are useful to optimize battery materials.

Experimental
Cathode preparation
Suspensions were prepared by mixing sulfur (100 mesh, 99.5%,

Alfa Aesar), carbon black Super P conductive (99%, Alfa

Aesar), polyvinylidene fluoride (PVDF) binder (Aldrich) with

dimethyl sulfoxide (DMSO) (≥99.9%, Aldrich) and ethanol

(99.5%, VWR) 50/50 vol %. After the suspensions were thor-

oughly mixed for 24 h, they were sprayed on aluminium current

collectors (99.45%, Alfa Aesar, thickness: 0.025 mm) by using

an air-atomising internal mixing nozzle (LECHLER GmbH)

piloted by a 3D axis robot. The coating was performed by

spraying four layers to minimise the roughness. The thick-

nesses of the spray-coated cathodes were approximately 30 μm.

For comparison, the cathodes were also prepared by

doctor-blade coating. The spray- and hand-coated cathodes

(5 cm × 5 cm) were dried under vacuum at 50 °C for 24 h. The

resulting cathodes consisted of 50 wt % sulfur, 40 wt % carbon

black and 10 wt % PVDF. In a similar way, cathodes containing

10 wt % carboxymethyl cellulose binder (CMC, Aldrich) were

also prepared. This time, the suspension contained a

50/50 vol % ethanol/water mixture to be able to dissolve the

CMC binder. Circular discs of 10 mm diameter were cut from

the cathode films. The stainless-steel Swagelok® type

lithium–sulfur batteries were assembled in an Ar-filled glove

box by stacking together 10 mm diameter discs of lithium metal

foil (99.9%, Alfa Aesar, thickness: 1.5 mm), 12 mm diameter

discs of polyethylene separator (Entek, thickness: 20 μm), and

the prepared cathodes. 14 μL of 1 mol/L lithium hexafluo-

rophosphate (LiPF6) (99.99%, Aldrich) in tetra(ethylene glycol)

dimethyl ether (TEGDME) (99.9%, Aldrich) was used as an

electrolyte.

Cathode analysis
The charge/discharge performance of the lithium–sulfur

batteries was investigated by using a Zahner IM6 electrochem-

ical workstation with a battery cycling software. The batteries

were cycled galvanostatically between 1.5 V and 2.8 V vs

Li/Li+ at a current density of 533 mA·g−1 at room temperature.

The morphology of the samples was investigated by SEM with

a LEO Gemini (Zeiss) and AFM with a Multimode 8 Bruker

system.

XRD measurement of Li2S in air
X-ray diffractograms (Figure 3) were measured in reflection

mode with an X-ray diffractometer (D8 Discover GADDS)

equipped with a VÅNTEC-2000 areal detector. Exposures were

made with an accelerating voltage of 45 kV and a tube current

of 0.650 mA. The total exposure time was 12 min [24].

AFM analysis
For the AFM measurements, cathodes were demounted in a

reduced state and fixed with conductive silver paste onto a

conductive sample holder. A Multimode 8 (Bruker Corp.) was

used that is equipped with a special tapping mode, the “Quanti-

tative Nanomechanical Peak Force” (QNM™) mode, where the
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Figure 11: Force separation curve with scheme of evaluation of mechanical properties by AFM (left) and scheme of current measurement with time
averaged signal (right) [36].

force–separation curve is recorded at every image point and the

topography mechanical properties (e.g., adhesion force, energy

dissipation, deformation, DMT modulus or stiffness, peak force,

phase shift) are simultaneously evaluated. In case of a conduc-

tive tip, the current during the contact of the tip with the sample

can be recorded. A scheme of a force–distance curve is given in

Figure 11 [21].

In each measurement the mapping of the pre-chosen mechani-

cal properties is recorded. The current measurement needs to be

performed with a conductive tip. In tapping mode the current

flow is not continuous and a lock-in amplifier is used to derive a

time averaged current (PeakForce-TUNA™ mode was used

(Bruker Corp.). Two different signals were used as current

output, the first of which is the averaged steady state current,

named the PeakForce-TUNA™-current. The second current

output is the peak current, which is recorded with a short acqui-

sition time during the highest contact pressure and delivers

higher current values due the inclusion of transient currents

(acquisition time on the order of 0.001 s) [35,37]. By comparing

these two current signals, transient currents can be distin-

guished from steady state current flow. Because the PeakForce-

QNM™ current (without the use of a lock-in-amplifier) is not

averaged, these results also include transient (capacitive)

currents and are comparable to the peak current signal in Peak-

Force-TUNA™ mode. Previously, we measured conductivity in

contact mode, which was associated with a significant pressure

on the sample surface with the risk of surface deformation or

even damage [31,32,38]. The samples were not exposed to elec-

trolyte before cycling. The samples were investigated without

an additional cleaning after cycling to preserve the surface. We

also investigated the influence of contact to the electrolyte, but

could reproduce the initial conductivity values afterwards.

Statistical evaluation of the properties of each image was

performed, yielding a histogram of the occurrence of the pixel

values for a specific property. The peak occurrence value from

a histogram was taken as the mean value of this property in one

image. To determine the conductivity, the total conductive area

in one image was evaluated. A mean value including error bars

was calculated from all images measured with the same size.

From five images of the same size from two different spots, at

least 1 mm apart, a general average value was calculated,

including the corresponding error for one standard deviation.

All images used for evaluation of sample properties were

recorded with an equal image size (3 µm length) and an iden-

tical AFM tip (PPP-NCHPt, NanoAndMore GmbH, spring

constant: 30–50 N/m). Images measured in PeakForce-TUNA™

mode were not included in the statistical evaluations. The stiff-

ness values of sulfur base-materials were out of the range

recommended for analysis with the tip. Nevertheless, a

measurement was possible and delivered a value, although a

higher uncertainty can be assumed. For a differentiation of

sulfur from the other components it was sufficient.
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Abstract
Twisted few layer graphene (FLG) is highly attractive from an application point of view, due to its extraordinary electronic prop-

erties. In order to study its properties, we demonstrate and discuss three different routes to in situ create and identify (twisted) FLG.

Single layer graphene (SLG) sheets mechanically exfoliated under ambient conditions on 6H-SiC(0001) are modified by (i) swift

heavy ion (SHI) irradiation, (ii) by a force microscope tip and (iii) by severe heating. The resulting surface topography and the

surface potential are investigated with non-contact atomic force microscopy (NC-AFM) and Kelvin probe force microscopy

(KPFM). SHI irradiation results in rupture of the SLG sheets, thereby creating foldings and bilayer graphene (BLG). Applying the

other modification methods creates enlarged (twisted) graphene foldings that show rupture along preferential edges of zigzag and

armchair type. Peeling at a folding over an edge different from a low index crystallographic direction can result in twisted BLG,

showing a similar height as Bernal (or AA-stacked) BLG in NC-AFM images. The rotational stacking can be identified by a signifi-

cant contrast in the local contact potential difference (LCPD) measured by KPFM.

625

Introduction
Since its discovery in 2004 [1], graphene, the 2D crystal with a

honeycomb lattice of sp2-bonded carbon atoms, has been shown

to have unique properties such as high mechanical strength and

elasticity, a very high electrical and thermal conductivity, the

impermeability to gases, and many others [2]. All of them make

it highly attractive for numerous applications, and a most

promising candidate for advanced microelectronics technology

[3], in which especially bilayer graphene (BLG) is of interest, as

its band gap can be tuned [4]. Although the electronic prop-

erties of AB-stacked (Bernal) BLG is of special interest due to

its tunable bandgap, rotationally stacked or twisted BLG is

more attractive from an application point of view due to its

http://www.beilstein-journals.org/bjoc/bjnano/about/openAccess.htm
mailto:tbollman@uni-osnabrueck.de
http://dx.doi.org/10.3762%2Fbjnano.4.69
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angle-dependent electronic properties [4-10]. Twisted few layer

graphene (FLG) exhibits electronic properties ranging from

Dirac cones found for single layer graphene (SLG) for rotation

angles over 15° where the layers are effectively decoupled, to a

Fermi velocity renormalization for smaller rotation angles

[8-11]. For very small rotation angles, θ ≤ 2°, the electronic

properties are found to be coupled to the resulting moiré spots

for twisted BLG [10].

In order to study these properties experimentally, (few layer)

graphene can be produced in various ways. The growth of

graphene on metals followed by transfer to another substrate as

well as epitaxial growth on SiC, both have a potential for mass

production if technological shortcomings can be overcome.

However, exfoliation from graphite still results in graphene

flakes of highest quality [1,2], which then can be modified in

situ to create (twisted) FLG. In comparison to the well known

epitaxial growth of graphene on SiC [12-14], here we study

mechanically exfoliated graphene on 6H-SiC(0001) to produce

large sheets of high quality. Defects are first created by swift

heavy ions (SHI). The unique controllability of SHI irradiation,

by tuning the incident angle with respect to the crystallographic

directions of graphene as well as the range and the energy loss

mechanism, makes it a viable route for one-dimensional

controlled defect creation relevant for future applications

[15,16]. By the use of ions having kinetic energies in the range

of 100 MeV impinging under grazing incidence, it has already

been shown that SLG flakes can be ruptured in a controlled

process by highly localized energy deposition [15]. This results

in foldings that are BLG sheets produced in the vicinity

of the ion track. Foldings can also be produced by line scan-

ning the sample with an AFM tip in the contact mode, in

which the tip forces are capable of rupturing the sheet [17].

Here, we report that also severe heating is able to create

foldings on SLG, deposited under ambient conditions. The

modification method making use of SHI irradiation is further on

referred to as method (i), contacting and line scanning, as

method (ii), and severe heating, as method (iii), respectively.

The combination of the latter two is further on referred

to as post-preparation treatment. Note that in some cases

the origin of the foldings can not be uniquely identified as

method (ii) or (iii) as AFM imaging involves strong tip–sample

interactions.

Rupture and folding result in a system where we can study and

compare properties of graphene in several thicknesses, sheet

orientations, edges [18,19] and stackings. To discriminate the

different BLG stackings, we investigate the topography by non-

contact atomic force microscopy (NC-AFM) combined with

measuring the local contact potential differences (LCPD) using

Kelvin probe force microscopy (KPFM).

Experimental
Graphene is exfoliated from a HOPG crystal (Momentive

Performance Materials, Columbus, OH, USA) under ambient

conditions on an as delivered Si-rich 6H-SiC(0001) substrate

(Pam-XIAMEN, Xiamen, China) applying a well known recipe

[1]. After preparation, the sample is taken in ambient atmos-

phere to the IRRSUD beamline of the Grand Accélérateur

National d’Ions Lourds GANIL (Caen, France) for SHI irradi-

ation with 81 MeV Ta24+ ions under 1.5° grazing incidence.

The ion fluence is adjusted to 5–10 ions/μm2.

Irradiated samples are initially inspected by tapping mode

atomic force microscopy performed under ambient conditions

using a Dimension 3100 AFM (Veeco Metrology, Santa

Barbara, CA, USA) and NCHR cantilevers (Nanosensors,

Neuchatel, Switzerland). NC-AFM images are obtained using a

well characterized [20-22] UHV 750 NC-AFM system (RHK

Technology, Troy, MI, USA) in an ultra-high vacuum chamber

with a base pressure well below 5 × 10−11 mbar. Force sensors

used are NCH Si cantilevers (Nanosensors, Neuchatel, Switzer-

land) with the exception of the measurements presented in

Figure 7a, in which a Vistaprobe T-300 cantilever (Vistaprobe,

Phoenix, AZ, USA) was used. Both cantilevers have a funda-

mental eigenfrequency f0 300 kHz. To obtain correct height

measurements, KPFM [23,24] imaging is performed simultane-

ously by applying an AC voltage of 1 V amplitude at a frequen-

cy of 1.2 kHz added to the DC bias regulated to minimize elec-

trostatic forces. To remove volatile surface contaminants that

can significantly influence LCPD measurements [25], the

sample is heated in UHV to 500 K prior to measurements.

All images in this paper are presented without filtering or

smoothing. The topographic images are compensated for piezo

creep and drift as well as for scanner bow using common plane

subtraction and (facet) leveling algorithms of the Gwyddion

software package [26].

Results and Discussion
Graphene flake characterization
After mechanically exfoliating graphene on the 6H-SiC(0001)

substrate, a flake is selected that has a width of 2–3 μm and a

length of ≈40 μm. The flake shows straight parallel edges and

the apparent thickness of the SLG flake is 0.7 ± 0.4 nm. Since a

thickness measurement of SLG flakes is not straightforward and

thickness values reported in literature range from 0.35 nm to

≈1 nm [1,27-29], we use a LabRAM HR micro-Raman spec-

trometer (Horiba, Kyoto, Japan) to confirm the identity as SLG

using its 2D band [30,31]. Figure 1 shows the Raman spectrum

measured for the 6H-SiC(0001) substrate and the SLG covered

substrate. The sharpness and symmetry of the 2D band around

2650 cm−1 combined with the quality of the single Lorentzian

fit are characteristic for the presence of SLG [30,31].
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Figure 1: Micro-Raman spectrum for both, the substrate and the SLG
flake introduced in Figure 3. The inset shows the 2D Raman peak and
its Lorentzian fit.

Mechanically exfoliated graphene is known to adapt to its sub-

strate like a carpet [32]. The Kelvin-compensated NC-AFM

topography measurements taken on SLG reflect the substrate

step structure with its bilayer step height of 0.33 ± 0.10 nm

[13]. A representative line profile is shown in the inset of

Figure 2. To determine whether the roughness on the SLG

reflects the contours of the underlying substrate, we determine

the height distribution on both, the bare substrate and the

graphene covered substrate in 70 × 70 nm2 areas free of steps.

The roughness can be characterized by the standard deviation σ

of the height distribution [32] shown in Figure 2. For the exfoli-

ated SLG sheet we find a roughness that is about 60% of the

substrate roughness, indicating that graphene adapts to its

underlying substrate closely but removes part of its roughness.

Figure 2: Roughness analysis of NC-AFM images taken on a single
terrace within 70 × 70 nm2 on the 6H-SiC(0001) substrate (standard
deviation σ = 304 pm) and on the SLG (σ = 189 pm). The inset shows
a line profile taken on the SLG flake perpendicular to substrate step
edges measured by Kelvin-compensated NC-AFM.

Methods for rupture and folding of graphene
To create FLG including layers with twisted stacking, the exfo-

liated graphene is exposed to SHI irradiation (i) followed by a

combination of line scanning the sample with an AFM tip (ii)

and severe heating (iii). The tapping mode AFM survey image

shown in Figure 3a exhibits a representative part of the flake

comprising all phenomena discussed in this paper, rupture and

folding of various origin, labeled by (i), (ii) and (iii), respective-

ly. The tapping mode AFM survey image shown in Figure 3b,

has been taken right after SHI irradiation where the SLG shows

foldings at an angle of 58.0 ± 1.2° with respect to the flakes

edge. The properties of such foldings related to the ion track

have been described in more detail elsewhere [15]. Defects

created by method (i) can be used as a seed for further rupture

created by methods (ii) and (iii). The dimensions of the tip-

induced foldings (ii) are similar to the ones reported in litera-

ture and can be created without defects of type (i) [17]. Severe

heating results in the opening at locations of existing rupture,

creating type (iii) structures. For this type of modification, the

interfacial layer residing between the substrate and the SLG

flake due to its exfoliation in ambient, is anticipated to play a

major role. Thin water films resulting from exfoliation in

ambient have been recognized in literature as an important

feature determining the sheet properties [33-39]. The structures

of type (iii) might act as a pressure release for heated water

confined at the interface. The dashed box in Figure 3a shows

the same region as the dashed box in Figure 3b after heating to

700 K. The onset of the heating effect is found at about 500 K.

Figure 3: Tapping mode AFM image (a) of an exfoliated SLG flake on
6H-SiC(0001) showing examples of rupture and folding by the use of
SHI, type (i), modification by AFM tip contacting and linescanning (ii),
and severe heating (iii). Tapping mode AFM image (b) showing the
modifications of SLG solely due to SHI irradiation, type (i), namely fold-
ings aligned with the ion track. The dashed box in Figure 3(a) exhibit-
ing modifications of type (ii) and (iii) added later, corresponds to the
dashed box in Figure 3(b) prior to post-preparation treatment.

Discriminating graphene stackings by their
surface potential
Next, we investigate the graphene layer, its rupture, foldings

and stacking in more detail by Kelvin compensated NC-AFM

imaging, demonstrating the identification of (twisted) FLG. To

study the properties of rupture and foldings in the SLG origi-

nating from treatment with methods (i), (ii) and (iii) in detail,

we analyze images taken in the areas A, B and C marked by the

boxes in Figure 4.
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Figure 5: (a) LCPD image of the folding marked by A in Figure 4. (b) The profile taken in the corresponding NC-AFM image reveals the height of BLG
and TLG in agreement with the interlayer distance (marked by horizontal full lines) found for graphite stacking. (c) From the CPD histogram performed
in the square marked in Figure 5a, the LCPD between SLG and BLG (137 ± 40 meV) and BLG and TLG (43 ± 27 meV) can be identified by normal
distributions, in which the error is one standard deviation (σ).

Figure 4: NC-AFM image (a) of an exfoliated SLG flake on
6H-SiC(0001), irradiated with SHI and subjected to post-preparation
treatment, and its corresponding LCPD image (b). Folding structures,
which result from post-preparation treatment labeled by A, B and C are
analyzed in detail in Figure 5, Figure 6 and Figure 7.

The folding marked by A in Figure 4 is a typical example of a

type (ii) folding, in which the folding over 30° with respect to

the SLG flakes edge (see also Figure 3), results in large Bernal-

stacked (or energetically unfavorable AA-stacked) areas of

BLG and trilayer graphene (TLG). Figure 5a shows a detailed

KPFM image of region A, the corresponding height profile in

Figure 5b, and CPD histogram in Figure 5c performed in the

white square shown in Figure 5a, from which the LCPD of BLG

and TLG with respect to SLG can be determined. The LCPD

between SLG and BLG is found to be 137 mV, which is in

agreement with the LCPD found in a previous study [16,40] as

well as for epitaxially grown SLG and BLG [12]. Between BLG

and TLG, the LCPD is determined to be 43 mV. From the line

profile in the topography, the interlayer distance between SLG

and BLG (0.37 ± 0.10 nm) and BLG and TLG (0.36 ± 0.10 nm)

are determined, in agreement with the interlayer distance found

for graphite stacking [41-43]. A similar result is found for the

folding marked by B, where the respective image is shown in

Figure 6.

Figure 6: (a) NC-AFM image of the region marked by B in Figure 4,
where post-preparation treatment resulted in the folding encircled by
the dashed line. Line profiles (b) reveal the height (solid gray line) of
BLG (limited accuracy due to areal size and spatial resolution) and
TLG (+0.72 nm with respect to SLG) in agreement with the interlayer
distance (marked by horizontal full lines) found for graphite stacking.
From the LCPD line profile (dashed black line), the LCPD of the
different foldings can not be discriminated due to the limited spatial
resolution.

Figure 6a shows a detailed topographic image, in which the

folding structure that results from SHI irradiation and post-

preparation treatment is encircled. The edges of folding struc-

tures have angles of 30°, 90° and 120° with respect to the SLG

flake edges reflecting the six-fold symmetry of the graphene

lattice combined with the two most stable edge configurations,

namely zigzag and armchair [18,19]. From the line profile (grey

dashed line) in Figure 6b, the interlayer distance between SLG

and TLG (0.72 nm) is determined, again in agreement with the

interlayer distance found for graphite stacking [41-43]. For this

folding, the areas for BLG and TLG are too small in size and

too close to each other to be spatially resolved by KPFM.
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Figure 7: NC-AFM image of the region marked C in Figure 4 with foldings due to SHI impact on the left and right of the ion track prior to (a) and after
(b) post-preparation treatment. (b) Large folding created by post-preparation treatment, where the identified edges, zigzag and armchair, are labeled
by (white) full and dashed lines and make angles of 30° with respect to each other as exemplified at the bottom. (c) LCPD image taken at the same
position but extracted from a different image. (d) Cartoons of the graphene exfoliated on the substrate (α), after SHI irradiation creating BLG (β), fol-
lowed by applying post-preparation methods where the direction of peeling the folding on the right is marked by the arrow (γ). (e) Line profiles taken in
frames (b) and (c) reveal the same height but a significant difference in the LCPD for the two foldings. The LCPD difference is attributed to the
stacking difference as expected from the misalignment of the right folding with respect to the low index crystallographic directions of the SLG flake.

Therefore, the foldings can not be discriminated in the LCPD

line profile (black full line) shown in Figure 6b.

Figure 7a shows a detailed topographic image of region C right

after SHI bombardment and slight heating, which results

in foldings that are BLG sheets aligned with the ion track.

Figure 7b shows the same region C after applying post-prepar-

ation treatment, which results in enlarged foldings left and right

of the region already opened by the SHI impact. In contrast to

the situation right after SHI irradiation, foldings appear ruptured

along characteristic angles with respect to the flake edges. As

can be seen from the comparison of Figure 7a and Figure 7b,

the post-preparation treatment of a SLG sheet, which has been

folded, can be interpreted as peeling the folding away from the

region already opened by the SHI impact as illustrated in

Figure 7d [44]. Due to the high elasticity of graphene, when

peeling the folding by applying the post-preparation methods,

the SLG detaches from the substrate and folds back onto itself,

thereby extending the folding and enlarging the opened region.

Peeling at an angle can result in a twisted BLG sheet with

rupturing along preferential directions as demonstrated below.

To understand the role of the preferential directions of rupture,

we start by identifying the edge of the large SLG flake, marked

by the white line at the bottom of the image. The edge resulting

from exfoliation is expected to have a preferential direction

being either a zigzag or an armchair edge. Therefore, the vast

majority of edges formed by rupture due to post-preparation

treatment are found to be aligned at 30° and 60° with respect to

the SLG flake edge, exemplified at the bottom of Figure 7b.

Considering the symmetry of the graphene lattice, these rup-

tures can, therefore, be identified as either zigzag or armchair

edges.

Assigning the SLG flake edge, being of either zigzag or arm-

chair structure, the dashed lines enclosing an angle of 30° with

the SLG flake edge, therefore, correspond to the other type

edges. However, the edge over which the folding on the right

took place, marked by the arrow in Figure 7b, has an angle of

about 70° with respect to the SLG flake edges as a result of

peeling under an angle by applying the post-preparation treat-

ment. One might, therefore, expect a twisted or rotational

stacking for the attached BLG. Note that, although peeling at a

slight angle on the existing folding results in a twisted stacking,

the (preferential) directions of rupture are unaffected by this.

Comparing the height of this folding with the one on the left

side of the SHI track as shown in Figure 7e does, however, not

reveal any significant difference in height. The height found
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for both foldings is in agreement with the values found in

Figure 5 and Figure 6. Within the error of several angstroms

for the height measurement, we are unable to discriminate

between the AA- and AB-stacking interlayer distance differ-

ence of 10% [42,45-47].

However, by the use of KPFM, one is able to clearly discrimi-

nate between different rotational stackings. In Figure 7c, we

show the LCPD of the large BLG foldings on the left and right

of the ion track. As a striking observation, we note that the two

BLG foldings show a slight but significant difference in their

LCPD. Care has to be taken by comparing the LCPD for the

two foldings due to the influence of the substrate steps on the

LCPD measurement. In this case, however, both foldings are on

the same terrace and quite far away from any step edge. The

line profiles drawn in Figure 7e, in the center and within close

vicinity to the step edge, show identical behavior for the two

foldings. The LCPD measured for the left (810 ± 5 mV)

and for the right (754 ± 13 mV) folding, enables us to discrimi-

nate twisted BLG by ≈55 mV which is well above the variation

in LCPD on a SLG or BLG sheet. The reduced potential

of the twisted folding on the right is in between that of

SLG and Bernal- (or energetically unfavourable AA-) stacked

BLG.

Conclusion
In summary, we demonstrate different routes to rupture and

folding of SLG on a 6H-SiC(0001) substrate as well as experi-

mental techniques to identify and discriminate the resulting

(twisted) BLG and TLG structures. Rupture and folding of SLG

on a 6H-SiC(0001) can be induced by scanning and contacting

with an AFM tip and by severe heating resulting in foldings

with (AA- or) Bernal-stacking and twisted stacking. SLG sheets

rupture along preferential edges of zigzag and armchair type,

even when peeling an existing folding is performed under an

angle resulting in a twisted stacking. While the (AA- or)

Bernal-stacked BLG and twisted BLG can not be discriminated

by their height, they can clearly be distinguished by the differ-

ence in their LCPD.
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Abstract
Surface anchored metal-organic frameworks, SURMOFs, are highly porous materials, which can be grown on modified substrates

as highly oriented, crystalline coatings by a quasi-epitaxial layer-by-layer method (liquid-phase epitaxy, or LPE). The chemical

termination of the supporting substrate is crucial, because the most convenient method for substrate modification is the formation of

a suitable self-assembled monolayer. The choice of a particular SAM also allows for control over the orientation of the SURMOF.

Here, we demonstrate for the first time the site-selective growth of the SURMOF HKUST-1 on thiol-based self-assembled

monolayers patterned by the nanografting technique, with an atomic force microscope as a structuring tool. Two different

approaches were applied: The first one is based on 3-mercaptopropionic acid molecules which are grafted in a 1-decanethiolate

SAM, which serves as a matrix for this nanolithography. The second approach uses 16-mercaptohexadecanoic acid, which is

grafted in a matrix of an 1-octadecanethiolate SAM. In both cases a site-selective growth of the SURMOF is observed. In the latter

case the roughness of the HKUST-1 is found to be significantly higher than for the 1-mercaptopropionic acid. The successful

grafting process was verified by time-of-flight secondary ion mass spectrometry and atomic force microscopy. The SURMOF

structures grown via LPE were investigated and characterized by atomic force microscopy and Fourier-transform infrared

microscopy.
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Introduction
Metal organic frameworks (MOFs) are highly crystalline three-

dimensional micro- and mesoporous materials that consist of

metal ions or metal-oxo units (serving as nodes) interconnected

by organic linkers. In conventional synthesis the MOFs are

formed in a solvothermal process, and the reaction products

precipitate in the form of crystalline powders [1,2]. One of the

best-known MOFs is HKUST-1, first introduced by Chui et al.

[3]. This MOF consists of “paddle wheels” formed by attaching

1,3,5-benzenetricarboxylate linkers to a Cu2+-dimer (see

Figure 1a). Meanwhile several thousands of different MOF

structures are documented in the literature [4]. The high variety

of the nodes and linkers as well as the huge number of possible

combinations allows, in principle, the preparation of an almost

infinite number of different MOF structures with different

chemical and/or physical and geometrical properties (e.g., pore

size and pore structure, etc.), which can be tailored for the

corresponding application.

As a particulate system this class of material is already applied

in the field of nanotechnology, e.g., for gas storage and gas

separation [6-8], catalysis [9], delivery of therapeutic agents

[10-12] and sensor devices [13]. Presently, more advanced

applications are discussed, in particular in medicine and tech-

nology. For many of the more advanced applications the MOF

materials need to be deposited on a solid substrate. Several

methods have been introduced to create MOF-based coatings

(for a recent review see [14]). One possible procedure is the so

called in-situ synthesis, which was introduced by Bein et al.

[15]. In this synthesis the MOF crystals are grown by dipping a

gold coated substrate, which is terminated with a thiol-based

self-assembled monolayer (SAM), into a solution containing a

mixture of the metal nodes and the organic linkers. As a result,

the MOF crystal growth is started by a substrate-induced nucle-

ation process. Many of the methods developed to deposit MOFs

on solid substrates suffer from the fact that the resulting MOF

layer has a polycrystalline character due to the random orienta-

tion of the crystals on the substrate. In the field of catalysis, for

example, this polycrystalline character might hinder or even

suppress the free diffusion of molecules or reaction products

into or out of the MOF layer. To overcome these limitations,

which result from the highly polycrystalline nature of the MOF-

coatings, a novel method was recently developed that produces

very smooth, homogeneous MOF-coatings. These surface

anchored metal–organic frameworks (SURMOFs) exhibit a

uniform layer thickness and are fabricated using a novel layer-

by-layer (LBL) method [16-20]. This procedure is schemati-

cally shown in Figure 1b. First, a gold coated substrate is modi-

fied by the deposition of a thiol-based SAM, that carries either

an –OH, a –COOH or a pyridine unit. The SAM, and in particu-

lar its surface termination, plays a crucial role in this context

Figure 1: (a) Building units for the growth of MOF HKUST-1 and the
unit cell of HKUST-1. (b) The principle of the layer-by-layer growth of a
surface anchored MOF. (c) XRD results for a polycrystalline particu-
late HKUST-1 sample and the corresponding SURMOF. The oriented
growth of the SURMOF material is clearly proven by the two reflexes
of the SURMOF in the [111] direction [5].

and also determines the growth direction of the SURMOF

[14,15]. On a CH3-terminated SAM no deposition takes place

[16]. Subsequent to SAM deposition the substrate is immersed

into a solution of the metal node, rinsed, dipped in the linker

solution and rinsed again. After this procedure the first layer of

the SURMOF is deposited and the SURMOF thickness can be

precisely and reproducibly controlled by the number of cycles

[21]. The size of the pores within this crystalline periodic ma-

terial can be controlled by the length and the size of the organic

ligands [22-24]. As SURMOFs grow in an oriented way and the

layers are oriented parallel to the substrate molecules can

diffuse from the surface of the SURMOF to the supporting sub-

strate without hindrance. Therefore, SURMOFs can be used as

model systems to gain a detailed understanding of, e.g., the
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kinetics of sorption/desorption processes or as active sites for

sensor systems [16]. The high degree of orientation and the high

structural quality of a SURMOF are evidenced by the XRD

data. Figure 1c shows a comparison of recorded data of a poly-

crystalline powder MOF and of the corresponding SURMOF,

both for the case of HKUST-1. While the powder MOF shows

all reflexes of different orientations of the crystal, in the case of

the SURMOF produced by the LBL method, in the out-of-plane

XRD data only the [111] direction is detected. This is a direct

proof that the LBL preparation results in a highly oriented

SURMOF with (111)-layers grown parallel to the surface. A

particular advantage of using thiol-based SAMs as a templating

surface for the deposition of SURMOF structures on solid

substrates is the availability of a large number of processes for

the lateral structuring of SAMs, e.g., micro contact printing

(µCP) [25]. With the application of these methods the selective

deposition of SURMOFs is straightforward, as was shown

recently for the case of HKUST-1 grown on a 16-mercapto-

hexadecanoic acid- (MHDA-) based SAM pattern created by

µCP [18,21]. The feature sizes that can be achieved with this

method, however, are limited and the preparation of sub-micro-

meter sized patterns is challenging or even impossible for µCP.

The fabrication of structures within SAMs [26] of higher reso-

lution can be obtained by nanoshaving and nanografting [27] or

other methods based on scanning probe microscopy techniques,

e.g., atomic force microscopy (AFM) [28,29]. Both lithography

methods allow for lateral structuring with resolutions down to

several nanometers. They are based on the cleavage of the bond

between the thiolate species and the Au-substrate by an AFM

tip. Depending on the applied force this cleavage can be carried

out without scratching the substrate. Another advantage of the

nanoshaving technique is the possibility to perform it in liquid

or in air, depending on the system which should be modified.

Nanoshaving in air or in a clean solvent always results in a

removal of defined molecules [30] while nanografting [27] is

usually performed in an organothiol containing solution,

enabling the site-selective substitution of the removed SAM

molecules by other SAM molecules which are present in the

solution (Figure 2). The use of nanografting and nanoshaving

for the fabrication of nanometer-sized structures, which consist

of MOF material will be of interest for many applications. An

area of potential interest are biological studies. It is known that

cell adhesion depends strongly on both the chemical functional-

ization of the surface as well as on the distribution of the chem-

ical functionalities [31,32].

In this work we demonstrate the successful growth of microme-

ter sized HKUST-1 structures on patterns inside thiolate-based

SAMs by using the AFM as nanografting tool. ToF-SIMS

analyses were carried out to demonstrate the successful SAM

patterning by nanografting, while FT-IR microscopy and AFM

Figure 2: Scheme of the nanografting process.

were used to verify the SURMOF growth on the patterned sub-

strate.

Results and Discussion
The in-situ nanografting process includes two processes:

(1) shaving of the original SAM made from the first thiol

followed by (2) the refill of the shaved areas with the second

thiol, which occurs instantaneously during the shaving as the

shaving is carried out in a solution of the second thiol. Before

doing the actual grafting, the parameters for the nanografting

process (vertical force applied by the AFM tip to the substrate,

scan speed, etc.) were optimized.

HKUST-1 SURMOF on MPA nanografted
structures
To obtain a patterned deposition of HKUST-1, nanografting

was first carried out within a SAM matrix made of

1-decanethiol (DT). A pattern was created by shaving with the

AFM tip and the removed 1-decanethiolates were substituted by

3-mercaptopropionic acid (MPA) molecules present in the

supernatant ethanol (Figure 3a). Figure 3b and Figure 3c show

the AFM-topography and AFM-phase images, respectively,

immediately after the areas of four MPA rectangles were

grafted into the DT matrix SAM with the AFM tip. The height

difference between the DT SAM and the grafted MPA coated

features was determined from the cross section in Figure 3d

along the red line in Figure 3b. The measured height difference

of 1.7 ± 0.2 nm is in good agreement with the theoretical length

difference between the two thiols (DT and MPA) of 1.5 nm. In

addition, the phase contrast data shown in Figure 3c reveal the
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Figure 3: (a) Scheme of the grafting experiment and used SAM molecules (without H-atoms). AFM-topography (b) and -phase (c) image of MPA
structures grafted in a DT SAM matrix. (d) Cross section along the red line in (b).

presence of two different materials inside and around the

grafted areas. These findings directly demonstrate the success

of the grafting experiment.

In addition to the AFM investigations, which provided informa-

tion about topography and material contrast of the grafted

sample, a chemical characterization was carried out by time-of-

flight secondary ion mass spectrometry (ToF-SIMS). For that

purpose a sample with grafted rectangular structures of 10 µm ×

12 µm was prepared. The corresponding AFM-phase image is

shown in Figure 4a. According to the results in Figure 3c, the

grafted rectangular MPA coated structures show a significantly

different phase shift compared to the 1-decanethiolate matrix

SAM. The result of the negative polarity total secondary ion

mapping is shown in Figure 4b. High mass resolution spectra,

obtained with very short Bi+ primary ion pulses (1 ns), “high

current bunched mode”, allowed for the detection of several

very characteristic cluster ion peaks. Most importantly, the

corresponding Au cluster ion of DT [AuSC10H22]− at m/z 371

(Figure 4c) and the Au cluster ion of MPA [Au2SC3H5O2]− at

m/z 499 (Figure 4d) were detected as characteristic peaks.

While this spectrometry mode allows for an unambiguous

chemical assignment, the lateral resolution of the analysis is

limited due to a primary ion beam spot diameter of approx.

5 µm. To obtain higher lateral resolutions, imaging was

performed with a non-bunched primary ion pulse without chro-

matic aberration, thus providing nominal mass resolution. This

analysis showed the expected pattern of MPA fragments, e.g.,

[C3H3O2]− and [C3H5SO2]− (Figure 4e). As strong peaks of

fragmented ions provide the highest contrast, the sum of O− and

OH− secondary ions is shown in Figure 4f which was produced

by imaging 256 × 256 pixels in a 65 µm × 65 µm field of view.

After characterizing the nanografted features in some detail, the

nanografted patterns were used as a substrate for the SURMOF

deposition. Figure 5a shows the AFM topography images of a

surface area, which was first patterned by grafting three squares

of MPA into a DT SAM layer, followed by the layer-by-layer

growth of HKUST-1 SURMOF using the spray method. The

SURMOF structures in Figure 5a correspond to the elevated

structures. The micrographs demonstrate that the SURMOF

growth is strictly limited to the grafted areas and no unspecific

deposition of the HKUST-1 can be recognized outside of the

squares. When the lithography program for the grafting experi-

ment starts, the AFM tip moves to its initial position, while the

tip is still in contact with the surface. This results in the grafting

of the MPA SAM into the DT matrix SAM along this trace.

Therefore, a line consisting of HKUST-1, which connects the

big square with one of the small squares can be recognized

beside the laminar SURMOF structures in Figure 5a. This line

was used to determine the height of the grown SURMOF layer,

because the laminar structures show an inhomogeneous height
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Figure 4: (a) AFM phase contrast image of six rectangles consisting of MPA grafted into a DT matrix SAM. (b) Negative polarity total secondary ion
mapping. (c) High mass resolution SIMS data for DT (black line) and MPA (red line), the peak at m/z 371 in (c) is attributed to [AuSC10H22]−, the Au
cluster ion of DT, (d) as (c) the peak at m/z 499 is assigned to [Au2SC3H5O2]−, the Au cluster ion of MPA. Other characteristic peaks are found at m/z
105, [C3H5SO2]−, and m/z 301, [AuSC3H4O2]−. (e) Local distribution of MPA fragments [C3H3O2]− and [C3H5SO2]−, (f) local distribution of [O]− and
[OH]−.

Figure 5: (a) AFM-topography image of HKUST-1 structures, prepared by spray coating after grafting squared areas of MPA into the DT matrix thiol.
(b) Cross section along the white line of (a). (c) FT-IR imaging of the wavenumber region between 1510 cm−1 and 1780 cm−1. (d) FT-IR spectra
representing the area inside the squares (red line in (d) corresponding to red dot in (c)) and outside of the structures (blue line in (d), according to the
blue dot in (c)).
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Figure 6: (a) Scheme of the grafting experiment and used SAM molecules. AFM-topography (b) and -phase (c) images of the MHDA areas grafted
into an ODT matrix SAM. (d) Cross section along the red line in (b).

distribution. The evaluation of the cross section of this

SURMOF line (Figure 5b) along the white line in Figure 5a

yields a height of 20 nm which is, according to the height scale,

comparable to the height of those SURMOF areas grown with a

lower layer thickness. From Figure 5a it can be clearly seen that

there are some areas, which are significantly higher than 20 nm.

To demonstrate that the deposited material consists of

HKUST-1, FT-IR imaging of the surface area was carried out

using an ATR FT-IR microscope. Figure 5c shows the lateral

distribution of the band intensities between 1510 cm−1 and

1780 cm−1, which includes the typical region for the asym-

metric stretching vibrations of carboxylate groups. It is obvious

that the highest intensity can be recognized on the grafted areas

as expected. Figure 5d shows two spectra, which represent the

grafted areas (red spot in Figure 5c and red line in Figure 5d)

and the surrounding area (blue spot in Figure 5c and blue line in

Figure 5d) after the growth of HKUST-1, respectively. The

typical bands of the asymmetric –COO stretching vibrations of

the carboxylate groups can be detected between 1610 cm−1 and

1550 cm−1, while the bands between 1420 cm−1 and 1300 cm−1

represent the symmetric –COO vibration bands of the deproto-

nated linker [33,34]. The band at 1446 cm−1 corresponds to the

C–C vibration of the aromatic ring of the linker molecule [35].

The bands between 1730 cm−1 and 1680 cm−1 can be assigned

to the stretching vibration of the –CO group and the C–OH

group of the protonated SAM and some residual BTC linker

molecules in the SURMOF structures. These findings demon-

strate the selective growth of HKUST-1 SURMOF on the

grafted areas.

HKUST-1 SURMOF on MHDA nanografted
structures
As a second thiol supporting the selective growth of SURMOF

structures, 16-mercaptohexadecanoic acid (MHDA), was used

and grafted into a matrix SAM made from 1-octadecanethiol

(ODT, Figure 6a). In this case ODT was used because the back

bone length of this thiol is comparable to that of the grafted

MHDA. A matrix SAM consisting of the significantly shorter

1-decanethiol (DT), as it was used for the grafting of 3-mercap-

topropionic acid (MPA), would be spontaneously substituted by

the longer MHDA molecules over time.

In Figure 6b and Figure 6c the AFM topography and AFM

phase contrast images of the MHDA structures grafted into the

ODT SAM are displayed, respectively. The grafted regions

appear as dark areas in the topography image, indicating a

depression. The significant phase contrast is a hint that the

grafted areas are coated with molecules, which have a chemical

termination different from that of the surrounding SAM regions.

According to the cross section of Figure 6d measured along the

red line in Figure 6b, the average height difference between the

matrix SAM and the grafted MHDA area amounts to about

0.2 nm. This value is in good agreement with the theoretical

length difference of approx. 0.2 nm between the MHDA and the

ODT molecule.

To characterize the chemical composition of the structured

areas, ToF-SIMS measurements were carried out. Character-

istic ions of ODT and MHDA are detected at m/z 483,

[AuSC18H38]−, m/z 679, [Au2SC18H37]−, and m/z 681,
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Figure 7: (a) ToF-SIMS spectra of ODT (black) and MHDA (red) SAMs on gold substrates. The inset shows the [Au2SC18H37]− peak at m/z 679 char-
acteristic for ODT. In (b) and (c) the mapping of the [O]− + [OH]− + [C2HO]− and the [Au2SC18H37]− (m/z 679) fragments, respectively, are shown,
demonstrating the successful grafting of MHDA into the ODT SAM.

[Au2SC16H31O2]−. Apart from these characteristic pseudo-

molecular peaks the comparison of small fragments providing

strong SIMS signals allows for differentiation between the two

thiols. The results of this investigation are summarized in

Figure 7a, in which the ToF-SIMS spectra of the matrix thiol

(ODT) and the grafted thiol (MHDA) are superimposed. In case

of MHDA (red line) the following peaks are identified: m/z 41,

[C2HO]−, m/z 58, [C2H2O2]−, and m/z 71, [C3H3O2]−. In addi-

tion there are several [(CH2)nC3H3O2]− fragments with n = 1–8

(m/z 85, 99, 113, 127, 141, 155, 169, 183), as well as [O]− and

[OH]−. In case of the ODT SAM, peaks marked with m/z 64,

80, and 97 in the ODT spectrum can be assigned to [SO2]−,

[SO3]−, [SO4H]−, respectively. These ions can be found for

some thiol SAMs with oxidized thiol groups [36]. The extraor-

dinary high ionization yield of these ions results in strong SIMS

signals but provides no quantitative information. A mapping of

the lateral distribution of the characteristic masses of MHDA

and ODT results in Figure 7b and Figure 7c, respectively. The

high intensity of the m/z 41 fragments (which are assigned to

[C2HO]−) in Figure 7b demonstrates that the grafting was

successfully carried out.

After demonstrating the successful grafting of MHDA, the

deposition of the HKUST-1 SURMOF was carried out again by

employing the spray method. In Figure 8a the structure of the

layers are displayed schematically. The corresponding AFM

topography image of the rectangular SURMOF structures is

presented in Figure 8b. According to the cross section in

Figure 8c along the red line of Figure 8b, the average height of

the SURMOF structures amount to about 63 nm. Interestingly,

this value is significantly larger than that measured for the

SURMOF-structures grown on the MPA grafted areas

(Figure 5). Note that in both cases the same number of deposi-

tion cycles (40) has been applied.

From the more detailed AFM-topography images of Figure 8d

and Figure 8f, a particulate-like growth of the SURMOF ma-

terial can be observed on top of both the MHDA-terminated,

grafted areas and the matrix SAM. A higher density of crystal-

lites can be found at the MHDA terminated surface areas. This

is in contrast to the findings for the selective SURMOF grown

on the MPA-terminated areas grafted in the DT SAM where no

particulate material can be detected on the OD SAM (Figure 5).

A roughness (RMS) of 28.9 ± 3.9 nm was determined for the

MHDA-based structures, which is slightly rougher than the

surrounding ODT SAM based areas with a roughness of 24.3 ±

3.1 nm. The cross sections in Figures 8e (along the red line in

Figure 8d) and 8g (along the red line in Figure 8f) exhibit a

comparable height of the crystals irrespective of the SAM on

which they grew. The fact that the growth of crystals can be

observed on the ODT SAM is a hint that a spontaneous

exchange between the ODT and the MHDA took place locally,
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Figure 8: (a) Scheme of the layer cross-section of the AFM topography image of rectangular HKUST-1 structures site-selectively grown on the
grafted MHDA areas. (b) AFM topography image of an array of rectangular HKUST-1 structures, grown on the MHDA terminated areas. (c) Cross
section along the red line in (b). (d) and (f) detailed AFM topography images of the structure shown in (b) with the corresponding cross sections in (e)
and (g), respectively.

and that this thiol combination is not as advantageous as the

grafting of MPA into a matrix SAM of DT.

Conclusion
In the present proof-of-concept study it has been demonstrated

that the selective growth of micro- and sub-microsized MOF-

structures can be achieved by combining layer-by-layer growth

with AFM-based nanografting. As the amount of available

SURMOF structures is limited by the applied nanografting

method and the structure dimensions are in the micrometer-

range, the oriented growth of this structures has not yet been

proven (e.g., by XRD). This will be a future challenge. The

results also show, that an appropriate combination of thiols that

activate the SURMOF growth and thiols that set up the matrix

must be figured out, in order to avoid an undesirable and uncon-

trolled growth of SURMOF crystallites on the non-grafted

areas. (This was observed for the SURMOFs based on MHDA

grafted into an ODT matrix SAM.) Nevertheless the availabil-

ity of such MOF-structures opens a wide range of opportunities

to create three-dimensional structures of highly porous ma-

terials, which offer a high flexibility with regard to the geomet-

rical shape, size and height. It has been demonstrated in

previous works that the direction of the oriented growth of the

SURMOFs can be influenced by the chemical termination of
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Figure 9: Setup employed for the fabrication of MOF thin films with the spray method [39].

the supporting SAM [14,15] and that the orientation of the

SURMOF structures in turn influences the adsorption of guest

molecules in the MOF host-structure [37]. To create a pattern

with differently oriented SURMOF structures on the same sub-

strate, which will be interesting for biological application,

would require a technique, which allows the patterning

of the substrate with different SAMs. Although usual struc-

turing methods, such as micro contact printing or e-beam

lithography, can be used for SAM patterning as well, those

techniques reach a limit when patterns with differently

terminated SAMs on the same substrate have to be prepared.

This is because either the samples have to be removed from

the UHV and/or a realignment of the sample as well as the

recovery of the formerly prepared pattern becomes necessary,

before the next structuring step can be carried out. By contrast,

in the case of AFM nanografting the sample stays in the liquid

cell and differently terminated SAM structures can be written

just by exchanging the supernatant thiol solution. Although

the grafting technique will not be suitable for a high throughput

and large scale preparation of substrates, it has the power as

scientific tool to prepare highly specific substrates for basic

research.

Experimental
Sample preparation
For substrate preparation and surface functionalization we fol-

lowed a previously described route [38]. Briefly, Au coated

substrates for the nanografting experiments were prepared by

depositing a 5 nm layer of titanium and subsequently 130 nm of

gold onto polished [100] silicon wafers (Siegert Wafer,

Germany) using a Leybold Univac evaporator (Leybold Optics,

Germany). Metal deposition was done at room temperature at a

base pressure of 10−7 bar. For the preparation of the initial

SAMs on the gold covered silicon wafer 1-octadecanethiol

(ODT) or 1-decanethiol (DT) were used. The SAM was

produced by immersing the substrate in a 1 mM ethanolic solu-

tion of ODT or DT for 12 h.

Nanografting and AFM characterization
All AFM investigations were carried out with a MFP-3D Bio

AFM (Asylum Research, Mannheim). Grafting experiments and

AFM investigation of the surface were performed in a poly-

styrene petri dish (BD falcon, VWR, Germany) mounted on the

scanner of the MFP-3D Bio. For grafting experiments the “B”

tips of NSC-35 cantilever chips (Micromash, Germany) with

the nominal force constant of 16 N/m were used. Both the nano-

grafting of 3-mercaptopropionic acid (MPA) in a DT SAM and

the nanografting of 16-mercaptohexadecanoic acid (MHDA) in

ODT SAM were performed in a 0.2 mM ethanolic solution of

the corresponding acid. In both cases 10% (v/v) glacial acetic

acid was added to the grafting solutions. The nanografting in

the case of MPA/DT was performed in contact mode with a

loading force of 345 nN, while for MHDA/ODT a loading force

of 303 nN was used to remove thiols out of the existing matrix

SAM. All AFM surface analysis experiments were carried out

in the intermittent contact mode and the AFM tip was scanned

at an angle of 90° relative to the longitudinal axis of the

cantilever in several scan ranges. The AFM was used in a

closed loop on all three axes. AFM images were evaluated with

the IGOR software.

SURMOF preparation
For the preparation of the SURMOF on the grafted areas a new,

recently published LBL spray method was used [39]. In

Figure 9 the scheme of the spray method for SURMOF prepar-

ation is shown. The horizontally mounted sample is subse-

quently sprayed (1) with the ethanolic Cu acetate solution (c =

1.0 mM / 10 s spraying time / 20 s waiting time), (2) with pure

ethanol for rinsing (3 s spraying time / 1 s waiting time),

(3) with the linker solution consisting of an ethanolic solution of

1,3,5-benzenetricarboxylic acid (c = 0.1 mM / 15 s spraying

time / 20 s waiting time) and (4) finally again with pure ethanol

(3 s spraying time / 1 s waiting time). This procedure is

repeated 40 times. At the end of this process the sample was

rinsed again with pure ethanol for 2 s.
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FT-IR-imaging
FT-IR-imaging was performed on a Bruker Hyperion 3000

FT-IR (Bruker Optics, Ettlingen, Germany) imaging system

equipped with a 20× ATR objective with a Ge-Crystal tip.

A 64 × 64 pixel FPA detector sensitive to a range of

900–3800 cm−1 was used. 4096 spectra were aquired in one

measurement over a field of view of 32 × 32 µm, 4 × 64 scans

were collected over an area of 64 × 64 µm with a spectral reso-

lution of 4 cm−1.

ToF-SIMS
Time-of-flight secondary ion mass spectrometry was performed

on a TOF-SIMS 5 instrument from ION-TOF GmbH, Münster,

Germany. This instrument is equipped with a Bi cluster liquid

metal ion source and a reflectron type time-of-flight analyzer.

For spectrometry short primary ion pulses (<1 ns) of Bi1
+ and

Bi3
+ at an energy of 25 keV were applied providing high mass

resolution secondary ion spectra with a moderate spot size of

about 5 mm (bunched mode). Spectrometry was performed

in static SIMS mode by limiting the primary ion dose to

<1011 ions/cm2. High lateral resolution images were acquired in

a primary ion source mode providing a lateral resolution of

about 200 nm with nominal mass resolution (burst alignment

mode). No charge compensation was required. Spectra were

calibrated on omnipresent C−, CH−, CH2
−, Au−, and molecular

peaks.

Acknowledgements
The authors thank the DFG (SPP 1362) for financial support.

References
1. Zacher, D.; Shekhah, O.; Wöll, C.; Fischer, R. A. Chem. Soc. Rev.

2009, 38, 1418–1429. doi:10.1039/b805038b
2. Zacher, D.; Yusenko, K.; Bétard, A.; Henke, S.; Molon, M.; Ladnorg, T.;

Shekhah, O.; Schüpbach, B.; de los Arcos, T.; Krasnopolski, M.;
Meilikhov, M.; Winter, J.; Terfort, A.; Wöll, C.; Fischer, R. A.
Chem.–Eur. J. 2011, 17, 1448–1455. doi:10.1002/chem.201002381

3. Chui, S. S.-Y.; Lo, S. M.-F.; Charmant, J. P. H.; Orpen, A. G.;
Williams, I. D. Science 1999, 283, 1148–1150.
doi:10.1126/science.283.5405.1148

4. Furukawa, H.; Cordova, K. E.; O'Keeffe, M.; Yaghi, O. M. Science
2013, 341, No. 6149. doi:10.1126/science.1230444

5. Gliemann, H.; Wöll, C. Mater. Today 2012, 15, 110–116.
doi:10.1016/S1369-7021(12)70046-9

6. Wang, X.-S.; Ma, S. Q.; Forster, P. M.; Yuan, D. Q.; Eckert, J.;
López, J. J.; Murphy, B. J.; Parise, J. B.; Zhou, H.-C.
Angew. Chem., Int. Ed. 2008, 47, 7263–7266.
doi:10.1002/anie.200802087

7. Furukawa, H.; Ko, N.; Go, Y. B.; Aratani, N.; Choi, S. B.; Choi, E.;
Yazaydin, A. Ö.; Snurr, R. Q.; O'Keeffe, M.; Kim, J.; Yaghi, O. M.
Science 2010, 329, 424–428. doi:10.1126/science.1192160

8. Mueller, U.; Schubert, M.; Teich, F.; Puetter, H.; Schierle-Arndt, K.;
Pastré, J. J. Mater. Chem. 2006, 16, 626–636. doi:10.1039/b511962f

9. Czaja, A. U.; Trukhan, N.; Müller, U. Chem. Soc. Rev. 2009, 38,
1284–1293. doi:10.1039/b804680h

10. Bauer, S.; Stock, N. Chem. Unserer Zeit 2008, 42, 12–19.
doi:10.1002/ciuz.200800434

11. Horcajada, P.; Serre, C.; Maurin, G.; Ramsahye, N. A.; Balas, F.;
Vallet-Regí, M.; Sebban, M.; Taulelle, F.; Férey, G. J. Am. Chem. Soc.
2008, 130, 6774–6780. doi:10.1021/ja710973k

12. McKinlay, A. C.; Morris, R. E.; Horcajada, P.; Férey, G.; Gref, R.;
Couvreur, P.; Serre, C. Angew. Chem., Int. Ed. 2010, 49, 6260–6266.
doi:10.1002/anie.201000048

13. Lu, G.; Hupp, J. T. J. Am. Chem. Soc. 2010, 132, 7832–7833.
doi:10.1021/ja101415b

14. Shekhah, O.; Liu, J.; Fischer, R. A.; Wöll, C. Chem. Soc. Rev. 2011,
40, 1081–1106. doi:10.1039/c0cs00147c

15. Biemmi, E.; Scherb, C.; Bein, T. J. Am. Chem. Soc. 2007, 129,
8054–8055. doi:10.1021/ja0701208

16. Shekhah, O.; Wang, H.; Kowarik, S.; Schreiber, F.; Paulus, M.;
Tolan, M.; Sternemann, C.; Evers, F.; Zacher, D.; Fischer, R. A.;
Wöll, C. J. Am. Chem. Soc. 2007, 129, 15118–15119.
doi:10.1021/ja076210u

17. Shekhah, O.; Wang, H.; Zacher, D.; Fischer, R. A.; Wöll, C.
Angew. Chem., Int. Ed. 2009, 48, 5038–5041.
doi:10.1002/anie.200900378

18. Zhuang, J. L.; Friedel, J.; Terfort, A. Beilstein J. Nanotechnol. 2012, 3,
570–578. doi:10.3762/bjnano.3.66

19. Witters, D.; Vermeir, S.; Puers, R.; Sels, B. F.; De Vos, D. E.;
Lammertyn, J.; Ameloot, R. Chem. Mater. 2013, 25, 1021–1023.
doi:10.1021/cm400216m

20. Münch, A. S.; Mertens, F. J. Mater. Chem. 2012, 22, 10228–10234.
doi:10.1039/c2jm15596f

21. Munuera, C.; Shekhah, O.; Wang, H.; Wöll, C.; Ocal, C.
Phys. Chem. Chem. Phys. 2008, 10, 7257–7261.
doi:10.1039/b811010g

22. Rosi, N. L.; Eddaoudi, M.; Kim, J.; O'Keeffe, M.; Yaghi, O. M.
CrystEngComm 2002, 401–404. doi:10.1039/b203193k

23. Rowsell, J. L. C.; Yaghi, O. M. Microporous Mesoporous Mater. 2004,
73, 3–14. doi:10.1016/j.micromeso.2004.03.034

24. Kumar, A.; Whitesides, G. M. Appl. Phys. Lett. 1993, 63, 2002–2004.
doi:10.1063/1.110628

25. Liu, J. X.; Lukose, B.; Shekhah, O.; Arslan, H. K.; Weidler, P.;
Gliemann, H.; Bräse, S.; Grosjean, S.; Godt, A.; Feng, X. L.; Müllen, K.;
Magdau, I. B.; Heine, T.; Wöll, C. Sci. Rep. 2012, 2, No. 921.
doi:10.1038/srep00921

26. Bain, C. D.; Whitesides, G. M. Angew. Chem., Int. Ed. Engl. 1989, 28,
506–512. doi:10.1002/anie.198905061

27. Liu, M.; Amro, N. A.; Liu, G. Y. Annu. Rev. Phys. Chem. 2008, 59,
367–386. doi:10.1146/annurev.physchem.58.032806.104542

28. Obermair, C.; Kress, M.; Wagner, A.; Schimmel, T.
Beilstein J. Nanotechnol. 2012, 3, 824–830. doi:10.3762/bjnano.3.92

29. Obermair, C.; Wagner, A.; Schimmel, T. Beilstein J. Nanotechnol.
2011, 2, 659–664. doi:10.3762/bjnano.2.70

30. Liu, G. Y.; Xu, S. Abstr. Pap. - Am. Chem. Soc. 1997, 214, 29–IEC.
31. Hanke, M.; Arslan, H. K.; Bauer, S.; Zybaylo, O.; Christophis, C.;

Gliemann, H.; Rosenhahn, A.; Wöll, C. Langmuir 2012, 28, 6877–6884.
doi:10.1021/la300457z

32. Kalinina, S.; Gliemann, H.; López-García, M.; Petershans, A.;
Auernheimer, J.; Schimmel, T.; Bruns, M.; Schambony, A.; Kessler, H.;
Wedlich, D. Biomaterials 2008, 29, 3004–3013.
doi:10.1016/j.biomaterials.2008.04.003

http://dx.doi.org/10.1039%2Fb805038b
http://dx.doi.org/10.1002%2Fchem.201002381
http://dx.doi.org/10.1126%2Fscience.283.5405.1148
http://dx.doi.org/10.1126%2Fscience.1230444
http://dx.doi.org/10.1016%2FS1369-7021%2812%2970046-9
http://dx.doi.org/10.1002%2Fanie.200802087
http://dx.doi.org/10.1126%2Fscience.1192160
http://dx.doi.org/10.1039%2Fb511962f
http://dx.doi.org/10.1039%2Fb804680h
http://dx.doi.org/10.1002%2Fciuz.200800434
http://dx.doi.org/10.1021%2Fja710973k
http://dx.doi.org/10.1002%2Fanie.201000048
http://dx.doi.org/10.1021%2Fja101415b
http://dx.doi.org/10.1039%2Fc0cs00147c
http://dx.doi.org/10.1021%2Fja0701208
http://dx.doi.org/10.1021%2Fja076210u
http://dx.doi.org/10.1002%2Fanie.200900378
http://dx.doi.org/10.3762%2Fbjnano.3.66
http://dx.doi.org/10.1021%2Fcm400216m
http://dx.doi.org/10.1039%2Fc2jm15596f
http://dx.doi.org/10.1039%2Fb811010g
http://dx.doi.org/10.1039%2Fb203193k
http://dx.doi.org/10.1016%2Fj.micromeso.2004.03.034
http://dx.doi.org/10.1063%2F1.110628
http://dx.doi.org/10.1038%2Fsrep00921
http://dx.doi.org/10.1002%2Fanie.198905061
http://dx.doi.org/10.1146%2Fannurev.physchem.58.032806.104542
http://dx.doi.org/10.3762%2Fbjnano.3.92
http://dx.doi.org/10.3762%2Fbjnano.2.70
http://dx.doi.org/10.1021%2Fla300457z
http://dx.doi.org/10.1016%2Fj.biomaterials.2008.04.003


Beilstein J. Nanotechnol. 2013, 4, 638–648.

648

33. Seo, Y.-K.; Hundal, G.; Jang, I. T.; Hwang, Y. K.; Jun, C.-H.;
Chang, J.-S. Microporous Mesoporous Mater. 2009, 119, 331–337.
doi:10.1016/j.micromeso.2008.10.035

34. Borfecchia, E.; Maurelli, S.; Gianolio, D.; Groppo, E.; Chiesa, M.;
Bonino, F.; Lamberti, C. J. Phys. Chem. C 2012, 116, 19839–19850.
doi:10.1021/jp305756k

35. Wang, F.; Guo, H.; Chai, Y.; Li, Y.; Liu, C.
Microporous Mesoporous Mater. 2013, 173, 181–188.
doi:10.1016/j.micromeso.2013.02.023

36. Cooper, E.; Leggett, G. J. Langmuir 1998, 14, 4795–4801.
doi:10.1021/la9802567

37. Liu, B.; Tu, M.; Fischer, R. A. Angew. Chem., Int. Ed. 2013, 52,
3402–3405. doi:10.1002/anie.201207908

38. Grunwald, C.; Eck, W.; Opitz, N.; Kuhlmann, J.; Wöll, C.
Phys. Chem. Chem. Phys. 2004, 6, 4358–4362. doi:10.1039/b405543h

39. Arslan, H. K.; Shekhah, O.; Wohlgemuth, J.; Franzreb, M.;
Fischer, R. A.; Wöll, C. Adv. Funct. Mater. 2011, 21, 4228–4231.
doi:10.1002/adfm.201101592

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.4.71

http://dx.doi.org/10.1016%2Fj.micromeso.2008.10.035
http://dx.doi.org/10.1021%2Fjp305756k
http://dx.doi.org/10.1016%2Fj.micromeso.2013.02.023
http://dx.doi.org/10.1021%2Fla9802567
http://dx.doi.org/10.1002%2Fanie.201207908
http://dx.doi.org/10.1039%2Fb405543h
http://dx.doi.org/10.1002%2Fadfm.201101592
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.4.71


743

Atomic force microscopy recognition of protein A on
Staphylococcus aureus cell surfaces by labelling

with IgG–Au conjugates
Elena B. Tatlybaeva1, Hike N. Nikiyan*2,3, Alexey S. Vasilchenko2,4

and Dmitri G. Deryabin1,5

Full Research Paper Open Access

Address:
1Department of Microbiology, Orenburg State University, Pobedy Ave,
13, 460018, Orenburg, Russia, 2Department of Biochemical Physics,
Orenburg State University, Pobedy Ave, 13, 460018, Orenburg,
Russia, 3Institute of micro- and nanotechnologies of Orenburg State
University, Pobedy Ave, 13, 460018, Orenburg, Russia, 4Institute of
Cellular and Intracellular Symbiosis, RAS, Pionerskaya str., 11,
460000, Orenburg, Russia and 5All-Russian Research Institute of
Beef Cattle, RAA, 9 Yanvarja str, 29, 460000, Orenburg, Russia

Email:
Hike N. Nikiyan* - nikiyan@yahoo.com

* Corresponding author

Keywords:
atomic force microscopy; IgG–gold nanoparticle conjugates; protein
A; Staphylococcus aureus

Beilstein J. Nanotechnol. 2013, 4, 743–749.
doi:10.3762/bjnano.4.84

Received: 12 July 2013
Accepted: 21 October 2013
Published: 11 November 2013

This article is part of the Thematic Series "Advanced atomic force
microscopy techniques II".

Guest Editors: T. Glatzel and T. Schimmel

© 2013 Tatlybaeva et al; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
The labelling of functional molecules on the surface of bacterial cells is one way to recognize the bacteria. In this work, we have

developed a method for the selective labelling of protein A on the cell surfaces of Staphylococcus aureus by using nanosized

immunogold conjugates as cell-surface markers for atomic force microscopy (AFM). The use of 30-nm size Au nanoparticles

conjugated with immunoglobulin G (IgG) allowed the visualization, localization and distribution of protein A–IgG complexes on

the surface of S. aureus. The selectivity of the labelling method was confirmed in mixtures of S. aureus with Bacillus licheniformis

cells, which differed by size and shape and had no IgG receptors on the surface. A preferential binding of the IgG–Au conjugates to

S. aureus was obtained. Thus, this novel approach allows the identification of protein A and other IgG receptor-bearing bacteria,

which is useful for AFM indication of pathogenic microorganisms in poly-component associations.
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Introduction
The development of fast and sensitive methods for bacterial

recognition remains an important problem in microbiology. In

some cases the recognition includes the labelling of cells with

different kinds of markers, which is followed by microscopy. In

optical microscopy, immunochemical or immunofluorescent

labels are used [1]. In the case of electron microscopy, specific
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antibodies are conjugated with electron-dense particles, such as

colloidal gold [2]. Significant progress in microscopic tech-

niques has been reached with the invention of the atomic force

microscope (AFM) [3]. However, appropriate approaches for

the utilization of AFM in revealing markers are still being

developed.

Compared to traditional methods of visualization – scanning

electron and optical microscopy – AFM offers important bene-

fits: a high spatial resolution, a real quantitative data acquisi-

tion in three dimensions, a relatively simple and nondestructive

sample preparation procedure and a flexibility in ambient oper-

ating conditions [4]. These benefits allow for the development

of highly sensitive high-resolution methods for the detection of

individual structures or labels on the surface of microorganisms.

These, in turn, open wide prospects for the estimation of the

exact quantity of bound markers, their topology on the surface

and other kinds of immune and substrate-specific activity

analyses. The prospective AFM approach uses a functionalized

tip in order to obtain force curves for the protein-coated sub-

strate and to measure the specific interaction forces [5,6]. The

main restriction of this method is the requirement to use a liquid

cell, which complicates the scanning process and often leads to

the appearance of artefacts in the recorded images. AFM recog-

nition of microorganisms can also include the detection of

specific antigen/antibody (Ag/Ab) complexes on the surface of

the cell wall. In this case, the detection process consists of a

comparison of size distribution histograms of antigen mole-

cules before and after their interaction with specific and

nonspecific antibodies [7]. The application of this approach,

however, is complicated by the existence of "noise" in the

images caused by nonspecific interactions. These circum-

stances indicate the relevance of the development of a simple,

sensitive and reproducible AFM recognition method that is

available both for routine studies and for unambiguous

interpretation of the AFM results. In order to increase the relia-

bility of the complex detection on bacterial cell surfaces,

specific proteins are conjugated with nanodimensional labels

that are easily resolved by AFM and also have a distinct struc-

ture [7]. It, in turn, allows for the identification of interactions

and the quantitative determination of the localization of resul-

tant complexes. In order to evolve this technique of AFM

recognition, our attention was also drawn to the possibility of

identifying not only antigens, but also functional cell-surface

receptors that bind host proteins and, therefore, are significant

in the pathogenesis of infectious diseases. In particular, it is

important to distinguish the cells that carry immunoglobulin-

binding receptors on their surface: protein A produced by

Staphylococcus aureus [8] and protein G expressed in group C

and G Streptococcus bacteria [9]. These protein–protein interac-

tions also lead to the formation of specific complexes on the

cell surface, in which IgG molecules are bound in the wrong

orientation (in relation to normal antibody function). Thus,

bacteria are disrupted by opsonization [10] and phagocytosis

[11].

In this regard, the aim of our work was the development of an

AFM method to specifically label Staphylococcus aureus,

which bears protein A, with IgG–Au conjugates by using the

direct visualization of the labels on the bacterial cell surface as a

criterion for identification.

Results
In the first step of our experimental procedure, IgG–Au conju-

gates were imaged. In Figure 1a, the results of these measure-

ments are shown. Morphometric analysis showed that the

average size (diameter) value of the observed structures was

80 ± 12 nm and had a small dispersion (Figure 1b). Consid-

ering the broadening effect caused by the tip, it can be

concluded that conjugates are found on the mica surface both in

single form and as aggregates composed of 2–3 conjugates.

Taking into account the broadening effect of the tip, the

observed size was significantly greater than the size of IgG that

was estimated in [12]. This indicates that the conjugate size is

mainly defined by gold nanoparticle dimensions. Under these

experimental conditions, there was no aggregation of conju-

gates as indicated in [13]. These results were used as back-

ground for the following labelling and recognition of IgG–Au

conjugates on the bacterial surfaces.

As visualized in the second step of the study, intact S. aureus

cells appeared on the mica surface as grape-like clusters of

round cocci. These formations occurred because of cells that

remained attached to one another after dividing and were

promoted by protein A, which induces bacterial aggregation in

liquid media [14]. The diameter of cells observed in clusters

(Figure 1c) varied from 600 to 1040 nm (Figure 1d); the

average value was 800 ± 120 nm and was typical for this

microorganism.

Analysis of the mean-square roughness (Rq) of the S. aureus

surface suggested that the bacteria have a relatively smooth

surface (Rq = 1.03 ± 0.45 nm), typical for noncapsulated

Staphylococcus cells [15]. The lack of a capsule is an important

condition for the subsequent successful visualization of

complexes of IgG–Au conjugates with protein A that is

anchored to the peptidoglycan pentaglycine bridges in Staphylo-

coccus.

The third step of the study included imaging S. aureus cells in-

cubated with the IgG–Au conjugates. Formations with dimen-

sions in the same range as the previously defined IgG–Au
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Figure 1: Topographic AFM images of the IgG–Au conjugates (a), S. aureus cells before (c) and after (e) contact with conjugates. Scale bar is
500 nm in all panels. (b), (d), (f) - Size (diameter) distribution histograms of corresponding structures. Information for each histogram was collected
from several scans.
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Figure 2: Distribution of IgG–Au conjugates on S. aureus cells: AFM image (a) and allocation of aggregates on a cellular surface according to binding
area (b). Scale bar is 500 nm.

conjugates (100–253 nm) were identified on the cell surface

(Figure 1e). However, the comparisons of the size distributions

of the conjugates and the mentioned formations (Figure 1f)

indicated a difference in the average values. The average diam-

eter of aggregates observed on the bacteria was 140 ± 40 nm.

The size distribution histogram in Figure 1f shows that the for-

mation of the complexes led to an increase in the cell diameters

of Staphylococcus. The average diameter of the observed cells

was 990 ± 140 nm and differed from intact cells with a high

reliability (P < 0.0001). Roughness of the cell surface was

higher values this time (Rq = 2.60 ± 2.23 nm).

An irregular distribution of IgG–Au conjugates on the cellular

surfaces was established. We defined three ways of orientation

of the IgG–Au labels according to binding area (Figure 2a):

1 - on top of the cell (90–60º angle range), 2 - on one side

(60–30º) and 3 - at the bottom (30–0º) as shown in Figure 2a.

The analysis of over 200 labels showed that the majority of

particles (78%) were located in the second zone, 19% of parti-

cles were in the first, and only 3% of the total number of parti-

cles were located in the third zone (Figure 2b).

After contact with IgG–Au conjugates structures on the surface

of S. aureus were detected, which showed size characteristics

that corresponded to to initial IgG–Au conjugates. We consider

this as demonstration for the affinity of staphylococcal protein

A (SpA) to bind in the Fc region of IgG. At the same time, the

observed result was comparable to the immunolabelling

methodology based on the affinity of SpA for IgG, which is

applicable to either immunofluorescence observation using light

microscopy or immunogold detection with electron micro-

scopic techniques [16] on the one hand, and corresponds to

conceptions of IgG preferentially binding to protein A-rich

zones on the other [17].

To confirm the selectivity of conjugates for Staphylococcus

cells, mixes of bacteria that contained S. aureus and B. licheni-

formis incubated without and with IgG–Au conjugates were

prepared. According to the shape, the type of cells can be

easily distinguished in these mixes (Figure 3a). Bacillus licheni-

formis are rod-shaped bacteria 2.02 ± 0.12 µm in length and

0.91 ± 0.16 µm in width. In contrast to S. aureus, no protein A

or other Fc receptors can be found on the surface of B. licheni-

formis [18], which suggests their inability of protein–protein

interaction through the Fc region.

The result of co-incubation of S. aureus and B. licheniformis

after the interaction with IgG–Au is shown in Figure 3b. After

treatment with the conjugates, these bacterial cells were

morphologically distinct and at the same time were differently

labelled. On the surface of the S. aureus bacteria, IgG–Au

conjugates were clearly visible (Figure 3b) and had the same

size and arrangement as in the previous experimental series.

However, the surface of B. licheniformis was clear or had a

small quantity of particles bordering on the staphylococci area.
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Figure 3: Topographic AFM images of S. aureus and B. licheniformis mixture before (a) and after (b) interaction with IgG–Au conjugates. Scale bar is
500 nm for both panels.

The distribution of conjugates along these bacterial surfaces

was then analysed. The majority of particles (66%) observed in

the scan area were localized on the staphylococci surface, 5%

were observed on the substrate, 19% were in the areas between

the cells, and only 10% of the particles were observed on the

surface of bacilli.

Thus, the preferable binding of IgG–Au conjugates to the

surface of the protein A-positive S. aureus in contrast to the

protein A-negative B. licheniformis was shown. However,

absolute selectivity of binding was not established, which

reduces the efficiency of differentiation and requires further

research.

Discussion
The use of immunogold labels as cell-surface markers for

atomic force microscopy was already offered during the early

stages of the development of the method [19]. Meanwhile, even

though the use of AFM is growing rapidly in microbiology and

a number of different AFM techniques enable the study of

biomaterials [4,20], gold labelling is still not a routine proce-

dure. We are sure that the development of methods of nanogold

synthesis with precise dimensional characteristics and shape

[21], and also their conjugation with various functional proteins,

is a key to the effective use of AFM for studying the interac-

tions between single molecules, which includes protein–protein

interactions and recognition, and also for solving specific

cellular discrimination and AFM imaging problems. In this

paper, we described the use of IgG–Au conjugates for marking

S. aureus cells that bear protein A on the surface, which func-

tions as an Fc receptor for immunoglobulins [22,23]. The

essence of this suggested approach was the application of AFM

to detect protein A–IgG complexes on the bacterial cell surfaces

by using colloidal gold nanoparticles as labels (Figure 4a).

A moderate heterogeneity of the dimensional characteristics of

the IgG–Au conjugates was revealed by AFM image analysis.

Thus, conjugates were found both as single, spherically shaped

objects, 80 ± 12 nm in size, and partially as aggregates

composed of 2–3 particles. The registered size of the conju-

gates was defined by the size of nanogold particles and it was

significantly larger than that of single, unlabeled IgG proteins

that were estimated by X-ray diffraction analyses (14.2 nm)

[13]. Because of their typical shape and size, these structures

were easily distinguished by AFM and were very convenient for

the use as labels.

The binding of individual IgG–Au conjugates to S. aureus

bacterial cell walls led to the formation of aggregates on the cell

surface. A further analysis showed an uneven distribution of

aggregates over the staphylococcal surface, which can be

explained by the deposition of protein A at discrete locations in

the envelope [18]. It was a very promising result that confirmed

the possible use of IgG–Au conjugates for protein A marking.

Moreover, it provided an opportunity to detect bacterial cells

that bear the protein, the estimation of the distribution of protein

A on the surface, and, potentially, also for evaluating its quan-

tity in a cellular wall.
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Figure 4: Two types of conjugate interactions with bacterial cell surfaces: selective binding of the Fc region of IgG in a non-antigenic way to protein A
(a); non-selective electrostatic binding of colloidal gold to membrane (b).

To prove the selectivity of IgG–Au conjugates to only bind cells

that bear to protein A, a mixture of S. aureus and B. licheni-

formis cells, which differed in shape and size was made. B.

licheniformis, besides strong differences in morphology to S.

aureus, have no protein A or other Fc receptors on the surface,

which should allow for a clear distinction because of the

IgG–Au conjugates only binding to S. aureus surfaces.

The obtained results indicated a preferential, but not exclusive

(66% of the particles), binding of IgG to S. aureus, which was

in accordance with the initial hypothesis. For 24% of the

IgG–Au conjugates, the result was not clear as they were not

bound to a cellular surface or were localized at the border

between S. aureus and B. licheniformis. Some of the observed

labels (10%) were found on bacilli surfaces, which was undesir-

able for the selective labelling and discrimination of protein

A-positive and -negative cells. We suppose that this was a

nonspecific binding that can be explained by electrostatic inter-

actions between negatively charged cell surfaces [24] and posi-

tively charged particles of colloidal gold [25], as shown in

Figure 4b. This result partially limits the use of nanogold parti-

cles in cell suspensions with a negative zeta-potential on the

surface. Further research requires an improvement of label

properties, in particular by neutralization of the surface charges

of the gold nanoparticle by anionoid compounds.

Conclusion
We herein present a method to recognise protein A-bearing

Staphylococcus aureus by using IgG–Au conjugates as cell-

surface markers and an AFM technique for their detection on

bacterial surfaces. Because of the typical shape and size of

colloidal gold nanoparticles, the localization of labels and their

distribution on the bacterial surfaces can be studied. The preva-

lence of IgG–Au conjugates at cell division zones was demon-

strated as well as their preferential binding to protein A-bearing

S. aureus surfaces contrary to protein A-deficient B. licheni-

formis cells in the mixtures. Thus, in comparison with previ-

ously developed methods, this method, which is based on the

direct observation of labelled cell surfaces, may be a new ap-

proach for the identification of microorganisms in complex

bacterial mixtures.

Experimental
Bacteria preparation
Two bacterial strains were used: Staphylococcus aureus (FDA

209P, ATCC 6538) possessing a high level of protein A [26]

and Bacillus licheniformis (ATCC 2336), which has a cell wall

devoid of protein A. Both the microorganisms are Gram posi-

tive, which allows them to be processed and investigated in the

same conditions; however, they differ in form and size, suffi-

cient for their morphological differentiation.

Bacterial strains were cultured on LB agar (Sigma-Aldrich,

USA) at 37 °C for 24 h and then washed with distilled water.

Cells were harvested by centrifugation (1700g, 7 min) of the

bacterial suspension and were subsequently diluted with

distilled water to produce about 109 viable cells per mL. Bacte-

rial concentration was determined by measuring the A640 of the

culture.

Immunolabelling and AFM sample prepara-
tion
Mouse monoclonal immunoglobulin G (IgG) antibodies against

a genus-specific antigen of Chlamydia species conjugated with

gold nanoparticles (IgG–Au conjugates, VedaLab, France) were

used for bacterial cell labelling. These antibodies did not cross

react with S. aureus or B. licheniformis, therefore, their binding

was specific for protein A. The IgG–Au conjugates were mixed
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with a suspension of Staphylococcus aureus 209 P or a mixture

of Bacillus licheniformis cells at a ratio of 1:2 and incubated for

1 h at 37 °С with constant stirring on a thermostatic orbital

shaker ST-3 (“Elmi”, Latvia). The labelled suspensions were

then centrifuged for 5 min at 1700g, and the supernatant was

discarded. The unbound IgG–Au conjugates were additionally

washed twice through consecutive resuspensions with distilled

water. Along with the test samples, IgG–Au conjugates, intact

cells of Staphylococcus aureus 209 P and the mixture of

Bacillus licheniformis were incubated and processed in the

same conditions and used as a control samples. For the imaging

of dried samples, a 2.5-μL droplet of bacterial suspension was

applied to a freshly cleaved mica surface and left to dry in a

humidity-controlled environment at 93% according to [27]. The

mica surface is most commonly used for protein AFM imaging

because of its hydrophilic character, its atomically flatness and

the high affinity for proteins [28].

Atomic force microscopy imaging
Images were collected by using an SMM-2000 atomic force

microscope (JSC "Proton-MIET Plant", Russia) operated in

contact mode. V-shaped silicon nitride cantilevers MSCT-

AUNM from Veeco Instruments Inc. with a spring constant of

0.01 N/m were used. The typical radius of the MSCT-AUNM

tip is approx. 10 nm, which is comparable to the size of the gold

conjugates utilized in immunolabelling experiments.
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Abstract
Viscoelasticity is a complex yet important phenomenon that drives material response at different scales of time and space.

Burgeoning interest in nanoscale dynamic material mechanics has driven, and been driven by two key techniques: instrumented

nanoindentation and atomic force microscopy. This review provides an overview of fundamental principles in nanoindentation, and

compares and contrasts these two techniques as they are used for characterization of viscoelastic processes at the nanoscale.
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Review
Introduction
Understanding and controlling mechanics at the nanometer

level is the key to a wide range of cutting-edge topics in science

and technology, which range from engineered devices to bio-

logical organisms and include novel materials. A number of

impressive technologies have been employed in such studies

that include, but are not limited to, optical tweezers [1], surface

force apparatus [2,3], nanomanipulators [4], electron and other

microscopy techniques. Two techniques which have made great

advances in the studies of nanomechanics are instrumented

nanoindentation and scanning probe microscopy. The versa-

tility and utility of these techniques lies in their capability to

measure mechanical response at precise sample locations, in

very small volumes and at shallow depths, while monitoring

time, depth and force response. The high spatial resolution

allows for the determination of local mechanical properties on

nanosized objects, and for seeing heterogeneities at the

nanoscale, as well as local effects which occur due to a vertical

polymer confinement [5]. The time dimension is of particular

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:Sidney.cohen@weizmann.ac.il
http://dx.doi.org/10.3762%2Fbjnano.4.93
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use in determining the viscoelastic response, which cannot be

neglected in analysis of many polymers, biomaterials, and other

soft matter.

In the following, we compare and contrast these two point-

probe nanomechanical testing techniques. Following a brief

review of nanoindentation, we concentrate on the influence and

measurement of viscoelastic phenomena. Both experimental

and theoretical considerations are included. Finally, a few

demonstrative experiments are reported in order to illustrate and

critically evaluate the topics reviewed.

A brief history of point-probe nanomechan-
ical testing
The behavior of materials under controlled stress has enjoyed

wide attention over the years. The elastic model developed by

Boussinesq [6] and by Hertz [7] is still used today even at the

nanoscale under certain limiting constraints. This theory was

extended to a range of indenter geometries by Sneddon [8].

However, the pure Hertzian model does not consider surface

energies and related adhesion forces, which become significant

and may even dominate the overall force behavior at the

nanoscale. Several groups considered the effects of adhesion

under various contact mechanics models in the 1970s [9-13].

These models analyze the changing contact shapes and

stresses that occur when the surface energy and the adhesive

forces in the vicinity of the contact are significant. The

Johnson–Kendall–Roberts (JKR) theory is appropriate

for characterizing contacts of compliant samples with high

surface energies, i.e., when there is strong adhesive contact

between the tip and the sample [12]. This model balances

the elastic energy with the surface energy, expressed as

adhesion within the contact zone. It was followed by the

Derjaguin–Muller–Toporov (DMT) model, which is applicable

for stiffer samples and a lower but non-negligible surface

energy, probed by a comparably sharp tip [11]. The DMT

model accounts for forces outside the contact zone. These two

extreme cases are delineated using the Tabor parameter [10],

while the intermediate regime is covered by the work of Maugis

[14]. An analytical model has been presented that encompasses

all three of these models including the transition region [15].

These, and other important early works [16-19] paved the way

for two new point-probe nanomechanical testing devices which

were developed in the 1980s – instrumented nanoindentation

(INI, also known as depth-sensing instrumentation) [19,20] and

atomic force microscopy (AFM, also known by the more

general term of scanning probe microscopy, SPM) [21]. These

developments facilitated the measurement of mechanical prop-

erties of very small volumes of materials, opening new avenues

of research. Reducing dimensions to the nanoscale gave birth to

new paradigms in mechanical measurements and interpretation:

In addition to the increased importance of surface effects such

as friction and surface energy, dropping to the sub-optical

regime made optical determination of the contact geometry

impossible. This led to the need to determine the contact region

size from force–displacement curves.

Fundamental equations and their limitations
The estimation of the elastic modulus from force–deformation

curves alone was determined for the Hertzian case by Doerner

and Nix who presumed a flat punch geometry to estimate the

contact area [22]. The theory was subsequently refined to

account for the changing contact area at different points in the

unloading curve by Oliver and Pharr (O&P) [23]. The latter

developed a nanoindentation model and measurement protocol

to quantitatively deduce the elastic modulus and the hardness of

materials by loading an axisymmetric indenter into a sample

while recording the applied force and displacement. The

indenter “area function” is determined by performing this

experiment on a well-known material, typically fused quartz.

The principle quantities derived from a nanoindentation experi-

ment are elastic modulus and hardness. The former is a funda-

mental property of the material, which, in principle, can be

calculated from bond stiffness, and the latter in turn can be

related to shearing bond strengths. The modulus, which was for-

mally defined as the ratio between stress/strain (σ/ε), can be

directly computed from a nanoindentation load/deformation

curve with the aid of an analytical model such as the widely

used O&P approach [23]. This approach uses relations that were

derived by Sneddon [8] in order to extract the indentation

modulus from the slope of the unloading curve according to

Equation 1 [23,24]

(1)

where S is stiffness, given by the slope dF/dh of the unloading

curve, and A the contact area between the indenter and the

sample. Er is the reduced modulus which accounts for both

sample and indenter Poisson ratio and modulus – υs, Es and υi,

Ei respectively:

(2)

Several depth sensing indentation methods were developed to

evaluate A [23-25], which allow for evaluation of hardness and

modulus without imaging the indentation impression. This

model is applicable for flat, homogeneous and isotropic
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samples, without nonidealities such as adhesion [11,12], pile-up

[26-28], and time-dependent effects [29-35].

In practice, this fundamental equation has been extended to

samples which do not, in principle, meet the basic requirements.

For instance, in heterogeneous materials, sub-micron sized

domains can be treated by this analysis when using an indenter

with nanometric radius and small indentation depths. Thin, soft

films on hard substrates also are well-described by this equa-

tion when the indentation depth is limited [36-39].

Whereas limiting indentations to the nanoscale justifies

ignoring some types of inhomogeneities, the influence of small,

intrinsic adhesion forces is enhanced. The presence of capillary

and adhesive forces changes the contact profile and modifies

the force acting between indenter and sample during pull-out.

This behavior is highlighted by a significant attraction between

tip and surface upon pull-out seen as a hysteretic negative

unloading force (Figure 1). Accordingly, the contact radius

depends on the thermodynamic work of adhesion, ∆γ, consid-

ered in the JKR theory.

Figure 1: Adhesion-induced hysteretic negative unloading force
observed on indenting PDMS (4% cross-linked) by AFM with a pyra-
midal silicon nitride tip of force constant 0.05 N/m. The colored area
represents the hysteresis between ingoing- and outgoing traces and
defines the energy loss.

Ebenstein and Wahl examined several ways of calculating the

modulus for real experimental data, in order to handle the inac-

cessibility of some necessary parameters. For instance, since the

true contact area is rarely known, for the JKR relation [40]:

(3)

The contact radius at zero net force, a0 as well as the adhesive

force Padh can be found by curve fitting. Typically unloading

curves are preferably taken for analysis to avoid the plastic

deformation that is present during loading. In AFM this proce-

dure may lead to erroneous results: Since the AFM experiment

does not control the load, but rather the displacement, the

tip–surface system has an additional degree of freedom because

of a compliance of the cantilever, which leads to a more stable

contact during unloading. Hence, the fit to the JKR model,

which presumes load control, is invalidated [41].

For the DMT model the interaction is described by:

(4)

where Ptot is the total force, including Padh, and δ the sample

deformation.

The Tabor parameter, which is used to distinguish between JKR

and DMT conditions is given by [10,40]:

(5)

When µ is less than 0.1, the DMT theory is applied and when μ

is greater than 5, the JKR theory is used [40]. The intermediate

regime between these two extremes is covered by the work of

Maugis [14]. The choice of the model (JKR, DMT or Hertz),

that is used for the reduced modulus calculation then requires

some a-priori knowledge of the material or preliminary investi-

gations as will be further developed below.

Instrumentation
Schematics of INI and AFM instruments are shown in Figure 2.

Table 1 gives a comparison of their capabilities and characteris-

tics. For INI, a calibrated force is applied to the indenter tip,

which in turn is constrained with a vertical spring. The lateral

spring constant can be considered infinite in the standard con-

figuration, and the indenter motion is confined to the plane

perpendicular to the sample. The vertical indenter displacement

is measured independently, providing nm-level sensitivity. The

accurate determination of the contact point then allows for a

direct determination of the indentation depth. Indentation place-

ment is directed by an optical view, or in some cases the

indenter tip itself is used to make a higher resolution profiling

scan of the surface to enable a placement in the tens of nm

range.
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Table 1: Comparison between instrumented nanoindentation (INI) and atomic force microscopy (AFM).a

characteristic INI AFM

vertical spring constant 100 N/m from <0.01 N/m to over 500 N/m
lateral spring constant 105 N/m 10–1000 N/mb

lowest fundamental resonance 20–500 kHz several thousand kHz
displacement sensitivity 1 nm 0.05 nm or better
load sensitivity 10 nN <0.05 nNc

dynamic range of force 108 103

nm-scale imaging nonexistent to fair excellent
bandwidth 0.001–100 Hz 1 Hz – several kHz
temporal stabilityd good fair

aParameters given here are typical and may vary from instrument to instrument, bTypically 2 orders of magnitude greater than flexural (normal) spring
constant, cDepends on cantilever used in measurement. dSensitive to instrumental design: environmental control can improve this.

Figure 2: (a) Schematic of instrumented nanoindenter, including P -
calibrated force; L - support springs; D - Position sensor; I - indenter tip
supported by shaft; S - sample. (b) Schematic of AFM showing Pz -
piezoelectric motion transducer; S -sample; C - integrated cantilever
and tip; D - cantilever motion detector; F - feedback; M - monitor for
display. To right the working of AFM is shown schematically: exten-
sion of spring changes before and after applying load. From [42].

For AFM/SPM the situation is somewhat different. A cali-

brated displacement is applied to the base of the probe or to the

sample, and this motion is transduced into force by a flexing of

the cantilever beam that holds the probing tip. The degree of

flexure is measured, usually by optical means, and the force is

obtained with knowledge of the cantilever stiffness and of the

measured degree of bending. The sample–tip motion is actu-

ated by piezoelectric elements, which can be linearized by

closed-loop control. The cantilever beam is usually oriented at

an angle to the surface, which results in some tangential force

being applied in addition to the normal force. A tangential

motion along the long cantilever axis can lead to additional

flexural bending [43], while a force orthogonal to this direction

results in a sideways torsion with the ultimate torque being

moderated by the tip length [44]. Thus, the choice between INI

and AFM typically involves a trade-off between a more reliable

characterization of force and a larger dynamic force range for

the former and a better force and displacement sensitivity and a

superior imaging/placement for the latter [45-47]. For soft ma-

terials, in which an insensitivity to the initial contact can lead to

a severe underestimation of the contact depth in INI, the

enhanced sensitivity of the AFM carries some distinct advan-

tages. However, even though AFM has been successfully used

to probe mechanical properties on the nanoscale, there are a

number of drawbacks, which make the quantification of the

mechanical properties challenging. Many of the factors

discussed in previous reviews over the past decade are still

issues today [48-51]. Most notable of these are the implicit

assumptions of linear elasticity, which require the contact radius

and the indentation depth to be much smaller than the indenter

radius, and the absence of tangential stress so that forces are

restricted to the surface normal – all these are difficult to main-

tain in AFM.
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Dynamic nanoindentation
Background and relevant models
Time-dependent phenomena, i.e., when the material strain is not

synchronous with the force or displacement applied to the

perturbation stress, have a strong influence on the load-vs-

deformation curves. Since there is a time lag between a change

in applied stress and the response of the material, the deforma-

tion response still “remembers” the increase in stress during a

hold at peak load or even during unloading. This leads to a

“nose” in the curve (as shown in Figure 3) and, in extreme

cases, to an apparent negative stiffness. This phenomenon will

depend on the rate of change of the force. Computational

approaches exist that modify the Sneddon contact mechanics

model to remove the time-dependent effects of viscoelastic ma-

terials [52,53]. Time-dependent compliance is ubiquitous and

can appear even in quite hard ceramics as result of the

rearrangement of point defects [54]. Under some conditions, the

nose can be due to viscoplasticity [55]. By choosing working

conditions that avoid viscoplastic deformation during

unloading, it may be possible to apply the O&P model with

consistent results [56]. However, there is still a need to utilize

analytical approaches that are directly suited for viscoelastic

materials. Many examples of such work can be found in the

literature. Since the classical solutions assume equilibrium

conditions, which do not strictly hold when there is a

viscoelastic response, numerical approaches have been devel-

oped [57,58]. The variety of analytical approaches can be justi-

fied by different considerations that must be made for different

classes of materials as has been recently reviewed [59].

Figure 3: Load-vs-displacement curve taken by nanoindentation with a
Berkovich indenter tip on a polyurethane sample showing negative
stiffness, seen as the outward bulging of the curve, which develops in
the unloading (right branch) of the curve, because of creep.

The wide variation in experimental protocols that is applied for

dynamic studies is a natural outcome of their diversity. In order

to put some order to these methods, it is necessary to under-

stand the basics behind the physical phenomena. Here, we will

limit the discussion to linear viscoelastic behavior, which means

that the strain depends only on time and not on the magnitude of

stress. This holds when the stress is kept small. The dynamics

can be experimentally studied by several means, the most

common being summarized here [60]:

1. creep relaxation, in which the indenter is rapidly brought

to a given force/stress and the change in strain required

to maintain this situation is monitored.

2. stress relaxation where the indenter is brought to a given

deformation/strain and the stress required to maintain it

is monitored.

3. periodic variation of stress, usually sinusoidal, at a given

frequency f, equivalent to a transient experiment at time t

= 1/2πf = 1/ω.

To formulate the time response in terms of well-understood

mechanical elements, the viscous component is modeled most

simply as a combined spring and dashpot either in parallel

(Voigt model) or in series (Maxwell model), shown in Figure 4a

and Figure 4b. A comparison of these two models, as well as

the resulting constitutive equations can be found in the book of

Shaw and MacKnight [61]. These models address the fact that

the mechanical behavior of a viscoelastic material cannot be

described by either a simple spring or by a viscous element.

In general, the Maxwell model is more appropriate to a

viscoelastic fluid and the Voigt model a viscoelastic solid. In

comparison, these models yield the same results, except that the

Voigt model cannot describe a stress relaxation experiment

because the dashpot would develop a singularity in force with

step change of strain.

To illustrate these differences, for load control as it is used in

INI creep relaxation, the Voigt model, Figure 4a, can be

applied, but for nanoindentation stress relaxation as it is conve-

niently done in AFM, the Maxwell model (Figure 4b) is more

appropriate. Whereas these simplistic models give a general

means to quantify the physical phenomena, they do not encom-

pass the complexity inherent in a real system. Therefore, combi-

nations of Voigt and Maxwell components are often used to

better approximate reality. These could be a series of constitu-

tive elements connected in parallel, or in series, depicted in

Figure 4c and 4d, respectively. A combination of Voigt

elements connected in series is known as the Voigt–Kelvin

model. This model and its modifications are widely used for

nanoindentation creep relaxation analysis due to the suitability

of the Voigt model for solids as mentioned above [62-64].
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Figure 4: Fundamental models for a viscoelastic mechanical system.
(a) Voigt model (b) Maxwell model (c) Generalized Voigt model with 2
components (d) Voigt–Kelvin model.

Combinations of the different models are also used. A compari-

son of three different models (Maxwell, Voigt–Kelvin, and

combined Maxwell and Voigt–Kelvin) revealed that the latter

gave the best fit to experimental data and also displayed a

predictive power for experimentally-obtained indentation

curves [65].

Classically, in the DMS (dynamic mechanical spectroscopy)

technique, a macroscopic sample is subjected to a modulated

stress and the strain is recorded [66]. The energy released by the

relaxation of a polymeric chain generates a phase shift between

the harmonic stress and strain, which is in turn used to express

the dynamic elastic moduli as defined above. This shift is

frequency-dependent, as the various modes of internal friction

of the polymer are excited at distinct characteristic times. In

order to probe the viscoelasticity at the nanoscale analogous

techniques are applied. An interpretation should consider that

the measured phenomena could be different at the nanoscale for

the general reasons already discussed and more specific prop-

erties of polymers such as issues of confinement [5,67].

We first consider the modulation experiment for which either

the stress or the strain could be modulated. In this case, stress

and strain will exhibit a phase difference designated as angle δ

and the modulus can be now expressed as complex modulus E*:

(6)

Here, E′ is the storage modulus, which measures the energy

stored during one oscillation cycle, and E″ is the loss modulus,

which measures the energy dissipated during an oscillation

cycle.

The phase lag, referred to as loss tangent (tan δ), arises from

any of a number of molecular-level lossy processes such as

entanglement, slip or friction between the monomer units.

Although the phase lag is not amenable to a direct theoretical

interpretation, it is relatively easy to be determined accurately

and provides useful qualitative information. Furthermore, tan δ

takes on characteristic values, e.g., approximately 1 for amor-

phous polymers in the transition zone, and 0.1 for glassy and

crystalline polymers [60]. Most importantly, it does not require

any knowledge of the contact area and it can be used to clearly

identify phase transitions.

At the micro-level, the thermodynamic state of the polymer can

be related to a molecular motion at different hierarchical levels

– from the cooperative motion of entire chains through short

hops of individual segments and finally to internal rotations and

vibrations of the component molecules. Polymers exhibit

several phase transitions that can be correlated with the relax-

ation at characteristic frequencies [66]. The loss modulus will

vary over a wide range of frequencies and show peaks at

specific temperatures and frequencies that correspond to phase

changes. These changes can be effected both mechanically by a

change of frequency, and also through internal thermal motion.

A related approach to understand the molecular dynamics is

thus by varying the temperature [68,69]. The correspondence

between temperature and frequency is embodied in the tempera-

ture–time superposition [70]. In general, increasing the

temperature induces a molecular relaxation that leads to an

increased phase lag between stress and strain. The loss

modulus, which reflects the viscous damping of the sample,

then increases with temperature. Concomitantly, the storage

modulus is reduced since molecular relaxation loosens the

molecular bonds.
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Experimental aspects of the dynamic response
measurement
Some caveats should be applied in comparing experiments

made under different conditions: The creep response depends

on the tip shape, and results obtained by using the common

Berkovich indenter show an apparently more compliant sample

than a spherical tip [35,71]. Investigation of dynamic elastic

contacts showed that the frequency of oscillation strongly influ-

ences the contact radius [33]. Furthermore, the creep compli-

ance and the time-dependent shear modulus can vary with the

ultimate force applied because of a deviation from linear

viscoelastic behavior [30].

Because of their small size and the fine control over force and

displacement, the point probes are particularly amenable to

dynamic loading, in which a small modulation of several

nanometers is superimposed on the quasistatic loading curve,

and the displacement amplitude and phase angle between the

applied modulated force and the corresponding modulated dis-

placement are measured continuously at a given excitation

frequency [72]. Detailed explanations of force modulation tech-

niques and analyses can be found in the literature [20,73].

Briefly, the modulated force P = P0 sin(ωt), results in a dis-

placement oscillation at the same frequency expressed by

h(t) = h0 sin(ωt − φ). The dynamic in-phase and out-of-phase

equations can be re-written in terms of experimental observ-

ables as follows [74]:

(7)

(8)

where P0 is the steady-state modulated load amplitude, h0 is the

resulting modulated displacement amplitude, and δ as defined

above is the angular phase shift between the applied force and

the measured displacement. The contact area A is not an observ-

able, but can be derived by calibrating the indenter. It has been

noted that these relations hold strictly only for shear between

two parallel plates and the application to nanoindentation exper-

iments should be used with caution [75].

By using the dynamic model shown in Figure 4c, an analytical

solution for the resulting displacement amplitude, h0, and the

phase shift, δ, can be derived. In AFM, the modulation may be

applied at the tip or at the sample, which will lead to different

analytical solutions [63]. Here, the solution is given for force

modulation applied to the tip, as is typical for INI [64,73]. Thus,

the measured displacement amplitude h0 induced by the modu-

lated force amplitude P0 is:

(9)

and the measured phase shift between the applied force and

measured displacement is related to sample and instrumental

parameters by:

(10)

(11)

where ci, cs are the damping coefficients of the air gap in the

displacement transducer and sample, respectively, ki and ks

instrumental and sample stiffness, and m the indenter mass.

Typically, no correction is made for the additional moving mass

of the contact since it is insignificant relative to the indenter

construct. In the case where this assumption would no longer be

valid, an effective mass should be used in the equations together

with effective k and c in order to avoid an overestimation of c

and hence of E”.

After calibration to determine m, ci, and ki, the sample-specific

values for E′ and E″ can be obtained as shown in Equation 12.

These equations also illustrate how the damping coefficient can

be understood as the out-of-phase counterpart to the in-phase

stiffness giving the storage modulus. This leads naturally to

expression of tan δ as the ratio of E″/E′.

(12)

Despite the fact that for the configuration of nanoindentation

experiments, the basic assumptions that underlie such models

are not strictly satisfied, they yield reasonable results relative to

classic rheological studies and other macroscopic measure-

ments [35,75-78].

Creep relaxation, which was introduced in the previous section,

is also used to determine time-dependent phenomena. Although

most studies invoke the loss modulus E″ and a viscosity coeffi-

cient η, Yang et al. assign three contributions to the creep [79]:

the elastic deformation, analogous to the deformation used in

Equation 1, the viscoelastic deformation controlled by an expo-

nential term, and the viscous component η.
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In the creep experiment, the probe tip is pushed into the ma-

terial at a fixed load PI and an initial depth hI. The force is held

constant by the system feedback throughout the creep time and

the creep is detected as change in position required to compen-

sate for the relaxation and to maintain constant force. Relax-

ation of the viscoelastic material then results in an increased

indentation depth. In principle, the creep displacement can be

directly read from the experimental displacement curves. For

INI this would be the displacement sensor reading of the

indenter position. For AFM it would be the z-piezo extension,

which is ideally monitored by a linearized sensor. However,

thermal drift and piezo creep can also contribute to the apparent

displacement, thus they must be minimized and/or measured

and corrected for. This can present a challenge, particularly in

AFM, which largely relies on piezoelectric motion transducers.

It should be noted that a z-sensor, which is used to linearize the

z-motion, cannot distinguish between creep and thermal drift. In

light of this discussion, additional differences between AFM

and INI can be added to those mentioned above: the time reso-

lution of the measurement, which is related to the inertia of the

system, and the drift/creep characteristics. These are noted in

Table 1 as bandwidth and temporal stability.

For a given creep time t, the corresponding displacement into

the surface h(t) is measured experimentally. The creep behavior

can then be modeled following [79] and [80]:

(13)

with hI being the initial indentation and h(t) the indentation at

time t. AI (initial contact area) and PI are known or measured;

Such curves are then related to different relaxation modes of

polymers and the frequency spectrum of internal modes by

models such as Voigt–Kelvin, for which the model in Figure 4d

is extended to n intrinsic units. The applicability of different

mechanical models to a unique mechanical system is an estab-

lished mathematical concept that was recognized in the interpre-

tation of polymer systems (see [60], pp 16 and 17). Sun and

Walker applied the Zener model, with these elements connected

in parallel, to model creep in a number of different polymer

systems. They found that 1–3 elements were required

depending on the polymer studied. Ideally, each such element,

with its characteristic time, represents a given transition in the

polymer. As usual, over-interpretation should be avoided, and

one should always recall that the simplified or even complex

mechanical models are describing a substantially more com-

plex molecular system.

Dynamic AFM probe nanoindentation
Boasting the advantage of wider bandwidth, smaller inertia of

the system, better lateral resolution and more sensitive force

detection, AFM provides some interesting opportunities for

monitoring the dynamics in nanoindentation. Operating the

AFM under dynamic mode has distinct advantages in reducing

the sample damage, particularly for delicate samples [81,82].

Also, the volume needed for probing is reduced even further,

which allows for the analysis of small areas and thin films down

to a single monolayer [83]. A recent example is the application

of AFM imaging together with the mechanical measurement to

give a detailed insight on cellular membrane mechanics, which

is only meaningful when the viscoelastic response is accounted

for [84]. The bandwidth advantage has been extended to the

MHz range, allowing an access to higher harmonics [85-89].

This provides several advantages: Higher harmonics can be

exploited to separate the mechanical measurement from the

topographic feedback, the signal-to-noise ratio can be impro-

ved, and the accessible dynamic force range is enhanced since

each harmonic is associated with its own characteristic spring

constant. Investigation of a material over a wide range of

frequencies also gives a sharper topographic contrast since

some materials, which may yield under the tip force, are unable

to respond at high modulation frequencies and thus appear to be

stiffer. The inclusion of multiple, higher frequencies, also

allows for a full characterization of the highly nonlinear

cantilever dynamics [81,90]. Nonetheless, the application of

such techniques still requires the knowledge of contact geom-

etry, an assumption of some contact model and/or force poten-

tial, and in some cases the input of some parameters of the ma-

terial. Thus the inherent fundamental limitations of quantitative

nanomechanical testing must be accounted for. New noncon-

tact techniques allow for the monitoring of the entire force

profile while starting at noncontact positions. The deconvolu-

tion implemented to convert the experimentally observed

frequency shift/amplitude change to a force can also introduce

some uncertainty [91]. Single-frequency techniques are still

more readily accessible in most laboratories. Dynamic imaging

modes that are commonly used in AFM provide the phase infor-

mation, typically as an image channel measured and displayed

simultaneously with the topographic image. The phase shift is

interpreted as giving an estimate, generally qualitative, of the

energy dissipation [92,93]. Nonetheless, there are many contri-

butions to such phase contrast including the changing

tip–surface contact area as the tip scans the sample. Each case

must be modeled differently.

Theoretical studies exploit phase and amplitude data together to

identify and quantitatively measure the different dissipation

processes [82,94]. One caveat arising from the modulation tech-

niques is that the phase lag signal carries information on add-
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itional dissipative processes other than viscoelastic energy dissi-

pation, such as surface adhesion and capillary forces [95]. “On-

the-fly” measurements of dissipation, which integrate the area

under the hysteretical force–distance curves as depicted by the

blue-shaded region in Figure 1 can also include these effects of

adhesion and thus cannot be unequivocally assigned to

viscoelastic processes in the material. Such effects are critical

issues for polymers. For this reason, equating phase contrast

with a viscoelastic effect would be misleading in many cases.

Calculations by Garcia and coworkers succeeded in separating

and quantitatively reproducing different contributions to dissi-

pation [96]. This work underscores the importance of including

the contribution of the oscillating cantilever to the overall

mechanical response.

Eastman and Zhu show that the adhesion forces depend

strongly on the surface energy of the tip, and on the wettability

of the tip surface in a humid environment [97]. In ambient

conditions, the surface of a polymer is likely to be covered by a

thin layer of water that is sufficient for increasing the capillary

and possibly van der Waals interaction. Any additional adhe-

sion will act to increase the hysteresis in the force–distance

curve and thus complicate the application of simple mechanical

models.

In addition to these environmental effects, the instrumental

contribution to damping must be accounted for. These inherent

instrumental properties include those of the spring (cantilever),

of the electronics, and of the piezoelectric transducer. For INI,

careful calibration protocols have been described to account for

these [64,73]. For SPM there is no unified approach to this

procedure, yet. Such calibration requires knowledge of the

frequency-dependent amplitude and phase shift and is critical

for accurately evaluating the stiffness and damping coefficient

of the tested material. For dynamic INI, the modulation is

applied at the tip–sample contact. In dynamic AFM operation

the displacement may be applied to the base of the cantilever or

to the base of the sample, in which case the cantilever spring

acts in series with the tip–surface compliance [20,73]. A very

different response is obtained when the modulation is applied at

the tip–sample contact [98]. Burnham et al., in an analysis of

the mechanics of dynamic AFM contact, described the various

modes, in which the AFM can be used to study energy dissipa-

tion [63]. They split the possible operation modes into three

categories: force modulation, sample modulation and tip modu-

lation. They found that a proper choice of measurement cate-

gory and associated frequencies is needed for different types of

samples.

The system response for a typical AFM measurement can be

calculated from Equation 12, following the setup of Figure 4d.

In this case the total stiffness K and damping C differ from

Equation 11 as follows:

(14)

The instrumental contributions to stiffness and damping, ki and

ci respectively, are determined by an independent calibration.

Then, from the measured system response, the stiffness and

damping of the sample can be extracted. Clearly, this procedure

entails a careful calibration of the instrumental damping both

for INI and AFM.

Researchers have wrestled with the best way to measure the

dynamics for two decades. One of the earliest attempts to

measure the dynamic modulus by AFM was performed by

applying a modulation directly to the sample z-piezo [99]. In

this early work, the instrumental phase shift was removed by

conducting a comparative measurement on a stiff, clean surface.

By modifying the AFM setup, Hutter et al. induced small oscil-

lations to the deflection signal by inserting the modulation

directly to the feedback loop to generate a compensatory oscil-

lation of the sample z-piezo [100]. This approach is proposed as

easy to implement, and allows for the measurement of the

dynamic modulus while imaging the sample. This setup

provided a quantitative measurement of the viscoelastic prop-

erties of PVA fibers. Also here, the instrumental phase response

was assessed by a measurement of a perfectly rigid sample.

McGuiggan and Yarusso calibrated the instrumental phase shift

on a hard surface. They pointed out that this method ignores slip

that may occur at the surface [101]. They furthermore note that

most models do not include adhesion hysteresis, an unknown tip

shape, and other factors. They chose to report their data as tan δ

since the ratio between loss and storage modulus cancels out the

unknown terms.

Minary-Jolandan and Yu also related to the potential errors

when the instrumental phase shift is measured on a hard surface

and noted that it may lead to large errors on rather compliant

samples, which exhibit only small phase shifts [102]. They

proposed a method to remove the offset phase directly on the

sample of interest at zero contact force, which provides an accu-

rate in-situ calibration of the instrument. This method accounts

for all factors contributing to the phase shift except for those

caused by the compression of the sample under the tip. There-

fore, this method would not work on a soft polymer brush with

ill-defined interface.

For the resonance modes, system response and phase shift are

non-negligible in air. Yuya et al. removed the internal beam
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damping by evaluating its behavior suspended in air [103]. A

known reference was used for calibration, allowing them

to measure storage and loss modulus with an ultrasonic

contact technique utilizing the first three flexural modes. For

measurements in any fluid, including air, there will be a drag

force on the bulk cantilever. In liquid, this drag force is very

significant. Mahaffy et al. recorded this force in an aqueous

environment as the tip approached the surface, but before it

made contact and thus comprised a noncontact measurement

of the phase shift [104]. A combination of the two corrections

was made in a study of viscoelastic behavior of cells [105].

In this work, the hydrodynamic drag of the cantilever was

measured at varying heights above the surface, and in

addition, the phase response of the AFM piezo was measured

in contact with a stiff cantilever probe on a hard surface in air.

These few examples prove that there is no accepted standard-

ized protocol for the characterization of the intrinsic phase shift,

even though the use of a rigid substrate as reference is quite

widely used.

The point-probe techniques also lend themselves to measure-

ments that are not necessarily based on AC methods for the

characterization of viscoelastic materials. In many dynamic

processes it is found that more energy is required to separate

two surfaces than is released when they come into contact. This

is usually manifested as a hysteresis between the loading and

the unloading curves in force measurements. The fine resolu-

tion can be achieved with noncontact AFM allows for a quanti-

tative detection of dissipation that involves the formation and

the breakage of weak intermolecular bonds in an organic mole-

cule [106]. However, for many practical cases, the separation

entails energy dissipation in the bulk material – generally a

viscoelastic/plastic deformation, as well as capillary and adhe-

sive forces.

The analysis of AFM force–distance curves of polydimethyl-

siloxane (PDMS) showed a strong influence of the measure-

ment conditions such as the loading–unloading rate and the

dwell time, as well as intrinsic material properties like the

crosslinking density and chemical surface modifications

[80,107-109]. The viscoelastic response has been studied both

through hysteresis in the loading–unloading portion of the curve

[110,111], and in the adhesive pull-off segment [80,109].

Analyzing the results in this fashion allows one to distinguish

between the bulk relaxation (observed in the temporal depend-

ence of adhesion-induced indentation upon tip extension) and

relaxation at the tip–surface interface (observed in the temporal

dependence of the retraction curve). The distinction between the

mechanical response of a bulk polymer and its surface is one

important goal of all point-probe measurements and has also

been achieved by using dynamic INI [67].

Current status
Evidently a multitude of experiments and protocols are

described in the literature for extracting the viscoelastic prop-

erties of soft polymers by using dynamic INI and AFM nanoin-

dentation. The need to develop standard methods in dynamic

nanoindentation has been shown to be crucial for the reliability

and repeatability of the experiments. Such a standardized

method should include a clear protocol for the modulation, the

calibration process of the instrument, the reference materials

and the frequency ranges. Some efforts have been made in this

direction, but there is no consensus on the matter yet [51].

Nonetheless, it is anticipated that under the action of ISO

TC164 SC3 accepted protocols will be decided upon [112].

When these two point probe techniques are used to measure the

same surface, the divergence between INI and AFM is apparent.

As indicated above, there are notable differences between what,

and how they measure. The comparison between instrumented

nanoindentation and AFM probe nanoindentation provided here

has emphasized some of these differences.

Demonstration of the concepts
By way of demonstrating some of these issues, an experimental

comparison between AFM and instrumented dynamic nanoin-

dentation for assessing the viscoelasticity in polymers is

presented below. Simple approaches were chosen to demon-

strate that meaningful data can be obtained with relative ease,

and also to point out the resultant inaccuracies. In order to high-

light the issues that are discussed in this review, particular

attention is given to the calibration of the instrument. The

dynamic moduli of two polymers are estimated on the basis of

Equation 12.

Nanoindentation experiments were performed on isotactic

polypropylene (iPP, 127,000 g/mol) by using instrumented

nanoindentation (Agilent DCM) and AFM tip based nanoinden-

tation (NTMDT NTEGRA). A typical INI load-vs-displace-

ment curve is displayed in Figure 5A. The modulation results

(continuous stiffness measurement CSMTM, modulation ampli-

tude 5 nm) displayed in Figure 5B reflect the modulus value,

which is determined by the instrument software by using stan-

dard O&P analysis [23]. The curve in Figure 5B starts at high E

values and rapidly decreases down to an indentation depth of

about 60 nm, after which it settles to an asymptotic value. This

is due to surface effects in addition to the unreliability of the

area function at very small depths and a relatively large ampli-

tude of oscillation compared to the deformation at low depths.

Averaged over 20 tests, the asymptotic reduced storage

modulus is 2.7 ± 0.2 GPa. After adjusting for a Poisson ratio of

0.45, the resultant value of 2.15 GPa compares well with litera-

ture data that report a Young’s modulus of 1.8 GPa at this
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frequency [113]. The data in Figure 5 represent the storage

modulus. In order to measure the smaller loss component,

dynamic analysis was performed by using the relations summa-

rized in this review, and reported below.

Figure 5: Modulus measurements on polypropylene (A) Load-vs-
deformation curve (B) Reduced storage modulus determined using
continuous stiffness measurement vs depth. CSM modulation ampli-
tude 5 nm at 45 Hz.

Dynamic instrumented nanoindentation
In order to extract the storage and the loss modulus from

dynamic testing, the instrument response must be characterized

and corrected for. The introduction of a frequency specific

phase lock amplifier in the continuous stiffness measurement

(CSM) induces a frequency-dependent phase shift. Conse-

quently, a correction of the phase shift is required. The calibra-

tion is made according to the protocol described by Herbert et

al. [64]: With the indenter tip hanging in free space the stiff-

ness and the damping of the instrument are measured as a func-

tion of the frequency by using Equations 9–11 above.

The calibration revealed a significant variation in damping with

the frequency (Figure 6).

Figure 6: Calibration of the system damping for INI. The damping was
computed for each frequency at different vertical extensions of the
indenter over a range of ± 30 μm. The damping is computed by using
Equations 9–11 and is reported here as Ciω. (a) System damping as a
function of the frequency for a displacement near 0. (b) System
damping as a function of the displacement of the indenter head at
200 Hz frequency.

Figure 7 shows the variation of the loss moduli and loss tangent

with the modulation frequency (ω/2π) at a depth of 1000 nm for

the iPP films. As mentioned previously, tan δ is particularly

suited for detecting dissipative processes such as friction

[60,114]. The progressive increase of the loss tangent with the

frequency can be attributed to the increase of internal chain fric-

tion at higher frequencies [66]. In comparison to the storage

modulus, the values of loss modulus observed in Figure 7

contribute little to the magnitude of the complex modulus, so

the careful calibration procedure is essential to get accurate

data.
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Figure 7: Dynamic INI of iPP as a function of the frequency. The error
bars indicate the standard deviation calculated for at least five
measurements in three different places.

AFM-based modulation
In this experiment, the tip was first indented to a depth of 50 nm

into the sample in the AFM (Bruker, multimode). Prior to the

experiment, the cantilever spring constant and the deflection

sensitivity were determined with the Nanoscope software

(former from the thermal noise and the latter by measuring the

deflection of the cantilever with the displacement on a hard

surface). The tip radius for various depths was estimated from a

sample of known modulus by using the DMT relation and quan-

titative mechanical mapping (QNM®) mode (Bruker). A modu-

lation was then applied at several frequencies in the range of

5–300 Hz. A digital lock-in amplifier was used to detect the

amplitude and the phase of the cantilever oscillation relative to

the drive signal. The modulation was conducted by using two

oscillatory modes. In the first method, called z-modulation here,

a sinusoidal signal is added to the z-voltage of the piezoelectric

tube [99,115]. This leads to a modulated deflection of the

cantilever of 5–10 nm and thus a variation of the force between

tip and sample. This modulated amplitude is fed into a lock-in

amplifier and the output of the lock-in amplifier is recorded as

amplitude vs time. Because of the mechanical and instrumental

response, the amplitude and phase of the instrumental contribu-

tion depend on the frequency. For a quantitative analysis of the

data it is therefore necessary to correct for the response with the

apparatus transfer function by using an incompressible sample.

In the second mode, tip modulation, the cantilever base is

modulated via the tip holder. Here the contribution of the instru-

ment damping is isolated by vibrating the cantilever in air

and the loss modulus of the sample is calculated by using

Equation 11 and Equation 12.

The subtraction of instrumental damping is less straightforward

in AFM than in INI. It has been suggested that for frequencies

well below resonance, modulating the tip in air will give a

negligible phase shift [102]. In our system, a small but observ-

able shift can be detected as shown in Figure 8a. The phase lag

rose slightly with the modulation frequency, from 0.5° at 5 Hz

to 2.5° at 300 Hz. When the tip was brought in contact with the

sample, the phase lag jumped to 180° as a direct consequence of

the contact. After nulling this phase jump, the phase lag

recorded on a hard surface was indeed larger than that recorded

with the tip being suspended in air, and the phase lag increased

from 2° to 10° in the frequency range from 5 to 300 Hz.

Figure 8: AFM tip modulation: (a) Phase shift and (b) amplitude in air
(dashed line) and on sample (solid line).

Variations in the loss modulus and in tan δ with the modulation

frequency were obtained from the AFM results for iPP

according to Equation 12. The results are displayed in Figure 9.

Increases of both the loss modulus and the loss tangent are

observed. The comparison of both absolute values obtained in

dynamic INI vs AFM and the change of E″ and tan δ with the

frequency are favorable. The differences will be discussed

below.

Creep measurements
Creep tests were performed on 1-mm thick polymethyl

methacrylate (PMMA, Mw = 350,000 ) films. The tests were
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Figure 9: Dynamic AFM measurements of iPP as a function of the
frequency. The measurements were made at a depth h = 50 nm by
using a probe with a spring constant k = 33 N/m and a nominal tip
radius of 50 nm. The oscillation amplitude was maintained at 10 nm.

performed by using an AFM (NTEGRA, NT-MDT). The AFM

probe was indented to an initial depth of 50 nm into the surface,

then held at a constant load while monitoring the change in the

z-sensor over a creep time of 10 s. The sensitivity of the

detector was previously calibrated to compute the deformation

variation with time h(t). During the creep test, the contact area

between the tip and the sample increases with the displacement

of the probe into the sample. The contact area is estimated as an

approximately conical shape for depths of 25 nm and beyond,

by using the manufacturer value for the half-angle of the tip.

The resulting curves were fit to Equation 13 to obtain E∞, the

storage modulus at steady state conditions, as well as viscosity

ηi and modulus Ei at characteristic times τi. The latter is calcu-

lated from the relationship τi = ηi/Ei. Single, double, and triple

exponential fits were attempted: the triple exponential fit was

not significantly better than the double exponential fit. The

following values are obtained: Asymptotic storage modulus,

E∞ = 6.25 GPa; E1 = 1.53 GPa, η1 = 42 MPa·s, τ1 = 0.027 s;

E2 = 2.08 GPa, η2 = 71 MPa·s, τ2 = 1.01 s.

As a comparison, the dynamic nanoindentation of PMMA gives

E′ = 3.89 GPa and E″ = 0.537 GPa at 45 Hz and E’ = 3.4 GPa

and E” = 0.33 GPa at 1 Hz. A recent study about the elastic and

viscoelastic properties of PLLA/HA films that also used a biex-

ponential fit found relaxation times of this order [116]. When

the creep time is increased, plastic yielding occurs as seen in

Figure 10. The graph deviates from the asymptotical behavior

and E∞ increases (i.e., for t = 100 s, E∞ = 7.2 GPa).

Discussion
The brief summary of the experimental analyses highlights the

different factors that can influence the final results. The correla-

Figure 10: AFM probe creep test showing the creep compliance
calculated using Equation 11 for PMMA. (a) A 10 second creep test.
(b) Longer time showing effect of plastic yield (see text), in deviation of
curve at long times.

tion between INI and AFM results should include a discussion

of the dynamic testing protocol, surface effects, and calibration

issues. In the following section, the data presented above will

serve as a support for the comparison of the techniques, in terms

of protocol and source of errors.

Evaluation of the methods
Instrument calibration
In INI a calibrated force is applied along the surface normal.

The load is controlled by electromagnetic or electrostatic actua-

tors, the displacement is measured independently and the

indenter head is supported by springs, in our case with a vertical

stiffness of approximately 100 N·m−1 and a lateral stiffness of

10000 N·m−1 [64]. This strong asymmetry in compliance

confines the motion to the surface normal in accordance with
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the Voigt model applied here. A key issue in dynamic nanoin-

dentation is to successfully evaluate the instrumental contribu-

tion to the measured stiffness and damping. As previously

noted, the frequency response of the instrument is controlled by

the magnitude of the moving mass, the stiffness of the support

springs and the damping of the head. Here INI has some advan-

tages over AFM, for instance the widely used capacitive or

electrostatic sensing of the indenter motion is stable over time

and thus accurate for low frequencies, which allows for an

access to frequencies usually used in rheological studies

(0.1–1000 Hz).

Contrary to INI, among the various studies made on dynamic

AFM, there is no consensus for quantifying the instrumental

damping so that a number of different calibration methods exist.

Most literature reports make use of a rigid substrate, such as

sapphire or a silicon wafer as a reference sample. Since the sub-

strate displays a purely elastic response, any phase shift

observed can then be attributed to the instrument damping. As

noted in [102], the use of a rigid sample is not accurate for ma-

terials that display small phase lags on the same order of that of

the reference sample.

The modulation source
In the classical dynamic test at the macroscale the phase

lag is measured from the strain response to a sinusoidal tensile/

flexural stress. In contrast the phase lag in nanoindentation is

controlled by the displacement response of the indenter to

sinusoidal loading. The combined response of the instrument

and the sample is described in the case of dynamic INI by two

springs in parallel. The parallel model describes a configuration,

in which equal forces are applied on both sample and indenter

tip. This is in line with AFM, where a displacement, rather than

a force is applied, typically at the base of the cantilever so the

two springs (sample and instrument) are in series. The fact that

the force is not restricted to the surface normal in AFM has

been discussed above and also widely in the literature

[63,64,117]. Lateral forces can arise because of the angle

between the cantilever and the sample owing to the instru-

mental configuration. But this can be compensated for by

controlling the angular path of the loading curve [118].

Even with such a correction the cantilever may twist during the

indentation, especially at the start of the indentation, because of

a torque arising from the imperfect vertical loading of the tip

owing to the sample roughness, and the alignment of sample or

tip. This can lead to either a flexural or a torsional force. The

former will be detected in an optical-lever-based AFM system

as normal force. The latter may, or may not, influence the

detected normal force signal depending on the extent of cross-

talk, but it will certainly influence the overall force balance. The

torsional force could be significant in magnitude, considering

the much larger magnitude of the torsional spring constant,

which for a rectangular cantilever is related to the normal spring

constant with a proportionality constant of [cantilever length/tip

height]2. For typical Si single crystal micromachined cantilevers

this factor ranges between 30–1000 [44]. Edwards et al. devel-

oped a correction factor for both rectangular and v-shaped

cantilevers, which encompasses the tilt and the torque of the

cantilever and extracts the pure normal force [119]. The correc-

tion also accounts for different tip geometries.

Surface effect-surface detection
The ability of these nanoscale techniques to probe the outer few

nm of the surface presents an opportunity and a challenge:

Firstly, a proper location on the surface requires great precision.

The pitfalls in improper surface detection have been high-

lighted by Deuschle et al. [120]. In that work, the detection of

the surface by triggering on a rise in the force above a noise

threshold was compared to changes in contact stiffness that

were derived from the amplitude of the modulation, P0/h0. For a

PDMS sample with a modulus of 1 MPa, the surface was

"missed" by 580 nm when using the former method with a

resulting error in the computation of the modulus of 400%,

whereas for a dynamic approach the overshoot was only 30 nm

and the error in modulus only 10%. Various extrapolation

methods can be used to determine the contact point

[41,121,122] and it may be done by fitting the approach curves

to an appropriate model [34,123]. Surface effects dictate the

mechanical response in many nanoscale problems. Furthermore,

surface properties can be quite different than those of the bulk.

On the other hand, limiting the analyses to only a few nm

presents a few more problems – firstly, discrete atomic/molec-

ular events may be important, and the models that are used in

general and are covered in this review are all continuum

models. Secondly, getting knowledge of the contact geometry is

much more difficult at this scale: Presumptions of a smooth

surface and a geometrically ideal axiosymmetric indenter do not

hold. In addition, the effects already discussed, which involve

the influence of adhesion, etc., become dominant at this scale.

For example, one dynamic study on an epoxy surface found that

it was necessary to penetrate the surface by 130 nm in order to

overcome the surface roughness and get representative results

[124]. Monitoring the convergence of the CSM values with

depth as shown in Figure 5 helps to estimate the depth at which

surface geometric effects are overcome. Recently, accurate

measurements of the modulus for several polymers at depths of

only several nanometers was shown to be possible by properly

accounting for adhesion, carefully characterizing the tip shapes,

and limiting the maximum stress [125]. Surface effects also

influence the models chosen, both because the linear elastic

regime is exceeded at relatively small loads and depths, and
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because the tip geometry is hard to track over the different size

scales. Sometimes, this depth cannot be controlled, for instance

when the adhesive force is large (see Figure 1) and even at zero

external loading force the depth can be significant.

Sources of error and internal calibration
Internal calibration and errors are perhaps the most critical

aspect of nanoindentation. Here too, there is a divergence

between the emphasis in AFM and in INI.

Spring stiffness and instrument compliance
For INI the force is applied directly to the tip through a cali-

brated transducer: This force is the same as that on the sample.

Thus, over a wide range of sample moduli, the stiffness of the

spring is independent of the stiffness of the studied material. In

contrast, AFM is controlled by displacement. The total displace-

ment is split into cantilever bending and deformation, so that

the ultimate force that can be applied on the sample is depen-

dent on the cantilever spring stiffness [126]. The choice of a

particular cantilever fixes the spring constant and hence ulti-

mate deformation of the sample. If the deformation is too small,

there will be sensitivity problems, and if it is too large, the

assumptions on contact area, deformation mode, and even linear

elasticity may be violated. In general, one cantilever probe can

test a limited (approximately 2 orders of magnitude) span of

elastic moduli. A useful rule of thumb for choosing an appro-

priate spring may be estimated from the contact stiffness for a

Hertzian contact S = 2aE* [20].

There are a number of ways to calibrate the cantilever spring

constant, covered in a review by Sader [127], and even careful

calibration will generally result in a relative uncertainty on the

order of 10%. The forces in INI are generally factory calibrated,

although most manufacturers provide for some on-site calibra-

tion. Standard procedures for good working practice strongly

recommend 1% tolerance for both force and displacement

[128]. Instrument compliance must also be included in the

determination of the sample deformation. For polymers that

have elastic moduli of a few GPa or less, the precise calibration

of this value is not expected to contribute significantly to the

results.

Contact area
A main shortcoming of nanoindentation is the inability to opti-

cally view the indentation area in real time, or directly upon

load release as in microindentation. Rather, the contact area is

calculated based on the knowledge of the accurate indenter

geometry, which in turn yields the projected contact area at

each depth. This is only possible for a well-defined tip. The INI

community developed several methods to accurately estimate

the shape of the tip. One method is based on an AFM scan of

the tip, which gives the real geometry of the indenter [129]. But

this requires removing the tip from the head for each such

measurement. For small depths, as they are used in nanoinden-

tation, the shape at the end of the tip is critical and this geom-

etry can change significantly over the course of a day’s work

[130,131]. Some attempts have also been made to image the

imprint of the indenter left in the sample by AFM scanning

[57,129]. Another possibility is to use the INI indenter tip as a

probe scanner to scan a sample with very sharp features as it is

widely done for AFM tip radius calibration [132,133].

Blind reconstruction is attractive since it only requires the data

obtained from the topographical scan that was performed during

the routine course of the experiment [132]. However, this tech-

nique does not give the complete area function of the tip, rather

only for those parts that come into contact with the sample

during such a scan [134]. When deeper depths are accessed in

the indentation cycle, the relevant data needed about the tip

profile may not be available. For this reason, reference-based

techniques have become attractive, in a fashion quite similar to

that adapted in the O&P method for INI, in which a standard

sample of known modulus is used to estimate the tip shape in

AFM [134,135]. Recently, AFM tip areas were determined by

first applying a large tip that could be characterized optically

using INI, then using that value as a reference for determining

the AFM tip size by Hertzian analysis [136]. The objective of

tip-shape calibration is to estimate the cross-section area of the

indenter tip as a function of the distance from the apex.

Although most procedures make such tip calibration on one

sample, calibrating the area function on two different materials

(for instance, sapphire and fused quartz) further increases the

accuracy of the area function [122].

In contrast to INI, AFM probes are consumables and often

several tips may be used in the course of a measurement, so

extensive calibrations are not practical. One should keep in

mind that those calibrations still depend on the reliability of the

internal calibration (deflection sensitivity, spring constant,

validity of analytical model, topography). They also depend on

the reliability of the analytical model used to back-calculate the

tip area from a known modulus. In this context, it is worth

noting that the determination of the loss factor, tan δ, does not

require a determination of the area thus removing a major

source of uncertainty [137].

Deflection sensitivity
The force applied to the cantilever results in a flexure, charac-

terized by the deflection angle in an optical beam setup. The

deflections must be kept within the linear response regime of

both cantilever spring and optical system. This linear response

is calibrated by pressing the tip on a non-deforming surface.
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Although simple to perform, care is required to obtain a mean-

ingful result: The displacement calibration can vary with the tip

velocity [138] and the alignment of the cantilever. The calibra-

tion is also prone to artifacts, such as those due to friction at the

tip–surface contact that can introduce systematic errors to the

value [139].

Conclusion
This review has outlined the considerations which should be

made in the nanomechanical testing of viscoelastic materials by

using point probes. It should be clear from the reading that there

are still many loose ends to tie up in order to discover the best

way to make such measurements. However, both the INI and

AFM techniques have the means and technology in place to

push the field forward. Great strides have been made in

ensuring the reliability and usefulness of the data. The

advances, both on the technical and the conceptual level, thus

work in unison to forge new levels of understanding of

viscoelastic processes at the nanoscale.
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Abstract
The peak forces exerted on soft and rigid samples by a force microscope have been modeled by performing numerical simulations

of the tip motion in liquid. The forces are obtained by using two contact mechanics models, Hertz and Tatara. We present a com-

parison between the numerical simulations and three analytical models for a wide variety of probe and operational parameters. In

general, the forces derived from analytical expressions are not in good quantitative agreement with the simulations when the Young

modulus and the set-point amplitude are varied. The only exception is the parametrized approximation that matches the results

given by Hertz contact mechanics for soft materials and small free amplitudes. We also study the elastic deformation of the sample

as a function of the imaging conditions for materials with a Young modulus between 25 MPa and 2 GPa. High lateral resolution

images are predicted by using both small free amplitudes (less than 2 nm for soft materials) and high set-point amplitudes.

852

Introduction
The high-resolution imaging of heterogeneous materials, in par-

ticular soft materials in liquid, by amplitude modulation atomic

force microscopy (AM-AFM) is an active area of research in

nanotechnology [1-11]. In AM-AFM, a sharp tip is attached at

the end of a microcantilever that oscillates at or near its reso-

nant frequency. When the tip is in close proximity to the

sample, the amplitude and the phase shift of the oscillation

change with the strength of the interaction force. The determin-

ation of the tip–sample interaction force is a major issue in

dynamic AFM because the force gives access to the materials

properties of the sample; nonetheless the force is not a direct

observable. Therefore, several methods have been proposed to

reconstruct the force in dynamic AFM [12-18]. However, the

use of force inversion methods has not been generalized in

AM-AFM because the accuracy of some of the above methods

is still under study. On the other hand, numerical simulations
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have been used to determine the maximum repulsive inter-

action forces, which are referred to as peak forces hereafter [19-

23]. An analytical scaling law has been deduced to calculate the

peak forces in air [21]. This method has been applied to deter-

mine the force on viral capsids in liquid [24]. However, the

above expressions are often constrained to a specific inter-

action force model, such as Hertzian mechanics and thus their

application range is somehow limited.

Numerical simulations have supported the development of

AM-AFM by predicting several properties of the tip motion

[25-27]. Those simulations provide the standards against which

new experimental or analytical methods should be compared

[28]. Recently, we have provided a broader numerical insight

into the interaction forces in AM-AFM [19] by considering

elastic, viscoelastic, electrostatic double layer and van der

Waals interactions.

Here, we perform an extensive computational study of

AM-AFM to obtain the peak forces of soft (50 MPa) and

relatively rigid (2 GPa) materials for two different models of

contact mechanics, namely Hertz [29] and Tatara [30-32]. We

also provide a comparison between the numerical simulations

and three analytical expressions [21,33,34]. The dependence of

the peak force on a wide range of tip–microcantilever prop-

erties, operational parameters and mechanical properties

of the sample is analyzed. The Young modulus (Es) ranges

from 25 MPa to 2 GPa; the tip radius (Rt) is varied between 5

and 10 nm; the free amplitude (A0) goes from 1 to 10 nm and

the set-point amplitude (Asp) is within the 0.65A0 to 0.95A0

range.

The numerical results are compared to three analytical models,

the parametrized [21], the average [33] and the linear one [34].

The numerical simulations show significant differences from

the results given by the analytical approximations, although the

parametrized expression is in good agreement with the Hertzian

mechanics. The average model follows the trend of the Tatara

model for the peak forces when varying the set-point amplitude

for soft samples. For soft materials, the indentation of the tip

could be higher than Asp. Thus the tip and the sample are in

permanent contact during the whole oscillation cycle. In fact,

the ability of exerting small forces and imaging materials in a

non-invasive manner can be jeopardized because of the effect of

a static deflection component when Asp/A0 decreases. We have

also studied the relationship among peak forces, lateral resolu-

tion and sample properties for soft (50 MPa) and rigid (2 GPa)

samples. We deduce a rule to image soft materials with a lateral

resolution below 3 nm that involves the application of forces in

the sub-100 pN regime, the use of cantilevers with force

constants below 0.1 N/m, free amplitudes below 2 nm and rela-

tive sharp tips (Rt ≤ 5nm). AM-AFM operation at relatively

high amplitudes can also lead to tip blunting [35,36]. The esti-

mation of the peak force prior to performing the experiment

could prevent tip damage.

Results and Discussion
Tip motion and contact time for soft and
relatively rigid materials
In AM-AFM the equation of motion for the microcantilever–tip

system is approximated by using the point-mass model [25],

(1)

where m is the effective cantilever mass that includes the added

mass of the fluid, and ω0, Q, k and Fts are, respectively, angular

resonant frequency, quality factor, spring constant and

tip–sample interaction force. The point-mass model is suitable

if the contribution of higher modes to the cantilever motion is

negligible [37]. This could be the case in liquid for small free

amplitudes, say below 1.5 nm [38]. At higher amplitudes, the

tip–surface force generates higher harmonics components,

which could lead to the momentary excitation of higher eigen-

modes, in particular the second eigenmode [7]. To account for

those effects we also describe the microcantilever–tip system by

using an extended Euler–Bernoulli equation [39]. This model

considers the cantilever as a continuous and uniform rectan-

gular beam under the action of external forces,

(2)

where E is the Young modulus of the cantilever, I the area

moment of inertia, a1 the internal damping coefficient, ρ the

mass density; b, h and L are, respectively, the width, height and

length of the cantilever; a0 is the hydrodynamic damping; w(x,t)

is the time dependent vertical displacement of the differential

element of the beam placed at the x position, and Fts tip–sample

interaction force.

Equations 1 and 2 are numerically solved by using a fourth-

order Runge–Kutta algorithm [40]. One should note that the use

of Equations 1 and 2 in environments of low Q are valid for

directly excited cantilevers, such as magnetic [41-43] or

photothermal excitations [44,45]. The tip–sample interaction

forces are modelled by using two different contact mechanics

models, Hertz [29] and Tatara [30-32]. The widely used Hertz

model gives the force as
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Figure 1: Peak forces, tip motion and contact time for two materials. (a) Soft sample (Es = 50 MPa) simulated with the Tatara interaction force (Equa-
tion 4). (b) Rigid sample (Es = 2 GPa) simulated with the Hertz interaction force (Equation 3). Simulation inputs: k = 0.1 N/m, f0 = 25 kHz, Q = 2,
A0 = 1 nm, Rt = 5 nm, Rs = 4 nm and Asp = 0.9 A0.

(3)

The Tatara contact mechanics has two key differences with

respect to Hertzian mechanics. First it includes the finite size of

the sample and second it also considers that the sample defor-

mation happens symmetrically at both the tip–sample and the

sample–substrate interfaces. Thus the vertical and lateral

displacements are part of the contact force computed with this

model.

(4)

where

(5)

(6)

(7)

(8)

The subindexes “t” and “s” stand, respectively, for tip and

sample. In the above equations, δ is the indentation depth, ν is

the Poisson coefficient (νt = 0.3 and νs = 0.4) and E the Young

modulus with Et = 170 GPa. Each contact mechanics model is

particularly suited for some types of deformations or strains.

Hertz contact mechanics is used to deal with small deforma-

tions at the region of contact between tip and sample. Large

deformations and finite object sizes are not well described by

Hertz contact mechanics [32]. As a consequence, the Tatara

model allows a maximum vertical deformation equal to Reff and

is particularly suited to describe large deformations (with

respect to the original size) of relatively soft matter, in which a

vertical force generates both vertical and lateral deformations.

To apply contact mechanics models in conditions that do not

meet the model assumptions will lead to unadequate numerical

estimations.

We have not found significant differences in the calculation of

peak forces by using the point-mass model and the continuous

beam for free amplitudes below 2 nm. For that reason, the data

for A0 = 1 nm has been obtained with the point-mass

model while for A0 = 10 nm we have used the extended

Euler–Bernoulli model.

Figure 1 shows one period of the tip oscillation and the corres-

ponding force. The peak force is defined as the maximum force

point in the dashed line curves. The curves show a purely repul-

sive interaction, which starts as soon as the mechanical contact

is established. The tip–sample interface according to Tatara

(Figure 1a) or Hertz (Figure 1b) is also shown. Both contact

mechancis models have been applied to describe the response of

soft (50 MPa) and relatively rigid (2 GPa) surfaces. Figure S1

of Supporting Information File 1 shows the instantaneous force

for a variable set-point amplitude.

Simulated and analytical peak forces values:
Dependence on the Young modulus and the
set-point amplitude
Hu and Raman [21], Kowalewski and Legleiter [34] and

Rodriguez and Garcia [33] have derived some analytical scaling

laws to determine the interaction forces in AM-AFM. Hu and
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Figure 2: Peak force dependence on the Young modulus of the sample for different numerical simulations (Hertz and Tatara) and force analytical
approximations (parametrized, average and linear). (a) A0 = 1 nm, Rt = 5 nm and (b) A0 = 10 nm, Rt = 5 nm. Other simulation inputs are: k = 0.1 N/m,
f0 = 25 kHz, Q = 2, Rs = 4 nm, and Asp = 0.9 A0.

Raman parametrized the peak force (repulsive) by using a

nonlinear asymptotic theory [46] and Hertz contact mechanics,

(9)

Rodriguez and Garcia, by using the virial-dissipation method

[39,47,48], deduced the following expression for the mean

value of the force during an oscillation,

(10)

In the absence of long-range attractive forces, the average force

can provide an estimation of the peak force.

Kowalewski and Legleiter proposed an extension of the Hooke

law to determine the force in AM-AFM [34]. In this expression

the force depends linearly on the amplitude reduction,

(11)

Figure 2 shows a comparison between the analytical expres-

sions in Equations 9–11 and the numerical results (Hertz and

Tatara). The comparison covers a range of the Young modulus

from 25 to 2000 MPa. Hu and Raman parametrized force

matches the numerical results derived from the Hertz model in

some conditions. The parametrized model overestimates the

peak forces in the case of very soft materials with a maximum

error of 11%. On the other hand, for stiffer materials the force is

underestimated with a maximum deviation of 16%. Numerical

simulations performed with the Tatara model give smaller peak

force values than those obtained from the Hertz model [19,49].

This is because in Tatara contact mechanics the deformation

happens at both the tip–sample and the sample–substrate inter-

faces. The linear and average expressions fail to capture the

trend of the numerical simulations because those expressions

have been exclusively deduced from the dynamic properties of

the tip motion and do not consider any influence of the ma-

terials properties of the sample. Additional comparisons by

varying the tip radius are presented in Figure S2 of Supporting

Information File 1.

In Figure 3, the reduction of Asp from 0.95A0 to 0.65A0

produces an increase of the peak force. This trend is reported by

all the approximations and simulations. However, the linear

approximation give values that are smaller by a factor of 5–100

compared with the numerical simulations. As a consequence,

the linear approximation should not be used to estimate the peak

force in AM-AFM. The average model gives values close to the

Tatara model for soft materials (25–50 MPa). However, it fails

to reproduce the data for stiffer surfaces. The average model

gives the mean value of the forces, attractive and repulsive,

acting on the tip during an oscillation period. Consequently,

whenever the forces change significantly with the distance (stiff

materials) this approximation will fail to give a good estimation

of the peak force. The parametrized model gives a good numer-

ical description of the peak forces derived from the Hertz model

for relatively soft materials.
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Figure 3: Dependence of the peak force on the set-point amplitude for different numerical simulations (Hertz and Tatara) and force analytical approxi-
mations (parametrized, average and linear). (a) A0 = 1 nm and Es = 50 MPa. (b) A0 = 1 nm and Es = 2 GPa. Simulation inputs are: k = 0.1 N/m,
f0 = 25 kHz, Q = 2, Rt = 5 nm, and Rs = 4 nm.

Sample deformation in terms of Es, A0,
and Rt
The deformation (indentation) exerted by the tip can be consid-

ered as an indicator of the degree of invasiveness of the tech-

nique. The dependence of the indentation on the Young

modulus for Hertz and Tatara models is shown in Figure 4. The

indentation values are computed and normalized by the free

amplitude for two values, 1 and 10 nm, and two tip radii, 5 and

10 nm, respectively. The two-colour curve separates the opera-

tional parameters in which the deformation is smaller than the

set-point amplitude from those in which the deformation is

larger. As expected, the indentation increases by decreasing the

Young modulus of the sample. Remarkably, for soft materials

(i.e., those with Es < 100 MPa) the indentation values are close

to or even larger than the set-point amplitude. This means that

the tip and the sample are in permanent contact during the

whole oscillation. This result was observed experimentally by

Raman et al. [6] while imaging cells. Hertz contact mechanics

gives smaller indentations than Tatara. In addition, these results

underline the relevance of the contribution from the static

deflection, which cannot be neglected in liquid while imaging

soft materials [19]. However, the above effect decreases, for the

same ratio Asp/A0, when increasing the free amplitude as shown

in Figure 4b.

Lateral resolution at small peak forces
Imaging at high-spatial resolution demands a compromise

between probe, operational parameters and sample properties.

Figure 5 shows the lateral resolution as given by Hertz and

Tatara models for two materials, respectively, Es = 50 MPa and

2 GPa. The lateral resolution is defined as the contact diameter

between tip and sample. In Figure 5 we visualize the interplay

between the free oscillation amplitude and set-point amplitude

with the lateral resolution and peak forces. For a fixed Asp/A0

Figure 4: Normalized indentation as a function of the Young modulus
of the sample for the Hertz and Tatara models. The indentation was
normalized to the set-point amplitude: (a) A0 = 1 nm and (b)
A0 = 10 nm. In the data above the dashed line indicates the point from
which the whole oscillation is performed in contact to the material.
Simulation inputs: k = 0.1 N/m, f0 = 25 kHz, Q = 2, Asp = 0.65A0,
Rs = 4 nm, and two different Rt of 5 and 10 nm, respectively.

ratio the contact diameter increases with A0, which reduces the

lateral resolution. Lowering the Asp/A0 ratio down to the range

between 0.65 and 0.95 also reduces the lateral resolution. In any

situation the Tatara model gives a better lateral resolution than

the Hertz model. This result can be traced back to the observa-

tion that, for the same operational conditions and probe values,

the Tatara model gives smaller peak forces than the Hertz

model. The lateral resolution also depends on the elastic

response of the sample. As a general rule, the stiffer the sample
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Figure 5: Lateral resolution maps for Hertz and Tatara contact mechanics. (a) Es = 50 MPa. (b) Es = 2 GPa. Filled symbols for Asp = 0.9A0; empty
symbols for Asp = 0.7A0. Circles for Tatara and triangles for Hertz. Simulation inputs: k = 0.1 N/m, f0 = 25 kHz, Q = 2, Asp = 0.65A0, Rt = 5 nm,
Rs = 4 nm, and two different Asp of 0.9 and 0.7A0, respectively.

the better the lateral resolution. Sub-nanometric resolution can

be achieved by using small A0 and maintaining a relatively high

Asp/A0 ratio for soft materials and rigid materials. It has been

reported that, in some special situations, also for low Asp/A0

ratios a high resolution can obtained experimentally [28,50].

We note that for soft materials (Es = 50 MPa) and in the best

case scenario (Tatara model) a lateral resolution below 1 nm

could only be reached by using a free amplitude below 0.5 nm.

We have separated the plots into regions, for soft materials

(Figure 5a) a small sub-100 pN force value is used; while for

rigid materials (Figure 5b) a sub-1 nN reference value is consid-

ered.

Conclusion
The numerical simulation of the tip motion in amplitude modu-

lation AFM provides a comprehensive description of the factors

that control the peak force and the lateral resolution in liquid.

We have simulated the peak force for two contact mechanics

models, Tatara and Hertz, and we have calculated three analyt-

ical approximations, linear, average and parametrized. The

linear approximation fails to describe qualitatively and quantita-

tively the peak forces. The average model captures the peak

force behaviour with the operational parameters but the quanti-

tative agreement is poor. The parametrized model resembles the

results given by Hertz for soft materials and small free ampli-

tudes but its quantitative accuracy decreases by increasing the

Young modulus. The results show that the discrepancy between

the analytical and calculated values tends to decrease with

smaller Young moduli and higher ratio Asp/A0. The spatial reso-

lution depends on the operational parameters, the elastic

response of the sample, the peak force, and the contact

mechanics model. The conditions to achieve a high spatial reso-

lution become more demanding for lower Young moduli of the

samples. A high spatial resolution in liquid requires the use of

rather small oscillation amplitudes. Sub-1 nm lateral resolu-

tions for a soft material of a Young modulus of 50 MPa will

require the use of a free amplitude of 0.5 nm or less. Lowering

the free amplitude of the oscillation improves the lateral resolu-

tion in liquid. The resolution increases in line with the Young

modulus of the sample, while keeping the operational parame-

ters constant. The lateral resolution depends on the contact

mechanics model used to characterize the sample deformation.

In the Tatara model the sample is finite, consequently the stress

is relaxed both vertically and laterally, which, for the same

indentation, provides smaller forces and consequently a better

resolution that the result given by Hertz model.

The results presented here provide a good estimation of the

peak force values experienced by the samples observed with an

AFM in liquid. However, the simulations have been performed

without considering hydration layers or viscoelastic effects that

arise either from the sample or the hydration layer. Those

effects could modify the peak force values reported here,

although we do not expect significant changes for the data

acquired under the conditions for a high spatial resolution (sub-

5 nm).

Supporting Information
Supporting Information File 1
Additional experimental details.
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Abstract
Islands composed of perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) molecules are grown on a hydrogen passivated

Ge(001):H surface. The islands are studied with room temperature scanning tunneling microscopy and spectroscopy. The spontan-

eous and tip-induced formation of the top-most layer of the island is presented. Assistance of the scanning probe seems to be one of

the factors that facilitate and speed the process of formation of the top-most layer.

927

Introduction
On-surface engineering of molecular nanostructures is one of

the key elements for many forthcoming technologies. A wide

range of possibilities is explored to search for an efficient,

precise and cheap strategy for the fabrication of various organic

nanostructures. Recently, there has been an increasing interest

in the field of molecular self-assembly-based processes as a

means of organic nanostructure formation [1-3]. As such, self-

assembly allows for obtaining nanowires, two dimensional

lattices, molecular islands, and molecular mono- and multi-

layers with a high yield. The resulting structures are often stable

and almost perfect. The implementation of bottom-up self-

assembly-based methods in an industrial process may require,

however, the reshaping and tailoring of the structure with

precise top-down methods to obtain the desired shape and prop-

erties. Scanning tip induced processes may serve as such a step

to adjust the final form of the molecular nanostructure.

The design and formation of a molecular device is a key

element of its successful operation. However, the desired prop-

erties of the device may be severely hampered by its environ-

ment, e.g., dangling bonds of a semiconducting substrate

surface or electrical contact with a metallic substrate. There

have been developed several strategies to minimize or even

eliminate the influence of the underlying substrate on a molec-

ular nanostructure on-top of it [4]. From an industrial perspec-

tive, a very promising approach is to cover the chosen substrate

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:jakub.prauzner-bechcicki@uj.edu.pl
http://dx.doi.org/10.3762%2Fbjnano.4.104
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by an additional ultra-thin buffer layer, i.e., either a few mono-

layers of an insulator (e.g., NaCl on metal surfaces [5-13] or

KBr on InSb [14,15]) or even a single layer of an atomic or

molecular species (e.g., passivation of Si or Ge surfaces [16-

19]). Such an extremely thin interlayer not only electronically

decouples on-top adsorbed molecular species, but additionally

may dramatically enhance the mobility of the molecules and

increase their chances to self-assemble and form molecular

nanocrystals [9-11,20]. For the purpose of the present study it is

very convenient to focus on the hydrogen passivation of Si and

Ge surfaces. It has been shown in case of Si(001) [17], Si(111)

[18] and Ge(001) [19] surfaces that such a passivating layer

electronically decouples the molecule from the substrate and

increases their mobility.

In this article, high-resolution scanning tunneling microscope

(STM) measurements of self-assembled perylene-3,4,9,10-

tetracarboxylic dianhydride (PTCDA) molecular islands on a

hydrogen passivated germanium surface, Ge(001):H, are

presented. The application of bias voltage pulses in STM allows

for the modification of the islands. We found that the presence

of a scanning tip of the tunneling microscope facilitates and

speeds the formation of a new full top-layer of the island.

Results and Discussion
Due to the presence of a passivating hydrogen layer on the

Ge(001) surface, molecule–substrate interactions are signifi-

cantly weakened and molecules are extremely mobile. The

imaging of a single molecule at room temperature is impossible.

At the high coverage, however, the accumulation of the

PTCDA molecules is dominated by molecule–molecule interac-

tions and molecular islands are formed. The islands grow in

the Volmer–Weber mode. The density of the islands is

2.5 × 109 cm−2 for coverage of 0.7 ML. Approximately 60% of

the islands exhibit a strip-like hexagonal shape with two long

edges and four short ones. It is noteworthy that molecular

islands quite often extend in one direction over 100 nm and

more, traversing several substrate terraces without any influ-

ence to their structure. It is possible to achieve high-resolution

images on top of the islands in rt STM (see Figure 1a). These

images show that the islands have crystalline character, and the

top-most layer closely resembles the herringbone structure

found for the (102) plane of PTCDA bulk crystal [21,22].

Similar arrangements have been reported for the Si(001):H/

PTCDA system [20]. Most of the islands have a height of 2.1

nm, what corresponds to 6 molecular layers.

Insight into the electronic structure of the studied system is

obtained by rt STS measurements (see Figure 1b). For a bare

germanium surface a band gap of ≈0.2 eV is obtained, in fair

agreement with literature data [23-25]. A hydrogen passivated

Figure 1: (a) High resolution STM image on top of a PTCDA island,
25 nm × 25 nm, showing the herringbone structure. (b) STS curves for
Ge(001), Ge(001):H and PTCDA molecular island. (c)–(f) Four succes-
sive scans of the same area to illustrate the gradual growth of top
layer, scan size 100 nm × 100 nm. White arrow marks the change in
contrast on the island attributed to the underlying step-edge of the
Ge(001):H substrate. For each STM image ((a) and (c)–(f)) the scan-
ning parameters are I = 10 pA, U = +2 V.

surface exhibit a band gap of ≈0.85 eV, similarly to a recently

reported value obtained from low temperature measurements

[25]. The energy gap between the highest occupied molecular

orbital (HOMO) and the lowest unoccupied molecular orbital

(LUMO) of a PTCDA island on Ge(001):H is measured as 4.2

eV. The latter value corresponds well with results reported for

thick films (>5 nm) [26-29]. The electronic properties of the

PTCDA islands are very different from the underlying passi-

vated germanium, and there are no other features in the bias

window from −2.5 V to 1.7 V (corresponding to the semicon-

ducting energy gap of PTCDA molecules) of the STS curves.

This means that the electronic structure of PTCDA is unper-

turbed by the electronic properties of the underlying substrate.

Figure 1c–f show a set of four consecutive scans of the same

area on top of the PTCDA island. The change of the contrast in
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Figure 2: (a)–(h) A sequence of scans showing tip-initiated growth of the top-most layer of the PTCDA molecular island. Size of images:(a),(b),(g),(h)
70 nm × 180 nm, (c)–(f) 70 nm × 70 nm. Scanning parameters are I = 10 pA, U = +2 V. Blue solid and dotted lines mark positions at the cross-section
height profiles. (i) The cross-section height profiles of the same island before and after the completion of the top-most layer indicated by solid and
dotted lines (see (a) and (h) for position), respectively.

the middle of each of the scans (see white arrow in Figure 1c)

originates from the step-edge of the underlying Ge(001):H

surface. It may serve as a reference point for the observed

evolution of the top-most layer. Every scan took 9 minutes

(taking one image from the top to the bottom includes forward

and backward scans). In the first scan from the set (Figure 1c)

one can see that the starting structure of the top-most layer of

the molecular island was composed of separate features, each of

which has a height of one monolayer. On a subsequent scan

(Figure 1d) one can observe a gradual growth of these features,

eventually leading to their coalescence into one object

(Figure 1e) that continues to gradually grow (Figure 1f). Typi-

cally, the morphology of PTCDA islands are stable during a

STM/STS characterization. We assume that the presented

evolution of the top-most molecular layer was probably unin-

tentionally induced during a “cleaning” procedure of the scan-

ning probe, i.e., by application of high voltage pulses.

To investigate the initiation of growth of the top-most layer of

an island by well-defined conditions we applied a bias voltage

pulse of 5 V for 25 ms in the middle of the island (Figure 2a).

As a consequence we observed a hole at the position of the

pulse, and ad-molecules gathered around (Figure 2b). Consecu-

tive scans (Figure 2c–h) show a gradual growth of the top-most

layer. In the course of time a new full top layer is formed with

the pulse-made hole remaining unhealed. The speed of the

growth of the top-most layer is approximately 124 nm2/min.

The edges of the hole play the role of nucleation sites for the

created layer. Energy barriers at the rim of the hole, i.e.,

Ehrlich–Schwoebel barriers, are too high to be crossed by

diffusing molecules at rt, even in the presence of the field

created by the scanning tip, and the molecules prefer to diffuse

laterally within the same layer instead of moving downward to

fill in the hole [30]. The height of the island changes by

0.35 nm, as can be inferred from a comparison of the cross-

section profiles of the island before and after the top-most layer

was formed (Figure 2i). The observed change in the height

corresponds well to the distance between molecular planes in

the [102] direction of the PTCDA bulk molecular crystal [20].

The edges of lower laying molecular sheets are a plausible

source of molecules for the newly formed top-most layer. The

edges observed on the scans are quite often fuzzy and change

their shape during the manipulation (Figure 2). Moreover, after

the adlayer formation the island considerably decreased its

lateral dimension (Figure 2i).

In both discussed examples the island was continuously scanned

during formation of the top-most layer. To shed some light on

the role of the scanning tip in the process we performed a

follow-up experiment. We applied a bias voltage pulse on top of

an island (7 V, 25 ms). In Figure 3a we present the image of the

island immediately after the pulse. Then, we retracted the tip for

10 minutes. After that time only a small increase in the size of

the newly formed top-most layer was observed (Figure 3b).

Thereafter, we retracted the tip again, this time for 20 minutes.

Similarly, only a slight change in the size of the new adlayer

was recorded (Figure 3c). We decided to retract the tip once

more, for 30 minutes. And again, a minor change in the size

was observed. In Figure 3d we present the image of the top-

most layer of the island 130 minutes after the pulse. The total

time elapsed from the pulse includes 60 min when tip was

retracted and 70 min spent on scanning. From the inspection of

the cross-section height profiles in Figure 3e it is clear that there

was only a single-layer-height structure formed on the top of the

island that did not exceed over the whole island. The overall
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Figure 3: (a)–(d) A sequence of scans showing a partial growth of the
top-most layer without continuous presence of the scanning tip. The
light blue solid and dotted lines mark the positions of the cross-section
height profiles. Scan size: 50 nm × 250 nm. Scanning parameters are
I = 3 pA, U = +2 V. Scan (d) is taken 2 h later than scan (a). (e) The
cross-section height profiles of the same island before and after the
formation of the top-most layer indicated by solid and dotted lines (see
(a) and (d) for positions), respectively.

average speed of growth of the observed structure in this case is

approximately 13 nm2/min.

Most probably, the three dimensional mesa-like shape of the

PTCDA crystalline nanoislands grown on Ge(001):H surface

results from an efficient ascending interlayer transport. The

configuration of molecules in a layer is determined, to some

extent, by strain in the layer. Roughly speaking, the less

strained a layer is the more relaxed molecules are in it. Yet, the

amount of stress encountered by the molecules in the layer

depends on the distance from the island–substrate interface.

Thus, the further away from the interface the layer is, the less

strain it experiences [31]. Consequently, binding energies on the

edges of lower lying layers are smaller than binding energies on

the edges of higher lying layers. Therefore, molecules attached

to the edges of lower lying layers prefer to ascend and attach to

more favorable sites on higher laying layers. Due to the applied

bias voltage pulses we created new edges on the top-most layer

offering convenient adsorption sites with high binding energies.

Thus, we expect that an ascending interlayer transport is respon-

sible for the newly grown top-most layer. The presence of the

scanning tip seems to enhance that kind of process. Most prob-

ably, the presence of the electric field generated by a biased

STM probe efficiently decreases the corresponding energy

barriers for an ascending interlayer molecular transport. Hence,

a continuous scanning of the island after pulsing allows for for-

mation of the top-most layer roughly one order of magnitude

faster than has been observed for intermittent scanning

(compare results presented in Figure 2 and Figure 3). We would

like to stress that this result is of qualitative character only, as

many different parameters (e.g., tip composition/geometry,

current set-point, bias voltages, sample temperature, etc.) may

play a role in setting the final growth rate.

It is rather expected that in our experiment the scanning probe is

coated with molecular material. One could then argue that the

direct deposition from the tip should also significantly

contribute to the observed growth of the top-most layer.

However, if such a mechanism was the main source of the ma-

terial it would usually lead to unstable imaging conditions. On

the contrary, we observe growth of the top-most layer without

disturbances typically associated with scanning tip modifica-

tions. Additionally, the direct deposition from the tip would not

necessarily result in changes in the lateral dimensions of the

islands, which is seen in each of the analyzed events of the

growth (see for example cross-section height profiles in Figures

2i and 3e).

Conclusion
We presented a rt STM/STS study of PTCDA crystalline

nanoislands on a Ge(001):H surface. The high-resolution

measurements revealed that the top-most layer has a structure

closely resembling the herringbone structure found for the (102)

plane of PTCDA bulk crystal. Spectroscopic data showed no

influence of the substrate on the electronic properties of the

islands. The crystalline nanostructures can be easily modified

by the scanning probe, and the presence of the tip seems to be

one of the factors that facilitate and speed formation of the top-

most layer of the island. This feature may be a suitable supple-

mentary step for self-assembly-based methods to fine-tune the

final form of the molecular nanostructures of interest.

Experimental
The experiments were carried out in a multi-chamber ultra-high

vacuum system equipped with variable temperature STM

(Omicron GmbH). The base pressure in the system was in the

low 10−10 mbar range, with the exception of the microscope

chamber where the pressure was 4–5 × 10−11 mbar. Atomically
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flat Ge(001) surfaces were prepared by a few cycles of simulta-

neous annealing of the samples at 780 °C (as measured by

infrared pyrometer) and ion beam bombardment (1 keV Ar+, at

45° off-normal) for 20 minutes. The ion current density was

approximately 0.3 μA/cm2. The samples were held to slowly

cool down to room temperature at a rate of 0.1 A/min. To obtain

a passivated surface the Ge(001) samples were exposed to

hydrogen atoms provided by a homebuilt hydrogen cracker. The

partial hydrogen pressure in the chamber was kept at

4–5 × 10−7 mbar for 2.5 hours, and the sample was kept at

200 °C. The PTCDA molecules were deposited with the use of

a standard effusion cell (Kentax GmbH) at 310 °C on the

sample, which was kept at room temperature. The molecular

flux was controlled by a quartz-microbalance. STM measure-

ments were carried out in constant current mode at room

temperature (rt) by means of electrochemically etched tungsten

tips as probes. Scanning tunneling spectroscopy (STS) measure-

ments were carried out at rt. The STS data were averaged over

2500 curves taken from a grid covering a 10 × 10 nm2 surface

area. The differential tunneling conductance (dI/dV) as a func-

tion of the sample bias V was obtained numerically from the

I–V curves.
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Abstract
The solution self-assembly of multidentate organothiols onto Au(111) was studied in situ using scanning probe nanolithography

and time-lapse atomic force microscopy (AFM). Self-assembled monolayers (SAMs) prepared from dilute solutions of multiden-

tate thiols were found to assemble slowly, requiring more than six hours to generate films. A clean gold substrate was first imaged

in ethanolic media using liquid AFM. Next, a 0.01 mM solution of multidentate thiol was injected into the liquid cell. As time

progressed, molecular-level details of the surface changes at different time intervals were captured by successive AFM images.

Scanning probe based nanofabrication was accomplished using protocols of nanografting and nanoshaving with n-alkanethiols and

a tridentate molecule, 1,1,1-tris(mercaptomethyl)heptadecane (TMMH). Nanografted patterns of TMMH could be inscribed within

n-alkanethiol SAMs; however, the molecular packing of the nanopatterns was less homogeneous compared to nanopatterns

produced with monothiolates. The multidentate molecules have a more complex assembly pathway than monothiol counterparts,

mediated by sequential steps of forming S–Au bonds to the substrate.
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Introduction
Multidentate thiol-based adsorbates attach to gold surfaces

through multiple bonds that provide enhanced stability to self-

assembled monolayers (SAMs) [1,2]. Although detailed investi-

gations of monodentate thiol-based SAMs have been widely

reported, relatively few studies of SAMs derived from biden-

tate or tridentate thiol adsorbates are available. One might

predict that the bulkier headgroups of multidentate adsorbates

would strongly influence the kinetics, stability, and surface

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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organization when compared to analogous monodentate

n-alkanethiol adsorbates. The synthesis of custom-designed

multidentate thiol-based adsorbates offers opportunities for

generating interfaces having well-defined structure and com-

position based on either bidentate or tridentate thiol groups, a

crosslinked junction, and tailgroups of tunable chemical com-

position [3-6].

The nature of the headgroup, junctions, hydrocarbon backbone,

and tailgroups of SAMs enable designs of complex architec-

tures for applications and surface patterning [7-9]. The stability

of organosulfur-based adsorbates on noble metal surfaces is a

consideration for applications of SAMs, which impacts the reli-

ability and durability of the related products [10-17]. To realize

the full potential of patterning surfaces for manufacturing

processes, challenges need to be addressed for designing robust

surface coatings that resist damage. Multidentate molecules

provide a model surface that will resist self-exchange and

surface migration, and enable further steps of chemical reac-

tions with high fidelity. Degradation of alkanethiol SAMs on

metal surfaces is caused by UV exposure, thermal desorption,

and oxidation [18,19]. It has been reported that SAMs designed

with longer chain lengths are more thermally stable than those

with shorter chains [19-22]. Multidentate thiols have been

investigated as a means to improve the overall stability of

alkanethiol SAMs, by forming multiple bonds between a mole-

cule and the surface [2,23]. Several new classes of multidentate

alkanethiols have been synthesized that have two or three legs

and a binding moiety at each end of the legs [3-6,23]. By appro-

priate design of the anchoring point, multidentate alkanethiols

can be engineered to bind to multiple sites on a noble metal

surface. The trend in thermal stability is tridentate alkanethiol >

bidentate alkanethiol > n-alkanethiol [3,17]. Multidentate adsor-

bates form stable films that resist desorption and exchange and

also resist diffusion across the surface of gold, offering opportu-

nities to generate robust surface nanopatterns.

While the kinetics and mechanisms of film growth of SAMs

derived from n-alkanethiols have been well-studied [24-28],

analogous scanning probe investigations of the surface self-

assembly of tridentate alkanethiols on Au(111) have yet to be

reported. Within a liquid environment, studies of surface reac-

tions can be accomplished using time-lapse atomic force

microscopy (AFM). To understand more completely the surface

structure and self-assembly process for multidentate thiols, we

chose a tridentate molecule, 1,1,1-tris(mercaptomethyl)hepta-

decane (TMMH) for in situ AFM studies. The orientation of

TMMH on the surface was investigated using approaches with

liquid imaging and scanning probe lithography. By using a

liquid sample cell for AFM studies, fresh reagents can be intro-

duced to the system for monitoring step-wise changes of a

surface over time, such as before and after nanofabrication

steps. Side-by-side comparisons of the surface structures of

multidentate adsorbates versus n-alkanethiol SAMs were

accomplished using nanografting to give a local measurement

of film thickness, referencing the well-known dimensions of

n-alkanethiols as a baseline.

Results and Discussion
Liquid environments expand the capabilities for scanning probe

protocols to provide insight for dynamic processes at the

nanoscale [29]. For example, studies of the elastic modulus of

SAMS and protein films was accomplished in liquid media

using force modulation AFM [30]. Liquid imaging often has

advantages for AFM studies, particularly for conducting in situ

investigations of chemical or biochemical reactions. Liquid

media has benefits for improving resolution, since the amount

of force applied between the tip and sample can be reduced

[31]. Surface changes after immersion in different liquids can

be investigated using time-lapse AFM imaging. Investigations

of surfaces throughout the course of chemical self-assembly

reactions have been monitored with AFM in liquid media [27].

Further, by injecting new molecules into the sample cell, AFM-

based nanofabrication can be accomplished using protocols of

nanoshaving and nanografting [32,33]. Of course, the solvents

chosen for AFM liquid experiments should be optically trans-

parent, and must have a relatively slow rate of evaporation (e.g.,

water, ethanol, butanol, or hexadecane).

Surface self-assembly of TMMH. A liquid AFM study was

accomplished using time-lapse imaging to investigate the self-

assembly of TMMH molecules on template-stripped gold

(Figure 1). The surface was imaged in ethanol before injecting

the TMMH solution (Figure 1a). The image reveals relatively

flat domains bordered by several cracks and scars; the sites of

the defects furnish reference landmarks for in situ imaging.

After injecting a solution of TMMH in ethanol (0.01 mM) into

the liquid cell, small changes were observed during the first

hour. At this concentration, a few adsorbates became apparent

after 1 h (Figure 1b). Increases in surface coverage were

detected as time progressed. Time-lapse images after 2, 2.5, and

3 h are presented in Figure 1c–e with a distinct arrangement of

surface landmarks to anchor the location for acquiring succes-

sive images. However, as the surface coverage of TMMH

increased, the landmarks became indistinguishable (Lateral

force images corresponding to the topography frames of

Figure 1 are provided in the Supporting Information File 1,

Figures S1, S2, and S3). To continue the experiment, a square

region was shaved clean to provide a reference location for

further time points (Figures S3 and S4 in the Supporting Infor-

mation File 1). For nanoshaving, a higher force was applied to

the AFM tip during scans to sweep away TMMH molecules
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Figure 1: Solution self-assembly of TMMH on gold viewed by time-lapse AFM. Topography images (contact-mode in liquid) acquired after (a) 0 h;
(b) 1 h; (c) 2 h; (d) 2.5 h; (e) 3 h; (f) 6 h after injection of TMMH solution.

from the gold surface (Figure 1e). The experiment was termi-

nated after 6 h before the surface reached saturation coverage

(Figure 1f).

With higher magnification, the thickness of the adsorbates can

be measured more precisely (Figure 2). The initial bright struc-

tures (Figure 2a) appear to attach preferentially to the edges of

gold terraces; at this magnification, however, it is difficult to

clearly resolve the smallest adsorbates. There are multiple over-

lapping terraces throughout the areas of the substrate, so evi-

dence of a mobile phase is not conclusive. Several heights are

apparent for the adsorbates ranging from 0.5 to 2.2 nm. The

shortest structures correspond approximately to the thickness of

an alkyl chain with a side-on orientation. The 0.5 nm measure-

ment concurs with the height expected for a physisorbed phase

with the backbone of the molecule oriented parallel to the sub-

strate [27]. The tallest heights measured 2.2 nm, and this thick-

ness corresponds to a standing upright configuration of the

TMMH, which has a theoretical length of 2.3 nm. A distribu-

tion of intermediate heights ranging from 0.8 to 2.0 nm were

measured for the adsorbates in Figure 2, which suggests a com-

plex self-assembly pathway for TMMH.

When considering a possible surface assembly model for the

observations of Figure 1 and Figure 2, it appears that the initial

orientation of the molecule is arranged with a side-on con-

figuration, with the alkyl backbone aligned parallel to the sub-

strate. It is likely that one sulfur of the tridentate molecule

attaches to the surface in the initial molecular adsorption step.

As time progresses, a second sulfur attached to the surface with

rearrangement to a canted orientation, in which the backbone is

lifted from the surface to adopt a tilted configuration. The

adsorbates with thickness values between 0.8 and 2.0 nm

correspond to the transition from a lying-down phase. Over a

longer time interval, eventually the molecule rearranges to an

upright orientation (2.2 nm), which likely has all three sulfur
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Figure 2: Representative cursor profiles of the side-on and standing phases of TMMH measured after 2 h of immersion.

Figure 3: Gradual increase in surface coverage of the taller (standing) phase of TMMH as time progressed.

groups attached to the surface. Although we have no direct evi-

dence of the numbers of sulfur groups attached to the substrate

using AFM characterizations, the range of intermediate height

measurements of Figure 2 suggest a step-wise attachment of the

sulfur moieties.

Kinetic trends for the surface-assembly of the taller phase of

TMMH are plotted in Figure 3. The binding of TMMH is rela-

tively slow at this concentration. At higher concentrations,

multilayers of TMMH were formed through dithiol bonds;

therefore dilute conditions were used to slow the rate of surface

deposition [27]. As shown by the surface coverage estimates in

Figure 3, the rate of surface adsorption of TMMH increased

after 2 h, suggesting that interactions between neighboring

molecules as surface density increased influenced the rate of

surface attachment. The data for Figure 3 were constructed from

analyzing the surface area of regions containing TMMH adsor-

bates and are a composite of lying-down, standing and multi-

layer adsorbates. After TMMH bound to surface sites, mole-

cules began to associate and attach to the surface more quickly.

Incomplete monolayers were observed for brief immersion

steps, and mature, densely packed SAMs were formed after at

least 24 h immersion. The initial studies with tridentate TMMH

molecules reveal slow adsorption >6 h to reach a standing con-

figuration with dilute conditions of 0.01 mM solution.

Nanoshaving of a TMMH film on gold. A convenient way to

measure locally the thickness of an organothiol film with liquid

AFM is to shave away a small area of the film by applying a

higher force to the AFM probe and sweeping. An example of

nanoshaving is shown in Figure 4 for a 200 × 200 nm2 area of

gold that was uncovered by the AFM tip. Some of the mole-

cules are deposited at the left and right sides of the nanopattern,

indicated by the bright edges. However, most of the molecules

dissolved in the liquid media or are swept away by the scan-

ning action of the AFM tip. A possible concern when increasing

the force to the AFM tip is that the probe might become dull or

break. However, for this example the tip retains its sharpness

because the pinhole defects and contours of the step edges of

the underlying gold beneath the SAM of TMMH (Figure 4a)

can be resolved, even after the tip was used for fabrication

steps. In comparison to the example of nanoshaving in
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Figure 4: Nanoshaved square within a SAM of TMMH. (a) Topography image acquired in ethanol; (b) Line profile across the square pattern.

Figure 1f, the SAM is more densely packed after 30 h immer-

sion in TMMH (see Figure 4). The thickness of the SAM is

1.0 ± 0.2 nm measured at the right edge of the nanopattern. The

baseline within the nanoshaved area has a slope due to the

nature of the substrate. The left side has a hill of adsorbates

from the material scraped to the side by the nanoshaving

process and is unreliable for measuring the thickness.

Nanografting of n-alkanethiols within TMMH. By injecting

new molecules into the sample cell, AFM-based nanofabrica-

tion can be accomplished using nanoshaving and nanografting

protocols [32,33]. Approaches with nanolithography enable

side-by-side comparisons of the surface structures of multiden-

tate adsorbates versus n-alkanethiol monolayers (i.e., film thick-

ness, morphology). Our experimental strategies rely on using a

liquid sample cell for AFM studies, since fresh reagents can be

introduced to the system, and stepwise changes of the surface

before and after nanofabrication can be monitored in situ. For

experiments in liquid media, the method of surface nano-

grafting developed by Xu et al. was used to inscribe nanopat-

terns [33]. For these experiments, n-alkanethiol SAMs provided

an internal calibration tool; essentially, the well-known dimen-

sions of n-alkanethiol monolayers furnish an in situ ruler for

local measurements of the thickness of molecular films [7,34-

36].

Our protocols for nanografting used either dodecanethiol or

TMMH as matrix SAMs that were prepared by immersion in

ethanolic solutions. Areas of the matrix were selected for

nanoshaving or nanografting of patterns to enable a side-by-side

comparison of molecular thickness. The steps of experiments

were captured with AFM images before and after fabricating

nanopatterns within a liquid environment. The same AFM

probe was used for writing nanopatterns and for in situ sample

characterizations.

A square pattern of octadecanethiol (ODT) was nanografted

into a matrix of TMMH, as shown in Figure 5. The bright

square consists of densely-packed alkanethiols with methyl-

terminated headgroups (Figure 5a). A slightly darker contrast is

observed for the nanografted pattern compared to the matrix for

the lateral force image of Figure 5b, even though TMMH and

ODT are both terminated with methyl groups. The darker

contrast could be attributable to differences in packing density:

the nanografted pattern appears to be more dense than the

surrounding SAM of TMMH, which is consistent with observa-

tions from previous studies of tridentate SAMs on gold [19].

The surrounding areas of the TMMH matrix are shorter than

ODT. The expected thickness of an octadecanethiol SAM on

gold is 2.2 nm, and the octadecanethiol square is approximately

1 nm taller than the TMMH matrix (Figure 5c). Thus, for this

example the local thickness of TMMH measures 1.2 ± 0.2 nm.

To acquire additional local measurements of the thickness of

TMMH films, nanopatterns of 11-mercaptoundecanoic acid

(MUA) were grafted within a matrix of TMMH (Figure 6a).

Each of the patterns shown in Figure 6a were inscribed by

multiple sweeps across the same selected region, which

produced a double-layer thickness for the circles and letter

shapes. It has previously been reported that multiple sweeps

during nanografting of carboxylic acid-terminated SAMs

produced bilayer nanopatterns [36]. The square nanopattern of

MUA on the left side of the topography frame measures

200 × 200 nm2, and reveals a two-tier design with single- and

double-layer thickness. Cursor lines were drawn across the top

and bottom areas of the MUA nanopatterns (Figure 6b)

measuring 0.5 ± 0.2 and 2.0 ± 0.2 nm above the TMMH matrix

for the single and double layers, respectively. The profile across

the monolayer region of the pattern (Figure 6b, red line)

measuring ~0.5 nm above the matrix indicates that the SAM

derived from TMMH is ~1 nm thick. The areas of the pattern
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Figure 5: Nanografting of octadecanethiol (ODT) within a densely-packed TMMH matrix. (a) Topography image acquired in contact mode; (b) corres-
ponding lateral force image. (c) Height profile taken across the square pattern in (a).

Figure 6: Nanografting of 11-mercaptoundecanoic acid (MUA) within a matrix of TMMH. (a) Topography view of multiple patterns that were
nanografted within an 800 × 800 nm2 region. (b) Cursor profiles across the terrace square of (a).

with a double layer (Figure 6b, black line) are 2 ± 0.2 nm taller

than the TMMH matrix. Since a double layer of MUA would be

3.0 nm thick, this analysis likewise indicates a height of ~1 nm

for the SAM derived from TMMH.

Further experiments were conducted with nanografting of

TMMH nanopatterns within a methyl-terminated dodecanethiol

SAM (Figure 7). The dodecanethiol SAM was prepared from

1 mM ethanolic solution, and the TMMH nanografted patterns

were prepared with 0.01 mM solution. The expected thickness

of a dodecanethiol SAM is 1.5 nm, as a reference for evalu-

ating the thickness of TMMH nanostructures. Four nanopat-

terns were written within the methyl-terminated SAM

(Figure 7a,b). The height of the TMMH squares is shorter than

the surrounding matrix SAM of dodecanethiol. The difference

in thickness ranges from 0.6–0.9 nm, which corresponds to a

thickness of 0.7 ± 0.3 nm for nanografted patterns of TMMH

(Figure 7c). The simultaneously acquired lateral force image

(Figure 7b) reveals the edges of the nanopatterns as well as the

step edges of the underlying gold substrates. The surface

density of TMMH within the nanografted regions is not homo-

geneous; for example, the top right square seems to have a

greater density of TMMH than the patterns on the left side of

the frame. The pattern at the top right side has patches of

brighter and darker shades, which correspondingly have

different thickness measurements within the nanofabricated

area. Further experiments are planned to evaluate how the phys-

ical parameters for nanofabrication (line speed, line density)

influence the thickness of TMMH patterns.

When nanografting n-alkanethiols, the molecules attach to the

gold surfaces directly in a standing-up configuration due to the

effects of spatial confinement [37]. However, the tridentate

molecules have a larger headgroup, which influences the

packing density [19]. The thickness values derived from each of

the different AFM experiments are summarized in Table 1, and

are in fair agreement for measurements at the nanoscale.

Unlike our earlier observations from unconstrained surface

assembly (Figure 1) that several hours were required for

TMMH to bind to gold surfaces to form a SAM, nanografting

experiments disclosed that TMMH attached immediately
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Figure 7: Nanografted patterns of TMMH within a dodecanethiol SAM. (a) Topograph of squares of TMMH (1.5 × 1.5 µm2); (b) lateral force image for
(a); (c) height profile across two TMMH nanopatterns in (a).

Table 1: Thickness measurements of TMMH on gold substrates.

AFM protocol TMMHa thickness (nm) Example

Time-lapse AFM study, upright adsorbates on gold 1.0 ± 0.2 Figure 2
Nanoshaving of mature SAM of TMMH 1.0 ± 0.2 Figure 4
Nanografted ODT within TMMH matrix SAM 1.2 ± 0.2 Figure 5
Nanografted MUA within TMMH matrix SAM 1.0 ± 0.2 Figure 6
Nanografted TMMH within dodecanethiol SAM 0.7 ± 0.3 Figure 7

aThe error is estimated to be at least 0.2 nm from the thickness of a gold step.

following the scanning track of the AFM tip (Figure 7).

However, the shorter height suggests a less-dense packing

arrangement for the nanografted patterns of TMMH with the

bigger foot (i.e., larger molecule). The height of nanografted

patterns is shorter than that expected for an upright configura-

tion of TMMH, likely attributable to the dilute conditions of the

experiment. This may be attributable to an incomplete surface

assembly of all three sulfurs of the tridentate group, with only

one or two sulfur atoms attaching to the substrate during nano-

grafting protocols.

For the nanografting experiments with TMMH as the matrix

monolayer, the overall film thickness indicates a tilted con-

figuration. Using the value of 1.0–1.2 nm as the thickness of a

mature TMMH SAM from Table 1, the heptadecane backbone

would be tilted ~59–64° with respect to surface normal,

compared to the well-known 30° tilt of n-alkanethiol SAMs.

The interplay of a wider intermolecular spacing between adja-

cent backbones and the larger geometry of the tridentate “foot”

provide the rationale for a less dense arrangement of TMMH

films. The tridentate adsorbates formed a monolayer in which

the alkyl chains are highly disordered on the surface as

compared to SAMs derived from monodentate n-alkanethiols

reported from studies with sum frequency generation imaging

microscopy [38]. The packing density followed the trend

monodentate > bidentate > tridentate. There is a possibility that

only one or two of the sulfur groups bind to the substrate which

would likewise contribute to a tilted orientation for TMMH.

Previous studies of the thermal stability of tridentate SAMs

show increased stability for tridentate alkanethiols compared to

n-alkanethiols [3,17]; thus for our model we propose that three

sulfurs are anchored to the substrate. In future experiments, we

plan to evaluate the parameters of concentration and solvents

for producing SAMs of TMMH, and will investigate the

stability of multidentate films with exposure to heat,

UV-irradiation and oxidation.

Conclusion
Using dilute ethanolic solutions, the surface self-assembly of

TMMH onto Au(111) was imaged with time-lapse AFM for

6 h. With higher concentration, multilayers of TMMH were

produced. Protocols of nanografting and nanoshaving were used

to compare the heights of TMMH with n-alkanethiol SAMs

using side-by-side AFM views. The films of TMMH formed

from relatively dilute conditions (0.01 mM) were less densely

packed than for n-alkanethiol SAMs that were prepared at mM

concentration.

Experimental
Materials and reagents. Ethanol (200 proof) was obtained

from AAper Alcohol and Chemical Co. (Shelbyville, KY).

Flame-annealed gold films on mica substrates (150 nm thick-
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ness) were obtained from Agilent Technologies (Phoenix, AZ).

Template-stripped gold films were prepared on glass slides

using Epotek 377, as previously described by Wagner et al [39].

Octadecanethiol and dodecanethiol were purchased from Sigma

Aldrich (St. Louis, MO) and used as received. The tridentate

molecule 1,1,1-tris(mercaptomethyl)heptadecane (TMMH) was

synthesized as described below and is illustrated in Scheme 1 in

a similar manner as previously reported [5,40].

Scheme 1: Strategy used to prepare 1,1,1-tris(mercapto-methyl)hepta-
decane (TMMH).

For the synthetic procedures, all organic solvents were dried

with calcium hydride (CaH2) and distillated before use. Pyri-

dinium chlorochromate (PCC) and lithium aluminum hydride

(LiAlH4) were purchased from Alfa Aesar. 1-Octadecanol

(ReagentPlus®, 99%), formaldehyde (37 wt % in H2O), trifluo-

romethanesulfonic anhydride (≥99%), 18-crown-6 (≥99.9%),

pyridine (anhydrous, 99.8%), potassium thioacetate (98%), and

anhydrous acetonitrile (AcCN) were purchased from Sigma-

Aldrich. All other reagents were used without further purifica-

tion.

Octadecanal (1). The aldehyde was synthesized by using a

modification of literature methods [5,41]. Specifically, pyri-

dinium chlorochromate (26.89 g, 124.7 mmol) and silica gel

(30 mg) were mixed and suspended in 100 mL of dry CH2Cl2.

The solution of 1-octadecanol (20.13 g, 74.42 mmol) in CH2Cl2

was added into the stirred mixture. Stirring was continued for

4 h at rt, and the black chromium compounds were removed by

passage through a short pad of silica gel. The filtrate was

concentrated to dryness and purified by column chromato-

graphy on silica gel, eluting with 4% diethyl ether in hexanes to

afford octadecanal 1 (16.25 g, 60.53 mmol, 81%). 1H NMR

(500 MHz, CDCl3) δ 0.88 (t, J = 7.0 Hz, 3H, CH3), 1.20–1.36

(m, 28 H), 1.59–1.66 (m, 2H, CH2CH2CHO), 2.42 (td, J = 1.9,

7.4 Hz, 2H, CH2CHO), 9.76 (t, J = 1.9 Hz, 1H, CHO).

1,1,1-Tris(hydroxymethyl)heptadecane (2) [42]. Octadecanal

(10.25 g, 38.18 mmol) and aqueous formaldehyde (37 wt % in

H2O, 30 mL, excess) were dissolved in 60 mL of aqueous

ethanol (50%). To this stirred mixture was added a solution of

potassium hydroxide (3.59 g, 64.0 mmol) in 60 mL of aqueous

ethanol (50%). The reaction mixture was stirred for 4 h at rt and

heated to 60 °C for 6 h. The ethanol was removed by rotary

evaporation, and the residue was extracted with diethyl ether

(3 × 100 mL). The combined organic phases were washed with

water (3 × 100 mL), dried over MgSO4, and concentrated to

dryness. The crude products were purified by column chromato-

graphy on silica gel, eluting with 4% methanol in CH2Cl2 to

give a white solid (4.05 g, 12.3 mmol, 32%). 1H NMR

(500 MHz, CDCl3) δ 0.88 (t, J = 7.0 Hz, 3H, CH3), 1.10–1.33

(m, 30H), 2.53 (t, J = 5.1 Hz, 3H, 3OH), 3.74 (d, J = 4.7 Hz,

6H, 3CH2OH).

1,1,1,-Tris(acetylthiomethyl)heptadecane (3). Pyridine

(30 mL, 0.49 mol) was added to a solution of triol 2 (3.89 g,

11.8 mmol) in dry CH2Cl2 (50 mL) at 0 °C and stirred for

15 min. Afterward, trifluoromethanesulfonic anhydride (15 mL,

94 mmol; Tf2O) in dry and cold CH2Cl2 (30 mL) was added

dropwise to the reaction solution over a period of 20 min. The

reaction mixture was then stirred at 0 °C for 4 h. The mixture

was diluted with CH2Cl2 (150 mL), washed with 2 M HCl and

5% NaHCO3, and dried with MgSO4. The solvent was removed

under reduced pressure to give the crude tritriflate (5.25 g). This

intermediate was used without further purification in the next

step. A solution of crude tritriflate (5.25 g), 18-crown-6

(24.88 g, 94.15 mmol), and potassium thioacetate (10.75 g,

94.15 mmol) in anhydrous acetonitrile (120 mL) was stirred at

rt for 8 h. The resulting precipitate was removed by filtration,

and the filtrate washed with 5% NaCl (300 mL) and dried with

MgSO4. The organic phase was concentrated in vacuo. The

residue was purified by column chromatography on silica gel,

eluting with hexanes/ethyl acetate (7:1) to afford 3 (4.86 g,

9.63 mmol, 82% yield). 1H NMR (500 MHz, CDCl3) δ 0.87 (t,

J  = 7.0 Hz, 3H), 1.18–1.35 (m, 30H), 2.34 (s, 9H,

CH2SC(O)CH3),  2.98 (s, 6H, CH2SC(O)CH3).

1,1,1-Tri(mercaptomethyl)heptadecane (TMMH). A solu-

tion of 3 (2.80 g, 5.55 mmol) in dry THF (80 mL) was added

dropwise to a suspension of LiAlH4 (1.26 g, 33.3 mmol) in dry

THF (60 mL). The mixture was stirred at rt for 6 h and then

quenched with H2O and acidified with 2 M HCl under argon

(H2O and 2 M HCl were degassed by bubbling with N2 gas

before use). After stirring for 10 min, the mixture was extracted
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with CH2Cl2 (3 × 100 mL). The combined organic layers were

washed with H2O and brine. After drying the solution with

Na2SO4, the solvent was removed by rotary evaporation, and

the resulting residue was chromatographed on silica gel with

hexanes/ethyl acetate (3:1) to afford TMMH (1.60 g, 4.22

mmol, 76% yield). 1H NMR (500 MHz, CDCl3) δ 0.88 (t, J =

7.0 Hz, 3H), 1.17 (t, J = 8.7 Hz, 3H), 1.21–1.33 (m, 28H),

1.35–1.41 (m, 2H), 2.56–2.60 (m, 6H, 3CH2SH); 13C NMR

(125 MHz, CDCl3) δ 14.13, 22.71, 23.27, 29.05, 29.27, 29.36,

29.53, 29.68, 30.04, 30.09, 31.94, 32.42, 41.39.

Atomic force microscopy. Either a model 5500 or 5420 scan-

ning probe microscope (Agilent Technologies, Chandler, AZ)

equipped with PicoView v1.8 software was used for the AFM

characterizations and scanning probe lithography. Images were

acquired using contact mode in a liquid cell, which can hold up

to 1 mL of solution. Imaging and fabrication were accom-

plished with silicon nitride tips, which had an average spring

constant of 0.5 N/m (Bruker Instruments, Camarillo, CA).

Digital images were processed and analyzed with Gwyddion

v.2.25 software [43]. Analysis of surface coverage was accom-

plished by manually selecting a threshold value to convert

images to black and white data sets, and counting pixels using

the UTHSCSA ImageTool program (developed at the Univer-

sity of Texas Health Science Center at San Antonio, Texas and

available from the Internet by anonymous FTP from

maxrad6.uthscsa.edu).

AFM study of the self-assembly of TMMH from solution. A

piece of template-stripped gold on glass was placed in the liquid

cell and imaged continuously. Initially, the sample was imaged

in ethanolic media to obtain a representative view of the gold

substrate. Next, a solution of TMMH (0.01 mM) in ethanol was

injected into the liquid cell to monitor the growth of TMMH in

situ. A relatively low concentration of TMMH (0.01 mM) was

selected to enable surface assembly at a sufficiently slow rate to

enable monitoring with time-lapse AFM images. After intro-

ducing TMMH solution into the sample cell, images were

acquired every 15 min for 3 h for the same area. The liquid cell

was replenished with fresh TMMH solution at 90 minute inter-

vals because the ethanol evaporates over time. After 3 h, the tip

was moved for imaging a new area to minimize the effects of

perturbing the surface by the scanning probe. Images were

acquired at 30 min intervals during the later stages of the

experiment.

Scanning probe lithography (nanoshaving and nano-

grafting). Nanoshaving experiments were accomplished by

applying a high force (2–5 nN) to sweep a selected area ten

times with 256 lines/frame in ethanolic media. The nanoshaved

patterns could be imaged in situ using the same probe by

returning to a lower force setting. Nanografting experiments

were accomplished by sweeping an area under high force in a

liquid cell containing an ethanolic solution of the molecule to be

patterned. Multiple cursor profiles were acquired for measuring

the thickness of nanopatterns. The error term was estimated to

be at least the height of a monatomic gold step (0.2 nm). Solu-

tions of either octadecanethiol or dodecanethiol solutions were

prepared at a concentration of 1 mM for nanografting. A dode-

canethiol SAM was prepared by immersing a piece of template-

stripped gold in a 1 mM ethanolic solution for 12 h. A mono-

layer film of TMMH was prepared by immersing a piece of

template-stripped gold in a 0.01 mM ethanolic solution for 72 h.

A lower concentration was used for TMMH to prevent forming

multilayer films.

Supporting Information
Additional AFM images are provided that include lateral

force frames and images acquired at other selected time

points during surface self-assembly (Figures S1, S2, S3 and

S4).

Supporting Information File 1
Additional AFM images.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-3-S1.pdf]
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Abstract
CdS quantum dots were grown on mesoporous TiO2 films by successive ionic layer adsorption and reaction processes in order to

obtain CdS particles of various sizes. AFM analysis shows that the growth of the CdS particles is a two-step process. The first step

is the formation of new crystallites at each deposition cycle. In the next step the pre-deposited crystallites grow to form larger

aggregates. Special attention is paid to the estimation of the CdS particle size by X-ray photoelectron spectroscopy (XPS). Among

the classical methods of characterization the XPS model is described in detail. In order to make an attempt to validate the XPS

model, the results are compared to those obtained from AFM analysis and to the evolution of the band gap energy of the CdS

nanoparticles as obtained by UV–vis spectroscopy. The results showed that XPS technique is a powerful tool in the estimation of

the CdS particle size. In conjunction with these results, a very good correlation has been found between the number of deposition

cycles and the particle size.

68

Introduction
To sensitize the photocatalyst TiO2 with cadmium sulfide

quantum dots (QDs-CdS) is a well-established concept that is of

great relevance in different applications. The most popular of

these applications are photosensitized solar cells with high

quantum yields [1-4] and the photocatalytic degradation of

pollutants [5,6]. CdS, currently used as an efficient visible-light

sensitizer, is a semiconductor that possesses a small band gap

(2.4 eV) and suitable potential energies. The electron transfer
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between QDs-CdS and TiO2 is due to the different energy levels

of the different conduction and valence bands [7]. This transfer

takes place if an exciton is generated by the absorption of an

incident photon. If the conduction band energy of CdS is higher

than that of TiO2 the electron can be ejected [6].

Several studies reported the strong dependence of the photo-

voltaic conversion yield and photocatalytic efficiency on the

particle size TiO2 sensitized with QDs-CdS [3,8]. Varying the

size of the CdS particles allows for a tuning of the band gap

energy of the QDs-CdS in order to reach the required value to

sensitize TiO2. The suitable positions of the potential energies

allow for an easy transfer of the exciton between the semicon-

ductors. Not only does that help to optimize the charge sep-

aration by reducing the recombination of charges, it also allows

for an extension of the photoresponse of the photocatalyst in the

visible range. In general, the conventional methods that are used

to estimate the average particle size of QDs-CdS are transmis-

sion electron microscopy (TEM) [4,8] or X-ray diffraction

(XRD) [6], and UV–vis [9] spectroscopy to some extent. The

main difficulty when working with very small particles (below

10 nm) is the determination of their exact size [9]. Because of

the different morphology, the heterogeneous distribution on the

surface and also the support effect some techniques are limited

in their use for determination of size. While XRD is restricted

by several factors such as the weight fraction or the crys-

tallinity of the sample, TEM is limited by contrast effects

between active phase and support [10]. Moreover, in order to

get a correct size distribution several images of the same sample

at different sites need to be analyzed and a huge number (about

1000) of particles need to be counted [9]. In the case of spec-

troscopy techniques such as UV–vis spectroscopy combined

with effective mass approximation the values of particle size are

usually strongly overestimated [11]. However, this technique

could be useful in explaining the dependence of the band gap on

quantum size effects [9,11-13].

In this study, X-ray photoelectron spectroscopy (XPS) was used

for the first time, to the best of our knowledge, to estimate the

particle size of QDs-CdS grown on a mesoporous TiO2 film.

The successive ionic layer adsorption and reaction processes,

which are defined as deposition cycles, have been applied to get

QDs-CdS with variable particle sizes. For the purpose of valida-

tion, the results of the particle sizes obtained from XPS are

compared to the results obtained from AFM analysis, and to the

evolution of the band gap energy of CdS nanoparticles.

Experimental
TiO2 Film preparation
Mesoporous TiO2 films were prepared following the procedure

reported elsewhere [14]. An adequate amount of titanium(IV)

tetraethoxide (TEOT, Ti(OC2H5)4, 95% Aldrich) was dissolved

under vigourous stirring (20 min) in concentrated hydrochloric

acid (37%) at room temperature. In parallel, the hybrid solution

was obtained by the addition of dissolved polyethylene glycol

hexadecyl ether (denoted Brij 56, C16H33(OCH2CH2)nOH,

n ≈ 10, Aldrich) into 1-butanol (BuOH, >99.4%, Alfa Aesar).

The final molar ratio of the solution was TEOT/HCl/1-butanol/

Brij 56 1:2–4:9:0.05. The solutions were subsequently aged

under magnetic stirring at room temperature for 3 h before the

films were spin-coated onto soda lime glass (SLG). Prior to use,

the substrates were cleaned by ultrasonication (detergent,

distilled water, acetone, ethanol, for 15 min in each medium) to

remove hydrophobic contaminants at the surface and then air-

dried at 150 °C. After the SLG was spin-coated with the hybrid

sol with a spin speed of 2000 rpm, the coating was aged at room

temperature for 12 h under atmospheric conditions. The xerogel

was finally dried at increasing temperatures (6 h at 70 °C, 3 h at

150 °C and 2 h at 200 °C). Mesoporous titania films (degrad-

ation of the template agent and inorganic network consolida-

tion) were then obtained by calcination in air at 400 °C over 2 h

with a rising step of 1 °C min−1.

Preparation of QDs-CdS-sensitized TiO2
QDs-CdS were prepared following the procedure previously

described by Besson et al. [9]. Briefly, the titania films were

dipped for 1 min into a saturated nitrate solution of Cd2+ and

washed with water for several times in order to eliminate excess

reactive species. The deposition of Cd2+ was performed under

controlled pH (≈10), which was adjusted by adding NaOH solu-

tion at 1 M. The chemical process enables a homogeneous

adsorption of cationic species in Ti−O− walls [9]. The resulting

film was put in a sealed quartz tube under Argon flux, and

gaseous H2S was injected slowly until PH2S = Patm. These two

steps (impregnation and precipitation) were repeated until the

film was saturated. From here on, this procedure will be

referred to as one coating; particles of different sizes were

obtained by repeating the cycle of the coating procedure. The

film impregnated with Cd2+ was colorless. After the first H2S

treatment, the film became a light yellow color, and the color

intensity increased during the following cycles.

Films characterization
TEM analysis was performed by using a LEO922 electron

microscope operating at 200 keV. The film was scratched off

from the substrate, dispersed in ethanol and subsequently

deposited on copper grids coated with a porous carbon film.

The solvent was evaporated in air prior to the analysis of the

samples. AFM experiments were performed analogously to [15]

by using a Nanoscope V multimode AFM (NanoSurfaces Busi-

ness, Bruker Corporation, Santa Barbara, CA) in tapping mode

(TM-AFM). Etched Si tapping mode cantilevers (TESP type,
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Bruker AFM probes), with a nominal curvature radius of 8 nm

were used for imaging under ambient conditions (23 °C and

56% relative humidity). Samples were glued onto a magnetic

stainless steel disc by using double-face adhesive tape and

mounted on the "J" type piezoelectric scanner. The tapping

engage set point was set to 1 in order to apply a minimal force

to prevent sample deformation during imaging. The images

where recorded at a scan rate of 0.5 Hz. The captured raw

images were analyzed by using the Nanoscope scan analysis

software (Bruker) and flattened to the 0th order to remove any

underlying surface curvature. Similarly as described in [16],

diffuse reflectance spectra of CdS/titania films were recorded

by using an UV–vis spectrophotometer (Carry 5), which was

equipped with an integrating sphere. The baseline was set by

BaSO4 in the diffuse reflectance mode. The spectra were

recorded at room temperature in the spectral range of interest

200–550 nm. XPS analysis was performed on Kratos Axis-ultra

spectrometer. Similarly as described in [10], the analysis

chamber was operated under ultrahigh vacuum conditions with

an approximate pressure of 5 × 10−7 Pa and the sample was

irradiated with a monochromatic Al Kα (1486.6 eV) radiation

(10 kV; 22 mA). Charge stabilization was achieved by using an

electron flood gun adjusted at 8 eV and placing a nickel grid

3 mm above the sample. Pass energy for the analyzer was set to

160 eV for wide scan. The analyzed area was approximately

1.4 mm2 and the pass energy was set to 50 eV for recording

high resolution peaks. In these conditions, the full width at half

maximum (FWHM) of the Au 4f7/2 peak of a clean gold stan-

dard sample was about 1.1 eV. The surface atomic concentra-

tions were calculated by correcting the intensities with theoreti-

cal sensitivity factors based on Scofield cross-sections [6] and

the mean free path varying according to the 0.7th power of the

photoelectron kinetic energy. Peak deconvolution was

performed by using curves with a 70% Gaussian type and a

30% Lorentzian type, and a Shirley non-linear sigmoid-type

baseline. The following peaks were used for the quantitative

analysis: O 1s, C 1s, Ti 2p and Cd 3d, Cd 4s and Cd 3s. The Cl

2p, S 2p and N 1s peaks were also monitored and C 1s to check

for charge stability as a function of time. CdS (from Fluka,

99.9% analytical grade) was used as the reference material for

the study of the prepared materials. For Kratos measurements,

(i) sample powders were pressed into small stainless steel

troughs mounted on a multi specimen holder; (ii) the C−(C,H)

component of the C 1s peak of adventitious carbon was fixed to

284.8 eV to set the binding energy scale; (iii) the data were

analyzed using the CasaXPS software (CasaSoftware Ltd, UK).

Results and Discussion
AFM and TEM images
Figure 1a shows the AFM height image of the TiO2 film with a

root mean square (rms) roughness of less than 1 nm. The pore

openings are relatively well distributed on the surface with an

average size of ca. 6 nm. Figure 1b shows the TEM micro-

graphs of the TiO2 films obtained by using Brij 56 as template

agent. The film shows a homogeneous mesoporous size

partially with ordered–disordered regions. The pore size is

fairly comparable to that observed in AFM.

Figure 1: (a) AFM image of the mesoporous TiO2 film and (b) TEM
image showing the ordered–desordered regions of the mesoporous
TiO2 film.

The mesoporous TiO2 films were exposed to Cd2+ and S2− ions

by successive immersions in a solution of Cd(NO3)2, H2S and

water. In order to assess the deposition/growth process, we fol-

lowed the CdS deposition on mesoporous TiO2 film by moni-

toring the absorption spectra, AFM images and XPS (as a new

technique to efficiently evaluate the particle size of CdS) at

different stages. The successive layers of CdS were deposited

onto the TiO2 film for up to 15 deposition cycles (1, 3, 5, 7, 9

and 15). The deposition time was fixed at 60 s, which was

reported as the necessary duration of the nucleation stage [17].

The formation of a Cd(OH)2 thin layer occurs during this stage

and the CdS layer grows on it after exposure to H2S. Upon

completion of each cycle, CdS nanoparticles are deposited onto

the TiO2 surface as a layer [3] or localized into the mesoporous

structure [9].
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Figure 2: AFM images showing size evolution of CdS particles grown
on mesoporous TiO2 with different number of deposition cycles (a)
5×CdS/TiO2, (b) 7×CdS/TiO2 and (c) 15×CdS/TiO2.

AFM analysis performed after 1 to 3 deposition cycles (result

not shown) did not show the presence of CdS nanoparticles at

the surface of the titanium dioxide films. This result contradicts

that obtained by using XPS surface analysis performed on the

films, which confirmed the presence of CdS nanoparticles

(Table 1, see below). The formation of CdS inside the films

pores could explain the discrepancy. Consequently, until up to 3

deposition cycles, CdS nanoparticles probably grow inside the

pores of the films and no nanoparticles are observed on the

surface. After 3 deposition cycles, AFM images show the pres-

ence of CdS nanoparticles on the surface of TiO2 films. The

size of the particles increased with the number of the deposi-

tion cycles (5, 7 and 15 deposition cycles). Two kinds of crys-

tals were observed for five deposition cycles (5×CdS/TiO2)

(Figure 2a): separately dispersed CdS nanocrystal behind the

very small CdS particles regrouped in aggregates. The forma-

tion of the aggregates could result from the accumulation of

separated CdS crystals. The size of isolated crystals was smaller

than 5 nm as measured from AFM cross-section. With the

increase of CdS deposition cycles, the average particle size

increased to 8 nm for 7×CdS/TiO2 (Figure 2b), and 10 nm for

15×CdS/TiO2 (Figure 2c). Of note is that despite the presence

of few isolated crystallites (5 nm high), the lateral size of the

crystals after 15 deposition cycles was remarkably larger than

after 7 deposition cycles. This shows that increasing the number

of deposition cycles leads to the growth of CdS nanocrytals in

two forms; 1) the formation of new crystallites at each

depositing cycle, and 2) the growth of pre-deposited crystallites

into large aggregates.

TEM analysis was performed for the 15×CdS/TiO2 sample

(Figure 3). It was found that the majority of CdS nanoparticles

have a nearly spherical shape with an average particle size of

about 10 nm. The TEM study showed the presence of aggre-

gates as a result of spherical particles accumulation, which

confirmed our previous hypothesis. The aggregates remain sep-

arated from each other, and grow to a diameter of approx.

20 nm. Our data indicate that the growth of the particles inside

the pores and the formation of aggregates make the estimation

of the average particle size of the CdS nanoparticles by AFM

very challenging and result in overestimated values.

Figure 3: TEM image of the for 15×CdS/TiO2 sample.
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UV–vis diffuse reflectance spectroscopy
The absorption spectra recorded for various increasing deposi-

tion cycles of CdS quantum dots are shown in Figure 4. The

TiO2 film absorbs only in the UV range (λ < 375 nm) whereas

the absorption edge is shifted to red with successive CdS depo-

sition cycles. The CdS-sensitized TiO2 film exhibits an

absorbance at wavelengths higher than 400 nm, which corre-

sponds to a decrease in the band gap energy. The increase in the

absorbance observed for successive deposition cycles confirms

the growth of the CdS particles. No significant increase in the

absorbance was observed after 15 deposition cycles.

Figure 4: Absorption spectra of the CdS-sensitized titanium dioxide
films after different numbers of deposition cycles.

The band gap of the films was determined by extrapolating the

fitting line of the onset light absorption to zero. We have

assumed that the sensitivity α·d (with α being the absorption

coefficient and d being the film thickness) should be of the

order of unity or d ≈ 1/α and that the scattering was negligible.

The band gap of the TiO2 film is 3.08 eV, which is larger than

that of bulk CdS (Eg = 2.4 eV) [1]. Increasing the number of

deposition cycles leads to the onset absorption of the films

being red-shifted from 333 to 518 nm, indicating a decrease of

the band gap energy. The band gap decreases gradually and

reaches 2.46 eV for 7×CdS/TiO2 and further decreases to

2.39 eV for 15×CdS/TiO2, which is close to the band gap of

bulk CdS. The band gap of CdS decreases with the number of

deposition cycles used to grow CdS on TiO2. This result

confirms that CdS particles prepared by successive deposition

cycles do possess a quantum confinement effect.

XPS analysis of QDs-CdS/TiO2 films
Elemental analysis
The analysis was carried out on pure TiO2 and QDs-CdS/TiO2

samples. The XPS spectra of the principal elements are shown

in Figure 5. The spin–orbit components (2p3/2 and 2p1/2) of the

Ti 2p peak were well deconvoluted into two curves at 458.5 and

464.2 eV. The measured separation between the Ti 2p3/2 and Ti

2p1/2 peaks was 5.7 eV, which is consistent with the binding

energy separation observed for stoichiometric TiO2 [16]. The

O 1s peak was deconvoluted into three peaks at 529.8, 530.7

and 532.2 eV for all samples. These can be assigned to oxygen

in the O−Ti bonds and O−H bonds of the hydroxy groups and in

O−C. The deconvolution of C 1s peak results in four peaks. The

one centered at 284.8 and attributed to hydrocarbon is related to

the residual carbon coming from the decomposition of the tita-

nium(IV) tetraethoxide precursor and some surface pollution

during the XPS analysis. The other peaks are attributed to

oxidized forms of carbons, which are usually detected

(286.2 eV (C–O); 287.8 eV (C=O, O–C–O) and 288.6 eV

(COO) [18]. The Cd 3d5/2 and Cd 3d3/2 were found at 411.3 and

404.6 eV respectively for QDs−CdS/TiO2 and were attributed

to Cd2+ in CdS [19]. The difference between the binding ener-

gies of Cd 3d5/2 and Cd 3d3/2 is 6.7 eV, which corresponds to

the presence of the oxidation state +2 of Cd 3d at the surface

[20]. The S 2p3/3 peak (Figure 5) was found at 161.8 eV and is

attributable to S2− in CdS [21]. The presence of other oxidation

states is shown by the peak observed at 167.5 eV, which is due

to the presence of sulfate at the surface. The molar concentra-

tion of these oxidized states does not exceed 0.6%. Further-

more, no significant variation of the molar concentration of the

oxidized states was observed after each step of the deposition

cycles. The survey of Cl 2p and N 1s showed only the traces of

nitrogen and small quantities of chlorine ions, the molar

concentrations of which vary from 1.8 to 2.3% depending on

the deposition cycle.

Determination of the QDs-CdS particle size
X-ray photoelectron spectroscopy is usually used to determine

the chemical composition of the prepared samples and the

valence states of the various species present. In this study we

used XPS to determine the particle size of the CdS nanocrystals

that were deposited on the TiO2 films. In the literature, there is

evidence that the use of XPS signals could be a useful tool for

size measurements of metallic particles [22]. The sizes of

nanoparticles can be estimated from the XPS elemental inten-

sity ratios by using an adequate modeling of the signal.

Different XPS models could be applied for the estimation of

average particle size [10,23,24]. Based on the diamond-shaped

support-particles model described by Davis [25], (parameters

reported in Table 1), which was used in this study, the average

size of metallic nanoparticles was determined by evaluating the

intensity ratio between two peaks of the analyzed sample.

However, these two peaks should come from two different elec-

tronic levels sufficiently separated in energy. In this work the
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Figure 5: XPS analysis. Spectra of Ti 2p, O 1s, C 1s, Cd 3d and S 2p, and core peaks for 15×CdS/TiO2 sample.

Cd 3s and Cd 4s peaks were chosen as reported in Table 1. This

model assumes that the electrons leave the sample under an

emission angle of 45° and is more appropriate to determine the

size of very small and very big particles [10]. The main advan-

tage in using this model is a certain independence from the

physical properties of the sample, such as density, pore struc-
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Table 1: Binding energy and peak area ratio of Cd 3s and Cd 4s used for the Davis model.

sample Cd 3s BE | [eV] Cd 4s BE [eV] ratio 3s/4s particle size [Å]

CdS1 770.7 109.0 3.288 7.0
CdS2 770.4 108.8 3.165 9.0
CdS3 770.4 108.7 2.831 16.0
CdS4 770.4 108.7 2.468 28.0
CdS5 770.3 108.6 2.378 33.0
CdS6 770.3 108.7 2.017 80.0
CdS reference 770.2 108.6 1.886 —

Table 2: XPS Parameters used in the Davis model.

IMFP [nm] Scofield cross section [eV]
λ3s λ4s Cd 3s Cd 4s

Cd 0.959 2.047 3.040 0.692
CdS 1.556 2.557 — —

ture or CdS loadings. The influence of the particle shape and

surface roughness could be studied by using two different peaks

of the same dispersed phase the intensity ratio of which is given

in Equation 1:

(1)

where σ is the photoionization cross section, T is an instru-

mental transmission function that reflects the basic detection

efficiency, λ is the inelastic mean free path (IMFP) of the pri-

mary photoelectrons, and β is an attenuation factor, which is

dependent on the particle shape and IMFP. The subscripts

correspond to the two XPS peaks. Easily derived for different

particle sizes by using the relation given by Davis (Equation 2),

the attenuation factor (β) strongly depends on the particle shape.

In this work the attenuation factor for spherical particles was

used as shown in Equation 2, where d is the particle size and

could be obtained by iteration [10].

(2)

The results obtained for CdS plotted by using Equation 1 and

Equation 2 are shown in Figure 6a. The normalized intensity

ratio (NIR) was calculated from the intensity ratio of pure CdS

and the prepared samples. The main parameters are shown in

Table 2. The most important parameters for applying the Davis

model are the XPS peak areas and the inelastic mean free path

length (λ). In our study the values of IMFP were calculated by

using the Tougaard Quases-IMFP-TPP2M program [26], which

is based on the algorithm proposed by Tanuma [27]. Other

essential parameters such as compounds energy band gaps and

the Scofield cross sections were taken from [28] and [29] res-

pectively.

The very small CdS particles were observed for the 1×CdS/

TiO2 and 3×CdS/TiO2 samples (smaller than 1 nm). In contrast,

the 15×CdS/TiO2 sample (15 deposition cycles) showed the

biggest particle size (8 nm). It could be concluded that the final

size of the particles could be controlled by the preparation

method. Indeed, as deduced from the XPS measurements, the

final CdS particle size depends on the number of deposition

cycles. The smallest particles were formed on 1×CdS/TiO2

sample after one deposition cycle, whereas the biggest particles

were prepared with 15 deposition cycles. A good correlation

between CdS particle size and number of deposition cycles was

observed (Figure 6b). We propose that the TiO2 films are

covered by spherical grains, the size of which increases with the

number of deposition cycles, which is in concordance with

UV–vis spectroscopy and AFM studies. The small particles fill

the pores of the TiO2 layer and then cover the surface of the

substrate, which leads to a homogeneous layer. In order to illus-

trate the quantum size effect, the relationship between the

optical band gap and the average particle size of CdS made by a

different number of deposition cycles is shown in Figure 6c. As

deduced from the band-gap and particle-size correlation curves,

the smaller the particle size, the larger the band gap. This

clearly demonstrates the quantum confinement characteristics of

the CdS nanoparticles. The dependence of the optical band gap

on the particle size observed in this study is consistent with

previously reported data [12].

Conclusion
This article has placed emphasis on the formation of the CdS

particles on TiO2 films and characterizes those by using

different methods. We used the XPS model for the first time, to

estimate the average particle sizes of CdS quantum dots. Our

results confirmed the very good dependence of the CdS particle
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Figure 6: (a) CdS particle size calculated by Davis model vs NIR
(normalized intensity ratio calculated from the intensity ratio of pure
metal foil and studied material). Particle size evolution vs (b) number of
deposition cycles and (c) the band gap energy.

size on the number of successive deposition cycles. Moreover, a

very good correlation was observed between results obtained

from XPS, AFM and UV-vis. It confirms that XPS is a

powerful method for the estimation of the average particle size

of CdS quantum dots. We propose that the TiO2 films are

covered by spherical CdS nanoparticles, the size of which

increases proportionally to the number of deposition cycles. The

small particles accumulated continuously in the pores of the

TiO2 layer and then covered the surface of the substrate, which

leads to a homogeneous layer. After each deposition cycle the

particles grew following a heterogeneous formation mechanism

due to ion-by-ion deposition.
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Abstract
The intercalation of Cu at the interface of a self-assembled monolayer (SAM) and a Au(111)/mica substrate by underpotential depo-

sition (UPD) is studied as a means of high resolution patterning. A SAM of 2-(4'-methylbiphenyl-4-yl)ethanethiol (BP2) prepared

in a structural phase that renders the Au substrate completely passive against Cu-UPD, is patterned by modification with the tip of a

scanning tunneling microscope. The tip-induced defects act as nucleation sites for Cu-UPD. The lateral diffusion of the metal at the

SAM–substrate interface and, thus, the pattern dimensions are controlled by the deposition time. Patterning down to the sub-20 nm

range is demonstrated. The difference in strength between the S–Au and S–Cu bond is harnessed to develop the latent Cu-UPD

image into a patterned binary SAM. Demonstrated by the exchange of BP2 by adamantanethiol (AdSH) this is accomplished by a

sequence of reductive desorption of BP2 in Cu free areas followed by adsorption of AdSH. The appearance of Au adatom islands

upon the thiol exchange suggests that the interfacial structures of BP2 and AdSH SAMs are different.
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Introduction
The applications of organic adsorbates for the electrodeposition

of metals range from tuning the chemistry [1,2] to templating

[3,4]. Contrasting the former where random assemblies are

used, the latter relies on highly organised layers that comprise

supramolecular networks [5,6] or self-assembled monolayers

(SAMs) [3,4,7-18]. Exploiting variations in the interfacial

charge transfer, SAMs are convenient systems to control the

electrodeposition in a potential range both negative (overpoten-

tial deposition, OPD) and positive (underpotential deposition

[19], UPD) of the Nernst potential. For the more common OPD,

SAMs patterned by, for example, e-beam lithography [3,9],

electrochemical printing [17], or colloidal masks [18] enable the

selective deposition of metal structures and even their transfer

to other substrates [4,12].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:mb45@st-andrews.ac.uk
http://dx.doi.org/10.3762%2Fbjnano.5.28
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Figure 1: (a) Mechanism of Cu-UPD onto a BP2-modified Au(111) surface with the deposition starting at defects and the UPD proceeding by lateral
diffusion of the metal atoms at the SAM–substrate interface. (b) Scheme illustrating the steps in UPD-based patterning. For details see text.

In contrast, UPD on SAM-modified electrodes yields a mono-

or bilayer of metal, which is intercalated at the SAM–substrate

interface [20-24]. The interest in this process arises from the al-

teration in the strength of the S–substrate bond. Following the

order Au < Ag < Cu [25] patterning is enabled by a localised

UPD of Cu or Ag on Au and the subsequent reductive desorp-

tion of the less tightly bound thiol molecules in the UPD-free

Au areas to yield either nanoporous SAMs or binary SAMs in

the case of backfilling with a second type of thiol [11]. So far,

however, this approach has been lacking control as UPD is

mediated by random defects [24,26,27] which, using standard

SAMs such as alkanethiols, results in the arrangement of pores

or domains of different thiols in a statistical fashion, thus,

prohibiting patterning and controlling dimensions.

In order to overcome this bottleneck, SAMs are required that

exhibit a structural perfection to an extent that UPD does not

occur in the case of the native layer but only at defects intro-

duced a posteriori by using lithographic techniques. In previous

studies of our group it was found that SAMs of ω-(4'-methyl-

biphenyl-4-yl)alkanethiols (CH3-C6H4-C6H4-(CH2)nSH, BPn)

can form layers of exceptional structural perfection [24,28-30],

as a consequence of the specific molecular architecture charac-

terised by an aromatic moiety linked to the thiol head group by

a short aliphatic chain (see Figure 1a). Designing the molecules

such that different factors that determine the enthalpy of the

system compete to some extent [28], these SAMs can undergo

phase transitions to structures that exhibit the required blocking

of UPD. On Au substrates this is the case if the aliphatic spacer

chain consists of an even number of methylene units. Two prop-

erties of the BPn SAMs are decisive for a patterned UPD

process. The first one is that imperfections intrinsic to these

layers, i.e., defects that cannot be eliminated such as domain

boundaries and atomic steps in the underlying substrate, do not

impede the passivation of these SAMs against UPD. More

substantial defects such as impurities already present on the

substrate prior to SAM formation or explicit damaging of the

SAM are required. The second one refers to the mechanism of

UPD, which is illustrated in Figure 1a. Different from what has

been reported for alkanethiols [22,27] the UPD process starts at

defects and proceeds via lateral diffusion of the metal atoms at

the SAM–substrate interface. Most importantly, the UPD metal

is exclusively supplied through the defects, not only in the

initial stages of the process but until the whole surface is

covered [24]. A crucial feature of the process is that the interca-

lation of the metal does not affect the passivating properties of

the SAM. It is this defect- and diffusion-controlled UPD mecha-

nism that forms the basis for the work presented here as

patterned deposition becomes possible by a localised break

down of the passivation and control over dimensions of UPD

patterns will be exerted through the deposition time and/or the

size of defects introduced.

While a range of lithographic techniques involving photons

[31], electrons [32], ions [33], or scanning probes [30,34-36] is

available for the high-resolution modification of SAMs, the

modification by a tip of a scanning tunneling probe was chosen

for practical reasons as patterning and characterisation can be

conveniently done by the same instrument without altering the

experimental setup. This is crucial for enabling the studies

presented here, because to find isolated sub-100 nm structures

reproducibly would become too tedious otherwise. It is,
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Figure 2: Cu-UPD on Au templated by a patterned BP2 SAM. a) Large scale STM image of the surface before deposition recorded in air. (b) Magni-
fied image of area marked in (a) revealing an array of point defects created by voltage pulses of 4.5 V applied to the STM tip for 50 ms. Steps in the
Au substrate are highlighted by the arrows. Dashed circles mark defects at the edge of a vacancy island and step, respectively. (c) In situ electro-
chemical STM image of the same area after Cu-UPD of 30 min at 0.275 V vs Cu2+/Cu. Height scales in the line profiles are normalised to the Au step
height of 2.5 Å. All scale bars 50 nm.

however, noted that this restriction does not apply if one is not

interested in mechanistic in situ studies.

The overall process is outlined in Figure 1b. Starting from a

high quality SAM (i) defects are introduced (ii) under ambient

conditions by applying voltage pulses to the tip [7,8,37,38].

Subsequently, the sample is exposed to the electrolyte that

contains the metal ions and UPD is performed (iii). Since, as

illustrated in Figure 1a, UPD proceeds via diffusion of the Cu

atoms and the deposition rate increases with higher cathodic

potentials, the lateral dimensions are determined by controlling

deposition time and potential. The UPD-modified SAM can

then be further processed by removing the first thiol and then

backfill the empty areas by a second thiol (iv), thus, creating a

patterned binary SAM (v). It is noted that steps iv/v can be

conveniently performed in one setup by reductively desorbing

the first thiol in the cathodic sweep of a voltammetric cycle and

adsorb the other thiol during the anodic sweep.

Results and Discussion
Patterned UPD
STM images of the UPD of copper on a BP2-modified Au sub-

strate are shown in Figure 2. The typical topography of the

SAM-covered substrate is seen in Figure 2a. Due to the thermal

treatment of the BP2 layer the smaller terraces are free of

vacancy islands (VIs) and those present on more extended

terraces are significantly bigger and less dense compared to

samples prepared at room temperature. While Ostwald ripening

accounts to some extent for this, the phase transition involved in

the annealing is another process likely to contribute as

discussed further below.

Defects in the SAM are introduced by pulsing the STM tip. The

extent of damage depends on the voltage, and a value of 4.5 V

was used in this example, which generates defects about 6 nm

in size. As seen from Figure 2b the process yields pits of rather

uniform size. A look at the line profile reveals that the depth of

the depressions is typically 3–4 Å, which is somewhat larger

than the 2.5 Å of the step height of the Au substrate. Taking

previous studies into account [39] it is likely that thiols are

removed together with gold atoms. Due to the lateral mobilitity

thiols also diffuse from areas of the pristine SAM into modified

regions. Therefore, the measured height changes are a superpo-

sition of topographical changes in the substrate and the SAM.

After generation of the pattern in ambient environment the

sample is exposed to the CuSO4 electrolyte and the UPD

process is monitored in situ by electrochemical STM (EC-

STM). According to the mechanism that is illustrated in

Figure 1a [24] UPD starts at the defects and spreads radially.

The EC-STM image of Figure 2c shows the surface after the

growth of the Cu-UPD patterns for about 30 min at +0.275 V.

After this period of time the circular UPD features have a diam-

eter in the range of 12–20 nm. The rather anodic potential was

applied to slow down the UPD process in order to allow in situ

studies of the growth process. It is noted that if one is only

interested in the generation of the UPD pattern the process can

be significantly accelerated by depositing at more negative

potentials or even extending into the OPD region. The features

encircled in Figure 2b are interesting as they represent defects

right at the edge of a VI and at a substrate step, respectively.

They demonstrate that the presence of a step in the substrate

does not affect the UPD process, i.e., even in close vicinity of

the damaged SAM the passivation of the BP2 SAM across steps
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Figure 3: Temporal evolution of Cu-UPD. (a) Large scale ambient STM image of a native BP2 SAM on Au. (b) Magnified image of the area marked
by the square in (a) after patterning with voltage pulses of 3.8 V for 50 ms. (c,d) EC-STM images of the area shown in (b) after different periods of
UPD, 176 min (c) and 329 min (d) with the sample potential decreased from initially 0.4 V to 0.2 V vs Cu2+/Cu. (e) Large scale STM image after the
UPD islands have coalesced to a uniform area. Circles in (a,e) mark identical areas. The dashed arrows in (e) mark boundary between UPD areas
and passivated areas. (a–d) show constant current images, in (e) the derivative is shown for better visual differentiation between native and UPD
modified areas.

is not affected to the extent that the passivation against UPD

breaks down. There is no UPD outside the damaged areas,

which confirms the excellent quality of the BP2 SAM.

In experiments, in which we varied the spot size of the damage

we noticed that this significantly affects the rate of the UPD

process. In agreement with the mechanism established for this

type of SAMs [24] this is expected since the growth rate scales

with the flux of Cu ions integrated across the defect area. Inter-

estingly, a minimum size of the defect was observed to be

required. For defects smaller than 5 nm, it is difficult to trigger

the UPD, or even if the UPD starts, the UPD can easily be

blocked during the UPD process. This further corroborates that,

after removal of thiols by pulsing, thiols diffuse back into the

defect from the surrounding area. Obviously, the SAM can bear

a certain level of disorder/defects before the passivation against

UPD breaks down. Even though it was not a focus of the

present study we note that the partial passivation of the defect

by SAM molecules also requires substantially more cathodic

potentials to initiate the deposition of bulk metal into these

holes as compared to a clean Au substrate.

An obvious feature of the UPD mechanism on BP2-modified

substrates is to control the dimensions of the deposited metal

through the deposition time. This is illustrated in the sequence

of STM images depicted in Figure 3, which also illustrates the

reproducibility of the process. After generation of the matrix of

defects (Figure 3b) by using voltage pulses of 3.8 V/50 ms to

yield defects in the range of 7 ± 3 nm, the continued deposition

yields growing circular islands (Figure 3c,d) about 10–50 nm in

diameter. Figure 3c shows a pattern of Cu-UPD that was

formed after 176 min by progressively changing the sample

potential from +0.4 V to +0.2 V during this period of time. All

UPD islands exhibit a circular shape, with small contour varia-
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Figure 4: Templated Cu-UPD illustrating tolerance of the process against substrate dislocations. (a) Native substrate with uniform BP2 SAM.
(b) Lithographic pattern formed in air by using a tip bias of 4.2 V and a tip speed of 0.75 μm/s. (c) EC-STM images of Cu-UPD after 11 min at 0.16 V
vs Cu2+/Cu. (d) Uniform UPD area after 32 min. Dotted lines and arrows in height profiles along lines shown in (b,c) mark substrate steps present in
the native substrate and generated during UPD, respectively.

tions at the edges. As the deposition continues the UPD islands

grow as evidenced by Figure 3d, which shows the pattern

formed after 329 min. The islands are about 30–50 nm in size.

Their circular shape is still maintained, which demonstrates that

these Cu patterns were formed by the Cu2+ ions diffusing radi-

ally out from the defects initially created by the STM tip. Ulti-

mately the island coalesce to form a uniform UPD area

(Figure 3e), which in the example displayed was accomplished

after 486 min at 200 mV. In order to make the uniform deposi-

tion more easily visible, the derivative of the current is

displayed in Figure 3e. The boundaries between the UPD and

unmodified areas are marked by the dashed arrows and the

features marked by the dashed circles provide the reference to

the large scale image acquired in air prior to UPD.

The procedure is not limited to point like defects as illustrated

by Figure 4. By using a bias of 4.2 V and a tip speed of

0.75 μm/s continuous lines such as the letters are written. As for

the matrix of point defects, the UPD progresses until areas

merge (Figure 4d). A salient feature of this example is the ap-

pearance of additional steps during the metal deposition, which

is highlighted by the height profiles along the lines shown in

Figure 4b and 4c and reflected by an integral step height of

1 nm and 2.5 nm prior and during deposition, respectively.

Marked by arrows in the line profile of Figure 4c, the six addi-

tional steps that emerge during the electrodeposition are iden-

tical in height to the 2.5 Å of the Au steps present on the native

substrate, thus, strongly suggesting that the Cu-UPD gives rise

to dislocations in the Au surface. The tensile stress introduced

by the Cu-UPD [40,41] adds to the stress already present in the

substrate as a result of the preparation process and of defects in

the mica substrate [42]. Obviously, the additional stress intro-

duced by the UPD of Cu exceeds the threshold required to

trigger a substrate relaxation by generating steps. As it can

clearly be seen from Figure 4c and Figure 4d there is neither a

penetration of UPD metal at newly created steps nor a preferen-
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Figure 5: Sequence of STM images showing the UPD-based conversion of a BP2 SAM into a patterned binary SAM of BP2 and AdSH. Left: (a)
Native BP2 SAM. b) Array of defects (encircled) created by STM lithography while using voltage pulses of 3.5 V and 50 ms duration. (c) Pattern of
Cu-UPD generated by holding the sample potential at +0.3 V vs Cu2+/Cu for 10 seconds. (d) Binary SAM structure after reductive desorption of BP2
and adsorption of AdSH. The inset shows an area of the sample, which had not been modified by Cu-UPD. Right: Compilation of height profiles along
lines shown in the STM images illustrating the evolution of topography. Protrusions marked by arrows in (iv) reflect AdSH covered Au islands. For
details see text.

tial diffusion of UPD metal along those steps. Thus, possible

structural differences between a BP2 SAM that covers a native

step in the initial preparation procedure and one being gener-

ated during the UPD process are too small to alter the UPD

mechanism. This is essential for the exploitation of this process

on the nanoscale as the UPD pattern and, thus, its spatial resolu-

tion is not impeded by processes that cannot be eliminated.

The ruggedness of the BP2 SAM structure against the genera-

tion of Au steps, which is induced by the UPD, is in line with

the preserved passivation of the monolayer at steps of Cu-UPD

islands intercalated at the SAM–substrate interface [24].

However, the distinct generation of Au steps in the example

presented above suggests that the STM patterning itself has an

influence. While for a small point-shaped damage dislocations

in the substrate occur rarely (none in Figure 2, one in Figure 3

intersecting the encircled island in the lower half of image (e))

the more extensive damage of the SAM by writing continuous

lines (here in the form of letters) gives rise to a substantial

number of substrate dislocations. This can be rationalized by

considering that at least the topmost Au layer is affected, which

includes the removal of Au atoms together with thiol molecules.

Conversion of UPD pattern into binary SAM
structure
The SAM modified by the UPD pattern corresponds to a latent

image, which has to be developed by, for example, conversion

into a pattern that exhibits heterogeneous surface properties as

illustrated in Figure 1b. As mentioned above this is conve-

niently done by exploiting the differences in the strength of the

S–metal bond between Au and Ag and Cu [25]. While the selec-

tive removal of thiols from UPD-free Au areas has been

exploited for the generation of nanoporous SAMs [11], the

process lacked control as UPD occurred at defects present in the

native monolayer. The approach based on the SAMs used here,

which perfectly block UPD, allows for the exploitation of this

principle for the controlled patterning on the nanoscale.

The concept is demonstrated in Figure 5, which shows a series

of STM images that comprise the native (a), STM patterned (b),
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and UPD modified BP2 SAM (c), as well as the binary SAM

(d), where BP2 adsorbed on Au has been replaced by adaman-

tanethiol (AdSH). The exchange was accomplished by

performing a voltammetric cycle, in which the reductive

desorption of BP2 and the adsorption of AdSH occured during

the cathodic and anodic sweeps, respectively. In the present

experiment a basic solution of AdSH in EtOH was used. The

successful exchange of the thiol is probed by a second cyclic

voltammogram. An anodic shift of the desorption potential by

about 35–40 mV (see Figure S1 in Supporting Information

File 1) is characteristic for the difference in stability between

the two thiols [43]. The exchange is also evidenced by charac-

teristic differences seen in the STM images recorded before

(Figure 5c) and after (Figure 5d) the replacement of BP2 in the

areas, which were not covered by UPD islands. The most

obvious one is that the contours of the islands become rather ill-

defined and protrusions appear in between the UPD islands.

While, at first glance, this seems like a serious deterioration of

the shape of the islands, a closer look reveals that the contours

of the islands such as shape asymmetries and irregularities are

rather well preserved. The topographical changes are mainly

due to the restructuring of the Au surface upon desorption of

BP2. The fact that exactly the same topographical changes

occur in areas of the sample where the SAM has not been

patterned (inset in Figure 5d) proves that these features are not

related to Cu-UPD. The formation of the protrusions agrees

well with other studies of thiol desorption [44,45] and is

explained by the formation of Au islands from Au adatoms

present at the SAM–Au interface [46-48]. There is, however, a

difference between the present study and other studies, in which

island formation has been observed. Any Au islands formed

during the desorption of BP2 should be consumed again when

the other thiol is adsorbed. The extent to which this occurs is

dependent on how similar the structures of the SAM–substrate

interface are for the two thiols. Since the adamantanethiol

packs less dense compared to BP2 (≈40 Å2 per molecule

compared to ≈29 Å2) it is expected that Au islands remain after

the adsorption of the adamantanethiol. However, the integrated

area covered by the islands is unexpectedly large. Assuming

that the number of Au adatoms involved is identical for BP2

and AdSH and that the same bonding configuration discussed

for alkanethiols is adopted involving either one Au adatom per

molecule or shared between two thiols, the area covered by

islands should be about 3.5–7.0% of a monolayer after the

exchange. This is significantly smaller than the experimentally

observed area covered by islands, which amounts to at least

20%. It is noted that this rough estimation assumes i) a full

monolayer of AdSH, ii) a packing density of atoms in the

islands equal to that of bulk Au, and iii) a negligible effect of

the tip shape on the measured island area. While a full mono-

layer might not have been formed (see CV) the coverage is not

that low that it can account for the difference in numbers. Even

though this conclusion is tentative and has to be backed by a

separate, more detailed study it raises the question to what

extent the structures of the SAM–substrate interface discussed

for alkane thiols are realised in thiol SAMs whose packing

densities are rather different. It is noted at this point that

it has been argued that the pronounced phase transitions

observed in BPn SAMs with n = even are hard to understand

without a substantial restructuring of the SAM–Au interface

[28,29].

The exchange of BP2 by AdSH is also reflected by a change in

the relative height of the UPD islands. For the sample uniformly

covered by BP2 (profile iii in Figure 5) the islands exhibit a

height of 2.5–3.0 Å, which is in agreement with previous

studies for this system [24]. After replacement the height has

increased to 4–5 Å (profile iv), which is expected considering

the smaller size of AdSH compared to BP2 and the aliphatic

nature compared to the aromatic system.

Conclusion
Thiol SAMs based on a molecular architecture, which combines

structure determining factors in a competing manner [28], can

be prepared in a polymorph, in which defects are eliminated to

the extent that a gold electrode is completely passivated against

UPD of Cu. This introduces new opportunities for the struc-

turing of SAM on the nanoscale, as the deposition of copper is

not determined anymore by randomly distributed defects that

are usually present in a native SAM [11]. Instead, patterns of

Cu-UPD can be freely defined by generating defects in a

controlled fashion. Additional degrees of freedom are provided

by the rate of the Cu deposition, which is determined by the size

of the defects, and the deposition time, through which the extent

of lateral diffusion of Cu at the SAM-substrate interface and,

thus, the size of features is defined. In contrast to other

patterning schemes, in which the final structure is a replica of

the lithographic pattern, this allows to enlarge features and,

thus, reduce the effort in the lithographic step, which is of

advantage in high resolution patterning that use serial tip or

beam based techniques.

The local modification of the sulfur–substrate bond by interca-

lation of Cu at the Au–substrate interface yields a latent image,

which is straightforwardly developed into a patterned binary

SAM. Harnessing the significant difference in the strength of

the S–Au and S–Cu bond this involves a potential-controlled

reductive desorption of the thiol in areas that are not modified

by Cu-UPD followed by the adsorption of a second thiol. As

such it is a negative resist technique and, thus, complementary

to other lithography based schemes such as grafting [35], in

which the replacement takes place in the written areas.
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While patterning on a scale down to less than 20 nm has been

demonstrated it has to be seen how far this patterning scheme

can be extended towards the bottom end of the nanoscale. The

factors that limit resolution and accuracy at present are related

to the precision, at which defects in the SAM can be made and

how well the diffusion of both the thiols and the intercalated Cu

can be controlled. The use of, for example, an ion beam for

SAM patterning instead of the voltage induced generation of

defects is anticipated to further improve the accuracy and repro-

ducibility of the Cu-UPD. The timing in the thiol substitution is

another parameter to be optimised in order to minimise the blur-

ring of contours by the diffusion of species. While UPD-based

patterning has been demonstrated here for the generation of a

binary SAM the scope of this scheme reaches further. In par-

ticular, the contrast in charge-transfer properties between the

passivating UPD-modified SAM islands and the active elec-

trode areas, which are generated by reductive desorption of

thiols, makes the scheme attractive for electrodeposition on the

nanoscale. An extension to other metals, which include catalyti-

cally active or magnetic metals deposited at both underpoten-

tial and overpotential, or to semiconductors makes the present

scheme interesting for the generation of functional nanostruc-

tures. Furthermore, a deposition in the overpotential range at the

defects offers the possibility to generate well-defined arrays of

metal clusters provided the size of the defects in the SAM can

be precisely controlled.

Experimental
SAM preparation. 2-(4'-Methylbiphenyl-4-yl)ethanethiol

(BP2) was synthesized as described previously [49]. Adaman-

tanethiol (Sigma-Aldrich) and absolute ethanol (BDH) were

used as received. Substrates (300 nm Au film on mica) were

purchased from Georg Albert PVD, Heidelberg, Germany and

flame annealed prior to the preparation of the SAMs. BP2

SAMs were prepared by following a procedure described else-

where [50]. The samples were immersed into solutions of

1 mM BP2 in ethanol at 345 K for about 15 h. After rinsing

and blowing dry with nitrogen, the samples were annealed

in a sealed container under nitrogen atmosphere at

418 K for about 10 h. The annealing transforms the SAM

structure that was obtained at room temperature into

the highly ordered δ-phase [50], which is used in the experi-

ments.

STM. Structural characterisation and patterning was done with

a PicoPlus microscope (Molecular Imaging) including a bipo-

tentiostat and PicoLITH software. The tips were fabricated by

chemically etching a Pt/Ir (80:20, GoodFellow) wire in a 2 M

KSCN/0.5 M KOH mixture applying an AC current. Subse-

quently, they were coated with polyethylene to minimize

Faradaic currents. Typical tunneling parameters were in the

range of 50 pA, 0.5 V for imaging in air, and 50 pA,

0.17–0.30 V for EC-STM.

Patterning and deposition. For patterning of the BP2 SAM

and the subsequent Cu-UPD, the sample was mounted on a

sample plate inside a custom-built EC-STM Teflon cell and

positioned in the STM. After patterning under ambient atmos-

phere the electrochemical cell was filled without moving the

sample. For Cu-UPD an aqueous solution of 50 mM CuSO4/

50 mM H2SO4, and Pt and Cu wires serving as counter

and reference electrodes were used. All potentials are refer-

enced to Cu2+/Cu. Before filling in the electrolyte, the sample

potential was set to +0.4 V. UPD was performed at potentials in

the range of 0–300 mV, depending on the desired deposition

rate.

Generation of binary SAM. The exchange of BP2 by AdSH

was done in a 0.1 M KOH ethanol solution containing 1 mM

AdSH. In a single voltammetric cycle BP2 was desorbed in the

cathodic sweep and AdSH adsorbed during the anodic sweep.

The scan rate was set to 0.1 V/s. The successful exchange was

verified by a second cycle, which showed a cathodic shift in the

desorption potential (see Figure S1 in Supporting Information

File 1), in accordance with the lower stability of an AdSH SAM

compared to a BP2 SAM [43]. It is noted that the smaller peak

area of the AdSH peak arises from the lower packing density of

the AdSH molecules compared to BP2. The thiol exchange

experiments were performed by removing the sample holder

from the STM after Cu-UPD, then replace the Cu electrolyte by

the AdSH containing electrolyte and swap the Cu reference

electrode for Pt. To find the submicrometer patterns again after

remounting the sample in the STM, a custom-made base plate

was used with indentations that allow for a reproducible reposi-

tioning of the sample. However, due to the limited precision a

scanner with a larger range (100 × 100 μm2) was used, in

contrast to the experiments involving only patterning and

UPD, which were also possible with a small range scanner

(1.5 × 1.5 μm2).

Supporting Information
A sequence of two linear sweep voltammograms is

presented, which show the anodic shift in the reductive

desorption peak of the thiol upon replacement of BP2 by

AdSH.

Supporting Information File 1
Further experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-28-S1.pdf]
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Abstract
We derive a theoretical model for studying SPM feedback in the context of control theory. Previous models presented in the

literature that apply standard models for proportional-integral-derivative controllers predict a highly unstable feedback

environment. This model uses features specific to the SPM implementation of the proportional-integral controller to give realistic

feedback behaviour. As such the stability of SPM feedback for a wide range of feedback gains can be understood. Further consider-

ation of mechanical responses of the SPM system gives insight into the causes of exciting mechanical resonances of the scanner

during feedback operation.
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Introduction
Scanning probe microscopy (SPM) imaging relies on feedback

loops to maintain a constant interaction between the tip and the

sample [1,2]. Many well known artefacts can arise from

improper feedback settings [3-5]. Thus, for reliable SPM opera-

tion and analysis the characteristics and behaviour of such feed-

back loops must be considered [6,7]. SPM feedback loops

usually employ a proportional-integral (PI) controller, equiva-

lent to the common proportional-integral-differential (PID)

controller with the differential gain set to zero to avoid amplifi-

cation of noise. Other groups have successfully modelled and

implemented proportional-differential controllers [8], but these

are not commonly used. Previous work has used control theory

to analyse the behaviour of PI and PID feedback loops in the

context of SPM [9-12], and these models are still being applied

in the current literature [13]. However, the details of the opera-

tion of the feedback loop have been incorrectly modelled, which

results in a decreased stability and an exaggerated ringing at the

resonant frequency of the piezoelectric actuator (z-piezo). Due

to these errors, the feedback controller often cannot maintain

tracking without a high derivative component [13], which is

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:Julian.Stirling@nottingham.ac.uk
http://dx.doi.org/10.3762%2Fbjnano.5.38
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entirely at odds with experimental observations. This paper

employs analysis of specific SPM PI controllers to provide a

more appropriate method for modelling such systems.

Results and Discussion
When modelling an SPM feedback loop we must first consider

the workings of the PI controller under perfect conditions. First,

assume that the tip is stationary above a sample at a position Z,

and that the z-piezoelectric actuator for tip positioning is

extended by X (Figure 1). For this perfect model X is consid-

ered to be directly the output of the PI controller; consideration

of amplifier bandwidths and mechanical resonances is added

later. For our original simplified model we will consider a

generic SPM which tracks to a set-point tip–sample distance

(Note that the exact mechanism to detect this distance is not

relevant). Referring to the set-point distance as P, and the

tip–sample distance as Z – X, then the error signal input to the

PI controller, E, is equal to

(1)

After a time t in feedback the output of a standard PI controller

would be

(2)

where Kp and Ki are the proportional and integral gains of the PI

controller respectively and τ is a dummy integration variable.

For this standard PI controller the output of the first term is

proportional to the instantaneous error, and the output of the

second term is proportional to the error that was integrated since

the start of the experiment. It is clear that such a system is

intrinsically unstable, by considering the case that E(t0) = 0. As

the tip–sample distance is equal to the set-point distance there

should be no movement. However, evaluating Equation 2 the

output to the piezo X(t0 + dt) will be zero (where the dt is used

to clarify that the system was not initiated at 0 but the first

output after initiation will be zero.). Thus, the tip will return to

the zero piezo extension position, rather than stay static

(because the error signal is zero). At the next time step, there

will be a large error signal and the tip will move back towards

its correct position. This rudimentary problem has apparently

gone unnoticed to date because it has been ‘disguised’ by the

more complicated modelling of the response of the various

other electrical and electromechanical components of the SPM

(amplifiers, piezoelectric actuators).

It is helpful to draw an analogy with the most commonly

considered control system, namely a temperature controller. A

Figure 1: Schematic showing coordinates for sample position, Z, and
scanner extension, X. The tip–sample distance can then be calculated
as Z – X.

conventional PI controller in essence calculates the heat to be

added to the system under control. If the set-point matches the

measured temperature an output of zero is required. However,

an SPM directly controls the extension of the piezoelectric actu-

ator, which is analogous to directly controlling the temperature.

To correct for this one must consider that the output of a PI

controller in an SPM is the change in the extension. Thus, for

the final output of the feedback controller to be the extension

we must integrate the PI controller output since the start of the

experiment (with X(0) = 0):

(3)

where t* is another dummy integration variable. This integra-

tion effectively stores all previous feedback response. Com-

paring to Equation 2 we see that if initiated under the same

conditions, where X(0) = 0, the integral term does store previous

response as a proportional controller (i.e., the second term of

Equation 2 is equivalent to the first term of Equation 3). Thus,

the controller implemented by Equation 2 would perform as a

proportional-differential controller.

Figure 2 directly compares the response of Equation 2 and

Equation 3 to a unit step, analytically solved by using a Laplace

transform with a set-point of zero. For a PI controller,

Figure 2a, modelled by using Equation 2 there is a disconti-

nuity in the extension at the time of the step, this results from

the incorrectly modelled proportional controller that acts as a

derivative controller. This discontinuity can go unnoticed if the

equations are solved numerically, if a frequency cut-off is

modelled [9], or if the mechanical response of the z-piezo is
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Figure 2: Direct comparison of our model (Equation 3, red and green lines) with the model from the current literature (Equation 2, blue and pink lines),
without modelling of electrical or mechanical components. The comparison is performed for a full PI controller (a) and a simple proportional controller
(b), where the grey area represents the surface being tracked with a set-point of 0. Equation 2 shows unexpected discontinuities and does not tract
the set-point for a proportional controller. Instead it only reacts to the initial impulse. Equation 3 produces the expected results from elementary control
theory. All gain units are arbitrary.

modelled. Additionally, the controller modelled by using

Equation 2 does not experience the expected overshoot of the

set-point for a PI controller, this can also go unnoticed when

mechanical response of the z-piezo is modelled as its resonance

can be mistaken for feedback ringing [9]. By further examining

Equation 2 for a proportional controller (Ki = 0), we see

(Figure 2b) that in addition to the discontinuity the controller

settles to a value that is a 1/(Kp + 1) of the required extension.

This has previously been mistaken as a steady-state error

common to proportional controllers [9]. However, when plotted

without any modelling of other components it becomes clear

that it results from the controller that only acts to the initial

impulse.

From Figure 2b it becomes apparent that there will be no

steady-state offset when evaluating the response of Equation 3

to a static surface (Z(t) = E + X + P = constant), for a simple

proportional controller (Ki = 0). This initially appears at odds

with both experiments and elementary control theory. However,

this is due to the simplicity of the system we are modelling.

Again considering our analogous temperature controller it is

well known that the cause of the steady-state error is the fact

that the heat input into the system is equal to the heat lost to (or

gained from) outside the system. Now we see that steady-state

errors in SPM feedback result from a sample drift in the z-direc-

tion or from scanning a sample with a tilt. Thus, any system that

does not model z-drift or sample tilt should not expect a steady-

state error.

Complete model of SPM feedback
Before running simulations of our simplified SPM system we

will first derive the model for the full SPM feedback system,

and then set the transfer functions of unmodelled components to

unity, to reduce the possibility for errors following their intro-

duction. To avoid unnecessary generalisations we will discuss

the feedback loop as it applies to the scanning tunnelling micro-

scope (STM). The results are, however, equally applicable to

other forms of SPM. For analysis of the full feedback loop of an

STM (Figure 3) we start by considering that at any time t the tip

will be above a particular area of the sample with height Z.

Thus, the tip encounters the topography as a of the time Z(t). By

using the extension of the z-axis of the piezoelectric scanner

(z-piezo), X(t) (note that when modelling a complete SPM X(t)

is no longer simply the output of the PI controller, as described

in Equation 7), we can express the tip–sample distance, D(t), as

(4)

The measured tunnelling current is a function of the distance

D(t), and also of the properties of the current-to-voltage (I–V)

amplifier of the STM. As the tunnel current depends exponen-

tially on the tip–sample distance the logarithm of the tunnel

current is used for the feedback to improve the linearity of the

feedback response. We shall refer to this log tunnel current as

(5)
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Figure 3: Schematic of an STM feedback loop. Z(t) and X(t) represent the sample height and z-piezo extension at time t respectively, and P is the
set-point current. Other SPM systems can be modelled using the same feedback system by replacing the operator , with an operator that
describes the tip–sample interaction and signal amplification of the SPM to be modelled.

where  is the time dependent operator fully describing

the tunnel junction, the I–V amplifier, and the logarithm opera-

tion.

The feedback controller then compares I(t) with a set-point, P,

and tries to correct for discrepancies by modifying the output,

O(t), to the z-piezo. We can write the feedback controller as the

time-dependent operator , and hence

(6)

Finally, we can link the z-piezo extension to the feedback

controller output with an operator, . This describes both

the high voltage amplifier use for the piezoelectric actuator and

the mechanical response of the z-piezo itself:

(7)

As the set-point acts as only a linear offset to the system we can

set P = 0. Thus, combining Equation 5 and Equation 6 under

this condition we get

(8)

Combining this with Equation 7 gives

(9)

Here we apply a Laplace transform so that the transfer func-

tions of the feedback components can be easily combined. This

gives

(10)

where  and  is the Laplace transform. Some

minor rearrangement gives

(11)

We are interested, however, in the output signal to the z-piezo,

not its physical extension, as this is what the SPM controller

records for the image. By simply considering the Laplace trans-

form of Equation 7 ( ) we arrive at a final

result of

(12)

For this paper we are working in arbitrary units. Thus, the simu-

lation needs to provide the relative response to change in gain

settings rather than a response in physical units. Thus, we can

set  ( ) as the logarithm should cancel

the exponential dependence of the tunnel junction, and the gain

of the I–V amplifier is simply linear, which is irrelevant if we

are working in arbitrary units. To specifically consider the

effect of the bandwidth of the SPM pre-amplifier, the func-
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tional form of  must be considered in more detail. More

detail on modelling of such electrical components is given in

the final section. Under this condition we can simplify

Equation 12 to

(13)

By applying the same argument used to derive Equation 3 we

can write the operator for the PI-controller acting on an arbi-

trary function f(t) as

(14)

and thus in s-space this becomes

(15)

Feedback performance without mechanical
modelling
Initially we will study the stability of the STM feedback without

modelling the mechanical resonances of the SPM system. For

this we can substitute  = 1 and Equation 15 into

Equation 13. The feedback behaviour has been studied for four

simulated surfaces:

(16)

(17)

(18)

(19)

which correspond to a unit step, a ramp added to a unit step, a

ramp, and a smooth topographical feature respectively. The

results for a range of different feedback parameters are plotted

in Figure 4. As the system is modelled in arbitrary units, time

and x-position are equivalent if the tip is moving at a constant

speed in x. It is clear from Figure 4 that the system behaves as

expected. Steady state offsets appear for proportional only

controllers if there is a z-ramp present, but is corrected by an

integral controller.

When discussing the stability of the system, qualitatively one

can see that tracking is maintained for a wide range of propor-

tional and integral gains. For large integral gains the system

oscillates, as expected. For all plotted gains oscillations always

ring-off, never resulting in positive feedback. To further investi-

gate the stability in the case of the unit step (Equation 16) the

full system output in s-space can be analysed for poles. The

final output in s-space is:

(20)

which results in three poles:

(21)

From this it is clear that if Kp and Ki are always positive (true

for a feedback loop) no pole ever has a positive real value, and

thus the system is always stable. We can also calculate that the

feedback output will not oscillate if .

Feedback performance with mechanical and
electrical modelling
For a more realistic model of SPM feedback one should also

model the response of electrical and mechanical components.

Equations for such extra components should be tested individu-

ally and added sequentially to reduce the possibility of error as

equations in s-space are rarely intuitive. To build up a full elec-

trical and mechanical model of an arbitrary system is of little

use when discussing stability as the system becomes too

complicated to analytically derive the poles. Instead the above

equations should be used in conjunction with real physical

values from a SPM system to understand its stability.

As an example we will include a mechanical resonance for the

z-piezo relative to its equilibrium position at its input voltage

(22)

where Q is the quality factor of the resonance and ω0 is the

angular eigenfrequency. It is important to note that this equa-

tion differs from that used in Reference [9], as this text mistak-

enly uses the mechanical response to a force rather than to a

coupled mechanical offset. It is possible to model the transfer

function of the z-piezo for an input voltage by replacing the

numerator with the relevant piezoelectric coefficient. This is not

done as it has no effect for a model in arbitrary units, and also

as in this form Equation 22 can equally be used as the response

of an AFM cantilever. It is, however, important to note that for
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Figure 4: The feedback response of an SPM, without the inclusion of mechanical resonances, calculated for four different topographies, and for a
range of feedback gains. Topographies in (a)–(d) correspond to Equation 16–Equation 19 respectively. Not all gains are plotted for all topographies to
avoid overcrowding.

(23)

some geometries of piezoelectric scanners, such as the tube

scanner, the motion of the principle eigenmode is perpendicular

to the z-axis [14], and thus cannot be included into our one

dimensional model.

Substituting Equation 22 and Equation 15 into Equation 13,

along with the equation for a unit step, the response of the full

system in s-space is given by

As the denominator is fifth order there are five poles. One pole

at s = 0 shows the final response to the step. The functional

form of the other four poles is too long to be qualitatively

useful. However, the trend in pole positions can be qualita-

tively understood. Two poles correspond to the ringing oscilla-

tions from the system without the mechanical resonance, though

the frequency and decay times are affected by the modelled

resonance. Two further poles represent the excitation of the
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Figure 5: The feedback response of an SPM, including mechanical resonance. (a) Shows the evolution of the feedback output for varying eigenfre-
quency of the mechanical resonance. The stability improves for increasing resonant frequency. For all plots the bandwidth of the HV amplifier is infi-
nite and the Q of the resonance does not vary. (b) Shows similar evolution in feedback output for varying Q of the resonance at a constant eigenfunc-
tion, with lower Q values stabilising the output. The cyan line shows the same resonance properties as the pink line, however by limiting the band-
width of the HV amplifier to near that of the resonance, the stability is improved significantly. Both insets are zooms of the most important region of
their respective plots.

mechanical resonance. These poles can move into the unstable

region if excited by high gains. The system can be made stable

under higher gains by increasing the eigenfrequency or

decreasing the Q of the resonator. For these reasons compo-

nents with a high quality factor and a low resonant frequency

are unsuitable as part of the SPM scanners.

In Figure 5a the PI controller output for a range of mechanical

eigenfrequencies with a constant quality factor is plotted against

time. Arbitrary units are used for both time and the PI output as

the evolution under increasing eigenfrequency is valid for any

magnitude. The y-axis is labelled PI output, not extension, as

these are no longer equivalent when mechanical resonance is

modelled. For all plotted outputs the bandwidth of the high

voltage (HV) amplifier driving the z-piezo was assumed to be

infinite, and hence Equation 22 was used without modification.

The evolution of the output under varying Q of the mechanical

resonance is shown in Figure 5b. Again, in agreement with the

polar analysis, the stability increases for lower Q. For higher Q

the resulting instability can be diminished or eradicated by

reducing the bandwidth of the HV amplifier. The transfer func-

tion of an amplifier with a finite bandwidth can be accurately

modelled as a first order low-pass filter [15]

(24)

where ωc is the cut-off angular frequency (3-dB point) of the

amplifier. As we are working in arbitrary units this amplifier

has a gain of 1, the numerator of the transfer function can be

replaced with the desired gain if needed. Including this, the full

transfer function of the amplifier and piezo becomes

(25)

The cyan line in 5b shows the significant improvement in

stability resulting from a cut-off frequency just above that of the

mechanical eigenfrequency. This, however, comes at the cost of

an increased overshoot. One also must be careful not to lower

the cut-off frequency below the resonance, nor to used an over-

damped (Q < 1/2) mechanical component as this can introduce a

significant phase lag, causing new instabilities. The MATLAB

code used to generate the data for Figure 4 and Figure 5 is

included as Supporting Information File 1. This can be used to

further explore the parameter space of the SPM PI controller.

The only component in Figure 3 that is not modelled, is the

tunnel junction and the logarithmic amplifier, . Consid-

ering the tunnel junction as an exponential decay with distance

produces a current that is first amplified by an I–V preamplifier

with a finite bandwidth. The logarithm of this output voltage is
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then taken either by a logarithmic amplifier or calculated

numerically by the SPM controller. This results in a functional

form for the time-domain operator action on the tunnel gap D(t)

being

(26)

where κ is the characteristic decay length of the tunnel junction,

and  is the time-domain operator corresponding to the

transfer function in Equation 24.

To calculate the s-space transfer function of Equation 26, one

would need to calculate the Laplace transform of the exponen-

tial of an arbitrary function D(t). This may be possible for the

specific functional forms of D(t) but is not generally applicable.

One can approximate  under the approximation that the

logarithm and  commute:

(27)

In arbitrary units, κ can be ignored and the transfer function of

the tunnel junction approximates to . Under

this approximation we ignore the effect of higher harmonics of

frequencies present in D(t) being generated by the exponential

dependence in the tunnel junction.

Conclusion
We have derived an appropriate updated model to understand

SPM feedback in the context of control theory. This model

shows the intrinsic stability of the SPM feedback controller in

an ideal environment. We further discuss methods to include

modelling of mechanical resonances showing low frequency

and high Q components to cause instabilities. By introducing

amplifiers with bandwidths just above the mechanical eigenfre-

quency these instabilities can be controlled. The method

presented here uses arbitrary units to show a generalised ap-

proach. The equations presented, however, can be used with

real parameters from SPM systems to understand and model

performance under a range of conditions.

Supporting Information
Supporting Information File 1
MATLAB code used to simulate the presented feedback

model.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-38-S1.zip]
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Abstract
In frequency modulation atomic force microscopy (FM-AFM) the stability of the eigenfrequency of the force sensor is of key

importance for highest precision force measurements. Here, we study the influence of temperature changes on the resonance

frequency of force sensors made of quartz, in a temperature range from 4.8–48 K. The sensors are based on the qPlus and length

extensional principle. The frequency variation with temperature T for all sensors is negative up to 30 K and on the order of

1 ppm/K, up to 13 K, where a distinct kink appears, it is linear. Furthermore, we characterize a new type of miniaturized qPlus

sensor and confirm the theoretically predicted reduction in detector noise.

407

Findings
Frequency modulation atomic force microscopy [1] has become

an essential tool for surface scientist‘s to study chemical and

magnetic interactions at the atomic scale [2-6]. In FM-AFM the

frequency shift Δf = f – f0 of a mechanical oscillator with stiff-

ness k upon tip–sample interaction is measured, while the oscil-

lation amplitude A is kept constant. For quantitative force

measurements the uncertainty in the force gradient is crucial

[7]. Frequency shift and force gradient are related via

(1)

where  is the averaged force gradient between tip and

sample, which can be deconvolved into kts [8]. Four noise

contributions limit the accuracy of the Δf measurement, which

are inherent to FM-AFM [7]. Deflection detector noise [1,9-11]

is proportional to the measurement bandwidth B with B1.5,

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:florian1.pielmeier@ur.de
http://dx.doi.org/10.3762%2Fbjnano.5.48
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thermal [1] and oscillator noise [11] are proportional to B0.5. At

higher bandwidths (e.g., B > 100 Hz), deflection detector noise

is usually the dominant noise contribution [10]. If the measure-

ment bandwidth B can be set sufficiently small, e.g., at low

temperatures, these noise contributions are significantly reduced

and imaging with millihertz resolution becomes possible [12].

In turn, when B is small the stability of the eigenfrequency f0 is

particularly important, because frequency drift noise is propor-

tional to 1/  [7]. The main cause of frequency drift are

changes in f0 with temperature T, which are material dependent.

Even for experiments conducted at liquid helium temperatures,

temperature drift limits the achievable resolution. Changes in

ambient pressure affect the boiling temperature of helium, e.g.,

the vapor pressure of He4 at 4.4 K changes at a rate of

≈105 Pa/K [13]. Typical changes in ambient pressure are

between 100–500 Pa/day, leading to temperature changes in the

range of 1–5 mK/day.

Since the introduction of the AFM by Binnig et al. [14] mainly

force sensors made of silicon are in use [10]. In the last decade

force sensors based on quartz resonators became more attrac-

tive, with quartz tuning forks (TF) in the “qPlus” configuration

(Figure 1c–f) [15] and length extensional resonators (LER) as

the so called “needle sensor” (Figure 1a) [16]. Quartz resonators

are usually designed and characterized for room temperature

applications. Their remarkable frequency stability in compari-

son to silicon cantilevers results in a significantly smaller

frequency drift at room temperature [7,10]. The frequency vari-

ation with temperature resembles an inverted parabola centered

around the turnover temperature, which is usually tuned to

about 25 °C [17]. On the other hand, quartz-based force sensors

are often used in a low temperature environment, but little is

known about the frequency variation with temperature in this

regime.

Hembacher et al. evaluated the relative frequency change

ε = δf/f0 of an encapsulated quartz TF over a large temperature

range from 300 K down to 4.2 K, where ε decreases monotoni-

cally with T [18]. At 300 K and 4.2 K ε is almost zero, hence

the influence of temperature variations should be minimized

here. In a more detailed measurement, Rychen et al. measured

the frequency change of a quartz TF from 1.5 K to 50 K at a

constant pressure of 10 mbar, here f0 is not increasing monoton-

ically with T but shows a local minimum around 20 K [19].

This resembles qualitatively the temperature dependence of the

Grüneisen parameter γ, which relates thermal expansion to

vibrational properties [20]. The calculated values for γ show a

maximum around 30 K decreasing sharply to lower tempera-

tures and gradually to higher ones [20,21]. Additionally the

anisotropic thermal expansion coefficients of quartz, α|| and ,

parallel and perpendicular to the optical axis also show a non

Figure 1: (Color online). Geometry of length extensional resonator (a),
tuning fork (b), standard qPlus sensors (c,d) and custom made qPlus
sensors (e,f). The two coupled oscillators (LER and TF) are fixed to the
substrate at their base, both prongs oscillate, no additional mass or tip
is attached. Standard qPlus sensors (S and St) are based on quartz
TFs, one prong is fixed to the substrate, in (d) a tip is added to the free
prong. Custom designed qPlus sensors consist only of a single prong
with a larger base, which is fixed to the substrate, unnecessary elec-
trodes are removed to reduce capacity. The beam dimensions of
sensor C (e) are the same as for sensors S and St. Sensor Ct (f) has a
shorter and thinner beam, see Table 1 for details. Note, the z-axis
(optical axis) is not exactly perpendicular to the oscillation of the
beams, but off by ≈2°.

linear behavior with temperature [22]. Here,  increases

monotonically with T, whereas α|| is negative below ≈12 K [21].

The eigenfrequency f0 of a beam oscillating in a bending mode

is given via

(2)

where L is the length, t the thickness of the beam, and

 the velocity of sound with E being Young‘s

modulus and ρ mass density of quartz. In case of the LER one

obtains [7]

(3)

Hence, f0 changes, when the dimensions of the beam or vs

changes due to thermal expansion. The orientation of the beams

of the quartz sensors deviate slightly from a perpendicular

orientation to the optical axis (z-axis, Figure 1). This is due to

the crystal cut, which is not exactly along the optical axis, but

off by about 2° (+2° X-cut). Hence, the direction of L is off by

2° and t is perpendicular to the optical axis. The thermal expan-

sion along these directions is mainly determined by , which
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Table 1: Dimensions (length L, thickness t and width w), resonance frequency f0 and stiffness k of the different types of sensors investigated. The
highest Q values are obtained with the custom qPlus sensors. The values for f0 and Q are obtained from resonance curves measured at 4.2 K.

L (μm) t (μm) w (μm) f0 (Hz) k (N/m) Q

qPlus S 2400 214 130 32680 1800 264000
qPlus St 2400 214 130 19658 1800 179000
qPlus C 2400 214 130 32884 1800 397000
qPlus Ct 992 85 145 73303 1830 312000
TF 2400 214 130 32742 1800 140000
LER 1340 70 130 998148 530000 202000

increases monotonically from 4 K up to room temperature [21].

Neglecting this small deviation in L direction one obtains from

Equation 2 for the frequency change with temperature of TF

and qPlus sensors

(4)

The same result is obtained for the LER geometry. For X cut

crystalline quartz no change in vs within a precision of 0.1 ppm

was observed below 10 K [23-25]. The measured values of 

below 10 K are in the order of 0.01 ppm/K [21]. According to

Equation 4, the variation of ε with T is therefore expected to be

in the range of 0.1 ppm/K below 10 K and similar for TF, qPlus

and LER geometry.

In this work, we measure the frequency change with tempera-

ture from 4.8 K to 48 K for quartz based force sensors. Six

different quartz resonators were investigated to directly eval-

uate and compare the influence of thermal frequency drift on

the force gradient noise. Two coupled oscillators, a LER

(Figure 1a) and a TF (Figure 1b) both without tip, were used for

direct comparison. Two standard qPlus sensors were built with

quartz TFs, one without tip (S, Figure 1c) and one with a tip (St,

Figure 1d). Finally, custom designed quartz cantilevers, are

used to build qPlus sensors with standard and smaller beam

dimensions (C and Ct, Figure 1e, Figure 1f). At the end of the

prong of sensor Ct is a small appendix for easier accommoda-

tion of tips, which acts effectively as an additional mass, see

Figure 1f. The advantages of the custom designed sensors in

contrast to the standard qPlus sensors will be briefly discussed

at the end of this letter. In Table 1 the relevant parameters of the

sensors are summarized. All quartz resonators were glued with

non-conductive epoxy to an aluminum oxide substrate which is

commonly used for our qPlus sensors, the electrodes are then

contacted with conductive epoxy. For the low temperature

measurements the substrates where glued again with non-

conductive epoxy onto a piece of copper. The copper piece

serves as a thermal anchor and can be mounted on a He4 stick,

usually used for transport measurements. The stick is equipped

with a heater resistor and a Si diode to measure T. The sensors

were excited electrically with a constant amplitude A and the

deflection signal was measured with a commercial charge

amplifier [26]. Finally, the frequency shift was determined by a

digital phase locked loop stabilized by an oven-controlled

quartz resonator with a precision of 1 ppb/day [27]. For the

measurements, the temperature setpoint was increased at a rate

of 0.5 K/min and the change in eigenfrequency was monitored.

At this rate the maximum deviation of the actual temperature

from the setpoint temperature was below 0.1 K.

The results of the low temperature measurements are shown in

Figure 2, where the relative frequency change ε is plotted

against T. As the He4 stick is not equipped with a vibration

isolation system, there are some sharp peaks in the curves for

the qPlus sensors caused by mechanical excitations of the

sensors. This is not an issue for the coupled oscillators, and also

for the sensor Ct, which has a higher resonance frequency and is

therefore less affected by external vibrations. Obviously, there

is a difference in ε for the various types of sensors used.

Overall, the relative change is smallest for the LER followed by

the TF and the custom qPlus sensors (C, Ct), the standard qPlus

sensors (S, St) show the strongest change of f0 with T. The

curves for S and St lie exactly on top of each other and start to

split up at around 33 K. For the two custom sensors ε is also

quite similar and they split up at around 40 K. For sensors S and

C, without an additional mass at the end of the prong, ε changes

its sign earlier than in case of St and Ct. All curves show a fairly

linear decrease of ε up to 13 K where a distinct kink appears,

which might be due to the sign change in α||. After this kink, ε

still decreases for all types of sensors. In case of the LER the

sign of ∂ε/∂T changes from negative to positive at around 30 K,
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this agrees qualitatively with the temperature dependence of the

Grüneisen parameter γ. For tuning fork based sensors, ε still

decreases, and ∂ε/∂T changes its sign at temperatures between

40–47 K.

In the temperature range from 5–12 K the slopes η can be

obtained from a linear fit to the data in Figure 2. The deter-

mined values for η are all in the order of 1 ppm/K and summa-

rized in Table 2. This is much higher than expected from the

change in vs or , as discussed above. From neutron irradi-

ation it is known, that the change of vs with T depends strongly

on the quality of the crystal, the rate of change increases

linearly with the defect density [24,25,28]. Because the quartz

resonators studied in this work are not from the same wafer and

manufacturer, one might argue that the differences in ∂ε/∂T can

be caused by different crystal quality and material processing.

But there are two important observations from the measure-

ments presented in Figure 2, which are contradictory to that.

First, the difference between the standard qPlus sensors (S, St)

and the tuning fork is somewhat unexpected, because tuning

forks from the same batch were used to build these sensors.

Second, the striking similarity between sensors C and Ct, which

have different beam dimensions and are not even from the same

manufacturer. Hence, the influence of different crystal quality

or material processing on the frequency variation with tempera-

ture, is expected to be largest for these two types of sensors.

Obviously, this is not the case and suggests that the difference

between the tuning fork and the standard qPlus sensors is due to

the different geometry and the mechanical coupling of the beam

to the support. This could also explain the smaller values of ε

and η for the coupled oscillators, because they are less influ-

enced by the mechanical coupling of the quartz oscillator to the

support than the qPlus sensors.

For qPlus sensors, the resonance frequency f0 can also be

expressed as , where meff = 0.24 m is the

effective mass of the oscillating prong. Hence, ∂ε/∂T can be

interpreted as a variation of the stiffness with temperature,

implying meff remains unchanged. The similarity of ∂ε/∂T for

sensors S and St up to a temperature of around 33 K, leads to

the conclusion that there is no significant influence of the addi-

tional mass of the tip on the effective stiffness of sensor St,

compared to sensor S.

So far, only the relative frequency change with temperature was

discussed. The influence on the measured force gradient ∂kts/∂T

is obtained by multiplying the slopes η with the according value

of 2 × k [7]. The values for ∂kts/∂T are also given in Table 2,

due to the much higher stiffness of the LER, ∂kts/∂T is more

than two orders of magnitude higher than in case of the tuning

fork and qPlus sensors. In a previous study we have already

Figure 2: (Color online). Relative frequency change of quartz based
AFM sensors from 4.8–48 K. The coupled oscillators show less rela-
tive frequency change with temperature as the qPlus sensors. For
custom made qPlus sensors ε is smaller as for the standard ones. The
spikes in the curves of the qPlus sensors arise from mechanical excita-
tions of the sensors due to external vibrations or sound.

discussed the influence of thermal frequency drift theoretically

[7], there the frequency drift for LER and qPlus sensors was

assumed to be about 1 ppm/K as estimated from Figure 2a in

[19]. Actually, the LER shows only about half of this value

whereas for qPlus sensors the frequency drift is about a factor

of 1.5 higher. Resulting in a force gradient drift noise, which

scales with k, that is 160–240 times higher for LER sensors than

for tuning fork or qPlus sensors. This is illustrated in Figure 3,

where ∂kts/∂T is displayed for the tuning fork and the qPlus

sensors (Figure 3a) and the LER (Figure 3b). Again, the wiggles

in the curves for the qPlus sensors are caused by external exci-

tations due to a lacking damping system. The kink around 13 K

from Figure 2 shows up as a clear step. In temperature depen-

dent measurements it might therefore be beneficial for a stable

operation of the force sensor to avoid temperatures around

13 ± 0.5 K.

Table 2: Slopes η from linear fits to the data in a temperature
range from 5–12 K. For conversion of frequency shift to force gradient,
the corresponding k values from Table 1 were used, in case of TF and
LER the stiffness was multiplied with a factor of 2 [7].

η(ppm/K) ∂kts/∂T (mN/m/K)

qPlus S −1.69 6.1
qPlus St −1.63 5.9
qPlus C −1.25 4.5
qPlus Ct −1.11 4.3
TF −0.70 5.0
LER −0.46 960

In the last part, the benefits of the custom designed qPlus

sensors C and Ct are briefly discussed. They exhibit higher and
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Figure 3: (a) Numerical derivative ∂kts/∂T for all tuning fork and qPlus
sensors from 5–47 K. (b) ∂kts/∂T for LER. Note, the y scale is different
for (a) and (b).

more reliable Q values, this is attributed to the larger base of the

sensor. The clamping point of the beam, where the mechanical

strain is highest, is now further away from the glued part as in

case of tuning fork based qPlus sensors, see Figure 1. With the

qPlus sensors of type Ct, Q values exceeding 1,300,000 have

been achieved [6]. The design of sensor Ct is based on an

analysis of the signal-to-noise ratio of quartz sensors, which

showed that deflection detector noise decreases with decreasing

beam thickness t [7]. While reducing simply t would lead to a

decrease in k as well, the length L was also decreased to keep k

in the optimal stiffness range for atomic resolution imaging

[29].  These custom made sensors have now length

L = 0.922 mm and thickness t = 85 μm. On the upper and lower

side of the prong are etched grooves which lead to a more ideal-

ized electric field distribution [7]. For quartz-based force

sensors, detector noise is proportional to

(5)

where nq = namp/S is the deflection noise density, namp the elec-

trical noise density of the preamplifier, S the sensitivity of the

sensor and A the oscillation amplitude [7]. For fixed values of

namp and A one expects an improvement for sensor Ct in

detector noise by a factor of  = 214 μm/85 μm = 2.5.

Before we can compare  for sensors with different beam

thickness we have to determine the stiffness k for the custom

designed sensor Ct. This is done by measuring its resonance

frequency f0 at room temperature and calculate k from

k = (2πf0)2(meff + mapp), where mapp is the mass of the appendix

at the end of the prong. The masses are calculated via m = ρV,

where ρ is the mass density of quartz and the volume V is deter-

mined by measuring the dimensions of the beam with an optical

microscope. Finally, taking the additional mass mapp at the end

into account gives a stiffness of k = 1830 N/m with a relative

error of ±10%. For the determination of nq one can use thermal

excitation spectra of the sensors C and Ct at room temperature

analogous to previous studies [7,15,30]. For this purpose the

sensors C and Ct were put into a metal box for shielding, one of

the electrodes was grounded, whereas the second electrode was

connected via a BNC feedthrough to the charge amplifier [26].

The output signal of the charge amplifier was measured with a

spectrum analyzer (Agilent 35670A Dynamical Analyzer). The

measured thermal excitation spectra at room temperature are

shown in Figure 4. From there, the values of nq for sensors C

and Ct are determined as  = 55 fm/  and  =

45 fm/ . With the values for k from Table 1 and f0 from

Figure 4 for sensors C and Ct the ratio of the deflection noise is

given as 

The reduction in detector noise by a factor of 2.7 is even more

than the expected value of 2.5 from the decrease in t. We

attribute this is to a better performance (lower namp) of the

preamplifier at higher resonance frequencies.

Figure 4: Thermal excitation spectra for sensors C (a) and Ct (b).
The center frequency in (a) is f0 = 32.939 kHz and the frequency
range is 400 Hz, in (b) f0 = 73.351 kHz and the range is 800 Hz.
The sensitivities, determined from the area under the peaks, are
SC = 16.3 μV/pm and  = 14.1 μV/pm. The electrical noise
densities are  = 892 nV/  and  = 636 nV/ ,
resulting in  = 55 fm/  and  = 45 fm/ .

In summary, the variation of f0 with T for qPlus, tuning fork and

LER sensors was measured at low temperatures and the

resulting influence on the force gradient noise was determined.

For temperature changes in the order of 1mK the minimum
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detectable force gradient is about 1 mN/m for the LER and

about 5 μN/m for qPlus sensors. Furthermore, the decreased

deflection detector noise of custom qPlus sensors of type Ct was

discussed, which is due to the reduced thickness t of the beam.
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Abstract
Various studies have demonstrated that alterations in the deformability of cancerous cells are strongly linked to the actin

cytoskeleton. By using atomic force microscopy (AFM), it is possible to determine such changes in a quantitative way in order to

distinguish cancerous from non-malignant cells. In the work presented here, the elastic properties of human bladder cells were

determined by means of AFM. The measurements show that non-malignant bladder HCV29 cells are stiffer (higher Young’s

modulus) than cancerous cells (HTB-9, HT1376, and T24 cell lines). However, independently of the histological grade of the

studied bladder cancer cells, all cancerous cells possess a similar level of the deformability of about a few kilopascals, significantly

lower than non-malignant cells. This underlines the diagnostic character of stiffness that can be used as a biomarker of bladder

cancer. Similar stiffness levels, observed for cancerous cells, cannot be fully explained by the organization of the actin cytoskeleton

since it is different in all malignant cells. Our results underline that it is neither the spatial organization of the actin filaments nor the

presence of stress fibers, but the overall density and their 3D-organization in a probing volume play the dominant role in control-

ling the elastic response of the cancerous cell to an external force.

447

Introduction
During oncogenic progression, many cancer-related alterations

change both the internal structures of cells and also their

surroundings, i.e., the extracellular matrix (ECM). During last

two decades, much research has been carried out that demon-

strated a larger deformability of living cancerous cells, which is

in contradiction to the macroscopically detected stiffening of
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various tumors. Several papers demonstrated the possible influ-

ence of the ECM surrounding cancerous cells in the tumor

progression [1,2]. The best example is breast cancer, whose

solid tumors are detectable in macroscale by palpation whereas

single cells show a larger deformability [3]. In this context, it

has also been proposed that tumorigenesis in breast tissues is

driven by changes in the mechanical properties of the extracel-

lular matrix [2,4]. Remarkably, in this case the ECM of the

malignant cells is stiffer (reflected by a higher Young’s

modulus) as compared to the ECM of non-malignant tissues [2].

Those studies underline the connection between changes in the

mechanical properties of the cell and the extracellular matrix,

and the presence or development of progressive diseases.

However, the specific role of the mechanical properties of the

cells and the extracellular matrix in pathogenesis such as tumor

progression remain poorly understood at best. The relationship

between mechanics at the cellular level and tumorigenesis

represents a new perspective for which many issues need to be

addressed.

The studies of cell mechanics have gained great importance

with the advent of AFM measurements, which demonstrated the

capability to probe single cells and underlining a correlation

between cell mechanics, in particular elasticity, and cancer

[5,6]. The first measurements showed that cancerous human

bladder cells were softer than non-malignant bladder cells.

Further measurements of cancerous cells have confirmed that a

lowering of the elastic modulus of the cells is a general feature

of cancer transformation [6-12]. This change is probably asso-

ciated with the enhanced capability to migrate and to adapt to

changing environments, which is observed in metastasis. Impor-

tantly, these results are valid for other cell lines, such as ovary

or prostate cancers [10], and can be extended also to primary

cells [6,13] and tissue sections [5,12] that were collected from

human patients. For example, a comparison of the elastic prop-

erties of normal and benign breast tissues gives a wide distribu-

tion of the Young’s modulus, in which a peak at lower

values characterizes malignant tissues. It has also been found

that the Young’s modulus distribution in cancerous cells

is narrower than the distribution found in non-malignant

cells [4,6]. However, the elements of the cell that contributes to

its mechanical response as measured by the AFM need to be

clarified.

AFM studies on cells are often combined with the use of drugs

that modify the mechanical response of the cell [14,15]. The

influence of the different elements of the cytoskeleton on the

force response can be monitored by selectively inhibiting the

formation of some of them [16-19]. By disaggregation of actin

filaments with the use of different types of cytochalasin, Rotsch

and Radmacher have reported a decrease of the Young’s

modulus of fibroblasts [16]. Similar findings regarding the role

of actin filaments have been reported in other types of cells

such as lymphocyte and Jurkat cells [19]. The role of the micro-

tubules (MT) in AFM measurements remains open. Pelling et

al. performed immunofluorescence and AFM studies in order to

determine the influence of the MT on the cell membrane in

response to serum conditions and nocodazole [17]. Their results

show that the stiffness depends on the interplay between

dynamically different types of MT configurations (unstable and

stable) and intermediate filaments (IF), which all act to impart a

distinct cellular type of transient metastability. On the other

hand, it has been reported that the disassembly of the MT of

fibroblasts by using colchicine and colcemide does not lead to a

softening of the cell [16]. The abovementioned research shows

that disruption of cytoskeletal filaments is useful for assesing

the link between the elastic properties of cells and the structure

of the cytoskeleton. It is also worth mentioning that such an ap-

proach can be used for studying the influence of certain such

compounds as chitosan [14] or cisplatin [20] on the mechanics

of single cells, while pointing out that studies on the correlation

between the mechanical properties and the structure of the actin

cytoskeleton are particularly important for developing and

monitoring cancer therapies.

It is well established that actin filaments are mostly responsible

for the mechanical properties of cells that are measured by the

AFM. Therefore, there have been several attempts trying to

show the correlation between the 2D-organization of actin fila-

ments and cells stiffness in relation to cancer invasion. The rela-

tion between the stiffness of cancer cells and the 2D-organiza-

tion of the actin cytoskeleton has been reported for breast [3],

thyroid [11] and ovarian [21] cancers. For stiffer cells, the actin

filaments distribution usually revealed two types of filament

organization, i.e., an actin cortex and well-formed linear actin

bundles (i.e., stress fibers) that span over a whole cell. For

softer cells, the actin filaments were less organized. Mostly,

short filaments were observed. If F-actin bundles were present,

they were shorter and randomly oriented. In particular for

ovarian cancer, the correlation between the migratory behavior

of cells and their stiffness has been demonstrated [21]. In other

studies, the larger deformability of the mouse ovarian cells has

been correlated with the dysregulation of actin (stress) fibers,

which influences both fiber thickness and organization, as

shown by confocal microscopy of early and late stages of

ovarian cancer progression [22].

Here, we study the correlation between the elastic properties

and the expression and organization of the actin cytoskeleton in

human bladder cancer cells. We have chosen four cell lines with

various histological grades. Those lines differ in terms of the

organization of the cytoskeleton (presence/absence of stress
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Figure 1: (A) Scheme of experimental setup. (1) V-shaped cantilever-tip ensemble; (2) cell membrane; (3) cell nucleus; (4) actin filaments; (5) inter-
mediate filaments; (6) microtubules; (7) cover slip; (8) optical microscope lens. (B) Optical image of the cantilever positioned on top of the cell treated
with cytochalasin D. After being treated with cytochalasin D, the cells shrink to a circular form.

fibers, distinct actin expression level) and the elastic properties

measured by force spectroscopy. The cancerous cells are more

compliant with respect to the non-malignant cells. Regardless of

histological grades, the deformability of the cancerous cells

reaches a similar level but the organization of actin filaments

remains dependent on the cell type. These data underlines the

complexity of the remodeling process in actin filaments in

cancers that is expressed in the elastic properties of cells. Our

findings show that in human bladder cancer cells, both the

expression level of actin (in particular, β-actin) and its 3D-orga-

nization in the probing volume govern the elastic properties.

The organization of actin filaments present on the surface of a

cell as probed by AFM and fluorescence microscopy is not

sufficient to fully explain the cellular stiffness. Additionally, the

presence of actin fibers (stress fibers) is not a prerequisite for a

deformability of cancer bladder cells. Moreover, the observed

sudden drop of stiffness is a clear indication of cancer-related

changes in human bladder cells, which strongly supports the

usefulness of cell deformability in detecting cancer-related

changes in bladder cancer. Such a relation has not been

observed so far for any other cells measured by AFM in which

usually a gradual drop of stiffness was observed.

Results
Cell morphology
Force spectroscopy experiments were performed on living cells,

which were located on an inverted optical microscope

(Figure 1). The optical microscope was also used to estimate the

position of the AFM probe (tip) along the cell. Once a position

was selected (close to the cell nuclei), the tip was approached

towards the cell surface until a repulsive force reached the set

point value of 100 pN.

The AFM images were taken over an area of 20 × 20 μm2 with

512 pixels per line. The scan rate was varied from 0.5 to 1.0 Hz

depending on the cell type. Figure 2 shows the AFM topog-

raphy, error signal, single cross-sections and the fluorescence

images of the cell lines studied here, non-malignant HCV29 and

the malignant cells HTB-9, HT-1376, and T24, respectively.

The AFM error image (panels A, E, I, and M) enables to visu-

alize the cell cytoskeleton that lies beneath the cell membrane.

The filaments observed by AFM correspond to the actin fila-

ments. Although, they are dispersed throughout the whole cell,

they are mainly concentrated close to the cell membrane to form

the so called actin-cortex. The AFM error image shows that

these filaments are organized in two groups: (i) short actin fila-

ments and (ii) and bundles of long acting filaments (stress

fibers). The presence of these two groups in the AFM image

depends on the cell type. In the non-malignant HCV29 cells

both short actin filaments and stress fibers are visible. Similarly,

both structures are present in cancerous T24 cells (transitional

cell carcinoma). However, the other types of malignant cells,

HTB-9 (grade II, carcinoma) and HT-1376 (grade III, carci-

noma) do not show the presence of stress fibers. These results

are consistent with fluorescence microscopy images of actin

filaments stained by using phalloidin that was labeled with

Alexa Fluor 488 dye (Figure 2, panels D, H, L, P and Figure S1

in Supporting Information File 1). Similarly to the AFM images

the stress fibers are only visible in the non-malignant HCV29

cells and the cancerous T24 cells.

The cross-sections along the marked lines on the AFM topog-

raphy (Figure 2, panels C, G, K, and O) show the apparent

height differences between two positions along the cell surface.

One located above the nucleus and the other close to the cell

edge. The height ranges from 3 to 4 μm depending on the cell

type. The highest values were observed for HTB-9 cells

(≈4 μm). The others cell types had similar height of about 3 μm.

We note that the size of the nucleus does not seem to correlate

with the observed height. For example, the HTB-9 cell has the
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Figure 2: Force and fluorescence microscopy images of bladder cells. (A–D) Non-malignant cells, HCV29; (E–H), HTB-9 cells, grade 2; (I–L)
HT-1376 cells, grade 3; (M–P) T24, grades 3 and 4. The AFM measurements were performed on regions centered over the cell nucleus marked with
an arrow in the fluorescence images. The 1st column (panels A, E, I and M panels) is the AFM error signal. The 2nd column (B, F, J and N) shows the
topography (AFM). The 3rd column (C, G, K and O) shows the apparent height profile. The 4th column (D, H, L and P) shows the fluorescence
microscopy images. The arrows indicate the cells where the AFM images were recorded (blue: cell nucleus; green: actin cytoskeleton).

smallest nucleus; however, it has the largest height as measured

from the substrate baseline.

Expression of actin
Actin is a globular protein that forms microfilaments. It exists

in α, β, and γ isoforms. The α-actin was found in muscle tissues,

the β- and γ-actins coexist in most cell types as components of

the cytoskeleton [23-25]. Moreover, the transition from the

epithelial to the mesenchymal phenotype reported for

cancer progression requires a remodeling of the actin

cytoskeleton [26]. This phenomenon is visible in the fluores-

cence and AFM images obtained for the four studied human

bladder cell lines.

In order to verify whether changes in the organization of

the actin filaments are accompanied with the different expres-

sions of actin, we have used the Western blot (Figure 3). The

analysis was performed for the same number of cells (i.e.,

2.56 × 106 cells/mL) for each studied cell line. This analysis

exhibited two bands at 42 and 43 kDa. The used antibody

targets all the known actin isoforms with a molecular mass of

42 kDa in globular and fibrous forms. The band of 43 kDa

probably corresponds to cytoplasmic actin isomers of 43 kDa

that possess similar epitopes as those of 42 kDa.

The obtained results showed the higher amount of actin in non-

malignant HCV29 cells and the lowest in cancerous HT-1376
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Figure 4: (A) Exemplary force curve recorded on a HT-1376 cell (blue dots). The red solid line represents a curve taken on a hard glass surface (cali-
bration curve). The indentation δ is the horizontal difference between these curves (see Equation 2). The contact point is chosen as the origin.
(B) Force-versus-indentation curve (blue dots) fitted with Sneddon’s equation for a conical tip (red line).

Figure 3: Total expression of actin in human bladder cells. The used
antibody targets all known actin isoforms with a molecular mass of
42 kDa (globular actin and fibrous actin). The upper band (43 kDa)
probably corresponds to cytoplasmic actin isomers with 43 kDa that
possess the similar epitopes as those of 42 kDa.

(grade III, carcinoma) and T24 (transitional cell carcinoma)

cells. To quantify the expression, the ImageJ program was used

to determine the area under each band. The largest area corre-

sponds to the HCV29 cells. The band area of the cancerous cells

with respect to HCV29 was 73%, 35% and 42% for the HTB-9,

HT-1376 and T24 cell lines, respectively. The results show that

when cells with increasing tumor grading are measured, the

amount of actin decreases in the cancerous cells as compared to

non-malignant ones.

Determination of the Young’s modulus
The elastic properties of the cells were determined by using

Sneddon’s model for a conical shape of the tip [27]. First, the

force curves were converted into force-versus-indentation

curves and those curve were fitted to Equation 1 (see section

Experimental: Force spectroscopy on living cells). Because the

Young’s modulus of the tip is about 160 GPa (seven orders of

magnitude larger than that of the cells), we can assume that

Young’s modulus of the interface is Eeff ≈ Ecell/(1 – ν2).

Figure 4A shows a typical force curve obtained on a HT-1376

bladder cell together with a force curve obtained on a stiff

surface (glass). For a given deflection (or force), the difference

between the piezo displacement for the stiff and compliant

surface gives the indentation (Equation 2, see section Experi-

mental: Force spectroscopy on living cells). Figure 4B shows

the force-versus-indentation curve derived from Figure 4A and

the fit obtained with the Sneddon’s model assuming a conical

AFM tip with half-angle of 20°. The Young’s modulus obtained

from the fit was 6.1 kPa. The force spectroscopy data has been

acquired in the region of the cell above the nucleus. The experi-

mental force curves show some deviations from a parabola.

Consequently, the parameters of the fitting will depend on the

fitting length (indentation). For that reason, any conclusion

derived from the data has to be verified for all the indentation

depths studied here. On the other hand, the relative error in the

determination of the contact point will decrease for larger

indentations.

The results obtained for all recorded cell lines yielded the

corresponding distributions of the Young’s moduli. Figure 5

shows the Young’s modulus values collected from the four

bladder cell lines of this study and calculated for the indenta-

tion from 0 to 300 nm. Depending on the cell type distinct

features are observed in the histograms. For the non-malignant

cells (panel A), the observed distribution can be decomposed in

two Gaussians, the larger one centered at 16.0 ± 0.9 kPa and the

smaller centered at 33.0 ± 2.0 kPa. For HTB-9 (panel B) cells

most of the data is centered at 3.0 ± 0.1 kPa with a small tail

centered at 6.4 ± 0.5 kPa; for T24 (panel D) cells the dominant

peak is centered at 2.9 ± 0.5 kPa while the secondary contribu-

tion has its maximum at 6.2 ± 0.6 kPa. The histogram for

HT-1376 (panel C) cells shows a single maximum centered at

5.2 ± 0.1 kPa. We also observe that the histograms are narrower

for all cancerous cells. This is in agreement with previous



Beilstein J. Nanotechnol. 2014, 5, 447–457.

452

Figure 6: (A) Elasticity of living bladder cells as a function of the indentation depth. The data is presented as mean ± SD. (B) Comparison of the elas-
ticity of the cells before and after treatment with cytochalasin D (Cyt-D). The data is presented as mean ± SD.

results that showed that the distribution of the Young’s modulus

becomes narrower for metastatic cells [4,14].

Figure 5: Distribution of Young’s moduli determined by fitting the
curves within the indentation range up to 300 nm. The elasticity
histogram is broader for the non-malignant cells (HCV29) than for the
HTB-9 and the T24 cancerous cells. Histogram bin width of 500 Pa.

Figure S2 (Supporting Information File 1) shows the Young’s

moduli of the same cell lines, but in this case the fitting has

been extended up to an indentation depth of δ = 500 nm. Two

main conclusions are derived with respect to the data obtained

at δ = 300 nm. First, the maxima of the distributions are shifted

to lower values. Second, the distribution width is smaller. Those

results apply for all bladder cell lines of this study.

Depth-dependent changes of the Young’s
modulus
Figure 6A presents the changes of the Young’s modulus as a

function of the indentation depth between 100 and 500 nm. For

the non-malignant HCV29 cells the modulus goes from 50 kPa

at 100 nm to 10 kPa at 500 nm. For the malignant cells the

Young’s modulus decreases from about 15 kPa at 100 nm to

5 kPa at 500 nm. The decrease of the Young’s modulus with δ

has been previously reported [18] although this effect is still not

fully understood [5,18,19].

Effect of cytochalasin D on the elasticity of
the cells
In order to verify the influence of the actin filaments and their

structure on Ecell, some of the cell lines were treated with

cytochalasin D (Cyt-D), which is known to depolymerize the

actin filaments. This results in a reduction of the Young’s

modulus [16]. However, Cyt-D does not affect the structure of

MT or IF. Figure S3 (Supporting Information File 1) shows the

Young’s moduli of the HCV29 cell line before and after expo-

sure to Cyt-D measured at δ = 300 nm. The actin cytoskeleton

of HCV29 cells is composed of short actin filaments and stress

fibers. The stress fibers are visible in Figure 2 and Figure S1

(Supporting Information File 1) for the cell lines HCV29 and

T24. After adding Cyt-D, the modulus drops from 21 to 2 kPa.

We note that the differences between treated and non-treated

cells are preserved across the different individual cells and cell

locations. The Young’s moduli measured on different cells of

the same cell line are similar (Figure S3, Supporting Informa-

tion File 1). In fact the variability observed for each cell type

could be attributed to local changes in the region around the cell

where the measurement has been performed. The measurement

in each of the panels of Supplementary Figure S3 has taken

over 4 h.

The actin cytoskeleton structure of HTB-9 cells is mainly

composed of short actin filaments. In these cells, there are virtu-

ally no stress fibers to be seen. In this cell line a treatment with
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Cyt-D causes a decrease of Ecell from 15 kPa to 5 kPa

(δ = 100 nm) and from 6 kPa to 2 kPa (δ = 300 nm). Figure 6B

shows the change of the Young’s moduli for HCV29 and

HTB-9 cells before and after exposure to Cyt-D for different

indentations. Interestingly, the elastic response of non-malig-

nant and malignant cells is almost identical after exposure to

Cyt-D.

Statistical significance of the cells Young’s
modulus
The statistical significance of the Young’s modulus measure-

ments for the different cell lines was verified by applying the

Tukey–Kramer method [28]. Here the test was performed at a

significance level of P = 0.05 (Table 1). The test shows statisti-

cally significant differences between the Young’s modulus

values of HCV29 non-malignant cells and those obtained on

cancerous cells. Similarly, relevant statistical differences are

found between the values measured before and after the treat-

ment with cytochalasin D. It also shows that among cancerous

cells (HTB-9, HT-1376 and T24) there are no statistical differ-

ences in their values, at least for indentation depths between

200 and 400 nm. It is worth to mention that cells treated with

Cyt-D had similar Young’s moduli for both cell lines (HCV29

and HTB-9).

Table 1: Tukey–Kramer multiple comparison test of the results shown
in Figure 6 with significance level P = 0.05 for all indentation depths.a

cell type HTB-9 HT-1376 T24 HCV29
+ Cyt-D

HTB-9
+ Cyt-D

HCV29 *** *** *** *** ***
HTB-9 ns nsb *** ***
HT-1376 nsb *** ***
T24 *** ***
HCV29 +
Cyt-D

ns

a*** P < 0.001; ns: no significant differences between samples; bThere
are two exceptions for the data represented: for HTB-9–T24 at 100 nm
P < 0.01 and for HT-1376–T24 at 500 nm P < 0.05.

Discussion
The integration of force and fluorescence microscopies enables

one to obtain comprehensive information about the morphology

of the cells. The latter provides the information about fluores-

cently labeled structures while AFM delivers the topology and

the mechanical properties of the sample. In our studies, the fluo-

rescent images of actin filaments were compared with the

surface topography. The cytoskeleton is important for a normal

cell function, however, cancer progression changes its role by

using it as a tool to alter cell growth, stiffness, movement and

invasiveness [26]. The actin cytoskeleton serves as a scaffold

for signaling, as a connection to the extracellular environment,

and as a mechanosensor. However, there is no general evidence

that changes in the expression or organization of actin promotes

or inhibits cancer metastasis. It seems that cancerous cells reor-

ganize the actin cytoskeleton to alter the growth or adhesion or

the mechanical properties to enhance their survival rate during

various phases of tumor progression and metastatic spreading.

This reorganization process involves both re-arrangements of

actin filaments in the cell and also changes in the actin expres-

sion [27]. Our results on human bladder cancer cells showed

that the level of actin (a component of the cell cytoskeleton and

also a mediator of internal cell motility) in non-malignant

HCV29 cells is the highest. Its drops as follows: HTB-9

(grade II, carcinoma) > T24 (transitional cell carcinoma) >

HT-1376 (grade III, carcinoma) cells. Moreover, in non-

muscles cells, the actin cytoskeleton in cells can be divided into

two groups: short actin filaments forming a cortex and long

stress fibers that consist of bundles of single actin filaments.

The actin cortex is located beneath the cell membrane while the

actin stress fibers span over the whole cell. The results obtained

on human bladder cells (non-malignant HCV29 and three

cancerous lines HTB-9, HT-1376 and T24) showed various

organizations of the actin cytoskeleton as observed by fluores-

cence microscopy. In non-malignant HCV29 cells, both short

actin filaments and stress fibers are visible. Similarly, both

structures are present in cancerous T24 cells (transitional cell

carcinoma). The two other cancerous cells, HTB-9 cells

(grade II, carcinoma) and HT-1376 (grade III, carcinoma) only

show the presence of short actin filaments. In recent decades, a

novel functionality of the AFM, i.e., stiffness tomography,

has been demonstrated [29,30] for neurons to deliver a 3D

recording of the Young’s modulus. The results have shown the

presence of hard structures, which are attributed to cortical actin

cytoskeleton. However, the organization and mechanical prop-

erties of single actin filaments stress fibers have not been shown

by this technique. Nevertheless, the imaging of the cell surface

by using AFM in contact mode can convey information about

the superficial layers of the actin cytoskeleton. In our case the

topography of each studied cell lines correlates with the images

of phalloidin stained actin filaments, which were recorded by

using fluorescence microscopy.

The actin cytoskeleton has been reported to play the main role

in the mechanical properties of living cells [15,31]. The

observed increase of cellular deformability, which is induced by

cytochalasin D, relates to the mechanical properties of the

cytoskeleton with the actin network lying beneath the cell

membrane. However, it cannot be specified, which form of

spatial organization of actin filaments dominates. The highest

expression of actin and the most abundant presence of stress
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fibers, which is observed in HCV29 cells, were accompanied by

a large value of the Young’s modulus. It is clearly visible that a

lower expression of actin, which is observed in malignant cells

(HTB-9, HT-1376 and T24), is associated with a lower Young’s

modulus. All malignant cells showed similar values of the

Young’s modulus. However, the elastic properties of the

cancerous cells seem to be independent of the presence/absence

of stress fibers. The stress fibers are present in T24 cancerous

cells (transitional cell carcinoma) but not in HTB-9 (grade II,

carcinoma) and the HT-1376 (grade III, carcinoma).

The altered elastic properties of single cells is nowadays almost

believed to be a general feature of cancer progression, which

has been already shown in various measurements performed by

using atomic force microscopy. The examples encompass

human bladder [5,32], breast [3], colon [31], prostate [10,32],

thyroid [11] and cervical cells [33]. A similar relationship was

obtained in previous studies for human bladder cancer cells [5].

The non-malignant HCV29 cells were significantly stiffer than

the cancerous ones. It should be also pointed out that these

measurements are in agreement with the data reported earlier, in

which the stiffness of both HCV29 and T24 cells was measured

by force spectroscopy [5,14]. This observation is particularly

important since these cells were grown previously on a glass

coverslip covered with poly-L-lysine. In the present studies no

glass surface modification was introduced. Thus, substrate

chemical properties do not change the relationship between

non-malignant HCV29 and cancerous T24 cells. The compari-

son performed in the previous studies showed that two non-

malignant cell lines (HCV29 and Hu609) were significantly

stiffer than three cancerous ones, i.e., Hu456 (grade I, carci-

noma), T24 (transitional cell carcinoma), BC3726 (HCV29

cells transformed with ν-ras oncogene). However, in the studies

from 1999 [5], there was no fluorescence microscopy involved

to show the organization of actin filaments in the studied cell

lines. In our work we have observed the same relation. Indepen-

dently of the histological grade, the cancerous cells are more

deformable. This point out the usefulness of the AFM to detect

bladder cancer cells –regardless of the state of cancer progres-

sion– soft cells indicate a malignant phenotype.

The fluorescent images of the actin filaments, obtained in the

present study, showed surprisingly that the 2D-organization of

these filaments on the cell surface is not solely responsible for

the observed stiffness of all malignant cells. It seems that in our

case, the elastic properties are governed by both the expression

level of F-actin and its 3D-organization in the probing volume.

The dependence of the Young’s modulus on the indentation

depth represents another important element of the presented

data. In the range studied here between 100 and 500 nm, the

Young’s modulus decreases with the indentation depth

(Figure 6A). The decrease of the Young’s modulus with the

indentation depth indicates little influence of the solid support

on the measurements [34]. Here we are focused on the ability to

distinguish cells of different malignancy degrees. Consequently,

in order to visualize the variations across the different cells lines

we have normalized the Young’s modulus of the different cells

to the one obtained at the same indentation for the non-malig-

nant cells. Two main observations are obtained from the

normalized plot. First, non-malignant bladder cells are stiffer

than malignant cells. Second, for the cell lines studied here, the

histologically determined tumor grade does not seem to be

reflected in the elastic properties of the cells.

The treatment of cells with cytochalasin D resulted in a marked

decrease of their Young’s modulus (Figure 6B). The Cyt-D

inhibits the actin polymerization by binding to the fast growing

plus ends of the microfilaments and blocking both the assembly

and the disassembly of individual actin monomers from the

bound end. It has been reported that the results of its action is a

drop of the overall cell elasticity [16,33]. The correlation

between the reduction of the Young’s modulus and the depoly-

merization of the actin filaments supports a predominant role of

these filaments on the stiffness of the cells. In order to verify

how the organization of the actin cytoskeleton influences the

mechanical properties, HCV29 and HTB-9 cells were treated

with 5 μM Cyt-D. The observed decrease of the elastic

modulus confirms the pre-dominant influence of actin fila-

ments on the elastic properties. The results was independent of

both the 2D organization of actin filaments and on the expres-

sion level of actin (similar values were obtained 1.8 ± 0.1 kPa

and 1.7 ± 0.1 kPa for HCV29 and HTB-9, respectively). The

deformability of all studied cancerous cells is slightly larger

than that of the cell treated with cytochalasin D. This points out

to partial but extensive changes in actin cytoskeleton structure

induced by cancer progression.

The relation between the cell deformability and the degree of

invasiveness has attracted attention almost from the beginning

of the elasticity measurements of cancerous cells. The compari-

son between various cell lines of the same origin like breast,

prostate, bladder, thyroid, and ovarian cancers, only shows such

a relation for ovarian cancers [21]. In the other research either

only a comparison between only two cell lines has been done or

such correlation could not be shown clearly. In our case, for

bladder cancer, the first results from 1999 showed a significant

difference between non-malignant and cancerous cells without

any consideration of their degree of invasiveness. The results

presented here, now clearly demonstrate that most probably, in

human bladder cancers, cells acquiring a more invasive pheno-

type become more deformable at early stages of cancer progres-



Beilstein J. Nanotechnol. 2014, 5, 447–457.

455

sion. This makes the cell stiffness a powerful biomarker for

detecting cancer-related alterations in human bladder tumors.

Conclusion
Nanomechanical measurements performed with a force micro-

scope at the single cell level have been applied to characterize

the elastic properties of human bladder cancer cells. All malig-

nant bladder cells have Young’s moduli about 2–3 times lower

that those non-malignant cells. The low Young’s modulus

(higher cellular deformability) seems to occur at an earlier stage

of cancer progression and it does not seem to evolve with the

metastatic phenotype. It correlates with a partial lack and/or

depolymerization of the actin filaments. The data implies that

the elastic response is dominated by the expression of F-actin.

However, the presence of actin stress fibers (observed in non-

malignant HCV29 and cancerous T24 cells) is not a prerequi-

site for a smaller cellular deformability of cancer bladder cells.

The stress fibers observed in T24 cells produce a rather small

increase of the Young’s modulus. This strongly suggests that

the deformability of cancer cells is mainly related to the

3D-organization of actin filaments (both short filaments, and

stress fibers) together with their density. The elastic properties

of cancerous cells (HTB-9, HT-1376 and T24) were inde-

pendent of the cell line, the stage of cancer progression, and the

cell cycle. Therefore, they underline the usefulness of atomic

force microscopy to detect bladder cancer cells because regard-

less on the state of cancer progression, softer cells indicate a

malignant phenotype.

Experimental
Cell lines: Four bladder cell lines with epithelial origin have

been studied: non-malignant transitional epithelial cells of the

ureter (HCV29, Institute of Experimental Therapy, Wroclaw,

Poland), which serve as a reference; urinary bladder cell carci-

noma (HTB-9, grade II, ATCC, LGC Standards); urinary

bladder cell carcinoma (HT-1376, grade III, ATCC, LGC Stan-

dards) and transitional cell carcinoma (T24, ATCC, LGC Stan-

dards).

The HCV29 and the T24 cells were grown in RPMI-1640

medium (Sigma) supplemented with 10% Fetal Bovine Serum

(FBS, Sigma). The HTB-9 cells were grown in RPMI-1640

supplemented with 10% FBS, 1% HEPES (4-(2-hydroxyethyl)-

1-piperazineethanesulfonic acid, Sigma) and 1% sodium pyru-

vate (Sigma). Finally, the HT-1376 cells were grown in Eagle’s

medium (EMEM, LGC Standards) supplemented with 10%

FBS (LGC Standards). The cells were cultured on glass cover-

slips placed inside plastic Petri dishes at 37 °C in a 95% air/

5% CO2 atmosphere. The relative humidity was kept above

98%. The cells were measured 3 to 4 days after seeding. The

cells treated with cytochalasin D (Sigma) were first rinsed with

RPMI-1640 medium and then they were immersed in a 5 µM

Cyt-D solution in RPMI-1640 medium for 1 h at 37 °C.

Actin expression in bladder cells: The expression of β-actin in

the studied human bladder cells was determined by using

Western blot analysis, performed in analogous way as in [35].

Briefly, for this analytical technique, which uses gel elec-

trophoresis to separate native proteins, the same number of cells

of about 2.56 × 106 cells per mL for each cell line was lysed

and loaded on 12% gels for SDS-PAGE and afterwards trans-

ferred to a polyvinylidene difluoride membrane (Roche). After

blocking with casein solution, the membranes were then incu-

bated overnight with the primary antibody against actin

(1:10000, 0.025 µg/mL, BD Biosciences).

Force spectroscopy of living cells: Force spectroscopy

measurements were performed by using a commercial AFM

(model XE120, Park Systems, South Korea). We used v-shaped

silicon nitride cantilevers terminated with a silicon tip

(MLCT-C, Bruker, USA). Those cantilevers are characterized

by a nominal spring constant k = 0.01 N/m while the length of

the tip length is about 3 µm long, with a half-angle of 20° and a

radius of 20 nm. The sensitivity of the photodiode was cali-

brated on a rigid glass surface.

Force-versus-distance curves (force curves hereafter) were

acquired in a 25-µm2 region centered above the nucleus of the

cell. The curves were acquired in 64 different positions sep-

arated by about 600 nm. The maximum indentation depth was

established by the value of the peak force; in this case, it was set

to 1 nN. The curves were acquired with a speed of 5 μm/s. The

force-versus-indentation curves were obtained by subtracting

the force curves recorded on a stiff glass surface from the ones

recorded on the cell surfaces. The elastic modulus (Young’s

modulus) was determined by fitting the force-indentation curve

(approach section) to the Sneddon’s model [27,36] while

assuming a conical tip. Then, the indentation depth and the

effective Young’s modulus Eeff are related by

(1)

where F is the loading force, θ is the half-angle of the cone, ν is

the Poisson coefficient of the cells (0.5 in this study), and δ is

the indentation depth. The indentation is determined from the

displacement zp of the piezo-scanner, the initial contact dis-

tance z0, and the deflection given by a hard wall F/k,

(2)
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All experiments were performed at room temperature in a

culture medium RPMI-1640 supplemented with 10 mM

HEPES. For the cells treated with Cyt-D the buffer was 5 μM

Cyt-D in RPMI-1640 medium.

Statistical analysis: We have analyzed 10 to 16 cells for each

cell line (about 700 individual force curves per cell line). The

Tukey–Kramer test (P = 0.05) was used to confirm statistical

differences between Young’s modulus of different cell lines.

Fluorescence microscopy: The cells grown on a coverslip were

washed with a RPMI-1640 medium supplemented with 10 mM

HEPES. Next the cells were fixed by adding a 3.7%

paraformaldehyde solution in PBS (phosphate buffered saline,

Sigma) for 10 min and then washed with PBS buffer. The cell

membrane was permeabilized by incubating the cells with a

0.2% Triton X-100 (Sigma) in PBS solution for 5 min. Finally,

cells were rinsed with PBS buffer. Such prepared coverslips

with cells were fluorescently labeled. The actin filaments were

stained with phalloidin fluorescently labeled with Alexa Fluor

488 (Invitrogen) dissolved in PBS buffer (1:200) for 30 min.

Then, the sample was washed with PBS buffer and the cell

nuclei were stained with Hoechst stain (Invitrogen) in PBS

buffer (1:5) for 15 min. The coverslips containing the cells were

washed with PBS buffer, sealed using nail polish, and stored at

4 °C in the dark for 24 to 48 h before image recording.

Force and fluorescence microscopy imaging of the cells: The

AFM is integrated with the inverted optical microscope

equipped with fluorescent functionality. This enables to image

the same region with both techniques and to correlate AFM and

fluorescence data. The fluorescence microscopy was performed

by using an Olympus IX71 inverted microscope (Olympus,

Japan) equipped with a 100 W mercury lamp and U-MWIB2

and U-MWIG2 filters used for actin filaments (Alexa Fluor

488) and cell nuclei (Hoechst stain) visualization, respectively.

For image recording, the Olympus XC10 digital camera (resolu-

tion 1376 × 1032 pixels) was used. Images were recorded using

the program CellSens Dimension (Olympus). The AFM is

equipped with a liquid cell sitting on a x–y piezoscanner with a

range of 100 × 100 µm2. The approach and retraction of the

AFM probe is realized using a separate piezoscanner with a

z-range of 10 μm. The AFM images were obtained in contact

mode by applying a maximum force of 100 pN. The imaging

scan line rate was between 0.5 to 1.0 Hz with a length between

20 to 50 μm. Each image has 512 × 512 pixels.

Western blot method: The Western blot technique is a stan-

dard technique used in cell biology to detect specific proteins in

the sample. It follows through two steps. First, an elec-

trophoresis is performed to separate proteins from a cell extract.

Second, proteins are transferred to a membrane, on which they

are stained using monoclonal antibodies. Each band correspond

to a specific protein with a particular molecular mass.

Supporting Information
Supporting Information File 1
Additional experimental details.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-52-S1.pdf]
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Abstract
Nanoscale research of bulk solid surfaces, thin films and micro- and nano-objects has shown that mechanical properties are

enhanced at smaller scales. Experimental studies that directly compare local with global deformation are lacking. In this research,

spherical Au nanoparticles, 500 nm in diameter and 100 nm thick Au films were selected. Nanoindentation (local deformation) and

compression tests (global deformation) were performed with a nanoindenter using a sharp Berkovich tip and a flat punch, respec-

tively. Data from nanoindentation studies were compared with bulk to study scale effects. Nanoscale hardness of the film was found

to be higher than the nanoparticles with both being higher than bulk. Both nanoparticles and film showed increasing hardness for

decreasing penetration depth. For the film, creep and strain rate effects were observed. In comparison of nanoindentation and

compression tests, more pop-ins during loading were observed during the nanoindentation of nanoparticles. Repeated compression

tests of nanoparticles were performed that showed a strain hardening effect and increased pop-ins during subsequent loads.

822

Introduction
The characterization of mechanical properties is crucial for a

fundamental understanding of materials behavior during

contact. Mechanical properties of interest comprise hardness,

Young’s modulus of elasticity, bulk modulus, elastic–plastic

deformation, scratch resistance, residual stresses, time-depen-

dent creep and relaxation properties, fracture toughness, fatigue

and yield strength.

With the advent of the atomic force microscope (AFM) and

specialized commercial depth-sensing indenters, the probing of

mechanical properties on the micro- and nanoscale under ultra-

low loads has become possible [1,2]. In particular, the use of a

nanoindenter with depth sensing is ideal, as mechanical prop-

erties such as hardness and Young’s modulus of elasticity can

be directly obtained as a function of depth. This can be done

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:Bhushan.2@osu.edu
http://dx.doi.org/10.3762%2Fbjnano.5.94
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Table 1: Review of studies of enhanced scale-dependent mechanical properties of bulk solid surfaces, thin films and various nano-objects. For thin
films, the thicknesses are given and for nano-objects, the diameters are given. Pillars described in the studies have low aspect ratios (2–20)
compared to wires (>20).

material method result theories

solid surfaces

Ag, Au, Cu, GaAs, GaP, Ni, Si, Ti,
ZnSe

indentation [7-13] hardness higher than bulk; hardness
inversely proportional to indentation
depth

strain gradient plasticity
[29,30]

thin films

Al (210–1090 nm) indentation [14]
hardness inversely proportional to film
thickness

Hall–Petch [31-34], dislocation
constraint [45]

Ag, Au (100–2000 nm) indentation [15]
Hall–Petch [31-34]

Au (31–858 nm) indentation [16]
Ni (50–700 nm) indentation [17] hardness higher than bulk dislocation constraint [45]

nano-objects

Cu/Nb microwires (1–10 µm) indentation [18] hardness inversely proportional to
diameter

Hall–Petch [31-34]

Au micropillars (0.4–7.5 µm) compression [19] yield stress higher than bulk; yield stress
inversely proportional to diameter

dislocation starvation [19]

Au nanowires (40–250 nm) bending [20] yield strength inversely proportional to
diameter and greater than bulk

Hall–Petch [31-34]

Ni nanopillars (150–400 nm) compression [21] yield stress inversely proportional to
diameter

dislocation starvation [19]

Au nanopillars (150–1000 nm) compression [22] yield strength inversely proportional to
diameter

Hall–Petch [31-34]

Au nanoparticles (200–1000 nm) compression [26] smaller nanoparticles yield at higher
stress

dislocation entanglement [26]

with a high degree of accuracy, not easily obtained with an

AFM. This advancement in technology has proven useful for

understanding the mechanical behavior of micro- and nano-

objects that are continually being developed and incorporated

into a wide variety of macro- to nanoscale systems [3]. With the

depth-sensing nanoindenter, indentation studies with a sharp

three-sided pyramidal Berkovich tip and compression studies

with a flat punch have been performed. The sharp tip allows for

the study of localized deformations and the flat punch allows

for the study of deformations of entire micro- or nano-objects.

Knowledge of their mechanical properties is crucial for

predicting deformation behavior under various loading regimes,

which is important for long term use. Research has shown that

mechanical properties on the micro- to nanoscale are different

from bulk and are scale-dependent as was observed in studies of

bulk solid surfaces, surface thin films and micro- to nano-

objects. Mechanical properties can either be reduced or

enhanced. There are many theories and mechanisms used to

explain the state of mechanical properties and deformation

behavior of materials on the macro- to nanoscale. Evaluation of

each along with experimental conditions is necessary to explain

and place new research in context.

Reduced mechanical properties have been observed in some

studies of micro/nano-objects where decreasing diameters

results in a reduction of yield strength and hardness [4-6]. This

has been explained according to the inverse Hall–Petch effect,

which means that mechanical properties, below a critical grain

size, decreases as grain sizes becomes smaller resulting in

reduced properties. Jang and Greer [6], for example reported for

Ni micropillars (0.1–2.5 µm) under compression, that the yield

strength was reduced as the diameter was decreased with a criti-

cal grain size of 60 nm. Of particular interest are cases in which

properties are enhanced leading to the ‘smaller is stronger’

phenomenon. An overview of several of these studies, in which

mechanical properties improve as scale is reduced, is presented

in Table 1. Also presented are material dimensions and asso-

ciated theories.

In studies of bulk solid surfaces [7-13] and thin films [14-17]

made of various materials including Al, Au, Ag, Cu, GaAs,

GaP, Si, Ti, ZnSe and Ni, scale effects on hardness with respect

to the depth of penetration or indentation size effect (ISE) and

decreasing film thickness have been reported. Pharr and Oliver

[9] and Bhushan et al. [11], for example, found that a
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decreasing indentation depth resulted in higher hardness of Ag

and Si surfaces, respectively. In both cases the hardness of the

nano-objects was higher than that of the bulk material. Other

studies revealed the relationship between film thickness and

hardness. Cao et al. [15] and Dietiker et al. [16], for example,

demonstrated that as the film thickness decreased for Ag and

Au (10–2000 nm) and solely Au (31–858 nm), respectively,

hardness increased. The dependence of the hardness on the film

thickness can be explained by either the Hall–Petch effect or

dislocation constraint, where the hard substrate limits the move-

ment of dislocations. Large strain gradients observed in the ISE

also contribute to the material hardness. Scale dependence is

also seen in studies of various micro/nano-objects. Enhanced

mechanical properties were observed in nano-objects [18-23]

made of various materials including Au, Cu, Nb and Ni, for

which decreasing diameters result in an increase in micro/nano-

object yield stress and hardness. Indentation tests of Cu/Nb

microwires (1–10 µm) by Thilly et al. [18] showed that a lower

diameter resulted in higher yield stress following the ‘smaller is

stronger’ phenomenon. In compression studies involving Au

(0.4–7.5 µm) micropillars a similar observation was made and

higher yield strengths were observed compared to bulk with

decreasing micropillar diameter [19]. For a thorough review,

see Palacio and Bhushan [24]. The increase in yield strength or

hardness seen with nano-objects has been explained by the

dislocation starvation model or the Hall–Petch effect for single

crystalline and polycrystalline nano-objects, respectively. In the

dislocation starvation model, the absence of dislocations in the

interior of the nano-object does not allow for plastic deforma-

tion to occur. Similar to thin films, for indentation of micro and

nano-objects, there is also a contribution to hardening due to the

occurrence of large strain gradients at shallow depths for both

single and polycrystalline materials. Details of the mechanisms

which lead to enhanced hardness with polycrystalline bulk

solids, surface thin films and nano-objects are presented in the

next section. These mechanisms are explained to aid in under-

standing of mechanical properties and deformation behavior of

materials.

Nanoparticles made of Au are of interest since they are used in

tribological applications on the macro- to nanoscale and appli-

cations requiring controlled manipulation and targeting [25]. In

these environments the nanoparticles can be deformed locally or

the entire nanoparticle can be compressed. Knowledge of the

mechanical properties and deformation mechanisms involved

when subjected to an applied load is important for determining

their suitability for various applications. Studies have been

previously performed on Au nanoparticles by doing indentation

experiments to look at the effect of lateral dimension (elonga-

tion) on strength [26] and by doing compression experiments to

study the effect of overall particle size on strength [23]. Studies

that directly compare indentation (local deformation) with

compression (global deformation) with nanoparticles of the

same size and geometry to understand the differences in

deformation modes are lacking. In addition to indentation

studies of Au nanoparticles, it is of interest to study thin Au

films. As the size of the nanoparticle decreases there is less

contact with the tip due to the curvature of both the tip and

nanoparticle and this can lead to inaccuracies in determining the

contact area. This results in errors during obtaining the mechan-

ical properties. Thin films, due to their flat surfaces, eliminate

this problem and provide an opportunity to further investigate

scale effects of mechanical properties of a material at smaller

dimensions. This is due to a more accurate determination of the

contact area than would be possible with a nanoparticle of

similar size.

In this paper, 500 nm Au nanoparticles and a 100 nm thick Au

film were investigated to determine scale effects of mechanical

properties and deformation behavior. Various normal loads

were applied through nanoindentation with a sharp tip (local

deformation) and compression with a flat punch (global defor-

mation). Data from the nanoindentation studies were compared

with bulk to study scale effects on hardness. The effects of the

penetration depth on hardness were investigated for nanoparti-

cles and thin films. For the films, creep and strain rate tests

were also studied. Load effects were compared between loading

methods to understand the mechanisms involved during defor-

mation. Repeated compression tests of nanoparticles were

performed to study nanoscale strain hardening.

Mechanisms
In this section, mechanisms for the observed enhanced mechan-

ical properties of polycrystalline materials on the nanoscale are

described. Explanations of the various mechanisms are impor-

tant to aid in discussing and understanding the current research.

In some cases one or multiple explanations can account for the

observed mechanical properties and deformation behavior. It is

necessary to understand the details of these mechanisms to

determine which ones apply and best explains the results. As

physical dimensions reach the nanoscale, an increase in yield

stress or hardening is observed compared to the macroscale.

These changes are driven by the presence or absence of sets of

atoms that disrupt the regular atomic arrangements in the lattice

planes, the so called dislocations.

Figure 1 shows for a polycrystalline material, as an example,

dislocations in the grain originating from the grain boundary

and the grain interior, from a multiplication of existing disloca-

tions during loading or from geometrically necessary disloca-

tions (GNDs) generated to accommodate strain gradient in

nanoindentation at low penetration depths.
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Figure 1: Flowchart illustrating dislocation sources, in a grain, from the
grain boundary and the grain interior, from multiplication and growth of
an existing dislocation and from geometrically necessary dislocations
needed to accommodate strain gradient.

Movement of dislocations by slip allows for plastic deforma-

tion to occur [27]. After an initial slip, as more dislocations are

generated there is an increase in yield stress or hardness as the

dislocations interact with each other or at the grain boundaries

in polycrystalline material. These interactions are responsible

for the trend of enhanced mechanical properties with reduction

in size or the ‘smaller is stronger’ phenomenon. They help to

explain certain observable effects such as the ISE and

Hall–Petch effect. The mechanisms of each are given in the

following sections. In the case of the ISE, contributions to

enhanced hardness can occur in either single or polycrystalline

nano-objects.

Indentation size effect: Strain gradient plas-
ticity
Indentation of materials with a sharp tip at shallow depths leads

to large strain gradients, which results in formation of GNDs.

This allows for the accommodation of plastic deformation of

the material beneath the indenter, as depicted in Figure 2. The

GNDs along with dislocations which are formed in the absence

of strain gradients, known as statistically stored dislocations

(SSD), hinder the formation and movement of new dislocations.

As indentation depths decreases larger strain gradients lead to

an increase in the density of dislocations. This results in a

strengthening effect [28-30] and accounts for the observed

increase in hardness at shallower indentation depths. This

phenomenon was first modeled by Nix and Gao [30] according

to the following relation

(1)

where H is the hardness at a given indentation depth h, with H0

being the hardness at a large indentation depth and h* is a char-

acteristic length, which is dependent on the indenter shape, the

shear modulus and H0. The ISE contributes to increased hard-

ness in bulk solid surfaces, thin films and nano-objects.

Figure 2: Illustration of the strain gradient plasticity theory in which
high strain gradients occur at shallow indentation depths with a sharp
tip. This leads to geometrically necessary dislocations (GNDs) being
generated to accommodate for the strain gradient and a subsequent
permanent deformation. The GNDs entangle and impede further
movement of existing dislocations as well as the formation and move-
ment of new dislocations.

Hall–Petch effect
The generation of dislocations leads to the Hall–Petch effect

through the dislocation pile up mechanism or the dislocation

density mechanism and are described in subsequent sections. In

both mechanisms as the grain size is reduced, the yield stress

increases resulting in higher hardness in the case of indentation

as stated previously [31-34]. It should be noted that the

strengthening effect can also be the result of a combination of

mechanisms.

Dislocation pile-up mechanism
As the nanoscale is approached, polycrystalline thin films and

nano-objects by virtue of their physical dimensions will be

composed of materials that have a nanocrystalline structure, i.e.,

nanometer size grains; as compared to the coarse grained bulk

materials, in which grain sizes can vary from 10–300 µm [35].

In the pile-up mechanism illustrated in Figure 3a, for a given

applied stress τ, on the grains illustrated by the vertical arrows,

dislocations are generated along slip lines, as depicted by the

dashed lines, and eventually pile up against the grain boundary.

The stress at the grain boundary is called the pile up stress,

given as

(2)

where τi is the friction stress opposing the movement of the

dislocations. The number of dislocations in the pile up in grain

A (n1A) is greater than in grain C (n2C) due to the larger size
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which leads to a greater τp. For a slip to occur across the grain

boundary, τp must be greater than the critical stress, τcritical. A

higher initial τ is therefore required on grain C before the criti-

cal stress is reached to allow slip to occur and plastic deforma-

tion to continue, which results in a higher yield stress compared

to grain A [31-34].

Figure 3: Illustration of (a) Hall–Petch effect by the dislocation pile-up
mechanism, where dislocations pile up against the grain boundary
under an applied stress τ. The stress at the boundary τp (pile up
stress) which is a function of τ and τi (internal stress) of the disloca-
tions is larger for a bigger grain size (A) on the macroscale due to the
larger number of dislocations compared to that for a smaller grain size
(C) on the nanoscale. The number of dislocations (n) within the grain
on the nanoscale is smaller compared to the macroscale, requiring a
larger τ to create a pile up stress (τcritical) high enough for dislocation
slip and plastic deformation which results in a higher yield stress.
(b) Dislocation density mechanism where there is a larger overall grain
boundary area as grains become smaller within the same volume,
resulting in a greater density of dislocations which impede the forma-
tion and motion of new dislocations to accommodate strain gradients
and results in higher yield stress.

Dislocation density mechanism
As mentioned earlier, dislocations can be generated from

different sources as shown in Figure 1. As the grain size

becomes smaller, shown in Figure 3b, there is a larger overall

grain boundary area within the same volume on the nanoscale

(right) compared to the macroscale (left), resulting in a greater

number of dislocations per unit area or density (ρ). This entan-

glement of dislocations impedes the formation and motion of

new dislocations and multiplication of existing dislocations

necessary to accommodate strain gradient and subsequent

deformation. This results in greater resistance to deformation

and increased yield stress [28,36,37].

Experimental
Materials and sample preparation
Si(100) wafers with a native oxide layer (University Wafers,

Boston, MA) were ultrasonically cleaned in deionized (DI)

water, followed by isopropyl alcohol (IPA) and finally acetone

for 15 min each. Polycrystalline Au nanoparticles (Alfa Aesar,

Ward Hill, MA) with nominal diameters of 500 nm to be

referred to as “Au 500” henceforth, were chosen for the

nanoparticle experiments. The 500 nm diameter was the largest

size commercially available. It was necessary to use nanoparti-

cles sufficiently larger than the Berkovich indenter tip of radius

100 nm to provide as flat a surface as possible for nanoindenta-

tion. This allows for a more accurate determination of the

contact area and mechanical properties.

Figure 4 shows a scanning electron microscopy (SEM) image

(S-4300 SEM, Hitachi HTA Inc., Pleasanton, CA) of the

nanoparticles. For the nanoparticle experiments conducted,

several droplets of Au nanoparticles suspended in DI water

were deposited onto the clean Si(100) substrates by using a

syringe. A solution concentration of 0.01 mg/mL was used. The

substrate was then placed on a hot plate and heated to a

temperature of about 70–80 °C and left until the water was

evaporated.

Figure 4: SEM image of spherical Au nanoparticles approximately
500 nm in diameter which are referred to as Au 500.



Beilstein J. Nanotechnol. 2014, 5, 822–836.

827

Figure 5: TEM images showing (a) Au film (100 nm) (left) with a magnified view of the section highlighted by the dashed lines shown on the right. In
the magnified view, the dashed lines are used to highlight the grains within the film which have an average diameter of 40 ± 9 nm, and (b) several Au
500 nanoparticles (left) with a magnified view of a single nanoparticle with the grains highlighted by the dashed lines (right). The average grain diam-
eter was found to be 96 ± 30 nm.

For thin film experiments, a polycrystalline Au film of approxi-

mately 100 nm thickness was deposited onto the surface of the

Si(100) substrate by thermal evaporation at an operating pres-

sure of about 0.001 Pa, substrate temperature of 100 °C at a rate

of approximately 0.4 nm/s. To observe the grains within the Au

film and nanoparticles, focused ion beam (FIB) milling and

transmission electron microscopy (TEM) were employed.

Cross-sections of samples were cut out by FIB milling (Nova

NanoLab 600, FEI, Hillsboro, OR) by using a Ga+ ion beam

accelerated at a voltage of 30 kV with currents ranging from

0.03 to 28 nA. A Pt coating was deposited on both sets of

samples to protect the surfaces during milling. The cross-

sections were then lifted out by using a micro manipulator and

placed in a holder and observed using a TEM system (Tecnai

F20, FEI, Hillsboro, OR, USA) operated at a voltage of 200 kV

with a current of 1 nA. Figure 5 shows typical TEM images of

both the Au film and Au nanoparticles. Figure 5a shows the Au

film (100 nm) on a silicon substrate (left) with a magnified view

of the section highlighted by the dashed lines shown on the

right. In the magnified view the dashed lines highlight the

grains. Figure 5b shows several Au 500 nanoparticles (left) with

a magnified view of a single nanoparticle highlighted by the

dashed lines. The view on the right shows grains highlighted by

the dashed lines. The average grain diameters were found by

first importing the TEM images into an image processing and

analysis software (ImageJ, National Institute of Health,

Bethesda, MD). Second, the outlines of the grains were traced

and the enclosed area was determined. The outlines were visible

due to the difference in color from one grain to the next as a

result of the misalignment of atoms at the grain boundary.

Using the area, the diameter of a circle of equivalent area is

found and this is taken as the grain diameter. The average grain

diameters from the representative images were found to be

40 ± 9 nm for the film and 96 ± 30 nm for the nanoparticle.

Nanomechanical characterization
Nanoindentation
All experiments were carried out by using a probe-based scan-

ning nanoindenter head TS 75 Trboscope, (Hysitron, Inc.,

Minneapolis, MN) attached to an AFM (Bruker Dimension

3100, Santa Barbara, CA) with a diamond tip. For nanoindenta-

tion experiments a three-sided diamond pyramidal Berkovich

tip of approximately 100 nm in radius was used as shown in

Figure 6a (left). Hardness and elastic modulus were obtained as

a function of contact depth for the 100 nm thin film by

indenting at maximum loads of 20, 40, 60 and 80 µN. The

20 µN load was the lowest load that was possible to produce

well defined load–displacement curves for analysis. The 80 µN

load was the maximum load possible without the substrate

influencing the values of hardness. Effects of creep were

studied at 40 and 80 µN by using a hold period of 200 s at the

maximum loads. Strain rate effects were investigated at a load
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of 80 µN for loading and unloading times of 20 and 200 s. The

creep and strain rate data gives an indication of whether the

experiments are sensitive to hold times and loading–unloading

rates and helps to further characterize material behavior which

is important for determining suitability for various applications.

Figure 6: (a) Schematic showing method of deformation by using a
Berkovich tip for nanoindentation (local deformation) and flat punch for
compression (global deformation) with Au nanoparticles. (b)Topog-
raphy map (top) and 2-D profile (bottom) of flat punch at the section
shown by the pairs of horizontal arrows along with a typical line plot
(right) of a 200 nm × 200 nm section indicated by the single horizontal
arrow.

Au 500 nanoparticles were indented at maximum loads of 20,

40, 60 and 80 µN similar to the thin film. The Oliver and Pharr

[38] method was used to obtain the hardness and the elastic

modulus. By using this method the Young’s modulus of elas-

ticity and Poisson’s ratio for diamond were taken as 1140 GPa

and 0.07, respectively. Poisson’s ratio for Au was taken as 0.42.

The data from these experiments is the average of five measure-

ments on five different nanoparticles for each load. For each Au

nanoparticle, further indentation experiments were carried out at

intermediate and high loads. These loads were 500 and

1000 µN. Intermediate loads are defined as loads that allow for

indents to approximately half the nanoparticle height or more,

without fracturing or crushing the nanoparticle. High loads are

defined as loads that crush or fracture the nanoparticle. These

loads were selected to understand how the nanoparticle deforms

under various loading conditions. The duration for loading and

unloading was 20 s for all experiments (unless otherwise stated)

to prevent the nanoparticle from slipping under the indenter

during more rapid and unstable loading. Topography images

were also taken before and after indentation with the same tip

used for indentation. All experiments were performed at room

temperature (23 °C) and 50–55% relative humidity.

Compression
For compression experiments a spherical diamond tip of

approximately 3.5 µm in radius was used as shown in Figure 6a

(right). This can be considered to be a flat punch due to the

large radius of the diamond tip compared to the nanoparticles.

Figure 6b shows the topography map (top left) and corres-

ponding 2-D profile (bottom left) of the flat punch. The pairs of

arrows indicate the section on which the profile is taken. The

dashed lines represent the sides of the holder on which the

tip is glued. The single arrow points to a representative

200 nm × 200 nm section on the punch that is illustrated by the

3-D map (right). The root mean squared roughness (RMS) is

0.5 nm and the peak to valley (P-V) roughness is 5.9 nm. The

low roughness allows for an overall compression of the

nanoparticles without indentation due to any large asperities

that may be present on the surface.

Three different maximum loads were applied to the nanoparti-

cles. The lowest load for all three cases was 80 µN similar to

indentation. This was done to compare the deformation between

the two methods. The intermediate and high loads were 1000

and 1500 µN. These loads are similarly defined as those used in

indentation. Repeated compression loading experiments, during

which several loads are applied to a single nanoparticle, were

also performed. Experiments were carried out to explore strain

hardening effects on the nanoscale as well as pop-in behavior.

The range was 50–250 µN and loads were applied in increasing

increments of 50 µN to obtain enough load–displacement

curves to clearly observe strain hardening. The range was

limited by the nanoparticle either being pushed during imaging

or stuck to the diamond tip during compression. This makes

imaging and location of the nanoparticle impossible for further

compression. The duration for loading and unloading was 20 s

for all experiments similar to nanoindentation. Topography

images were also taken before and after indentation with the

same tip used for compression. To ensure repeatability, each

experiment was performed five times and representative data

are shown in the results section. All experiments were

performed at room temperature (23 °C) and 50–55% relative

humidity.
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Macromechanical characterization
For comparison to the macroscale, data from polycrystalline

bulk Au was used from experiments presented by Lozinskii

[39]. The Vickers hardness was obtained by using a four sided

diamond tip under a load of 1 kg. Typical samples were disc

shaped with a diameter of 14.8 mm and thickness of 5 mm. The

Young’s modulus for bulk was obtained through resonance of

transverse vibrations of a cylindrical specimen which was typi-

cally 100 mm in length and 6–8 mm in diameter [39].

Results and Discussion
In this section, first, hardness, creep and strain rate data are

shown for a thin Au film (100 nm). Next, results for nanoinden-

tation using a Berkovich tip and compression using a flat punch

are given for Au nano-objects. For both deformation methods,

representative load–displacement curves are presented for low,

intermediate and high loads. Morphological characterization,

before and after deformation, is also presented. Finally

load–displacement curves for repeat compression tests using the

flat punch are presented.

Nanoindentation with a Berkovich tip –
Indentation of thin films
Indentation with a Berkovich tip was used to determine the

mechanical properties and investigate the creep and strain rate

behavior of a 100 nm thick Au film as shown in Figure 7.

In Figure 7a the mechanical properties for the thin film are

illustrated by the bold diamond and squares, while the open

diamonds and squares represent the properties of the bulk ma-

terial. The hardness and Young’s modulus for the thin film were

found at maximum loads of 20, 40, 60, and 80 µN. The

Young’s modulus, as a function of the contact depth, is constant

for the thin film and similar to that of bulk with little variation.

The thin film hardness is greater than that of bulk, which is not

believed to be due to the hardness of the substrate. It is general-

ly accepted that the substrate affects the hardness if the depth of

penetration is greater than 30% [1] and this limit is not

exceeded. Figure 7a shows an ISE where the hardness is greater

for shallower penetration depths. This effect was also observed

by Bhushan et al. [11] and other researchers as outlined in

Table 1. A detailed analysis of the phenomenon was performed

by Nix and Gao [30] and explained. As discussed in section

Mechanisms, the GNDs along with dislocations that are formed

in the absence of strain gradients, known as statistically stored

dislocations (SSD), hinder the formation and movement of new

dislocations [28-30]. This results in a hardening effect and

accounts for the observed increase in hardness at shallower

contact depths for the Au film. The higher hardness compared

to bulk also has a contribution from the Hall–Petch effect. In

this case an increase in yield stress or hardening is observed

Figure 7: (a) Mechanical properties of thin films with hardness and
Young’s modulus as a function of contact depth represented by bold
square and diamond datum points, respectively, with corresponding
open diamond and square datum points representing bulk mechanical
properties. Typical load displacement curves showing (b) creep at
maximum loads of 40 and 80 µN with a hold period of 200 s, and
(c) effects of varying strain rate at a maximum load of 80 µN for
loading–unloading periods of 20 and 200 s.

compared to the macroscale due to the smaller grain sizes

inherent in the thin film compared to bulk. The grain diameters

in the representative image for the film shown in Figure 5a were

found to be 40 ± 9 nm. The hardening can occur through dislo-

cation density mechanism and pile-up mechanism outlined in

section Mechanisms and illustrated in Figure 3a,b. However,

due to the submicron thickness of the film, the nanosized grains

limit the number of dislocation pile-ups. It is believed the dislo-
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cation density mechanism is primarily responsible for the higher

hardness.

Figure 7b shows creep for typical load–displacement curves

with maximum loads of 40 and 80 µN with a hold period of

200 s. Figure 7c shows indentation–displacement curves for

different strain rates with a maximum load of 80 µN for loading

and unloading times of 20 and 200 s. As mentioned in section

Experimental, the creep and strain rate data gives an indication

of whether the experiments are sensitive to hold times and

loading and unloading rates. For the creep data there is there is

very little difference in the displacement during the holding

times at a load of 40 µN compared to 80 µN. The strain rate

data also shows a small amount of displacement from a loading

and unloading time of 20–200 s. Both experiments were

performed at room temperature. Since Au is inert and does not

form an oxide layer it is not believed that the increased dis-

placement at longer holding and loading times is caused by a

contaminant layer. According to analysis of experimental data

from several research groups by Li et al. [40], creep can occur

in most materials, even at room temperature. In materials with

small grain sizes (smaller than 0.3–0.4 µm) indentation creep is

dominated by grain boundary (cobble) diffusive creep, which

occurs by addition or removal of atoms from the boundary

between two grains [40,41]. This diffusional creep is believed

to be responsible for increased displacements observed for

creep and strain rate data. The low sensitivity of Au to creep

and strain rate is useful in tribological applications on the

nanoscale in situations where constant load or varying loading

rates occur. This prevents the film from deforming easily.

Similar experiments were not performed on the Au 500

nanoparticles since over longer hold and loading and unloading

times the possibility of nanoparticles rotating and sliding is

increased and results in the nanoparticles slipping out from

under the indenter.

Nanoindentation with a Berkovich tip –
Localized deformation on Au nanoparticles
For probing of mechanical properties of the polycrystalline Au

500 nanoparticles, indentation was performed at a maximum

load of 80 µN. Figure 8 shows a typical load–displacement

curve for indents at a maximum load of 80 µN, with topog-

raphy maps of the nanoparticles over a 10 µm × 10 µm scan

area and 2-D profiles before and after indentation. The topog-

raphy maps of the nanoparticles appear not totally circular due

to tip shape convolution effects, however they are used to

confirm the indentation of the nanoparticle and that the

nanoparticle did not slip during loading and unloading. The

vertical arrows on the load–displacement curves point to pop-in

events during indentation. The horizontal white arrows indicate

the nanoparticle of interest along with the section on which the

profiles were taken. The pop-in events correspond to genera-

tion of new dislocations and multiplication of existing disloca-

tions within the grain boundaries, which leads to an increase in

displacement at a constant load. The eventual hardening is due

to the dislocation density mechanism and possibly the pile-up

mechanism, as discussed in section Mechanisms. Similar to the

thin film, it is believed that the submicron size of the Au

nanoparticles, limits the number of pile-ups and the dislocation

density mechanism is primarily responsible for the increase in

hardness. This process repeats and results in subsequent slip and

generation and multiplication of dislocations in a neighboring

grains [42-44] resulting in further pop-ins. Figure 8c shows the

mechanical properties for the Au 500 nanoparticles as illus-

trated by the bold diamond and squares, while the open

diamonds and squares represent the properties of the bulk ma-

terial. The hardness and Young’s modulus for nanoparticles

were found at maximum loads of 20, 40 60, and 80 µN. The

Young’s modulus, as a function of contact depth, is constant for

the nanoparticles and slightly lower than that of bulk with little

variation. An ISE for the hardness is also observed, similar to

the thin film due to higher strain gradients at shallower depths.

The hardness is also higher for the nanoparticles compared to

bulk Au. This follows the ‘smaller is stronger’ phenomenon.

The average grain diameter for the nanoparticle as shown in

Figure 5b was found to be 96 ± 30 nm. It is believed that the

nanometer-sized grains are responsible for enhanced hardness.

This is based on the mechanisms described in the Hall–Petch

effect, for which the dislocation density mechanism provides a

greater contribution to hardness than the pile-up mechanism.

The decreasing grain sizes leads to higher yield stress and

results in an increased hardness as observed.

Table 2 presents data for hardness and Young’s modulus of

elasticity, in addition to the contact depth during indentation at

a representative load of 80 µN for the Au nanoparticles and

film. The hardness of the nanoparticles was found to be lower

than the thin film. This is expected since the film thickness of

100 nm is less than the diameter of Au 500 and has smaller

grains with diameters of 40 ± 9 nm compared to 96 ± 30 nm and

higher resistance to yield. Both scales (100 nm and 500 nm)

show a higher hardness compared to bulk. This expands the

possible uses of nanoscale Au in harsh environments where

resistance to deformation under loading is important for reduced

friction and wear.

Figure 9 shows examples of load–displacement curves at inter-

mediate and high loads (left) along with topography maps of the

nanoparticles over a 10 µm × 10 µm scan area and 2-D profiles

before and after indentation (right). The intermediate and high

loads were 500 and 1000 µN, respectively. The horizontal white



Beilstein J. Nanotechnol. 2014, 5, 822–836.

831

Figure 8: (a) Typical load displacement indentation curve at a maximum load of 80 µN with vertical arrows showing pop-in events and (b) topography
maps and 2-D profiles at sections shown by the horizontal arrows before indentation and after indentation. (c) Mechanical properties of Au 500
nanoparticles with hardness and Young’s modulus as a function of contact depth represented by bold square and diamond datum points, respectively,
with corresponding open diamond and square datum points representing bulk mechanical properties.

Table 2: Nanomechanical properties of Au nanoparticles and thin film at a maximum load of 80 µN compared to bulk Au.

nanoparticle diameter/
Film thickness (nm)

contact depth
(nm)

hardness
(GPa)

Young’s modulus
(GPa)

explanation for enhanced hardness

Au 500 513 ± 38 45 ± 4 0.7 ± 0.1 70 ± 11 Hall–Petch, strain gradient plasticity
Au thin film (100 nm) 100 15 ± 1 1 ± 0.1 76 ± 11 Hall–Petch, strain gradient plasticity
Bulk Au [46] 0.22 78
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Figure 9: Load displacement curves for intermediate loads 500 µN and high loads 1000 µN for Au 500 with the vertical arrows depicting slip events
(left), and topography maps and 2-D profiles, at sections indicated by the horizontal arrows before indentation (first row) and after indentation (second
row) (right).

arrows in the topography maps indicate the nanoparticle of

interest along with the section on which the profiles were taken.

The vertical arrows shown in the load–displacement curves

(left) point to slip events where the nanoparticles start to break

apart during indentation leading to displacement of material

below the Berkovich tip.

Compression with a flat punch –
Deformation of entire Au nanoparticle
Nanoparticles were compressed to examine the differences

between local deformation (nanoindentation) and global defor-

mation (compression). Compression tests, as well as indenta-

tion tests, simulate the types of contacts nanoparticles encounter

during different friction and wear conditions. For this purpose, a

tip approximately 3.5 µm in radius was used to carry out

compression tests. Figure 10 shows a typical load displacement

curve for compression at a maximum load of 80 µN, along with

topography maps of the nanoparticles over a 10 µm × 10 µm

scan area and 2-D profiles before and after compression. The

topography maps of the nanoparticles appear not completely

circular because of tip-shape convolution effects, however, they

are used to confirm the compression of the nanoparticles. The

vertical arrows point to pop-in events during indentation. In

Figure 10b the horizontal white arrows indicate the nanopar-

ticle of interest along with the section on which the profiles

were taken. Pop-in events due to dislocations were observed as
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Figure 10: (a) Typical load displacement compression curve at a maximum load of 80 µN for Au 500 with vertical arrows showing pop-in events and
(b) topography maps and 2-D profiles at sections shown by the arrows before compression (first row) and after compression (second row).

with nanoindentation. These occur in the latter half of the

loading curve unlike with indentation, which shows pop-ins

throughout the loading curve. Larger contact area of the flat

punch compared to the sharp tip for nanoindentation results in a

lower contact pressure. During the early stages of loading, the

low pressure does not generate a sufficient internal stress for

dislocation nucleation, multiplication and slip to occur which

prevents a sudden displacement of material or pop-in.

Figure 11 shows examples of load–displacement curves at inter-

mediate and high loads (left) along with along with 2-D topog-

raphy maps of the nanoparticles over a 10 µm × 10 µm scan

area and profiles before and after compression (right). The

intermediate and high loads were 1000 and 1500 µN. The hori-

zontal white arrows in the topography maps indicate the

nanoparticle of interest along with the section on which the

profiles were taken. No slip events were observed as during

nanoindentation. In this case the entire volume of the nanopar-

ticle is being compressed and material does not slip out from

under the flat punch.

Repeated compression test were also performed with increasing

loads. This provides an opportunity to study strain hardening on

the nanoscale and to further investigate pop-in behavior as the

loads are increased. Figure 12 shows load–displacement curves

for repeated loads for the nanoparticles. Loads were applied

with increments of 50 µN for a range 50–250 µN. Initially as

the load increases the displacement increases until a load of

150 µN. For the 200 and 250 µN loads, the displacements are

almost the same as the 50 µN load and less than the 100 and

250 µN loads. This indicates a hardening effect. Higher loads

were not possible as the nanoparticles would either adhere

to the indenter tip or slip out, resulting in the nanoparticle not

being found during subsequent imaging. It is believed

that the dislocations generated either continue to pile up or

the already existing dislocations created during the previous

loading phase prevents the movement of new dislocations

resulting in strain hardening. A larger number of pop-in events

were observed especially at 200 and 250 µN which would

indicate that the high stress generated by the accumulated

dislocations from previous compressions along with newly

formed dislocations results in multiple slip events during

loading. The hardening observed with the repeated compres-

sion can be useful in situations in which repeated contacts with

surfaces occur such as tribological systems on the macro- to

nanoscale.
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Figure 11: Load–displacement curves for intermediate loads 1000 µN and high loads 1500 µN with topography maps and 2-D profiles at sections
shown by the arrows, before compression (first row) and after compression (second row).

Figure 12: Examples of repeat load–displacement curves for Au 500
nanoparticles with the corresponding maximum loads for each
compression event. Vertical arrows point to pop-in events. Increments
of 50 µN were applied in a range of 50–250 µN. Evidence of strain
hardening can be seen where successive loads after 150 µN result in
the displacement being the same or less after unloading.

Conclusion
Au nanoparticles 500 nm in diameter along with a 100 nm thick

film were investigated to determine their mechanical properties

on the nanoscale and to investigate scale effects. Nano-object

studies provided the opportunity to compare local deformation

(nanoindentation) with a sharp tip and global deformation

(compression) with a flat punch by using a nanoindenter. This

was performed under three loading regimes, described as low,

intermediate and high. Strain hardening compression was also

performed by repeated loading. For the thin film, creep and

strain rate behavior was also investigated.

For indentation with a sharp tip, an indentation size effect (ISE)

was observed and the hardness of Au 500 and Au film increased

due to higher strain gradients at shallower penetration depths.

The hardness of the film was higher than that of the nanoparti-

cles with both being higher than that of the bulk because of the
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Hall–Petch effect, which was explained by using the disloca-

tion density mechanism and the pile-up mechanism with a

greater contribution to the hardness coming from the disloca-

tion density mechanism. TEM analysis confirmed the smaller

grain sizes of the film compared to the nanoparticles. The large

strain gradients also contributed to an increased hardness

compared to bulk Au. Load displacement curves for Au 500 at

low loads revealed pop-in effects, which occur due to genera-

tion and slip of dislocations. For the thin film, creep and strain

rate tests showed displacements of a few nanometers for the

hold period and increased loading–unloading times. This is

believed to be due to diffusion creep associated with grain

boundary translation.

For compression pop-in effects from the sudden displacement

of material as a result of accumulation and slip of dislocations,

were observed during loading similar to nanoindentation.

Repeat compression tests showed a strain hardening effect with

each subsequent load. The resulting displacement at each new

load was either the same or lower than the previous. This was

due to increased resistance to deformation as a result of a

greater density of dislocations restricting the creation and move-

ment of new dislocations being formed. Several pop-in effects

were observed during repeat compression tests at increasing

loads due to accumulation of dislocations from previous loads

and formation of new dislocations.

Further studies would include characterizing the sub-micron

structure of the film and nanoparticles in terms of grain size and

dislocation content and behavior. This would give a more

precise determination of the relative contributions of disloca-

tion mechanisms responsible for enhanced hardness. The

knowledge gained will have far reaching effects when designing

macro- to nanoscale systems that incorporate materials with

nano-dimensions.
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Abstract
This paper presents experiments on Nafion® proton exchange membranes and numerical simulations illustrating the trade-offs

between the optimization of compositional contrast and the modulation of tip indentation depth in bimodal atomic force microscopy

(AFM). We focus on the original bimodal AFM method, which uses amplitude modulation to acquire the topography through the

first cantilever eigenmode, and drives a higher eigenmode in open-loop to perform compositional mapping. This method is attrac-

tive due to its relative simplicity, robustness and commercial availability. We show that this technique offers the capability to

modulate tip indentation depth, in addition to providing sample topography and material property contrast, although there are

important competing effects between the optimization of sensitivity and the control of indentation depth, both of which strongly

influence the contrast quality. Furthermore, we demonstrate that the two eigenmodes can be highly coupled in practice, especially

when highly repulsive imaging conditions are used. Finally, we also offer a comparison with a previously reported trimodal AFM

method, where the above competing effects are minimized.

1144

Introduction
Since its invention in the early 1980s [1], atomic force

microscopy (AFM) has become one of the most widely used

characterization tools in nanotechnology and a wide range of

imaging modes is now available, each with its own capabilities

and applications. Among them, a family of techniques known as

multifrequency AFM [2-11] has expanded considerably since

the introduction of the first bimodal method by Rodriguez and

Garcia in 2004 [12]. In multifrequency AFM the cantilever

probe is driven simultaneously at more than one frequency, with

the objective of creating additional channels of information in

order to provide a more complete picture of the sample

morphology and properties [2].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ssolares@umd.edu
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In the original method of Garcia and coworkers [12,13] the first

eigenmode of the cantilever is driven using the amplitude

modulation scheme (AM-AFM [14]) while a higher eigenmode

is simultaneously driven at or near its resonance frequency with

constant amplitude and frequency (i.e., in “open loop”) in order

to track its phase with respect to the excitation signal. Since the

higher eigenmode is not directly subject to the amplitude modu-

lation control loop that governs the acquisition of the topog-

raphy, the user has freedom in selecting its operating parame-

ters, thus allowing it to explore a wider range of tip–sample

interactions. Additionally, since its amplitude is generally

smaller than that of the fundamental mode, it can be made more

sensitive to compositional contrast, as previously discussed by

Rodriguez and Garcia [12]. The two eigenmodes can also be

driven using the frequency modulation scheme (FM-AFM

[4,15-17]), and it is also possible to simultaneously drive more

than two eigenmodes. In a recently introduced trimodal method,

two eigenmodes are used for topographical imaging and compo-

sitional mapping, respectively, and a third one is used to modu-

late the tip indentation depth during imaging [9]. The modula-

tion of the indentation depth is accomplished through changes

in the amplitude of the highest driven eigenmode, which has the

highest dynamic force constant (the higher stiffness of higher

eigenmodes has also been advantageous in subsurface imaging

applications in contact resonance AFM [18]). In this paper we

show that indentation depth modulation can also be accom-

plished when using bimodal AFM, although without the flexi-

bility to independently optimize the sensitivity of the composi-

tional mapping process. We discuss the trade-offs involved and

provide an illustration of the dynamics complexities, including

strong eigenmode coupling in some cases. Finally, we also offer

a comparison to the trimodal method [9]. Note that in this paper

we use the word sensitivity to qualitatively describe the ability

of an eigenmode observable (e.g., phase shift) to detect small

changes in the tip–sample forces, which in turn are governed by

the surface properties. Since much of the discussion is based on

the cantilever dynamics, the term can also be understood as the

ability of a given cantilever eigenmode to be perturbed by small

changes in the external forces when it is oscillating under the

specified parameters. Our discussion and conclusions are based

on the ideal case where noise is not a limitation.

Results and Discussion
Repulsive vs attractive imaging
In general, nanoscale surfaces can be imaged with AFM in

either the attractive or repulsive imaging regime [14]. In the

attractive regime the overall interaction between the cantilever

tip and the sample surface is not affected by forces originating

from physical contact. Instead, changes in the non-contact

tip–sample interactions, which include van der Waals, electro-

static and magnetic forces, establish the basis for mapping

sample topography and properties. In fact, the first bimodal

AFM implementation of Rodriguez and Garcia was for imaging

in the attractive regime [12,13]. In the repulsive imaging regime

the cantilever tip intermittently impacts the sample and thus the

images are governed by contact forces that are a consequence of

elastic, plastic, viscous or adhesive surface behaviors, in addi-

tion to the noncontact forces. Figure 1 provides an example of

single-mode attractive and repulsive images of a Nafion® fuel

cell membrane (these images were acquired by using the stan-

dard amplitude modulation method [14]). A difference between

the two images can be seen in terms of contrast inversion,

feature sizes, shapes and patterns, which have been previously

attributed by others to the competing effects of membrane func-

tionality and contact mechanics on the cantilever response [19].

In cases in which the mechanics of the subsurface are of

interest, it is necessary to operate the AFM in a way that the

indentation depth can be controlled. This could be achieved in

single-mode operation in a number of ways, including the use

of cantilevers with different spring constants (see Figure 2a and

Figure 2b), the use of cantilevers with different quality factors

(Figure 2c), changes in the amplitude setpoint, or changes in the

free oscillation amplitude. The first option is not practical since

it requires a cantilever changeover. The second option is

feasible using the Q-control method but requires additional

electronics [20,21]. The third option does not work indefinitely

since indentation and peak forces vary in a non-monotonic

fashion as the cantilever is lowered towards the surface, as illus-

trated by all plots in Figure 2 [9]. The fourth option is also rela-

tively limited in the additional indentation depth that can be

accomplished as shown in Figure 2d (black, blue, red and dotted

black traces).

Indentation depth modulation with bimodal
AFM
Figure 2d shows that the second eigenmode is much more effec-

tive in accomplishing additional indentation depth than the

fundamental eigenmode for the same change in amplitude (note

how a 10 nm increase in the second mode amplitude is signifi-

cantly more effective in increasing the indentation depth under

the conditions illustrated than a 75 nm increase in the first mode

amplitude), although the level of penetration into the sample

can exhibit non-smooth behavior due to the non-steady state

behavior of multifrequency oscillations [9,22], especially as the

cantilever is brought very close to the surface (in these simula-

tions the curves become smoother if one considers a larger

number of taps for every cantilever height in the construction of

the graphs). As previously reported, the greater indentation

capability of higher eigenmodes with respect to the funda-

mental mode can be understood by inspecting the dimension-

less equation of motion of a damped harmonic oscillator [9].
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Figure 1: (a) and (b) topography and phase images, respectively, of a Nafion® membrane acquired in the attractive regime; (c) and (d) corres-
ponding images acquired in the repulsive regime. The scale bar is 100 nm. The morphology of the region in the dashed rectangle in (a) is discussed
below in Figure 6. The free oscillation amplitude in both cases was 17 nm, with an amplitude setpoint of 80% for attractive regime imaging and 50%
for repulsive regime imaging.

Figure 2: Simulations of maximum indentation and peak force (see section Methods below for details on the numerical simulations of the cantilever
dynamics as well as the tip–sample force model used): (a) maximum indentation depth vs cantilever force constant; (b) peak forces corresponding to
(a); (c) maximum indentation vs cantilever quality factor, Q (unrealistically low values of Q were chosen to illustrate the effect of high damping);
(d) maximum indentation vs first and second eigenmode free amplitudes. The first eigenmode free amplitude in these simulations was 100 nm,
unless otherwise indicated. The cantilever and force model parameters are provided in section Methods. The irregular behavior of the indentation
for the lowest two traces at small cantilever–sample separations in (d) is a consequence of the non-steady state behavior of multi-eigenmode
oscillations [9,22].
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Figure 3: Bimodal experiments with varying second eigenmode amplitude for a Nafion® membrane (the images correspond to the lower portion of
those shown in Figure 1). The left and right columns provide, respectively, the phase of the first and second eigenmode. Each row is a separate
experiment using the second mode free amplitude indicated on the left. The second amplitude was increased in the downward direction to increase
indentation, according to Figure 2d. The first eigenmode free amplitude was 17 nm with a setpoint of 45%. The scale bar is 100 nm.

(1)

where Ao is the free amplitude, z = z(t)/Ao is the dimensionless

tip position with respect to the cantilever base, zts = zts/Ao is the

dimensionless tip–sample distance (zts = z + zeq, where zeq is the

position of the cantilever above the sample), t = ωot is the

dimensionless time, k is the cantilever force constant and Fts is

the tip–sample interaction force. We have made the substitution

A ≈ Ao = FoQ/k [14], where Fo is the amplitude of the excita-

tion force, and we have combined the damping and excitation

terms with the factor 1/Q. The last term on the right hand side

indicates that the tip–sample forces are normalized by the prod-

uct of the force constant times the free amplitude. Thus, the

external forces influence the dynamics more or less when the

product kAo becomes smaller or larger, respectively. As the

product kAo decreases, the oscillator is more easily perturbed by

the tip–sample forces (i.e., it is more sensitive to external

forces), whereas the perturbations are less significant when this

product increases. Thus, if the objective is to obtain the greatest

gain in controlling indentation for a given cantilever, one should

choose for this purpose the highest available eigenmode, which

has the highest dynamic force constant and thus the largest

product kAo for a given value of Ao (the dynamic force

constants of the cantilever eigenmodes increase with the square

of their eigenfrequency – see Table 1 in [2]). However, one

must be mindful that increasing indentation in this manner

comes with a loss in sensitivity. In other words, since greater

indentation is being accomplished by driving the cantilever in a

way in which it is less able to be perturbed by the tip–sample

forces (greater repulsive forces are required to perturb it, which

leads to greater penetration into the repulsive part of the

tip–sample potential), it can also be more difficult to detect

small changes in the behavior of the tip–sample forces, which

are related to the sample properties. The choice depends on

what the user's highest priority is – indentation depth or sensi-

tivity in compositional mapping.

Since each eigenmode is governed by an equation similar to

Equation 1 (except that there are additional cosine driving force

terms, one for each driven eigenmode) and the tip–sample

forces are the same for all equations, the various eigenmodes

are coupled and the degree of coupling becomes more notice-

able in the dynamics as the higher eigenmode amplitude

increases. This is illustrated in Figure 3, in which each row

represents a separate experiment for a given free oscillation

amplitude of the second eigenmode. The scale bar for each

respective phase (first or second) is the same for all experi-

ments. One can easily see that as the second eigenmode ampli-

tude increases and the indentation increases according to

Figure 2d, the first eigenmode phase changes drastically indi-

cating a more repulsive interaction (the values decrease for each

successive row, which corresponds to higher and higher second

mode amplitudes). The first eigenmode has the lowest dynamic

force constant, so it is more easily perturbed by the dynamics of

the second eigenmode. In contrast, the phase values of the

second eigenmode increase for successive rows (which would

indicate a less repulsive regime since the values are closer to the

90° phase shift of the unperturbed oscillator).

To understand the above result we have to consider the two

competing effects that are at play. As the second mode ampli-

tude increases, this eigenmode becomes less sensitive (more

difficult to perturb), which leads to larger phase values (closer

to the neutral phase value of 90°, which is observed when no
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Figure 5: Simulated behavior of the first eigenmode phase as a function of free amplitude (a) and cantilever quality factor (b). See Figure 2 for the
corresponding behavior of the indentation.

tip–sample forces are present and the eigenmode is driven at the

natural frequency). However, since the relationship between the

tip–sample forces and the phase and amplitude is very difficult

to establish [23], and the amplitude is not constant for succes-

sive rows in the experiments of Figure 3, increasing phase

values are not an unambiguous criterion that one can use to

conclude that the repulsive forces for this eigenmode are

becoming smaller. Additionally, the decrease in sensitivity

leads to greater indentation and thus to larger and steeper

tip–sample forces, which would have the opposite effect of

lowering the phase further away from 90° (see Figure 4b).

Depending on the sample and the tip, which govern the behav-

ior of the forces as a function of tip position and velocity, one of

these two effects will dominate. In this particular case, the loss

in sensitivity dominates and the phase values increase (see also

reference [24] for a similar type of experiment on a poly-

styrene–polybutadiene diblock copolymer). This result may or

may not be desirable, depending on what information is sought

(surface contrast, high-indentation surface morphology, etc.).

Furthermore, as indentation is modulated through free ampli-

tude changes, it is important to consider whether the phase

response is in the high or low contrast region (the low contrast

regions are those where the phase response becomes nearly flat

with respect to changes in the external force gradient, as indi-

cated in Figure 4b). Although the tip–sample force model is not

generally available during an experiment, it is also important to

consider at least conceptually whether the changes in imaging

conditions lead to more or less sensitive phase response for a

given type of sample. Figure 5a shows an illustration of the

(simulated) phase behavior for the standard linear solid model

used here (see section Methods for further details). Clearly the

phase response as a function of the cantilever position becomes

flatter with respect to the cantilever position above the surface

when the first eigenmode amplitude is increased, whereas

Figure 5b shows that the phase curve slope behaves similarly

for different values of the quality factor (although the cantilever

Figure 4: Illustration of the ideal response of a harmonic oscillator [22].
(a) Amplitude and phase vs excitation frequency (at the resonance
frequency the phase is 90 degrees); (b) phase and effective frequency
shift vs external force gradient (at zero force gradient the phase is
90 degrees and the frequency is equal to the resonance frequency). In
general, the force gradient becomes more negative (the force curve
becomes steeper in the repulsive region) as the tip–sample indenta-
tion increases, leading to lower phase values. The red brackets in (b)
indicate regions of low contrast, where the phase response is rela-
tively flat with respect to changes in the force gradient. Measurements
under these conditions lead to lower quality contrast in the images.

quality factor cannot be arbitrarily changed, the effective quality

factor can vary significantly during the measurement due to the

dissipative tip–sample interactions, which also cause a decrease
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Figure 6: Morphology change of the topographical feature highlighted in Figure 1a for different imaging conditions. (a) and (b) show results taken
from the images shown in Figure 1a and 1c, respectively. The panels (c–e) show results acquired during the three experiments shown in Figure 3 with
increasing indentation (from the top row to the bottom row in Figure 3). This behavior is initially reversible but becomes irreversible after repeated
imaging under highly repulsive conditions. The scan line profiles along the dashed red line for (a), (b), (c) and (e) are provided in Figure 7. The scale
bar is 50 nm.

in amplitude that leads to additional changes in eigenmode

sensitivity [22]). In general, steeper responses of the imaging

variables are desired with respect to changes in the imaging

conditions (e.g., phase vs cantilever height, or equivalently,

phase vs amplitude setpoint, in the case of Figure 5).

An important consequence of the phenomena discussed above is

that when a user ‘optimizes’ the imaging conditions in bimodal

AFM to obtain the topography with the first eigenmode and to

carry out compositional contrast with the higher eigenmode,

changes in the higher mode amplitude lead not only to changes

in the contrast sensitivity but also to changes in what region of

the sample is actually being sampled (sampling region here

refers to the volume of material between the surface skin and

the lowest point reached by the tip during maximum indenta-

tion). Thus, images with drastically different parameters are not

necessarily comparable to one another. Figure 6 illustrates the

corresponding changes in the acquired topography for the

feature highlighted in Figure 1a, for the single-mode attractive

and repulsive imaging experiments (Figure 1) and the three sets

of experiments shown in Figure 3, and Figure 7 gives the

corresponding scan line profiles for four of the images along the

dashed line indicated on Figure 6a. Clearly the topography and

morphology can change significantly as more repulsive imaging

conditions are sought, and these changes become more signifi-

cant as the sample stiffness decreases (see also indentation-

dependent measurements for a soft polymer film embedded

with nanoparticles in [9]).

It may appear from the above discussion that the user has little

control on what aspect or region of the sample is being charac-

terized, but this is not necessarily the case. The observations

presented here simply highlight the need for acquiring comple-

mentary information, especially through simulation, in order to

carry out a sound interpretation of the results.

Comparison to trimodal AFM
As already stated, in the AM-OL (amplitude modulation – open

loop) bimodal method the ‘optimization’ of compositional

contrast mapping and indentation depth modulation is accom-
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Figure 7: Scan line profiles along the dashed line indicated in
Figure 6a for the images shown in Figure 6a (attractive), Figure 6b
(repulsive monomodal), 6c Figure (repulsive bimodal) and Figure 6e
(very repulsive bimodal).

plished with the same higher eigenmode, which does not allow

the user to control them independently. Furthermore, these two

objectives can compete against one another since greater inden-

tation is accomplished by driving the cantilever in a way in

which it is less likely to be perturbed by the tip–sample forces

(i.e., in a way in which it is less sensitive). In contrast, in

trimodal AFM each function is accomplished by a separate

eigenmode: the fundamental mode is used for topographical

acquisition, a higher mode is used for compositional mapping,

and an even higher mode is used to modulate indentation [9].

Since the spectroscopy eigenmode can be optimized nearly

independently through changes in its free amplitude, the non-

responsive regions of the phase response (indicated by brackets

in Figure 4b) can be avoided. Not only are all functions accom-

plished with separate modes, but the user is also able to space

those modes as much as is desired. For example, since increas-

ingly higher modes have increasingly larger force constants,

one could use the second mode for compositional mapping

while modulating indentation with the fourth or an even higher

mode for a very stiff sample, whereas one would use the first

three modes for a soft sample.

Conclusion
We have examined through experiment and simulation the

trade-offs between the optimization of compositional contrast

and the modulation of tip–sample indentation for bimodal AFM

combining amplitude modulation for topographical acquisition

and open-loop drive for compositional mapping [12,13]. In

general, it is possible to increase indentation in this mode of

operation by increasing the amplitude of the higher mode, but

this usually comes with a loss in sensitivity. We demonstrate

that changes in sensitivity and indentation cannot be separated

within this method. We have also illustrated the coupling of the

two eigenmodes, whereby highly repulsive imaging conditions

resulting from the choice of higher mode parameters can have a

drastic effect in the response of the fundamental mode. Finally,

we offer a comparison to a previously reported trimodal AFM

method, whereby the modulation of indentation and the opti-

mization of compositional contrast are carried out with separate

eigenmodes, thus minimizing the above competing effects.

Despite the limitations discussed, however, the AM-OL

bimodal method remains an attractive alternative due to its rela-

tive simplicity, robustness and commercial availability. Further-

more, an in-depth knowledge of the dynamics and trade-offs

involved can allow an experienced user to reach a favorable

compromise between versatility and sensitivity.

Methods
Experimental
The experimental measurements were carried out on an Asylum

Research (Santa Barbara, CA, USA) MFP3D-SA microscope,

which is equipped with bimodal imaging modes. We used a

Bruker (Santa Barbara, CA, USA) MPP-33120 cantilever with

first two resonance frequencies at 45.99 and 284.39 kHz, res-

pectively, fundamental force constant of 7.3 N/m and funda-

mental quality factor of 236. The amplitude of the first eigen-

mode was calibrated by using amplitude–distance curves and

the amplitude of higher eigenmodes was estimated by using

their respective optical sensitivity factors (see Table 1 in [2]).

The experimental sample consisted of the proton exchange

membrane Nafion® 115, purchased from Ion Power, Inc. (New

Castle, DE, USA). The product was received in H+ form and no

further treatment was performed, except for a routine cleaning

procedure. Sections of the membrane of the size of 1 × 1 cm2

were rinsed with DI-water followed by 5 min of ultrasonication

in DI-water and a second rinse step prior to equilibration in a

closed container. During the experiments reported in this paper,

the air in the AFM chamber was monitored to be at 23 °C and

17% relative humidity.

Computational
For the numerical simulations the first three eigenmodes of the

AFM cantilever were modeled by using individual equations of

motion for each, coupled through the tip–sample interaction

forces as in previous studies [9]. The first two eigenmodes were

excited through respective sinusoidal tip forces of constant

amplitude, with the drive frequencies matching the resonance

frequencies. The equations of motion were integrated numeri-

cally and the amplitude and phase of each eigenmode were

calculated using the customary in-phase (Ii) and quadrature (Ki)

terms:
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(2)

(3)

where zi(t) is the i-th eigenmode response in the time domain, N

is the number of periods over which the phase and amplitude

were averaged (we rounded N to the integer closest to 25 times

the ratio of each eigenmode’s frequency to the fundamental

frequency), ω is the excitation frequency, and τ is the nominal

period of one oscillation. The amplitude and phase were calcu-

lated, respectively, as:

(4)

(5)

The repulsive tip–sample forces were accounted for through a

standard linear solid (SLS) model [9] having force constants of

7.5 N/m for the two linear springs and a dashpot constant of

1 × 10−5 Ns/m. The long-range attractive interactions were

included through the Hamaker equation [14] for a tip radius of

curvature of 10 nm and a Hamaker constant of 2 × 10−19 J.

Acknowledgements
This work was supported by the U.S. Department of Energy,

Office of Science, Basic Energy Sciences, under Award

#DESC0008115.

References
1. Binnig, G.; Quate, C. F.; Gerber, Ch. Phys. Rev. Lett. 1986, 56,

930–933. doi:10.1103/PhysRevLett.56.930
2. Garcia, R.; Herruzo, E. T. Nat. Nanotechnol. 2012, 7, 217–226.

doi:10.1038/nnano.2012.38
3. Proksch, R. Appl. Phys. Lett. 2006, 89, 113121. doi:10.1063/1.2345593
4. Kawai, S.; Glatzel, T.; Koch, S.; Such, B.; Baratoff, A.; Meyer, E.

Phys. Rev. Lett. 2009, 103, 220801.
doi:10.1103/PhysRevLett.103.220801

5. Naitoh, Y.; Ma, Z.; Li, Y. J.; Kageshima, M.; Sugawara, Y.
J. Vac. Sci. Technol., B 2010, 28, 1210–1214. doi:10.1116/1.3503611

6. Platz, D.; Thólen, E. A.; Pesen, D.; Haviland, D. B. Appl. Phys. Lett.
2008, 92, 153106. doi:10.1063/1.2909569

7. Jesse, S.; Kalinin, S. V.; Proksch, R.; Baddorf, A. P.; Rodriguez, B. J.
Nanotechnology 2007, 18, 435503.
doi:10.1088/0957-4484/18/43/435503

8. Rodriguez, B. J.; Callahan, C.; Kalinin, S. V.; Proksch, R.
Nanotechnology 2007, 18, 475504.
doi:10.1088/0957-4484/18/47/475504

9. Ebeling, D.; Eslami, B.; Solares, S. D. J. ACS Nano 2013, 7,
10387–10396. doi:10.1021/nn404845q

10. Guo, S.; Solares, S. D.; Mochalin, V.; Neitzel, I.; Gogotsi, Y.;
Kalinin, S. V.; Jesse, S. Small 2012, 8, 1264–1269.
doi:10.1002/smll.201101648

11. Sahin, O.; Magonov, S.; Su, C.; Quate, C. F.; Solgaard, O.
Nat. Nanotechnol. 2007, 2, 507–514. doi:10.1038/nnano.2007.226

12. Rodríguez, T. R.; García, R. Appl. Phys. Lett. 2004, 84, 449–451.
doi:10.1063/1.1642273

13. Martinez, N. F.; Patil, S.; Lozano, J. R.; Garcia, R. Appl. Phys. Lett.
2006, 89, 153115. doi:10.1063/1.2360894

14. Garcı́a, R.; Pérez, R. Surf. Sci. Rep. 2002, 47, 197–301.
doi:10.1016/S0167-5729(02)00077-8

15. Giessibl, F. J. Rev. Mod. Phys. 2003, 75, 949–983.
doi:10.1103/RevModPhys.75.949

16. Ebeling, D.; Solares, S. D. Beilstein J. Nanotechnol. 2013, 4, 198–207.
doi:10.3762/bjnano.4.20

17. Herruzo, E. T.; Perrino, A. P.; Garcia, R. Nat. Commun. 2014, 5,
No. 3126. doi:10.1038/ncomms4126

18. Killgore, J. P.; Kelly, J. Y.; Stafford, C. M.; Fasolka, M. J.; Hurley, D. C.
Nanotechnology 2011, 22, 175706.
doi:10.1088/0957-4484/22/17/175706

19. O'Dea, J. R.; Buratto, S. K. J. Phys. Chem. B 2011, 115, 1014–1020.
doi:10.1021/jp108821j

20. Ebeling, D.; Hölscher, H.; Anczykowski, B. Appl. Phys. Lett. 2006, 89,
203511. doi:10.1063/1.2387122

21. Hölscher, H.; Ebeling, D.; Schwarz, U. D. J. Appl. Phys. 2006, 99,
084311. doi:10.1063/1.2190070

22. Solares, S. D.; Chawla, G. Meas. Sci. Technol. 2010, 21, 125502.
doi:10.1088/0957-0233/21/12/125502

23. Hölscher, H. Appl. Phys. Lett. 2006, 89, 123109.
doi:10.1063/1.2355437

24. Gigler, A. M.; Dietz, C.; Baumann, M.; Martinez, N. F.; Garcia, R.;
Stark, R. W. Beilstein J. Nanotechnol. 2012, 3, 456–463.
doi:10.3762/bjnano.3.52

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.5.125

http://dx.doi.org/10.1103%2FPhysRevLett.56.930
http://dx.doi.org/10.1038%2Fnnano.2012.38
http://dx.doi.org/10.1063%2F1.2345593
http://dx.doi.org/10.1103%2FPhysRevLett.103.220801
http://dx.doi.org/10.1116%2F1.3503611
http://dx.doi.org/10.1063%2F1.2909569
http://dx.doi.org/10.1088%2F0957-4484%2F18%2F43%2F435503
http://dx.doi.org/10.1088%2F0957-4484%2F18%2F47%2F475504
http://dx.doi.org/10.1021%2Fnn404845q
http://dx.doi.org/10.1002%2Fsmll.201101648
http://dx.doi.org/10.1038%2Fnnano.2007.226
http://dx.doi.org/10.1063%2F1.1642273
http://dx.doi.org/10.1063%2F1.2360894
http://dx.doi.org/10.1016%2FS0167-5729%2802%2900077-8
http://dx.doi.org/10.1103%2FRevModPhys.75.949
http://dx.doi.org/10.3762%2Fbjnano.4.20
http://dx.doi.org/10.1038%2Fncomms4126
http://dx.doi.org/10.1088%2F0957-4484%2F22%2F17%2F175706
http://dx.doi.org/10.1021%2Fjp108821j
http://dx.doi.org/10.1063%2F1.2387122
http://dx.doi.org/10.1063%2F1.2190070
http://dx.doi.org/10.1088%2F0957-0233%2F21%2F12%2F125502
http://dx.doi.org/10.1063%2F1.2355437
http://dx.doi.org/10.3762%2Fbjnano.3.52
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.5.125


1637

Multi-frequency tapping-mode atomic force microscopy
beyond three eigenmodes in ambient air
Santiago D. Solares*1,2,§, Sangmin An2,3 and Christian J. Long2,3

Full Research Paper Open Access

Address:
1Department of Mechanical Engineering, University of Maryland,
College Park, Maryland 20742, United States; current address:
Department of Mechanical and Aerospace Engineering, George
Washington University, Washington, DC 20052, United States,
2Maryland NanoCenter, University of Maryland, College Park,
Maryland 20742, United States and 3Center for Nanoscale Science
and Technology, National Institute of Standards and Technology
(NIST), Gaithersburg, Maryland 20899, United States

Email:
Santiago D. Solares* - ssolares@gwu.edu

* Corresponding author
§ Phone: +1 (202) 994-0372

Keywords:
amplitude-modulation; bimodal; frequency-modulation;
multi-frequency atomic force microscopy; multimodal; open loop;
trimodal

Beilstein J. Nanotechnol. 2014, 5, 1637–1648.
doi:10.3762/bjnano.5.175

Received: 24 April 2014
Accepted: 31 August 2014
Published: 25 September 2014

This article is part of the Thematic Series "Advanced atomic force
microscopy techniques II".

Guest Editors: T. Glatzel and T. Schimmel

© 2014 Solares et al; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
We present an exploratory study of multimodal tapping-mode atomic force microscopy driving more than three cantilever eigen-

modes. We present tetramodal (4-eigenmode) imaging experiments conducted on a thin polytetrafluoroethylene (PTFE) film and

computational simulations of pentamodal (5-eigenmode) cantilever dynamics and spectroscopy, focusing on the case of large

amplitude ratios between the fundamental eigenmode and the higher eigenmodes. We discuss the dynamic complexities of the tip

response in time and frequency space, as well as the average amplitude and phase response. We also illustrate typical images and

spectroscopy curves and provide a very brief description of the observed contrast. Overall, our findings are promising in that they

help to open the door to increasing sophistication and greater versatility in multi-frequency AFM through the incorporation of a

larger number of driven eigenmodes, and in highlighting specific future research opportunities.

1637

Introduction
Multi-frequency atomic force microscopy (AFM) refers to a

family of techniques in which the microcantilever probe is

driven simultaneously or sequentially at more than one

frequency [1]. Often these frequencies correspond to different

cantilever eigenmodes [2-12], but there are also methods

involving single-eigenmode multi-frequency excitation [13-15]

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ssolares@gwu.edu
http://dx.doi.org/10.3762%2Fbjnano.5.175
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Figure 1: Example of measured frequency response of the first four eigenmodes of one of the rectangular cantilevers used in our experiments, which
have nominal fundamental resonance frequency and force constant of 70 kHz and 2 N/m, respectively. As the mode order increases the shape of the
peak increasingly deviates from the ideal response of a damped harmonic oscillator.

and spectral inversion methods in which the cantilever is driven

at a single frequency but the response is analyzed for a range of

frequencies [16-18]. Generally speaking, the dynamics of

the tip motion become increasingly complex in the case of

simultaneous multi-frequency excitation, as has been previ-

ously reported for multi-eigenmode methods [19-22], which

are of particular interest since their purpose is to carry out

multiple characterization functions at the same time. Specifi-

cally, bimodal AFM methods were developed to perform simul-

taneous topographical imaging and compositional mapping

[2,3], and trimodal methods were later introduced to add

imaging depth modulation capability to the bimodal schemes

[9]. Although there is not yet an obvious need for methods

involving more than three eigenmodes, and although a

number of challenges are expected in terms of cantilever

quality and drive systems performance (see Figure 1 for an

example of non-ideal amplitude vs frequency responses for

different eigenmodes), signal processing instrumentation

(higher eigenmodes have higher frequencies and require faster

electronics as well as tip tracking systems with higher perfor-

mance), and dynamic complexity [19-22], it is important to

explore the feasibility of imaging with multimodal drives since

the rapid growth of multi-frequency methods suggests they will

soon be of interest [1] (in this paper we use the term multi-

modal to designate imaging schemes involving more than three

eigenmodes).

In general, multimodal imaging can be accomplished with

similar equipment to that used for bimodal and trimodal

methods [9], except that one needs to include a larger number of

oscillation controllers according to the number of active eigen-

modes. While the instrumentation is already available, the key

open question is whether this type of operation is stable and

meaningful. In this paper we explore tetramodal (4-eigenmode)

imaging experimentally by using a thin polytetrafluoroethylene

(PTFE) film sample and simulate pentamodal (5-eigenmode)

cantilever dynamics and spectroscopy computationally (hard-

ware, detection bandwidth and data acquisition limitations

prevent us from using the same number of eigenmodes and

range of eigenfrequencies in the experiments as in the simula-

tions). We focus on the case of large amplitude ratios between

the fundamental eigenmode (used for topographical imaging)

and the higher eigenmodes, as in previously validated bimodal

and trimodal methods [2-9]. Although the dynamics of multi-

modal tapping-mode AFM can be quite complex, we find that

imaging can be remarkably stable and that the cantilever eigen-

modes, in general, exhibit the predicted behavior [20]. We focus

our results and discussion section on five different topics,

namely tip response in time and frequency space, amplitude and

phase response, eigenmode frequency sweep response, imaging,

and optimization of the tip–sample impact. We discuss

primarily the dynamics and stability of the method and do not

offer an interpretation of the additional contrast channels in
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Figure 2: Simulated tip and eigenmode responses for pentamodal tapping-mode AFM: (a) tip trajectories for two different higher eigenmode ampli-
tudes over one fundamental cycle; (b) tip trajectories for two different higher eigenmode amplitudes over multiple fundamental cycles (only the lowest
portion of the trajectory is shown, closest to the surface); (c–e) second and third eigenmode trajectories for different free amplitudes and sample para-
meters; (f) second eigenmode spectra for different free amplitudes. The surface properties were accounted for through a standard linear solid model
(see methods section) with K0 = 7.5 N/m, Kinf = 7.5 N/m and Cd = 1 × 10−5 N·s/m for the “soft” sample and K0 = 15 N/m, Kinf = 15 N/m and
Cd = 3 × 10−5 N·s/m for the “hard” sample. The cantilever parameters are ν1 = 75 kHz, k1 = 4 N/m, Q1 = 150, Q2 = 3 Q1, Q3 = 5 Q1, Q4 = 7 Q1 and
Q5 = 9 Q1. The free oscillation amplitudes were A1 = 80 nm, and A2 = A3 = A4 = A5 = 3 or 8 nm, as indicated on the graphs. The higher mode
frequencies and dynamic force constants were scaled by using the eigenfrequency ratios of ideal rectangular beams [1]. The cantilever height was
kept fixed at 60 nm above the surface. The responses of modes 2 & 3 are color coded with their respective axes in figures (c) through (e).

terms of material properties, as there still remain important open

questions even for the bimodal and trimodal methods [20-23].

Overall, our findings are promising and open the door to

increasing sophistication and greater versatility in multi-

frequency AFM through the inclusion of a larger number of

driven eigenmodes along with the corresponding additional

contrast channels.

Results and Discussion
Tip response in time- and frequency-space
The dynamic challenges encountered in multimodal tapping-

mode imaging are best appreciated by analyzing the time-

dependent trajectory of the tip and individual eigenmodes

through simulation of ideal cantilevers. Figure 2a illustrates

typical tip trajectories simulated for pentamodal operation when

imaging a polymer sample. Here the first eigenmode free ampli-

tude is 80 nm and the higher mode free amplitudes are set to

either 3 or 8 nm, as indicated on the graphs, which correspond

to typical amplitude ratios used in bimodal and trimodal AFM.

As the higher mode amplitudes are increased, the tip trajectory

has the appearance of becoming increasingly noisy, which

occurs in part because the various eigenfrequencies are general-

ly not integer multiples of one another [1]. Figure 2b shows

several successive tip trajectories for the same cases, for typical

tapping-mode imaging conditions (only the lowest portion of

the oscillation is shown, near the sample), illustrating how the

tip can penetrate into the surface to different depths every

successive impact, which is not surprising given the irregular tip



Beilstein J. Nanotechnol. 2014, 5, 1637–1648.

1640

Figure 3: Simulations of amplitude and phase response for two different free amplitudes of the higher eigenmodes. All higher eigenmodes were
driven at the same free amplitude in both cases, with the magnitude indicated at the top of the graphs (A = 3 nm or 8 nm), while the fundamental free
amplitude was set to 80 nm. The simulation parameters are the same as for Figure 2, except that the cantilever position was varied from 100 nm to
zero. The dashed lines in graphs (a) and (c) have slope unity and contain the origin, and are provided for guidance.

trajectory. Furthermore, the graph shows that impacts become

less regular as the higher mode amplitude increases, which is

also as expected. Such irregular impacts constantly generate

new transients that in turn lead to non-steady-state tip oscilla-

tions. These unsettled oscillations are problematic in the devel-

opment of generalized theories that relate the measurement

observables (amplitudes, phases, frequency shifts, etc.) to ma-

terial properties because the transients depend on the particular

sample, probe and parameters used, as well as on noise levels

and non-linear intermodal interactions. However, Figures 2c

through 2e show that the oscillation of the individual eigen-

modes remains remarkably undisturbed. In fact, the perturba-

tion in the third eigenmode (black traces) is not evident to the

naked eye. There is a reduction in the amplitude of the second

eigenmode (red traces), which is more significant for smaller

free oscillation amplitudes, but it is not excessive in any of the

cases considered. Some minor irregularity is observed from one

oscillation of the second eigenmode to the next one for stiffer

samples (Figure 2e), as was the case in previous studies [20],

but the response is still well behaved. This is further confirmed

by the oscillation spectrum of this eigenmode, shown in

Figure 2f, which exhibits a distinct resonance in all cases.

Figures 2c through 2e show only the second and third eigen-

mode responses, since these are the higher modes with the

lowest dynamic force constant [1], which makes them more

perturbable than the much stiffer and hardly affected fourth and

fifth modes.

Amplitude and phase response
Simulations of the amplitude and phase behavior for the cases

illustrated in Figure 2 show that these key observables also

follow the expected trends, as seen in Figure 3 [24]. Figure 3a

and Figure 3b provide, respectively, the amplitude and phase

response vs cantilever position for pentamodal operation by

using higher eigenmode amplitudes of 3 nm, and Figure 3c and

Figure 3d provide the corresponding results for higher eigen-

mode amplitudes of 8 nm (the fundamental free amplitude was

set to 100 nm in both cases). The oscillation amplitude of each

eigenmode decreases with increasing tip–sample interaction

(shorter distance between the cantilever and the sample) and the

corresponding phase decreases and deviates increasingly from

90°, indicating in this example a predominantly repulsive inter-

action [24]. The results also agree with previously known trends

[9,19,20] in that the phase and amplitude responses become less
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Figure 4: Experimental fundamental amplitude (a, c) and phase responses (b, d) vs cantilever position for tetramodal imaging by using a cantilever
similar to the one whose response is illustrated in Figure 1. (a) and (b) correspond to an experiment in which all eigenmodes oscillated in the repul-
sive imaging regime, similar to the simulations of Figure 3, while (c) and (d) correspond to an experiment in which the fundamental eigenmode oscil-
lated in the attractive imaging regime (the phase of this mode is greater than 90°) while all other eigenmodes oscillated in the repulsive imaging
regime. The free oscillation amplitudes for the four eigenmodes were set to approximately 100, 2.9, 1.8, and 1.3 nm, respectively. The dashed lines in
graphs (a) and (c) have slope unity and contain the origin, and are provided for guidance.

and less sensitive as the eigenmode order increases (that is, the

magnitude of the phase and amplitude shifts of the higher eigen-

modes is in general smaller than for the lower eigenmodes, for

the same free oscillation amplitude), and the sensitivity, defined

as the rate of change in these observables with respect to a

change in cantilever position, also decreases as the higher mode

free oscillation amplitude is increased (as discussed in detail in

[20] for the trimodal case). This observation is important in

terms of signal-to-noise ratio, since the amplitude, phase or

frequency shifts, depending on the mode of operation used,

could fall below the noise floor for very high (less sensitive)

eigenmodes due to their small magnitudes. It is also important

to note that although the response curves for different modes

exhibit some similarity with one another, they do not necessar-

ily contain the same spectroscopic information, as the shape and

curvature can vary significantly from one eigenmode to another,

especially for the lowest ones. Different eigenmodes may give

different trends in their response variables either due to being

able to oscillate in different regimes (attractive or repulsive)

with respect to one another or due to nonlinear interactions

between them [20-22] (see also Figure 4c and Figure 4d below,

which offer an experimental example in which not all eigen-

modes oscillate in the same regime). As a result, the spec-

troscopy theory previously developed for bimodal AFM [25,26]

is not necessarily applicable to multimodal AFM. The results of

Figure 3 also highlight subtleties in the amplitude curve that

could be important depending on the sample and the type of

information sought. Specifically, the results show that the

amplitude curve for the first eigenmode, which is the basis of

the amplitude modulation method [24], is not a straight line as it

is in single-mode operation (for guidance, the dashed line in

Figure 3a and Figure 3c is a straight line of slope unity,

containing the origin). Furthermore, the curvature differs for

different higher mode amplitudes (compare the red traces in

Figures 3a and 3c) and the curve shifts to the right for larger

amplitudes of the higher modes, since the range of oscillation of

the tip is the sum of the oscillation ranges of all active eigen-

modes.
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Figure 4 shows experimental curves analogous to those of

Figure 3, but for tetramodal imaging. Since the instrument

used has a limited number of acquisition channels, we focused

our study on the fundamental amplitude and the four phase

responses. Furthermore, since higher eigenmodes have increas-

ingly higher optical detection sensitivity [1], it is possible in an

experiment to use smaller physical amplitudes (in units of

length) for the highest mode oscillations while still being

able to obtain relatively large amplitude readings at the

photodetector (in units of voltage), which is also advantageous

in terms of making these modes more sensitive [20]. In our

experiments we set the free fundamental amplitude to approxi-

mately 100 nm and the next three modes to free amplitudes of

approximately 2.9, 1.8, and 1.3 nm, respectively. With these

settings the amplitude reading at the photodetector for all higher

modes was approximately 10% of the reading for the funda-

mental eigenmode despite the comparatively small physical

amplitude of the higher modes. Figure 4a and Figure 4b corres-

pond to an experiment in which all eigenmodes remained in the

repulsive regime (as in Figure 3) and Figure 4c and Figure 4d

show similar data for an experiment in which the first eigen-

mode remained in the attractive regime while all others

remained in the repulsive regime. Although the simulations

assume ideal eigenmode behavior, which is not the case for an

experiment (see Figure 1), they do predict important features

that were also observed in the experiments. Firstly, non-linear

amplitude curves can occur both when the topographical acqui-

sition mode is in the repulsive and in the attractive regime,

which as discussed above, has implications for the accuracy of

topographical measurement. Second, there is a decrease in the

magnitude of the contrast signal (phase shift) as the higher

mode order increases, although we did not observe cases in

which the highest eigenmode contrast signals fell below the

noise floor. Notice also that the second and third phases are

noisier than the other two, which is in agreement with the

greater propensity of the lower eigenmodes to be perturbed by

external forces. Finally, the experimental results illustrate that

the curvature of the amplitude or phase response is not neces-

sarily preserved for different eigenmodes (this is especially true

when not all eigenmodes operate in the same imaging regime,

as illustrated in Figure 4d).

Engaged frequency response
A key consideration regarding the acquisition of meaningful

results with multimodal AFM imaging is the quality of the

amplitude vs frequency curve of the higher eigenmodes while

the cantilever and sample are engaged [20] (this is similar to the

usual tuning curve, but with the cantilever and sample

engaged). Specifically the degree to which these curves

resemble the response of a damped harmonic oscillator, deter-

mines the degree to which previous interpretations of the

observables and calculated quantities (e.g., phase and ampli-

tude contrast, calculated dissipated power, calculated virial, etc.

[25,26]) are applicable. This consideration is also important in

cases in which higher modes are excited by using constant drive

frequency and amplitude without any feedback (i.e., in ‘open

loop’ [2,3]). In such cases, as long as the oscillation is not

chaotic, the user will generally be able to obtain an image, but

imaging stability does not guarantee that the results are physi-

cally meaningful, since it does not guarantee that the contrast

eigenmodes conform to the assumed ideal response. In contrast,

if frequency modulation methods are used to drive the higher

modes [5,7,27], it is necessary that the frequency response be

well behaved both to ensure the stability of the controls scheme

and to guarantee physically meaningful results. Our simula-

tions show that the highest (least perturbable) eigenmodes retain

their ideal response even in multimodal operation. However, it

is possible that the response of the lowest eigenmode, excluding

the fundamental eigenmode, will be perturbed enough to

compromise the stability of a frequency modulation drive.

Figure 5 illustrates the amplitude response of the second eigen-

mode within pentamodal operation when using conditions that

are close to those used to construct Figure 2 and Figure 3, for

different amplitudes of the higher eigenmodes (Figure 5a), for

different cantilever positions above the sample (Figure 5b – the

trace for Zc = 120 nm is the free response), and for different

amplitudes of the second eigenmode, while eigenmodes 3 to 5

were driven with a free oscillation amplitude of 3 nm. In the

first case (Figure 5a) we observe that the effective resonance

frequency of the second eigenmode (location of the peak in

each curve) shifts to the left as the amplitude is increased,

which is as expected since the influence of the tip–sample

forces on the dynamics diminishes for larger amplitudes [20]

(here the repulsive tip–sample forces shift the instantaneous

resonance frequency of this eigenmode to the right, but this

effect diminishes for larger amplitudes, which decrease eigen-

mode sensitivity [9]). However, the level of perturbation does

not change significantly for the range of conditions explored (it

only improves slightly for larger amplitudes). In the second case

(Figure 5b), we see that the level of perturbation increases,

accompanied by a greater frequency shift (due to a greater influ-

ence of the repulsive forces in the range of conditions consid-

ered), as the cantilever is lowered towards the sample. Addi-

tionally, the frequency response curve gradually deviates from

the ideal curve, suggesting that the stability of frequency modu-

lation operations may be compromised unless slower scanning

speeds are used, which permit greater averaging in the signals.

Finally, the results of Figure 5c show that the eigenmode

frequency shift increases as its free amplitude is decreased

while keeping the other higher amplitudes constant, in agree-

ment with previous results [20] and with Figure 5a, although the

shape of the response curve remains distorted for most of the
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Figure 5: Simulated amplitude vs frequency response of the second eigenmode in pentamodal operation, calculated by sweeping the frequency by
using chirp drive functions while the cantilever and sample remained engaged [28]. The simulation parameters are similar to those provided for
Figure 2, except that the first eigenmode free amplitude was set to 100 nm. (a) Effect of higher mode free amplitude (A2 = A3 = A4 = A5 = 3, 5, 7, or
9 nm – Note: the various traces shown are normalized by the free amplitude in each case); (b) effect of cantilever position, Zc (A2 = A3 = A4 = A5 =
3 nm); (c) effect of second eigenmode peak chirp response amplitude (Achirp = 1, 3, 6, or 9 nm) for constant amplitude of the highest eigenmodes
(A3 = A4 = A5 = 3 nm).

range of amplitudes considered. Despite the nonidealities, the

distortions are not extremely drastic for the examples consid-

ered, suggesting that frequency modulation drives could still be

stable under these conditions as previously shown for trimodal

imaging [20]. We recall also that the higher mode responses

become more and more regular as the mode order increases

(since they are perturbed to a lesser extent by the sample), so

the user can in principle select a higher and higher mode whose

behavior is close enough to that of an ideal damped harmonic

oscillator, in order to enable stable controls. In practice,

however, this may not always be feasible or useful in light of

the results of Figure 1 which illustrate the typical decline in the

quality of the higher eigenmode responses due to tip shaker and

cantilever nonidealities.

Imaging
By using the same settings as for Figure 4, imaging of the PTFE

film was carried out by using typical scan rates for tapping

mode AFM with an amplitude setpoint ratio of 50 to 60%.

Similar to the spectroscopy results of Figure 4, it was possible

to image the surface with the fundamental eigenmode operating

in the repulsive imaging regime (Figure 6 and Figure 7) as well

as in the attractive imaging regime (Figure 8), although there

was little control on the selection of the regime. In general,

higher free amplitudes, lower amplitude setpoints, and drive

frequencies lower than the natural frequency favor the repul-

sive regime, but the result is also strongly determined by the

cleanness and sharpness of the tip. Cleaner and sharper tips

undergo smaller tip–sample attraction due to their smaller effec-

tive radius of curvature. Therefore, they are more amenable to

imaging in the repulsive regime, which in general gives sharper

topographical contrast since it is governed by contact as

opposed to long-range forces which are more likely to cause tip

broadening artifacts [29].

For characterization in the repulsive regime (see Figure 6) the

phase images generally resembled one another for all eigen-

modes, although differences and even contrast inversion

between eigenmodes emerged on certain regions of the sample

as the imaging conditions were changed. Additionally, the

varying range of phase values observed for each eigenmode

(phase range decreasing with increasing mode order) confirms

the decreasing sensitivity of higher eigenmodes, even though

higher modes were driven with smaller amplitudes (see parame-

ters in the caption of Figure 4). This is better illustrated in

Figure 7, where all phase images from Figure 6 are plotted
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Figure 6: Tetramodal imaging of a thin PTFE film sample by using a cantilever similar to the one whose response is shown in Figure 1. The range of
each phase image was chosen such that the contrast is easily discernible. A small percentage of pixels in each image have values that are outside
the chosen range. For comparison, Figure 7 shows all phase images of this figure plotted using the same scale. In this experiment all eigenmodes
oscillated in the repulsive imaging regime (all phase values are below 90°).

Figure 7: Phase images of Figure 6 plotted using the same scale. As
discussed in the text, the phase shifts generally decrease with
increasing eigenmode order.

using the same scale. Clearly the highest modes exhibit the

smallest phase shift from 90°. In contrast, the phase images

acquired driving the fundamental eigenmode in the attractive

regime almost always exhibited partial contrast inversion with

respect to one another. For example, some bright spots in the

first phase image of Figure 8 look dark in the fourth phase

image and vice versa. The observed contrast inversion may be

related to the mechanism previously identified for bimodal

imaging, which was related to the energy content in each eigen-

mode [20-22], or may be the result of nonlinear interactions

between the eigenmodes, given the complexity of the multi-

modal tip–sample impact.

Optimization of the tip–sample impact
Despite the stability with which imaging can be carried out and

the apparent robustness of our results, the non-uniformity of

successive tip–sample impacts, the nonlinear coupling of the

various eigenmodes, as well as time-dependent tip–sample

behaviors such as viscoelasticity suggest that unless single-

cycle techniques [16,18,30] can be implemented accurately for

multimodal imaging, it may not be possible to carry out fully

quantitative measurements of the surface properties. As already

discussed, the tip trajectories for a tetramodal or pentamodal

operation are even more complex than the already complex

bimodal [19] and trimodal [20] trajectories. Furthermore, the

variation of the impact shape from one fundamental oscillation

to the next one results in non-steady-state dynamics which may

not only require lower scanning speeds in order to properly

characterize each location on the surface, but which may also

preclude the application of spectroscopy theories based on ideal

responses and the recording of observables averaged over

multiple cantilever cycles [25,26]. However, our simulations

also show that the regularity of the tip–sample impact can be



Beilstein J. Nanotechnol. 2014, 5, 1637–1648.

1645

Figure 8: Imaging results analogous to those of Figure 6, but with the first eigenmode oscillating in the attractive regime (the phase values of this
mode are greater than 90°).

significantly improved by choosing non-consecutive eigen-

modes with relatively high frequency ratios among them, as

illustrated in Figure 9 for the trimodal case (the regularity of the

impact depends on the frequency spacing between each pair of

active eigenmodes, so similar arguments can be made for other

multimodal cases). Figure 9a compares the trajectories of a

trimodal oscillation using eigenmodes 1, 2 and 3 vs using eigen-

modes 1, 4 and 9. It is clear that the successive impacts shown

differ significantly in the former case, but not in the latter (see

also Figure 9b, which shows a close-up view of the lowest

portion of the tip trajectories of Figure 9a, illustrating a more

symmetric and regular impact when the eigenmode spacing is

greater). Figure 9c shows the force trajectory for a large number

of impacts, confirming that successive tip–sample interactions

become more similar with greater eigenmode spacing. Notice

how the peak forces over a large number of fundamental oscil-

lations in Figure 9c are similar in both cases, but the dynamics

are less steady for the case when the first three eigenmodes are

used. Note also that in order to improve the regularity of the

multimodal tip–sample impact, it is necessary to increase the

frequency ratio for each pair of adjacent eigenmodes. For the

case discussed here, for example, using eigenmodes 1, 8 and 9

would not be as effective as using eigenmodes 1, 4 and 9.

Although the spacing between the first two active eigenmodes

would be large in the former case, the frequency ratio of the

highest two eigenmodes (8 and 9) would only be about 1.3. The

results of Figure 9 suggest that it could in some cases be advan-

tageous to maximize the frequency ratios when selecting the

active eigenmodes, although this may not always be possible

due to bandwith limitations in the electronics and cantilever and

shaker non-idealities (see Figure 1). As stated above, the use of

very high eigenmodes can also result in low signal-to-noise

ratios due to the decreasing sensitivity in the spectroscopic

observables (e.g., small phase shifts, etc.) with increasing mode

order, despite the higher optical sensitivity in tracking the tip

response [1].

Conclusion
We have explored experimentally and computationally the

dynamics and stability of multimodal tapping-mode atomic

force microscopy when using more than three active cantilever

eigenmodes. We have illustrated the increase in complexity

with a larger number of eigenmodes, as well as its indirect

effect on the topographical measurement and the response of

the spectroscopic observables. We have also shown that stable

imaging is possible, although contrast differences emerging

from the nonlinear interaction of the eigenmodes are also

expected. Overall our findings are positive and encourage

further development of multimodal techniques, as well as

fundamental research on the probe dynamics and on the

measurement process itself. We take the opportunity to remind

the reader that our results are only applicable to measurements

performed in air environments, corresponding to fundamental

quality factors of a few hundreds, and that the work reported

here represents by no means an exhaustive study. High-

damping environments may offer even greater complexities

[31] and our amplitude-modulation/open-loop results are not

directly applicable to vacuum environments [24,32].
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Figure 9: (a) Comparison of tip trajectories for trimodal oscillations
using the first three eigenmodes (A1 = 100 nm, A2 = A3 = 3 nm) and
eigenmodes 1, 4 and 9 (A1 = 100 nm; A4 = A9 = 3 nm) with
Asetpoint ≈ 80%; (b) close-up of the lowest portion of the tip trajectory
for the above cases; (c) illustration of force trajectories for the above
cases (notice how the peak forces in successive impacts become
more similar to one another as eigenmode spacing increases). The
sample and cantilever parameters are the same as for Figure 2.

Methods
Experimental
The tetramodal experiments were performed using a Cypher

AFM (Asylum Research, Santa Barbara, CA), driving all four

modes through the internal lock-ins of the instrument (see

disclaimer below). Since the number of signals that could be

recorded was limited to six, we recorded all the eigenmode

phases along with the fundamental amplitude during the

experiments. Images were acquired with a resolution of

512 × 512 pixels at a scan rate of 1 Hz in the fast direction. We

used a commercial cantilever having a nominal fundamental

resonance frequency of 70 kHz and a nominal fundamental

force constant of 2 N/m. The sample consisted of PTFE pipe

thread seal tape (nominal thickness ca. 0.1 mm) stretched onto

the back of single-sided scotch tape, which was adhered sticky

side down onto a metal substrate. This type of polymer sample

was chosen in order to obtain high contrast in the phase signals.

Computational
For the numerical simulations five eigenmodes of the AFM

cantilever were modeled by using individual equations of

motion for each, coupled through the tip–sample interaction

forces as in previous studies [8,20]. Driven eigenmodes were

excited through a sinusoidal tip force of constant amplitude, and

frequency equal to the natural frequency. Chirp excitation func-

tions [8,28] were used to construct the engaged amplitude vs

frequency curves of Figure 5. The equations of motion were

integrated numerically and the amplitude and phase of each

eigenmode were calculated using the customary in-phase (Ii)

and quadrature (Qi) terms:

(1)

(2)

where zi(t) is the spatial response of the ith eigenmode in the

time domain, N is the number of periods over which the phase

and amplitude were averaged, ω is the excitation frequency, and

τ is the nominal period of one oscillation. The amplitude (Ai)

and phase ( ) were calculated, respectively, as:

(3)

(4)

The repulsive tip–sample forces were accounted for through a

standard linear solid (SLS) model [9] which exhibits both stress

relaxation and creep (see Figure 10 and notice the variety of

force and surface trajectories for the single and multiple impacts

observed in multimodal tapping-mode imaging [20]). Long-

range attractive interactions were included via the Hamaker

equation [24] for a tip radius of curvature of 10 nm and a

Hamaker constant of 2 × 10−9 J.

Disclaimer
Certain commercial equipment, instruments or materials are

identified in this document. Such identification does not imply

recommendation or endorsement by the National Institute of
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Figure 10: (a) Standard linear solid (SLS) model [9]; (b) illustration of the force trajectory for a single tip–sample impact along with the relaxation
trajectory of the surface (notice how the surface remains temporarily indented and gradually recovers after the impact); (c) illustration of a triple impact
within a single cycle of the fundamental oscillation for a multimodal imaging case (see also the discussion on multiple impacts in reference [20]);
(d) force curve (force vs tip position) for a double-impact, illustrating also the temporary depression of the surface due to relaxation of the SLS model
(the red arrow illustrates the depressed position of the surface where tip–sample contact is lost after the first impact).

Standards and Technology, nor does it imply that the products

identified are necessarily the best available for our purposes.
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Abstract
This paper presents computational simulations of single-mode and bimodal atomic force microscopy (AFM) with particular focus

on the viscoelastic interactions occurring during tip–sample impact. The surface is modeled by using a standard linear solid model,

which is the simplest system that can reproduce creep compliance and stress relaxation, which are fundamental behaviors exhibited

by viscoelastic surfaces. The relaxation of the surface in combination with the complexities of bimodal tip–sample impacts gives

rise to unique dynamic behaviors that have important consequences with regards to the acquisition of quantitative relationships

between the sample properties and the AFM observables. The physics of the tip–sample interactions and its effect on the

observables are illustrated and discussed, and a brief research outlook on viscoelasticity measurement with intermittent-contact

AFM is provided.
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Introduction
Atomic force microscopy (AFM) has developed considerably

since its introduction in the mid-1980s, and today constitutes

one of the most powerful and versatile tools in nanotechnology

[1-3]. Besides topographical imaging, it is also commonly used

to map conservative and dissipative interactions across nano-

scale surfaces, from which compositional contrast can be

inferred. For soft samples the contrast is often associated with

viscoelasticity for which measurements are most commonly

carried out by using contact resonance techniques [4-8],

whereby classical properties are approximated by using contact

models under small-amplitude oscillatory deformations. Such

characterization is much more challenging to carry out by using

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ssolares@gwu.edu
http://dx.doi.org/10.3762%2Fbjnano.5.176
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intermittent-contact techniques due to the non-linear behavior

of the probe–sample forces, although significant progress has

already been achieved by using multi-frequency methods [9].

The contact models used so far are not true viscoelastic models,

since they do not exhibit time-dependent stress and strain relax-

ation, but they have been shown to be applicable and useful for

certain types of samples [9]. The purpose of this paper is to

explore computationally the expected physics and the response

of the observables for a viscoelastic contact model that exhibits

both creep compliance and stress relaxation. Thus, the standard

linear solid model (SLS [10]) is used and its complexities and

non-idealities are simulated within bimodal AFM, which has

become a popular multi-frequency method since its introduc-

tion ten years ago [11,12]. The SLS is a simple model that does

not fully reproduce the behavior of true surfaces, but since it

exhibits the correct qualitative behavior for creep compliance

and stress relaxation, its study can highlight the range of open

issues that remain in the development of surface viscoelasticity

measurement methods based on intermittent-contact AFM. This

paper begins with a background section providing a very brief

description of multi-frequency AFM, a summary of previous

viscoelastic characterization works, a brief introduction to a few

viscoelasticity models previously used in AFM and a brief

discussion on non-viscoelastic dissipative interactions. The

background section is followed by the most relevant results for

single-mode and bimodal tip–sample interactions, including

force trajectories and discussions on the key observables, after

which a brief discussion and a conclusions section are offered.

Finally, a short section describing the simulation methods is

provided.

Background
Multi-frequency atomic force microscopy –
multimodal operation
Multi-frequency AFM [13] is a family of techniques in which

the cantilever probe is driven simultaneously at more than one

frequency with the purpose of expanding the amount and type

of information that can be acquired during each scan. Most

commonly this is accomplished by driving simultaneously more

than one cantilever eigenmode (multimodal characterization),

such that the contrast signals from each eigenmode serve

different purposes. For example, within the first multi-

frequency technique, proposed by Rodriguez and Garcia in

2004 [11,12], the fundamental cantilever eigenmode is driven

by using the conventional amplitude-modulation scheme (AM-

AFM, tapping-mode [2]) to obtain the topography, while the

second eigenmode is excited with constant drive amplitude and

frequency. Compositional contrast is extracted from the

response amplitude and phase of the second eigenmode (in this

paper this mode of operation is referred to as AM-OL since the

first mode is driven by using amplitude-modulation and the

second mode is driven in ‘open loop’). Since the settings of the

higher eigenmode are not controlled by the AM-AFM loop, its

excitation amplitude (and in principle also the drive frequency)

can be adjusted almost at will to explore a wider range of inter-

actions with high sensitivity. There currently exists a variety of

other multi-frequency techniques that use multi-eigenmode

excitation with two or three drive signals [9,11,12,14-20],

discrete multi-frequency excitation for a single eigenmode

[21,22], band excitation single- or dual-mode characterization

[23,24] and techniques based on the observation of higher

harmonics and their inversion to obtain force distance curves

[25,26]. Most of the discussion in this paper is based on the

AM-OL method of Rodriguez and Garcia [11,12], which is the

most common, but some of the discussion is also applicable to

bimodal methods involving frequency-modulation (FM-AFM

[3,9,18,27].

Characterization of viscoelastic surfaces with
AFM
Viscoelastic characterization is generally performed with

contact-mode-based methods involving a sinusoidal displace-

ment of the sample or the cantilever. One of the oldest reports is

the force modulation method [28], whereby the sample is driven

sinusoidally, causing an analogous response in the cantilever,

such that its oscillation amplitude and phase can be used to

approximately calculate the sample storage and loss moduli.

Similarly, in contact resonance methods [4-8] the user general-

ly measures the cantilever frequency response to small ampli-

tude excitations, from which an effective resonance frequency

and quality factor can be computed and post-processed to also

give the storage and loss moduli. These moduli are classical

bulk quantities, but AFM measurements can exhibit relatively

good correlation with results obtained from bulk measurements

[6,7]. Analogous measurements can be performed by using the

band excitation method [23,29], within which the cantilever is

driven in contact mode by using a band of frequencies such that

the Fourier transform of the tip response can be fit to a

Lorentzian curve that readily yields the effective resonance

frequency and quality factor, which in turn yield the desired

moduli. A third method that provides similar observables is the

dual-amplitude resonance tracking technique [6,7,21], in which

the cantilever is also driven in contact mode, but by using only

two sinusoidal excitations around the effective resonance

frequency.

In recent years, intermittent-contact methods have also been

used to gain understanding of the conservative and dissipative

tip–sample interactions, simultaneously while topographical

imaging is being carried out, although direct mathematical rela-

tionships between the observables and actual viscoelastic prop-

erties have, in general, not yet been developed. The main obsta-
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cles have generally been the non-linear behavior of the

tip–sample forces and the non-ideal shape of the tip trajectory

during impact, both of which make mathematical analyses

extremely difficult (these complexities are further discussed in

the Results section). In amplitude modulation AFM (tapping-

mode, AM-AFM), Cleveland et al. [30] and Garcia et al. [31]

proved mathematically that when tip–sample energy dissipa-

tion is absent, the phase shift remains unchanged even if the

elastic properties of the sample are non-uniform across the

surface. This enables the user to directly map variations in

energy dissipation based on the phase contrast. In addition, one

can more rigorously describe the conservative and dissipative

interactions by quantifying them in terms of the virial (Vts) and

average dissipated power (Pts), for which equations have been

previously published for use within amplitude- [30,32,33] and

frequency-modulation [34-36] methods. Within multi-frequency

AFM, Lozano et al. analyzed the behavior of Vts and Pts for the

original bimodal AFM method, which uses an open loop drive

to excite the higher eigenmode [32,37]. Naitoh and coworkers

reported bimodal experiments by using FM-AFM to drive both

eigenmodes, in order to simultaneously acquire the topography

and quantify the elasticity of a Ge(001) surface with high reso-

lution [17]. Li and coworkers used a bimodal method in which

the first eigenmode was driven by using the phase modulation

scheme and the higher mode was driven in open loop, which

allowed them to obtain images of the sample topography,

energy dissipation and elasticity of polymer surfaces immersed

in a liquid environment [16]. We have also reported experi-

ments in which images of Vts and Pts were compared for

different control schemes applied to the higher mode, including

open loop, constant-excitation FM-AFM and constant-ampli-

tude FM-AFM [27]. Even more recently Herruzo et al. [9]

succeeded for the first time in inverting the conservative

tip–sample interaction force curve along with a depth-depen-

dent, direction-independent tip–sample dissipation coefficient

by using bimodal FM-AFM with constant amplitudes for both

eigenmodes.

There also exist methods for the real-time acquisition of force

curves, from which conservative and dissipative interactions

can be studied. Specifically, the spectral inversion method, orig-

inally introduced by Stark et al. [25] and later improved by

Sahin et al. by using T-shaped cantilevers [26] uses the spectral

response of one of the cantilever eigenmodes (the first torsional

mode in the method of Sahin et al.) to invert the force curve

without making any assumptions about the tip–sample contact

model. The method has been demonstrated extensively on soft

samples, but becomes subject to low-signal-to-noise ratio limi-

tations as the sample becomes stiffer [38]. Finally, the peak-

force AFM method [39], a hybrid between contact- and inter-

mittent-contact AFM, also measures the tip–sample force in real

time during approach and retract of the tip by modulating the

cantilever base position above the sample with a large ampli-

tude and with a frequency that is much lower than the funda-

mental frequency. This method also has the advantage that no

assumptions need to be made about the tip–sample force model,

although it is limited in the range of tip-velocities that can

studied and, since it is a deflection-based measurement, it may

be limited by low signal-to-noise ratio when small

displacements or subtle features in the force curve are being

studied.

Viscoelasticity models and the standard
linear solid
Viscoelasticity models are used to relate the observables and

calculated quantities from the AFM measurement (frequency,

phase, amplitude, quality factor, etc.) to the surface properties.

In contact resonance typically the Kelvin–Voigt model [40] is

used, which consists of a linear spring in parallel with a damper

(dashpot). It is incorporated into the solution of the cantilever

equations of motion in the form of boundary conditions at the

tip [4,5]. This model can reproduce time-dependent creep

compliance (time-dependent strain relaxation under a constant

stress) with high accuracy, but not stress relaxation (time depen-

dent drop in stress under a constant strain). Another model often

used in the study of viscoelasticity, although not commonly

used in AFM, is the Maxwell model [40] which consists of the

same two elements, a linear spring and a dashpot, but arranged

in series. This model reproduces well stress relaxation under

constant strain but not creep compliance. Within AFM it has

also been common to combine a Hertzian conservative

tip–sample model with a position-dependent dissipation coeffi-

cient [9,18,34]. This is the approach recently followed by

Herruzo et al. [9] to obtain analytical expressions of conserva-

tive and dissipative tip–sample interaction forces by using

bimodal frequency-modulation AFM. Although the authors

show that their approach can be robust for the types of surfaces

studied in their work, the characterization of truly viscoelastic

surfaces requires being able to capture fundamental viscoelastic

behaviors, in particular stress relaxation and creep compliance.

The simplest model that meets these conditions is the standard

linear solid (SLS), which combines the Kelvin–Voigt and

Maxwell models as illustrated in Figure 1a. Figure 1b illus-

trates typical tip–sample force trajectories during intermittent-

contact AFM single- and dual-mode simulations, whereby

hysteresis occurs due to relaxation of the surface during the

time that the tip and sample are in contact. In fact, for this type

of model, the surface can remain temporarily depressed as the

tip retracts. This can be inferred from Figure 1b by noting that

the position of the maximum attractive (van der Waals) force

differs during approach and retract (see blue arrows). In

contrast, Figure 1c shows that when a conservative model
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Figure 1: (a) Standard linear solid (SLS) model [10]; (b) simulated tip–sample force trajectories for single- and dual-mode (bimodal) AFM impacts by
using the SLS. The key difference between the single- and dual-mode interactions is the possibility of multiple impacts as well as the variation in the
shape of successive impacts in the latter [41,42]. The horizontal distance between the two blue arrows indicates the distance that the surface relaxed
during the tip–sample contact time for the single-mode case. (c) Simulated tip–sample force trajectory by using a Hertzian contact model with a depth-
dependent dissipation coefficient [34,42]. For all force curves shown, the trajectory around the dissipation loops proceeds in the counterclockwise
direction.

(e.g., Hertzian) is combined with a dissipation coefficient, there

is hysteresis but the location of the force minimum does not

differ for the approach and retract. As a result, such models do

not fully capture viscoelasticity since the surface does not actu-

ally relax, and this has important consequences with regards to

the interpretation of the dissipation mechanism. Specifically,

the latter models offer a dissipative mechanism in which the tip

experiences a ‘friction’ force opposite to its motion, regardless

of the direction in which it travels (upward or downward). In

contrast, in the SLS model, the dissipation is a consequence of

the simple fact that the work done by the cantilever against the

surface during the approach is greater than the work done by the

surface on the cantilever during the retract (since the surface

relaxes during contact, the amount of work it restores to the

cantilever is less than the work received from it). Despite the

attractive features of the SLS, however, it is important to note

that it is too simple of an approximation to describe the behav-

ior of a real sample under intermittent-contact AFM. For

example, since it uses linear springs, it is not able to capture the

curvature of the repulsive part of an elastic interaction, which is

well reproduced by Hertzian models [2].

The behavior of the SLS under the application of a constant

strain is illustrated in Figure 2a. The thick red trace indicates the

prescribed position of the surface, which starting at t = 15 μs is

depressed and held at a position of −5 nm for the example

shown. Immediately the damper begins to relax as indicated by

the black dotted line, which results in a relaxation of the force

exerted by the surface (blue dashed line). Figure 2b illustrates

the behavior of the model after the surface is released, after

reaching the final state in Figure 2a. Here the surface immedi-

ately relaxes elastically to a position of −2.5 nm (indicated by

the position of the green arrow), and then both the position of

the surface and the position of the damper gradually relax to the

equilibrium state while the force acting on the surface remains

at zero. These behaviors are not necessarily critical to repro-

duce in contact-mode, low-amplitude AFM measurements (e.g.,

contact-resonance characterization), but are very important in

intermittent-contact AFM during which the surface undergoes

rapid distortion and relaxation between and during successive

interactions with the tip, and where the accurate measurement

of viscoelastic properties is much more challenging to carry out

[43].
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Figure 2: (a) Illustration of stress relaxation and (b) creep (the various traces are color coded with their respective axes). In (a) the surface is
depressed and held fixed at a position of 5 nm below its relaxed state, starting at t = 15 μs. Following the simulation described in (a) the surface is
released at t = 43 μs and its response is plotted in (b). The magnitude of the immediate elastic relaxation of the surface upon release, indicated by the
green arrow in (b), depends on the ratio and magnitudes of the two spring constants, Kinf and K0 (see Figure 1). The simulation parameters were
Kinf = K0 = 7.5 N/m and Cdiss = 2.5 × 10−5 N·s/m.

Figure 3: Illustration of tip–sample physical adhesion. In this case the
interaction area between tip and sample is greater during the retract
than during the approach, due to a change in the non-bonded attrac-
tive forces, leading to additional dissipation as the cantilever breaks
free from the surface.

Non-viscoelatic dissipative interactions
The present work studies an AFM tip that is interacting with a

clean SLS surface, so no further interactions are included other

than attractive van der Waals forces. However, in practice there

can be a number of other interactions that can obscure or hinder

the measurement of viscoelasticity by using intermittent-contact

methods. Well-known interactions of this type include capillary

forces [44], plastic behaviors [45], chemical adhesion and topo-

graphical artifacts [46] and even geometry-driven physical

adhesion artifacts. As illustrated in Figure 3, if the tip indents a

cavity into the surface and the surface remains temporarily

depressed, the non-bonded interactions during the retract may

be greater than during the approach due to the greater sample

surface area that is near the tip. This, in turn, would lead to a

hysteresis loop in the tip–sample force trajectory, whereby the

cantilever would be required to perform additional work in

order to break free from the surface. All of the above non-

conservative effects influence the observables during measure-

ments of conservative and dissipative interactions with AFM,

and it is generally not possible to attribute with certainty the

changes in the observables to the variation in surface material

properties.

Results
This section comprises two main sub-sections. The first sub-

section provides an analysis of the tip–sample interaction

physics for ideal (prescribed) and numerically computed

trajectories of the tip, both for single-mode and bimodal AFM.

The second sub-section explores the effect of the SLS model

parameters on the observables as well as the prospect for

carrying out compositional mapping by using average quan-

tities, such as the virial and dissipated power.

Physics of the tip–sample interaction for the
standard linear solid model
Sample response to prescribed sinusoidal
trajectories
As starting point, consider the interaction of an SLS surface

with a cantilever tip that oscillates along a perfect sinusoidal

trajectory. To simulate this, we prescribe that the tip moves

along a path defined by ztip(t) = zc + A·cos(ωt), where ztip, zc, A

and ω are, respectively, the tip position as a function of time,

the cantilever base position, the oscillation amplitude and the

fundamental angular frequency of the probe. If the SLS is

relaxed in real time as the tip oscillates, one obtains results

similar to those shown in Figure 4. In the first panel (Figure 1a)

are depicted tip–sample force trajectories for different cantilever

frequencies, ranging from 25 kHz to 156 kHz, which covers a

ratio of frequencies of about 6.25, similar to the ratio of the first
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Figure 4: Interaction of an SLS surface with a probe oscillating along a perfectly sinusoidal trajectory given by ztip(t) = 95 nm + (100 nm)·cos(ωt),
where ω is equal to 2π times the frequency indicated in the graphs (the relaxed surface is initially located at a height of zero). (a) Force–distance tip
trajectory (the trajectory proceeds in the counterclockwise direction); (b) tip–sample force vs normalized time; (c) surface recovery vs normalized time;
(d) peak force and dissipated energy per cycle vs cantilever frequency (the two traces are color coded with their respective axes). The SLS parame-
ters were Kinf = Ko = 7.5 N/m and Cdiss = 1 × 10−5 N·s/m. The time axes in (b) and (c) have been normalized by the respective fundamental period for
each trace.

two eigenfrequencies of a rectangular cantilever. Figure 4b

shows similar information, but plotting the force as a function

of the time (notice how the contact time changes due to relax-

ation of the surface). Figure 4c shows the surface trajectory,

including its recovery upon tip retract, and Figure 4d plots the

peak repulsive force and the average energy dissipated through

the hysteresis loop in the force curve over several cycles. In

Figure 4b and Figure 4c the time axis has been normalized by

the respective cantilever period. As expected from a viscoelastic

system, the amount of surface relaxation (distance between the

force minima for a given frequency in Figure 4a) decreases with

increasing frequency as the hysteresis loop area also decreases

(see Figure 4d). Additionally, the peak force increases. This is

because at faster time scales the system behavior becomes more

elastic and less viscous. This frequency dependence is an

important consideration during a real experiment in which

different regions of a viscoelastic sample may have different

and multiple relaxation times. For some cantilever frequencies

certain regions may not exhibit a measurable viscous behavior,

and for other frequencies, regions of different properties may

exhibit similar dissipation behaviors. As it can also be inferred

from the results presented here, it is not possible to express the

tip–sample force curve analytically, since it depends on the

sample deformation timescale as well as on the previous history

of the surface. The frequency dependence also raises an impor-

tant issue with regards to the controls schemes used in bimodal

AFM. It has been previously found that in order to properly

compare the compositional mapping of different regions of the

sample it is necessary that the higher eigenmode amplitude

remains constant, which requires the use of a constant-response-

amplitude method such as constant-amplitude frequency-modu-

lation [27]. However, if the frequency shift is significantly

different for different regions, according to the results of

Figure 4a, they may not be directly comparable since the inter-

play of conservative and dissipative interactions may be artifi-

cially changed in a different way for each region.

Sample response to prescribed bimodal trajectories
For the simulated interaction of an SLS surface with a tip oscil-

lating along a prescribed bimodal trajectory of the form ztip(t) =

zc + A1·cos(ω1t) + A2·cos(ω2t) we are interested in studying the

system response as the amplitude of the second eigenmode

changes. One can envision that for small values of A2, which

are smaller than the distance that the sample penetrates into the

surface, the SLS will interact with a trajectory having more than

one oscillation loop (since the tip will travel up and down

according to the second frequency oscillation while still

remaining under the sample for a contact time dictated by the

first oscillation frequency). However, as A2 increases and

exceeds the penetration depth, the surface will only interact

with single-loop oscillations where the tip will dip into and

come out of the sample at a frequency dictated by the second

oscillation frequency. More than one impact will be possible for

every fundamental cycle because the period of the second oscil-

lation is smaller than that of the first oscillation (for the

example shown here the ratio of eigenfrequencies was set to
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Figure 5: Interaction of an SLS surface with a probe oscillating along a bimodal trajectory of constant maximum penetration, given by ztip(t) = (95 nm
+ A2) + (100 nm)·cos(ω1t) + A2 cos(6.21·ω1t), with ω1 = 2π (50 kHz), Kinf = Ko = 7.5 N/m and Cdiss = 1 × 10−5 N·s/m. (a) Force–distance trajectories
for varying A2; (b) dissipated energy per cycle for successive fundamental cycles and varying A2; (c) example of successive tip–sample impacts for
the same cases. The color code is the same for all plots and the unit of A2 is nm.

Figure 6: Interaction of an SLS surface with a probe oscillating along a prescribed bimodal trajectory of variable maximum penetration, given by
ztip(t) = 95 nm + (100 nm)·cos(ω1t) + A2·cos(6.21·ω1t), with ω1 = 2π (50 kHz), Kinf = Ko = 7.5 N/m and Cdiss = 1 × 10−5 N·s/m. (a) Force–distance
trajectories for varying A2; (b) dissipated energy per cycle for successive fundamental cycles and varying A2; (c) example of successive tip–sample
impacts for the same cases. The color code is the same for all plots and the unit of A2 is nm.

about 6.21 in order to mimic the first two modes of a rectan-

gular cantilever). As a result, measurements with different

levels of penetration and with different amplitude values and

ratios may not be directly comparable. Furthermore, in carrying

out this ideal comparison of perfectly controllable sinusoidal tip

oscillations, there are two extreme behaviors that need to be

considered as A2 increases. First, one could prescribe that the

maximum tip–sample penetration remains the same in all cases,

such that any increase in the value of A2 is compensated by an

equal increase in the cantilever position, zc. Alternatively, one

could prescribe that the cantilever position remains the same in

all cases, such that greater a penetration will be achieved as A2

increases (as discussed below, the real situation lies in between

these extremes, unless FM controls are used with which the

penetration is controllable [9]). Figure 5 shows the results for

the former case, and Figure 6 shows the results for the latter

case. For each figure, panel (a) shows force distance trajectories

for different values of A2 (including A2 = 0) and panel (b)
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Figure 7: Interaction of an SLS surface with a probe oscillating along a realistic AM-OL bimodal trajectory obtained by simulating the cantilever
dynamics. (a) Force–distance trajectories for varying A2; (b) dissipated energy per cycle for successive fundamental cycles and varying A2;
(c) example of successive tip–sample impacts for the same cases. The first eigenmode free amplitude was 100 nm in all cases and A2 is the free
oscillation amplitude of the second eigenmode (in nm). The cantilever position is zc = 80 nm. The SLS parameters are the same as in Figure 5 and
Figure 6. The eigenfrequency ratio of the first two eigenmodes is 6.25 instead of 6.21, which was used in Figure 5 and Figure 6. This different ratio
was chosen to illustrate a different impact periodicity (the periodicity is 4 in this case, whereas it is 100 for Figure 5 and Figure 6). The color coding is
the same in all panels.

shows the energy dissipated during successive tip–sample

impacts (this dissipation was calculated by integrating numeri-

cally the area of the dissipation loops), and panel (c) shows a

few examples of successive tip–sample impacts, illustrated as

time-dependent forces. Interestingly, even in the case in which

the peak penetration is fixed for different values of A2, the peak

forces still differ considerably for successive impacts since the

trajectory is bimodal. Furthermore, there are some impacts

during which the interaction between the tip and the sample is

almost negligible (see, for example, the first impact for A2 = 4

in Figure 5c). The dissipation loops in the force curves for the

case of constant maximum depth (Figure 5a) show a gradual

transition from a low frequency response to a high frequency

response, qualitatively similar to what is observed for single-

eigenmode oscillations (Figure 4a), but with irregular impacts.

As A2 increases, the dissipation loops are dominated more and

more by the frequency of the second eigenmode and the average

level of dissipation drops (Figure 5b). The irregularity of the

impacts is easily noticeable in the irregular oscillation of the

dissipated energy for successive impacts (Figure 5b), as well as

in the plot describing the force as a function of time (Figure 5c).

Finally, it is not surprising that the contact time also decreases

gradually as the second eigenfrequency becomes more domi-

nant (compare Figure 5c to Figure 4b). Note: the contact time

for each impact can be inferred from the graphs of the

tip–sample force vs time by examining the horizontal spacing

between the two force minima surrounding each peak in the

plots (the first of these minima occurs when the tip approaches

the sample and crosses the attractive tip–sample force region

and goes into the repulsive region, and the second one occurs

during the retract, when the tip leaves the repulsive region and

crosses through the attractive region again).

In the case of varying penetration (constant zc), the dissipation

loop areas increase as A2 increases since the oscillation of the

second eigenfrequency does not replace that of the first eigen-

frequency, but rather their effects are additive. The effect of the

low-frequency oscillation on the surface is always present to the

same degree. Therefore, the average surface relaxation distance

(distance between the approach and retract tip–sample force

minima in Figure 6a) increases with A2, as does the average

level of dissipation (Figure 6b). Similarly, the range of contact

time also increases, although as expected, there is high vari-

ability for different successive impacts. For example, the

contact time increases for the first impact shown in Figure 6c,

but decreases for the two subsequent impacts. This is a signifi-

cant difference with respect to single-mode AM-AFM.

Sample response to simulated bimodal trajectories
A direct comparison of the results for the prescribed trajectories

shown in Figure 5 and Figure 6 with realistic trajectories in

which the dynamics determine the tip–sample penetration is not

straightforward since analytical solutions of the trajectory

cannot be obtained. However, it is still possible to make some

general observations. In the results of Figure 7, the dynamics of

the cantilever have been solved numerically in real time, driving
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Figure 8: (a) Dissipated energy vs second eigenmode free amplitude for an SLS surface interacting with a tip following a prescribed bimodal oscilla-
tion with constant penetration maximum (see Figure 5), a prescribed bimodal oscillation with variable penetration maximum (see Figure 6) and a real-
istic dynamics trajectory solved in real time for AM-OL operation (see Figure 7); (b) expanded view of the result for the realistic dynamics trajectory
(same trace as in (a) but plotted by using a different scale); (c) lowest tip position reached by the tip over 15 fundamental cycles after reaching steady
state as a function of cantilever rest position during a simulated spectroscopy measurement for the realistic tip trajectory using the parameters given
for Figure 7.

the first two eigenmodes at their respective natural frequencies,

with A1 = 100 nm and with the values of A2 indicated on the

plots. In general, the results resemble those of Figure 5 and

Figure 6. There is overall lower penetration into the surface

than for the prescribed trajectories despite the relatively low

cantilever position of 80 nm, since the presence of the sample

perturbs the cantilever oscillation [2]. Penetration increases with

higher values of A2 (see Figure 7a) as previously reported [42],

similar to Figure 6. The average level of dissipation for

different fundamental cycles (Figure 7b) follows a more regular

pattern due to the use of a slightly different ratio of eigenfre-

quencies for the first and second mode (see comment in the

caption of Figure 7). The time-dependent force trajectories

(Figure 7c) are equally rich and a wide variation in the contact

time is again observed. Figure 8a compares the trends in dissi-

pated energy as a function of A2 for the three cases analyzed in

Figures 5–7. It shows that the trend for the real case lies in

between the results of the prescribed trajectories with constant

penetration and the prescribed trajectories of additive penetra-

tion for the two eigenmodes, while being qualitatively closer to

the latter. That is, dissipation increases with A2, but in a more

gradual fashion than if penetration would increase by the same

amount (Figure 8b shows an expanded view of the simulated

dynamics trace in Figure 8a). Finally, Figure 8c shows the peak

tip penetration as a function of A2 for a simulation of a spec-

troscopy curve in which the cantilever is approached towards

the surface. The results confirm that there is a gain in penetra-

tion as A2 increases, but the gain in penetration is smaller than

the increase in A2.

As can be inferred from the previous results, the behavior of the

dissipated energy and the tip–sample forces is extremely com-

plex and cannot be predicted a priori. In addition, the

observables that are available during an AFM experiment can

be quite sensitive to the imaging conditions, depending on the

imaging mode used. For example, Figure 9 shows the behavior

of the normalized second mode amplitude (A2/A2-free,

Figure 9a) and phase (Figure 9b) for AM-OL spectroscopy

curves simulated with parameters similar to those of Figure 7,

for different values of A2, including the full dynamics of the

first three cantilever eigenmodes. As the various traces show,

the trends are not always regular nor follow a simple pattern.

Effect of model parameters on the
observables
Conservative and dissipative interactions for varying
model parameters
In order to develop methods that recover the contact model

parameters, it is necessary to understand the effect of those

parameters on the probe response. To this end, Figure 10
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Figure 9: Simulated amplitude and phase spectroscopy curves for realistic cantilever trajectories calculated using parameters similar to those of
Figure 7 for AM-OL operation. (a) Normalized amplitude (A2/A2-free) vs cantilever position; (b) phase vs cantilever position.

Figure 10: Example of the evolution of force–distance trajectories with changes in the SLS surface parameters: (a) baseline; (b) increase in Kinf; (c)
increase in K0; (d) increase in Cdiss. The parameters are similar to those given for Figure 7, except for A2-free = 5 nm and any other parameters indi-
cated in the figures.

provides an example of the changes in the force trajectory as

each of the three SLS parameters is varied independently. For

this example, Figure 10a serves as a baseline case and all results

are plotted by using the same axis scales for easier comparison.

Figure 10b shows the trajectory obtained when the stiffness of

Kinf is increased to about 315% of its original value. Inspection

of the SLS model (also provided in Figure 10) suggests that the

spring Kinf should directly interact with the tip during

tip–sample impact, and that increasing its value should result in

an overall higher stiffness with smaller penetration (in general

steeper force curves lead to smaller penetration for the same

AFM parameters [47]). This expectation is confirmed by the

force trajectory shown in Figure 10b, which also exhibits a

smaller hysteresis area as a result of the shorter contact time,

which is a result of shallower tip penetration. In Figure 10c the

stiffness of K0 has been increased to about 315% of its original

value. Inspection of the model indicates that the spring K0 inter-

acts with the tip, but also with the damper. Increasing its stiff-

ness results in the transmission of a larger force from the AFM

tip to the damper, which should lead to a faster and greater

relaxation of the latter and a correspondingly larger dissipation

energy. Again, this expectation is confirmed by Figure 10c.

Finally, in Figure 10d, the damper constant, Cdiss, has been

increased to 300% of its original value, which retards its relax-

ation and leads to a more elastic and less viscous response with

a smaller dissipation energy, as confirmed by the result.

The above discussion suggests that one can intuitively predict

the behavior of the model as its parameters change. However,

the situation is more difficult in an experiment since the number
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Figure 11: Effect of the SLS parameter Kinf on tip–sample interactions and cantilever response. (a) First and second mode phase, and second mode
amplitude; (b) dissipated energy calculated from the hysteresis loop of the tip–sample force trajectory and peak impact force; (c) calculated dissi-
pated energy from Equation 5 for the first and second eigenmodes; (d) virial for the first and second eigenmodes. Note that the peak impact force is
the largest repulsive force observed over fifteen tip–sample impacts (successive impacts differ, as illustrated in Figure 7c). The parameters other than
Kinf are the same used to construct Figure 10. The axes are color coded in all cases. The kinks in some of the traces correspond to transitions
between dynamic regimes, in some of which the tip skips a tip–sample impact with different frequencies (for example, in one regime the tip may
impact the sample every fundamental oscillation, while in another regime the tip may skip every sixth impact [42]).

of observables is limited and the parameters of the model are

not known. Furthermore, the observables (eigenmode ampli-

tudes and phases) vary in a non-trivial fashion, as illustrated in

Figure 11a, Figure 12a and Figure 13a for a range of values of

Kinf, K0 and Cdiss, respectively. As the results suggest, it is

possible for the trends to be non-monotonic and non-smooth,

such that simple mappings of these observables do not provide

an accurate picture of the variation of material properties across

the sample (see comment in the captions of Figure 11 and

Figure 12 regarding the origin of the kinks in some of the

traces). Additionally, Figure 11b, Figure 12b and Figure 13b

suggest that the trends in dissipated energy and peak forces are

not unique for each of the three SLS parameters. For example,

an asymptotic decrease in the dissipated energy (Figure 11b and

Figure 13b) can be caused by a linear increase in the magnitude

of Kinf or Cdiss, or a combination of both. Similarly, increases in

the peak tip–sample forces can be caused by increases in any of

the three SLS parameters.

Compositional mapping based on average quan-
tities
The quantities plotted in panels (b) of Figures 11–13 are impor-

tant from the physics point of view, but are generally not

directly observable in AFM. Instead, the user commonly relies

on quantities calculated from the phases and amplitudes of the

two active eigenmodes (in the case of AM-OL), namely the

average calculated dissipated power (Pts) and the virial (Vts) for

each of the modes [27,32,37]. These quantities are plotted in

panels (c) and (d), respectively, in Figures 11–13 as a function

of the SLS parameters, varying one parameter at a time (the

calculated dissipated power was converted to energy per funda-

mental cycle in order to allow for a comparison with panel (b)

of each figure). Inspection of these results suggests that there is

no guarantee that the dissipated energy calculated from Pts

correlates with the energy that is dissipated due to the nature of

the SLS model, calculated by integrating the area of the dissipa-

tion loops in the force–position trajectories (compare, for

example, the dissipated energy plotted in Figure 12b with the

two traces in Figure 12c). Furthermore, there is not always a

strong correlation between the results for each of the eigen-

modes (see Figure 11c and Figure 12c). Inspection of panels (b)

and (d) of Figures 11–13 show that the correlation between Vts

and the peak tapping forces can also be weak or even non-exis-

tent. Vts is expected to show a negative correlation with the rela-

tive importance of the ‘conservative interactions’ but these are

not directly separable from the non-conservative interactions in

the SLS model. Rather, they are coupled and there is not a

straightforward physical interpretation of Vts. These discrepan-

cies are not surprising in light of this coupling of conservative

and dissipative interactions, in light of the non-trivial dissipa-

tion mechanism discussed above, which differs from a simple

dissipation coefficient, and in light of the complexity of multi-
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Figure 12: Effect of the SLS parameter K0 on tip–sample interactions and cantilever response. (a) First and second mode phase, and second mode
amplitude; (b) dissipated energy calculated from the hysteresis loop of the tip–sample force trajectory and peak impact force; (c) calculated dissi-
pated energy from Equation 5 for the first and second eigenmodes; (d) virial for the first and second eigenmodes. Note that the peak impact force is
the largest repulsive force observed over fifteen tip–sample impacts (successive impacts differ, as illustrated in Figure 7c). The parameters other than
K0 are the same used to construct Figure 10. The axes are color coded in all cases. The kinks in some of the traces correspond to transitions
between dynamic regimes, in some of which the tip skips a tip–sample impact with different frequencies (for example, in one regime the tip may
impact the sample every fundamental oscillation, while in another regime the tip may skip every sixth impact [42]).

Figure 13: Effect of the SLS parameter Cdiss on tip–sample interactions and cantilever response. (a) First and second mode phase, and second
mode amplitude; (b) dissipated energy calculated from the hysteresis loop of the tip–sample force trajectory and peak impact force; (c) calculated
dissipated energy from Equation 5 for the first and second eigenmodes; (d) virial for the first and second eigenmodes. Note that the peak impact force
is the largest repulsive force observed over fifteen tip–sample impacts (successive impacts differ, as illustrated in Figure 7c). The parameters other
than Cdiss are the same used to construct Figure 10. The axes are color coded in all cases.
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frequency tip–sample interactions, which can lead to a variety

of dynamics subtleties, even including severe artifacts such as

contrast inversion depending on the imaging conditions

[42,48,49].

Discussion
As the results shown in the previous sections illustrate, the

interactions of viscoelastic surfaces with the AFM tip can be

extremely complex, especially if multi-frequency AFM

methods are involved. The relatively large oscillations of the tip

in intermittent-contact measurements, as well as the sharp varia-

tions in the forces make it necessary to use a tip–sample inter-

action model that includes the relevant types of attractive and

repulsive interactions, as well as the intrinsic behaviors of

viscoelastic surfaces, namely creep compliance, stress relax-

ation and a response that depends on the timescale of applica-

tion of the stresses or deformations. Despite the simplicity of

the SLS model, the richness of the observed phenomena can

already seem to be overwhelming when one considers possible

means to invert the cantilever response to obtain the surface

model parameters. The use of more elaborate models, such as

models with multiple relaxation times or nonlinear springs

would further complicate matters and would make the inver-

sion even more challenging since the number of observables in

an experiment is limited unless the acquired data is enriched

through procedures such as volume scanning [50,51]. Nonethe-

less, one can envision at least two research avenues that should

prove very fruitful in this endeavor.

Firstly, the results presented here suggest that it would be ad-

vantageous, when characterizing viscoelastic samples, to carry

out multiple measurements involving different timescales in

order to capture the different relaxation times of the sample. In

practice this can be accomplished by sequentially studying the

same sample with cantilevers of different fundamental

frequency or by using different higher eigenmodes in succes-

sive experiments. Even if an inversion methodology is not

available, this approach can help to discern between samples of

seemingly identical properties at a given timescale, especially if

it is combined with volume scanning spectroscopy, which

would provide depth-dependent information. Figure 5b, for

example, shows that for constant-indentation imaging of the

sample with increasing higher mode amplitude (if such a

method can be developed) the level of dissipation decreases

monotonically, which is as expected, since the SLS has only

one characteristic relaxation time (governed by the damper) and

the sample deformation is transitioning from a low frequency

deformation (governed by the fundamental mode) to a high

frequency deformation (governed by the higher mode).

However, a real sample may have more than one characteristic

relaxation time, which could be probed by gradually increasing

the amplitude of different higher eigenmodes in successive

experiments, under constant indentation. The analysis could be

repeated at different levels of indentation to give a complete

picture of the depth-dependent behavior of the sample.

Second, the further development of spectroscopy methods that

provide the tip–sample force curve for individual impacts

[25,26,52,53] with high accuracy will be extremely beneficial,

as it can allow expanded representations of the tip–sample force

dependence (for example, representations in which the force is

measured with respect to not only position but also velocity

[10]). The acquisition of such signatures of the tip–sample inter-

action force can in turn spur the development of inversion

methodologies for different types of models. An example of this

type of inversion for an SLS surface is offered in reference [40].

This study demonstrates mathematically that such an inversion

is possible even with conventional force–distance curves (force

vs distance), although it assumes very high accuracy in the

acquisition of the tip–sample force curve through the spectral

inversion method [26]. In practice there exist limitations that

preclude such accuracy [38]. The development of new real-time

spectroscopies remains at the forefront of multi-frequency AFM

research [9,26,53-55], although to the knowledge of the author

there is not yet a single-cycle, model-free experimental spec-

troscopy technique that can provide a sufficiently high accu-

racy to reproduce the sharp turns in the tip–sample force curve,

especially around the force minimum dictated by the maximum

attractive force. Besides the above two research avenues, further

studies on realistic 3D contact models within the specific

context of the most recently developed AFM techniques would

also be extremely beneficial. In general, a detailed treatment of

viscoelasticity within the ever-growing of number of intermit-

tent-contact AFM techniques is in the opinion of the author an

extremely important area of opportunity necessitating a combi-

nation of strong experimental, analytical and computational

efforts.

Conclusion
A numerical simulation study of the interactions observed in

single-mode and bimodal AFM characterization of viscoelastic

surfaces modeled as standard linear solids (SLSs) is presented.

Examples of the extremely complex behavior of the tip–sample

forces and observables are provided, along with an illustration

of their dependence on the surface model parameters. The SLS

model is the simplest that can reproduce stress relaxation and

creep compliance, which are important fundamental behaviors

observed in real viscoelastic surfaces. Additional opportunities

remain in modeling real surfaces, which may require non-linear

springs and multiple relaxation times. However, the inversion of

the surface parameters from experimental data is an extremely

challenging task even with the simple SLS. Further research is
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encouraged on single-cycle force spectroscopy measurement as

well as inversion methodologies specific for viscoelastic

surfaces.

Methods
The numerical simulations of the cantilever dynamics were

carried out including three eigenmodes of the AFM cantilever

as in previous studies [24,42]. Active eigenmodes, as indicated

throughout the paper, were driven at their natural frequency.

The surface was modeled in most cases as a SLS (Figure 1a),

except for the result of Figure 1c, which uses the combination

of a Hertzian contact model with a depth dependent dissipation

constant [34,42]. Long-range attractive interactions were

included for a tip radius of curvature of 10 nm and a Hamaker

constant of 2 × 10−19 J. In some cases, the oscillation of the tip

was prescribed along ideal single-mode or bimodal trajectories,

as indicated in the text, by relaxing only the SLS in real time.

The cantilever force constant was set to k = 4 N/m and the first

two quality factors to Q1 = 150 and Q2 = 450 in all cases (the

frequencies varied and are provided along with the results). The

amplitude and phase of each eigenmode, where applicable, were

calculated by using the in-phase (I) and quadrature (Q) inte-

grals:

(1)

(2)

where z(t) is the eigenmode response in the time domain, N is

the number of periods over which the phase and amplitude were

averaged, ω is the excitation angular frequency, and τ is the

nominal period of one oscillation. The amplitude and phase

were calculated, respectively, as:

(3)

(4)

The average dissipated power (Pts) and virial (Vts) for panels (c)

and (d) in Figures 11–13 were calculated as follows (panel (c)

of these figures shows the energy dissipated per cycle, which

was obtained by multiplying Pts by the fundamental period)

[30-32]:

(5)

(6)
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Abstract
We present a theoretical framework for the dynamic calibration of the higher eigenmode parameters (stiffness and optical lever

inverse responsivity) of a cantilever. The method is based on the tip–surface force reconstruction technique and does not require

any prior knowledge of the eigenmode shape or the particular form of the tip–surface interaction. The calibration method proposed

requires a single-point force measurement by using a multimodal drive and its accuracy is independent of the unknown physical

amplitude of a higher eigenmode.
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Introduction
Atomic force microscopy [1] (AFM) is one of the primary

methods of surface analysis with resolution at the nanometer

scale. In a conventional AFM an object is scanned by using a

microcantilever with a sharp tip at the free end. Measuring

cantilever deflections allows not only for the reconstruction of

the surface topography but also provides insight into various

material properties [2,3]. If deflection is measured near one of

the cantilevers resonance frequencies, an enhanced force sensi-

tivity is achieved due to multiplication by the sharply peaked

cantilever transfer function. Measurement of response at

multiple eigenmodes can provide additional information about

the tip–surface interactions [4-11].

The optical detection system [12] common to most AFM

systems leverages a laser beam reflected from the cantilever,

measuring the slope rather than its vertical deflection. This

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:borysov@kth.se
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underlying principle leads to the measured voltage at the

detector being dependent on the geometric shape of the excited

eigenmode (Figure 1). While determination of the stiffness and

optical lever inverse resposivity (inverse magnitude of the

response function of the optical lever [m/V], also known as

“inverse optical lever sensitivity”) of the first flexural eigen-

mode can be performed with high accuracy using a few well-

developed techniques [13-21], calibration of the higher eigen-

mode parameters is still a challenging task. The main problem

with the existing theoretical approaches based on the calcula-

tion of eigenmode shapes [18,22] is that real cantilevers differ

form the underlying solid body mechanical models due to the

tip mass [23,24], fabrication inhomogeneities and defects

[25,26]. In this paper, we propose a method which overcomes

these deficiencies.

Figure 1: Schematic illustration of the two first flexural eigenmode
shapes of a rectangular cantilever and an optical detection system.
Measuring of the slope at the free end leads to the situation when the
equal vertical tip deflections, z1 = z2, result in the different detected
voltages, V1 ≠ V2. In the case of small deflections, zn is proportional to
Vn with some coefficient αn called optical lever inverse responsivity.

The method uses the fact that the tip–surface force is equally

applied to all eigenmodes. This approximation is suitable unless

the characteristic spatial wave length of an eigenmode shape is

significantly bigger than the tip–cantilever contact area. Any

other force acting on the whole cantilever, e.g., of thermal or

electromagnetic nature, should be convoluted with the eigen-

mode shape, leading to a different definition of the effective

dynamic stiffness. Thus, knowledge of the geometry of

cantilever is not required to reconstruct the tip–surface force.

The framework proposed harnesses a force reconstruction tech-

nique inspired by the Intermodulation AFM [27] (ImAFM),

which was recently generalized to the multimodal case [28]. It

is worth noting that the proposed calibration method is similar

to that described in [29], in which stiffness of the second eigen-

mode is experimentally defined by using consecutive measure-

ments of the frequency shift caused by the tip–surface inter-

action for different eigenmodes. In contrast, we propose a

simultaneous one-point measurement by using a multimodal

drive that avoids issues related to the thermal drift [30] and

exploits nonlinearities for higher calibration precision.

Results and Discussion
Cantilever model
We consider a point-mass approximation of a cantilever derived

from the eigenmode decomposition of its continuum mechan-

ical model, e.g., the Euler–Bernoulli beam theory. Such a

reduced system of coupled harmonic oscillators in the Fourier

domain has the following form

(1)

where the caret denotes the Fourier transform, ω is the

frequency, kn is the effective dynamic stiffness of the nth eigen-

mode (n = 1, … , N), αn is the optical lever inverse responsivity,

Vn is the measured voltage (corresponding to the eigencoordi-

nate zn = αnVn, where total tip deflection is ),

(2)

is the linear transfer function of a harmonic oscillator with the

resonant frequency ωn and quality factor Qn, F is a nonlinear

tip–surface force and fn is a drive force. The stiffness is deliber-

ately excluded from the expression for the Gn since the parame-

ters Qn and ωn can be found by employing the thermal calibra-

tion method [14,17]. Note that if the force amplitudes on the

right hand side of Equation 1 are known, one immediately gets

kn and αn by taking the absolute values in combination with the

equipartition theorem

(3)

where  is a statistical average, kB is the Boltzmann constant

and T is an equilibrium temperature.

Spectral fitting method
The task at hand requires reconstruction of the forces on the

right hand side of Equation 1 from the measured motion spec-

trum. Firstly, it is possible to remove the unknown drive contri-

bution, , for each n, by means of subtraction of the free oscil-

lations spectrum,  (far from the surface, where F ≡ 0), from

the spectrum of the engaged tip motion,  (near the surface). It

gives the following relationships

(4)

where . For the high-Q cantilevers, the measured

response near each resonance  may be separately detected

with the high signal-to-noise ratio (SNR). Neglecting possible
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Table 1: Cantilever parameters used for the numerical calculations in the paper. Last column E is a total oscillation energy of a free cantilever with the
equal eigenmode amplitudes A1 = A2 = 1 nm.

cantilever ω1 ((2π)−1 kHz) ω2/ω1 Q1 Q2/Q1 k1 (N/m) k2/k1 α2/α1 E (fJ)

soft 82.7 6.35 220.0 2.9 5.0 40.0 2.0 1.02
stiff 300.0 6.3 400.0 3.0 40.0 50.0 2.0 0.105

surface memory effects, F depends on the tip position z and its

velocity  only. With this assumption, the force model to be

reconstructed has some generic form

(5)

with  unknown parameters gij (g00 is excluded

because it corresponds to the static force) which can be found

by using the spectral fitting method [31,32]: Substitution of

Equation 5 in Equation 4 yields a system of linear equations for

gij. However, this system becomes nonlinear with respect to the

unknown kn and αn.

Intermodulation AFM
Assuming that α1 and k1 are calibrated by using one of the

methods mentioned in the Introduction, the resulting system

contains 2(N − 1) + P unknown variables. Use of the equiparti-

tion theorem (Equation 3) for each eigenmode gives us N − 1

equations and the remaining equations should be defined by

using Equation 4 for the known response components in the

motion spectrum. If the force acting on a tip over its motion

domain is approximately linear (P = 1), one drive tone at each

resonant frequency is enough to determine the system.

However, when the force behaves in a nonlinear way (P > 1), as

is usually the case, more measurable response components in

the frequency domain are needed. The core idea of ImAFM

relies on the ability of a nonlinear force to create intermodula-

tion of discrete drive tones in a frequency comb. Driving an

eigenmode subject to a nonlinear force on at least two frequen-

cies  and  gives a response in the frequency domain not

only at these drive frequencies and their higher harmonics but

also at their linear combinations  (n and m are inte-

gers) called intermodulation products (IMPs). Use of the small

base frequency  results in the concentration of

IMPs close to the resonance, which opens the possibility for

their detection with high SNR. This additional information can

be used in Equation 4 for the reconstruction of nonlinear

conservative and dissipative forces [28,31-33] with the only

restriction that IMPs in the different narrow bands near reso-

nances contain the same information about the unknown force

parameters [28].

Calculation details
In the rest of the paper, we consider a bimodal case implying

straightforward generalization for N > 2 eigenmodes.

Equation 1 is integrated by using CVODE [34] for two different

sets of cantilever parameters from Table 1. The cantilever is

excited by using multifrequency drive (specified below) with

frequencies being integer multiples of the base frequency

δω = 2π·0.1 kHz. The tip–surface force F is represented by the

vdW-DMT model [35] with the nonlinear damping term being

exponentially dependent on the tip position [36]

(6)

where h is a reference height. Its conservative part, Fcon, has

four phenomenological parameters: the intermolecular distance

a0 = 0.3 nm, the Hamaker constant H = 7.1 × 10−20 J, the effec-

tive modulus E* = 1.0 GPa and the tip radius R = 10 nm. The

dissipative part, Fdis, depends on the damping factor

γ1 = 2.2 × 10−7 kg/s and the damping decay length λz = 1.5 nm.

The force (Equation 6) and its cross-sections are depicted in

Figure 2.

Calibration by using a nonlinear tip–surface
force
In order to find k2 and α2 from the nonlinear system (Equation 3

and Equation 4), we first solve the linear system for the force

parameters gij. It is then convenient to compare only the conser-

vative part of the tip–surface force given its non-monotonic

behavior. There are two methods to require equality of the

reconstructed forces  (using the band near the first eigen-

mode) and  (near the second eigenmode). The first method

is to check the difference between the corresponding parame-
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Figure 2: The tip–surface force (Equation 6) used in the simulations.
The white dashed line corresponds to a phase space trajectory of the
bimodal stiff cantilever with the eigenmode amplitudes A1 = A2 = 12.5
nm and reference height h = 17 nm. Cross-sections for different values
of z and  are shown: The projections (1) and (2) correspond to the
lines  = 0.05 m/s and z = 0 nm respectively; the conservative part (3)
corresponds to the line  = 0 m/s.

ters  and . However, this approach is not suitable

because two completely different sets of coefficients might

define very similar functions on the interval of the actual

engaged tip motion, [Amin,e; Amax,e], where Amax = max A(t) =

max z(t). As numerical simulations have shown, the error func-

tion does not have a well-defined global minimum and it is

highly sensitive to reconstruction errors. An alternative ap-

proach is to minimize a mean square error function in real space

(7)

which in most regimes of the tip motion has only one global

minimum lying in the deep valley defined by the curve

. Moreover, increasing the reconstructed polynomial

power, Pz, makes this valley deeper and hence more resistant to

noise. This method allows for the estimation of the product α2k2

with higher accuracy than α2 and k2 separately.

Figure 3 shows the absolute value of the relative error

(8)

plotted in the plane of maximum free oscillation energy

 and the ratio R =

h/Amax,f. The relative calibration error is small over a wide

range of oscillation energy and probe height for both soft

(Figure 3a) and stiff (Figure 3b) cantilevers. The regions of

lower error correspond to a large value of the ratio

 (Figure 3c and Figure 3d). Experimentally, one

can check the stability of calibration by comparing different

probe heights and oscillation energies. Finally, the stiff

cantilever has a wider region of low error because a higher

oscillation energy effectively weakens the nonlinearity.

Figure 3: Absolute value of the relative calibration error η of k2α2 as a
function of the ratio R = h/Amax,f, total maximum free oscillation energy
Emax,f (top row) and the ratio of maximum free amplitudes

 (bottom row) for the soft (a), (c) and stiff (b), (d)
cantilever, respectively.

Calibration by using a linear tip–surface force
When the interval of the engaged tip motion is small, the

tip–surface force (Equation 5) can be linearized. In this case, it

is possible to obtain the explicit expression for the stiffness by

using a linear model  with one unknown parameter g10

(9)

If g01 is used instead, k2 should be additionally multiplied by

ω1/ω2. As previously mentioned, the multimodal drive at the

resonant frequencies ω1 and ω2 (more precisely, their discrete

approximations defined by δω) produces enough response

components to find k2. The corresponding domain of the

engaged tip motion and eigenmode sensitivity to the force are

defined by the energy scale factor . Therefore, cali-

bration of the softer cantilever can be performed with higher

accuracy, while for the stiff cantilever, small drive amplitudes

are required for acceptable calibration results (Figure 4). Near
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the surface, the force is highly nonlinear, making the tip prone

to sudden jumps to the contact. From an experimental point of

view, probing only the attractive part of the interaction with

small oscillation amplitudes protects the tip from possible

damage since the dissipation is almost zero in this regime.

Figure 4: Relative calibration error of the calibrated stiffness k2,
, using Equation 9 for two different cantilevers: (a) soft

and (b) stiff, with different free eigenmode oscillations amplitudes:
 = 1 nm (top),  = 3 nm (bottom),  = 0.1 nm (blue), 1.0 nm (red)

and 2.0 nm (black).

Finally, the linear method is dependent on the unknown higher

eigenmode free amplitude, , which must be small for the

linear approximation to be valid. Since  is not known a

priori, one can use the following formula to try to make a rough

guess given the known free amplitude of the first mode for the

particular drive voltage amplitude

(10)

where  is a transfer function of the piezoelectric shaker.

Implementation
Summarizing the ideas presented, an experimental implementa-

tion of the proposed calibration would consist of the following

steps, with related sources of possible calibration error:

1. Construct a multimode drive and measure the free

motion spectrum of a cantilever, Vf. Since the free

motion components can be used instead of the drive

force, the real physical amplitude of the cantilever and

the transfer function of the piezo shaker do not

contribute to the accuracy of the method. However, as

numerical calculations have shown, the method is sensi-

tive to SNR of the measurement, performing poorly

when the SNR is too small. Therefore, a drive with

approximately the same SNR for all eigenmodes would

be a good option.

2. Move the cantilever closer to the surface and measure its

engaged motion spectrum, Ve. In principle only one

measured spectrum corresponding to a particular probe

height is enough for calibration purposes. However, the

use of spectra at different probe heights will improve

calibration precision. The method may be applied to both

soft and stiff cantilevers, but works best when nonlinear-

ities are weak. Thus the amplitude contraction of the

engaged cantilever oscillations with respect to the free

motion should be about 10–20%.

3. Choose a particular model for the tip–surface inter-

action and solve nonlinear system Equation 4 for

unknown parameters using the measured difference

spectrum Ve − Vf. If the exact expression for F is

unknown, ImAFM provides enough information to

reconstruct it in a generic form, e.g., as power series

(Equation 5). As numerical simulations have shown, a

more realistic model gives better calibration with the

same error function (Equation 7). Making use of any

additional prior information about the cantilever also

improves the accuracy of the calibration. For instance,

ωn, Qn and  can be estimated by using the thermal

calibration method [14,17] and the equipartition theorem

(Equation 3).

Theoretically, the method should work in liquid or high-

damping environments, however, experimental implementation

in liquid will suffer from actuation-related effects, squeeze-film

damping close to the surface and spurious resonances. [37].

Conclusion
We outlined a theoretical framework for experimental calibra-

tion of cantilever parameters by using the tip–surface force with

one-point measurement and a multimodal drive. The proposed

approach does not require any knowledge of the geometry of

the cantilever or the form of the tip–surface interaction. The

method possesses a high calibration accuracy independent of

the a priori unknown amplitude of the higher eigenmode.
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Abstract
We study the coupling of lateral and normal tip oscillations and its effect on the imaging process of frequency-modulated dynamic

atomic force microscopy. The coupling is induced by the interaction between tip and surface. Energy is transferred from the normal

to the lateral excitation, which can be detected as damping of the cantilever oscillation. However, energy can be transferred back

into the normal oscillation, if not dissipated by the usually uncontrolled mechanical damping of the lateral excitation. For certain

cantilevers, this dissipation mechanism can lead to dissipation rates larger than 0.01 eV per period. The mechanism produces an

atomic contrast for ionic crystals with two maxima per unit cell in a line scan.

2048

Introduction
The usage of scanning probe microscopes requires an under-

standing of the physical processes during the scan, otherwise

images can be misinterpreted. Due to the importance of

frequency-modulated atomic force microscopy (FM-AFM), the

physical processes involved have been studied intensively in the

past [1]. This includes the relation between tip–surface inter-

action and frequency-shift [2], as well as features such as the

energy dissipation during the scan [3], which is an interesting

side-effect of the FM-AFM principle. The height (the topog-

raphy) of a point on the surface is measured by shifting the

probe such that the resonant frequency of the cantilever oscilla-

tion is detuned by a given amount due to surface–tip interac-

tions. The amplitude is kept constant, which requires to drive

the oscillation. Energy loss of the oscillation occurs not only

due to mechanical damping of the cantilever, but also due to

interaction between tip and surface, so that the damping signal

can be used for imaging, even with atomic resolution [4].

There is a broad consensus, that the observed dissipation is due

to adhesion hysteresis [5]: As the tip approaches the surface, the

atomic configuration becomes metastable and at the same time a

modified configuration becomes energetically more favorable.

When the energy barrier between these two configurations is

low enough, a sudden transition into the favorable one happens.

The energy difference is dissipated. This mechanism has been

found in various systems [6-8].
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The ultimate goal would be to extract valuable information

about the surface from the rate of the dissipated energy, e.g., the

identification of functional groups within molecules [9]. Unfor-

tunately, the effects that take place are far more complex than

having just a single hysteresis loop. Depending on the indenta-

tion depth of the tip (or the minimum distance between tip and

sample), multiple adhesion hysteresis loops might occur [10]. It

can also happen that in some of the cycles, there is no adhesion

hysteresis loop at all, which leads to complex beating phenom-

ena [11]. Moreover, alternative dissipation effects have been

discussed, and it is possible that these effects are additionally at

work [12-15]. In this paper, we propose another dissipation

mechanism, which can enhance the dissipation signal indepen-

dently of the presence of adhesion hysteresis.

We show that the bending mode of the cantilever (oscillation

normal to the substrate) is coupled to lateral tip oscillations, and

connect this coupling to the damping of the cantilever oscilla-

tion. The lateral tip oscillations can include torsional or lateral

cantilever modes, which also lead to an oscillation of the end of

the tip parallel to the surface of the substrate. While torsional

cantilever deflections can be detected directly by using tech-

niques similar to the ones used for lateral-force AFM measure-

ments [16-18], this is in general not the case for lateral tip

deflections without cantilever torsion. The damping that we are

going to describe indicates such deflections.

Up to now, the effect of a lateral displacement of the tip has

only been studied for the quasi-static case [19,20]. These

studies are valuable for the understanding and correction of

certain distortions seen in the actual images. Here, we enhance

these studies by taking lateral dynamics of the tip into account

and study the effect on the topography as well as on the energy

dissipation signal.

It is necessary to distinguish between the terms damping and

dissipation. Damping means, that the normal oscillation of the

cantilever is reduced. The reason can be irreversible energy

dissipation, or a redistribution of energy between normal and

lateral modes. In principle, such a redistribution is reversible,

but the lateral mode is no perfect energy storage. Mechanical

damping is responsible for the dissipation of energy of the

macroscopic degrees of freedom. We will therefore address

three questions: (i) How large is the damping rate, (ii) is the

resulting dissipation rate comparable to adhesion hysteresis, and

(iii) what happens to the non-dissipated energy?

The mechanical damping of the normal oscillation mode can be

measured directly. It is a common assumption, that the lateral

and bending modes of the cantilever are decoupled, but this

only holds as long as there are no asymmetries in the mass

distribution of the cantilever [21]. We will neglect this kind of

coupling, as it is an intrinsic feature of the cantilever and should

not be sensitive to the surface potential (we also neglect any

kind of direct coupling between different lateral modes [22]).

Based on this assumption, we present a simple two-dimen-

sional model for surface-induced coupling between normal and

lateral tip oscillations. Later on we use more realistic potential

energy landscapes from molecular dynamics calculations. The

simulations show, under which circumstances the coupling of

normal and lateral modes is strong enough to compete with

dissipation rates due to adhesion hysteresis and the effects it has

on the imaging process.

Description of the two-dimensional
model
We start from the common one-dimensional description of the

cantilever dynamics. The tip is described as a single point of

mass mz [23]. The bending mode oscillation of the cantilever is

replaced by the oscillation of a harmonic spring with the spring

constant kz. The mass mz has to be chosen such that the

frequency  matches the frequency of the

cantilever [24]. The internal damping of the cantilever motion is

experimentally compensated by a driving force. There exist

sophisticated models that describe the dynamics of an AFM in

great detail by taking into account all electrical and mechanical

components [25]. The AFM setup itself can also lead to some

sort of spurious dissipation signal [26,27]. These effects can

additionally be at work, but will not be considered further as

they have been sufficiently elaborated [28]. Instead we focus

solely on the proposed effect and therefore use a rather simple

yet quite often used approach by neglecting both damping and

excitation [29]. It is possible to include dissipation caused by

the adhesion hysteresis effect by using non-conservative forces

[30], but we do not consider this effect here. We define z to be

the position of the end of the tip. z0 is the equilibrium position,

that is the position when there is no cantilever deflection. Let

the interaction between tip and sample be given by a potential

energy Vts. The equation of motion then reads

(1)

This model can easily be extended to include additional degrees

of freedom. For simplicity we add only a single lateral displace-

ment coordinate, x − x0, in the plane perpendicular to the

cantilever axis, where x0 denotes the equilibrium value of the

x-coordinate of the end of the tip in the absence of interaction

with the surface, see Figure 1. In analogy to Equation 1 the

effective dynamics for the x-coordinate is given by

(2)
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Figure 1: Sketch of the two-dimensional model setup.

For the lateral excitations we include a viscous friction term

with the coefficient γ, because these losses are not compensated

like they are in the bending mode. Commonly, γ is expressed by

the quality factor Q = (mxωx)/γ, where . We only

consider damping in the lateral degree of freedom and therefore

omit any sort of indexing of damping parameters (such as Qx).

It should be clear that if the damping in the z-direction is explic-

itly used, one will have to distinguish between Qx and Qz.

Without distinguishing further degrees of freedom, these equa-

tions of motion describe the combined elastic response of

cantilever and tip. A recent innovation in FM-AFM is the use of

tuning fork cantilevers. Their spring constants are several orders

of magnitude larger than those of ordinary cantilevers. In this

case, the lateral displacement is mostly due to elastic deforma-

tion of the tip. For illustrative purposes we briefly want to

discuss the opposite limit, where the lateral displacement origi-

nates from a torsion of the cantilever superimposed on its

bending. Then x − x0 ≈ rφ, where r is the length of the tip and φ

the torsional angle of the cantilever. Denoting the moment of

inertia of the cantilever by J and the torsional spring constant by

kφ, the equation of motion for φ without the interaction with the

substrate would be , which is in agreement with Equa-

tion 2, if one identifies kx = kφ/r
2 and mx = J/r2. The single mass

point at (x, z) appears to have an anisotropic mass, as mx ≠ mz.

The interaction between tip and surface can be described by

different models [31]. If both the tip and the substrate are ionic

crystals, we can imagine a charge q at the surface, which has a

fixed position taken as the origin of the coordinate system. The

mass point representing the cantilever, including the tip, carries

a charge of −q. The tip–surface interaction then reads

Although this force model is quite simple and might not be as

well justified as commonly used models, it provides an impor-

tant feature that other models lack of: It couples the normal and

the lateral motion. For this reason, it seems to be the simplest,

yet sufficient, approach to investigate the proposed effect.

The coupled differential equations in Equation 1 and Equation 2

are solved numerically. We use the symplectic velocity-Verlet

scheme [32] implemented with our own code; the timestep is set

to Δt = 5·10−5 (using reduced units in length, frequency and

stiffness with l0 = 10 nm, ω0 = 100 kHz and k0 = 0.5 N/m). At

the beginning, we place the tip at the upper turning point of the

normal oscillation and at the rest position of the lateral spring

(so that initially there is no energy in the lateral degree of

freedom) with velocity set to zero. We therefore define the

amplitude A with this initial positioning. The set point z0 can be

used for variations of the distance between tip and sample. We

will describe variations of z0 via the nominal distance d, that is

the closest distance between tip and sample, if no interaction

would take place (d = z0 − A, see Figure 1).

Without the damping term (γ = 0) in Equation 2, the total

energy of the system is conserved. But the total energy is also

conserved, if γ → ∞, as in this case an excitation of the lateral

degree of freedom becomes impossible. For finite γ, energy can

be transferred into the lateral degree of freedom, but this energy

could partly also be transferred back into the normal degree of

freedom. The dissipated energy per normal cycle is just given

by the viscous damping term in the lateral degree of freedom,

(3)

We can estimate the dissipated energy from the energy stored in

the lateral spring,
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(4)

As long as there is no interaction, El(t) is constant. We denote

this constant as Elat. Assuming that the damping is low and that

ωx >> ωz, we can integrate Equation 3 for one cycle in z with

vx = v0 cos(ωxt) and , which yields

(5)

If we just consider one oscillation cycle in our numerical simu-

lations, we start at the upper turning point of the normal oscilla-

tion but the lateral excitations set in at the lower turning point.

Thus the dissipation values will be just half of the values

expected from Equation 5. If Q is sufficiently high, some

significant amount of energy remains in the lateral degree of

freedom after one cycle. This would create a new situation,

because it is not clear, how much energy is transferred to the

lateral degree of freedom in the succeeding cycles.

In the next two sections (and in Figure 2–Figure 4 and Figure 6)

we use the following parameters: kx = 24 N/m, kz = 0.5 N/m,

ωx/2π = 600 kHz, ωz/2π = 100 kHz, Q = 30000. The lateral dis-

tance between the tip and the fixed charge is set to x0 = 0.3 nm,

the amplitude A is set to 3.155 nm. We do not give a default

value for the nominal distance here. The values for kx and ωx

are typical for torsional cantilever oscillations. The actual lateral

motion is not necessarily torsional, but can for instance be a

local tip deformation. Likewise, kz and ωz vary significantly for

different cantilevers [33]. In fact, for FM-AFM usually much

stiffer cantilevers are used (kz ≈ 40 N/m) [34] in order to

suppress thermal fluctuations and to increase the robustness

with respect to snap into contact. This is not so urgent for

computer simulations, where the parameters can be explicitly

chosen such that the tip keeps oscillating (see e.g. [35]). Then,

however, in order to compare with experiments, it is important

to show robustness of the simulation results with respect to vari-

ations of kz. The sensitivity with respect to all parameters

(including the lateral quality factor Q) will be assessed in the

later sections.

Results and Discussion
Dissipation spectroscopy
Energy transfer within one cycle
As a first application of the model, we calculate the energy

transfer from the normal into the lateral degree of freedom for

different nominal distances. The motion starts at the upper

turning point of the normal oscillation. When the cantilever

returns to this turning point next time, a part, Elat, of its energy

has been diverted from the bending mode into the lateral degree

of freedom, and some energy Ediss has been dissipated.

Figure 2 shows Elat as a function of the nominal distance.

Although the interaction with the substrate monotonously

increases the closer the tip gets to the surface, the energy Elat

transferred into the lateral degree of freedom shows an oscilla-

tory behavior.

Figure 2: Distance-dependency of the energy transfer after one cycle.
As a function of the nominal distance (which would be the closest ap-
proach of the tip, if the interaction with the sample was switched off, cf.
Figure 1), only one of the oscillations can be resolved. Due to the
attraction between tip and sample the tip actually comes closer than
the nominal distance. In the inset, which shows the same data, advan-
tage has been taken of the non-linear dependence of the actual
minimal distance on the nominal distance in order to resolve a second
oscillation.

In order to understand the origin of this oscillating behavior, we

will simplify the equations of motion, such that they become

analytically solvable. As a first step, the x-dependence of the

z-component of the force is neglected by approximating Fz(x, z)

≈ Fz(x0, z). Then the solution z(t) of Equation 1 is independent

of Equation 2. This leads to an effectively time-dependent

lateral force Fx(x, z(t)) for Equation 2.

As the interaction between the surface and the tip is short

ranged, the lateral force may be assumed to be non-zero

only for the small fraction p of the normal cycle, when the

tip is sufficiently close to the surface. We use the following

approximation:
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(6)

Fav(x0, d) is the lateral force averaged over the time interval tint,

during which it is non-zero. It increases, the smaller the closest

nominal approach d to the surface becomes.

With this approach, the equation of motion

(7)

can be solved analytically. We introduce the dimensionless

lateral elongation ξ = x/λ by using the length scale λ = Fav/kx,

the dimensionless time τ = ωxt, and abbreviate the dimension-

less duration of interaction by 2πα = ωxtint. In these variables,

the equation of motion simply reads

which is solved by

The energy transferred into the lateral degree of freedom after

one cycle is

(8)

In spite of its simplicity, this model can explain a number of

qualitative findings for the numerical solution of the coupled

Equation 1 and Equation 2.

When the nominal distance d is decreased, the average force Fav

as well as the fraction of time p with significant lateral inter-

action, and hence α, increase. While the first leads to a higher

amount of transferred energy, varying α leads to oscillations as

observed in the numerical solution, Figure 2. For α = n (with

any natural number n), the lateral excitation is zero, because the

energy transiently transferred from the normal into the lateral

mode is reversibly given back, when the tip retreats. Note that

due to p < 1 the number of these oscillations is limited by

αmax = ωx/ωz.

The dependence of the energy transfer in a single cycle on the

frequency ratio ωx/ωz is shown for the numerical solution as the

full curve in Figure 3. Like the simplified result in Equation 8 it

starts at 0 for ωx/ωz = 0, then goes through local maxima

decreasing in height with increasing ωx/ωz (only first maximum

shown). Note that the singularity of (1 – α2)−2 in Equation 8 is

removed by the zero of the second factor at α = 1. The trans-

ferred energy vanishes asymptotically for ωx/ωz → ∞ as

expected, because the lateral displacement becomes zero for

infinite lateral stiffness.

Figure 3: Numerical results of energy in lateral degree of freedom
after one cycle (line) and maximum energy in the lateral degree of
freedom ( ) over 300 cycles (points) versus frequency ratio ωx/ωz.

Energy transfer and dissipation after multiple cycles
After we have discussed the energy transfer into the lateral

degree of freedom within one cycle, we can now consider the

actual dissipation rate after multiple cycles. We evaluate the

dissipation rate by the loss of total energy of the system divided

by the number of normal cycles. Compared to the energy

transfer per cycle Elat of the previous section, we find values,

which are about three orders of magnitude lower, in agreement

with Equation 5.
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We compare the dissipation rate for one and for 30 cycles. For

certain nominal distances, there is only a small observable

difference, while for others the dissipation rate for 30 cycles is

about five times higher (Figure 4). We also observe the non-

monotonic d-dependence corresponding to the one derived for

Elat in the previous section. The lateral excitation can be ampli-

fied in succeeding cycles, if the normal oscillation is in reso-

nance with it. We therefore evaluated the energy transfer during

each cycle (by evaluating the difference between the lateral

energies El in the upper turning point of the normal oscillation

for two successive cycles). We found, that the energy transfer

oscillates (see inset of Figure 4). As long as it is positive, the

lateral oscillation is amplified, but for negative values, energy is

transferred back to the normal degree of freedom.

Figure 4: Distance dependency of dissipation rate for one cycle
(dashed line) and averaged over 30 cycles (solid line). Inset shows the
energy transfer per cycle for the nominal distance d = 0.605 nm.

In the previous section, we found with a simple model, that the

energy transfer is essentially given by the phase of the lateral

oscillation, when the tip leaves the tip–surface interaction

region. If we extend the model to a second cycle, we see that

the amplification also depends on the phase when the tip enters

the interaction region. In Figure 4, interaction times are such

that there is a significant energy transfer per cycle, as well as an

amplification in the first cycles. After about three cycles the

energy transfer changes sign. What may be called an energy

swapping frequency, is therefore about ωz/6 in this case. By

altering the nominal distance, we also alter the interaction times.

There are points, where there is no difference between the dissi-

pation rate for one cycle and for multiple cycles. At these

points, the whole energy stored in the lateral degree of freedom

is transferred back in the next cycle (the energy swapping

frequency is then ωz/2).

Parameter choice
The experimentally observed dissipation rate due to tip–surface

interactions in FM-AFM is at least 0.01 eV per cycle. We will

now consider the question, what fraction of the observed dissi-

pation rate may be accounted for by the excitation of lateral tip

oscillations.

Monte-Carlo study of parameter set
Before we study the influence of single parameters, we want to

get a quick overview, what can actually be expected. This is

obtained by a Monte Carlo sampling of the parameter space, in

which we chose combinations of parameters randomly within a

reasonable range.

The normal spring constant kz of typical cantilevers ranges from

0.004 N/m to 40 N/m (for tuning forks it may be 100 times

larger). Values for lateral stiffness kx ranging from kz up to

1000kz should cover most cases. For the lateral frequency ωx we

consider a range from ωz to 30ωz. The Q-value ranges from 100

to 30000. We also vary the values of x0 and z0 between 0 and

0.5 nm and between 10 and 12 nm, respectively, in order to

have different ratios between lateral and normal force. The

amplitude is always equal 10 nm. We discard parameter sets for

which the reduced frequency shift [2] lies outside the interval

−7 fN m1/2 and −0.7 fN m1/2. For each parameter set, we calcu-

late 300 cycles.

Figure 5 shows that for most parameter sets the energy dissipa-

tion due to coupling between normal and lateral oscillations is

below 0.01 eV per cycle, but for (nearly) integer ratios of ωx/ωz

the dissipation rate becomes rather large due to a resonant exci-

tation of the lateral degree of freedom.

Lateral frequency
The Monte-Carlo study shows, that the dissipation rate depends

strongly on the lateral frequency. To study this effect in detail,

we use the parameter set given at the end of the Section in

which the model is described. The nominal distance is set to

d = 0.79 nm, while we vary the lateral frequency ωx. We

perform one simulation with one normal cycle and one with 300

normal cycles.

We evaluate Elat after each cycle (in the upper turning point of a

normal oscillation) and take the maximum over all 300 normal

cycles, denoted by . We found that after the first cycle Elat

has a maximum for a frequency ratio of ωx/ωz ≈ 3 (Figure 3),

which is quite near the frequency ratio of the torsional and

normal frequency for many cantilevers [36]. This value can
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Figure 5: Dissipation rate depending on frequency ratio ωx/ωz for
different systems. Dashed line indicates the lower bound of experimen-
tally observed values. Dissipation rate is averaged over 300 cycles.

serve as a lower bound for  after multiple cycles. There we

found resonance-like peaks at nearly integer values of ωx/ωz.

This indicates that although the dissipation rate after one cycle

may be small, higher dissipation rates can be achieved due to

further amplification of the lateral oscillation (assuming a rela-

tion between  and Ediss such as in Equation 5). We also

observe deviations from a smooth curve, especially at the

minima. These are based on a subtle effect, which is caused by

the variation of the potential between two consecutive cycles

due to the loss of energy in the normal degree of freedom. We

will, however, not discuss this effect in detail, as its impact is

limited to very narrow ranges of frequency ratios.

Quality factor
We studied the influence of the quality factor on the energy

dissipation rate (Figure 6). For high Q-values, the trajectory of

the tip in the strong interaction region is nearly unaffected by

the damping in the lateral degree of freedom. Therefore, the

approximation leading to Equation 5 is applicable, which

explains the Q−1-dependence shown in Figure 6. At lower

Q-values, the effect on the trajectory becomes stronger. The

energy transfer into the lateral degree of freedom slows down

and, being limited in time by the normal cantilever oscillation,

does not reach the level any more that it had for large Q. Elat

decreases with decreasing Q so that Ediss no longer increases

like Q−1. For weak lateral interaction (d = 1.1) Ediss even drops

with decreasing Q. Heading towards the overdamped case

(Q < 1), the dissipation rate rises again, as a higher fraction of

the transferred energy is actually dissipated. For Q = 0 one

would not expect any dissipation, as any lateral displacement is

suppressed. Figure 6 shows the numerical results for two

different nominal distances and the parameter set given at the

end of the Section in which the model is described. While the

absolute maximum is found for rather low Q-values (Q ≈ 0.6), a

second maximum is found for values of Q of about 10–30.

Typical quality factors for the normal cantilever oscillation

range from 200 [17] up to 100000 [37]. However, the Q-values

for the lateral oscillations may be smaller.

Figure 6: Dissipation rate with respect to the variation of the Q-factor
for nominal distances of d = 0.8 nm and d = 1.1 nm. Numerical simula-
tion for 300 normal cycles with the default parameter set.

Realistic potentials
In the previous sections we have used two point charges as a

simple model for the tip–surface interaction, which includes

coupling between a lateral and a normal component. In order to

show that this simple model captures relevant physics, in this

section we compare it with the results of a more realistic model,

where tip and substrate consist of many atoms. The interaction

is given by the summation over pair potentials as they are used

in molecular dynamics.

In classical molecular dynamics, atomic bonding is described

by empirical potentials. We used the potential of Fumi and Tosi

[38] with parameters from [39] and van der Waals parameters

from [40] for the ionic bonding of KBr. The tip is a cube of

3 × 3 × 3 unit cells (216 atoms) of a NaCl-lattice, while there

are 7 × 7 × 3 unit cells (1176 atoms) for the substrate. Com-

pared to the crystallographic orientation of the substrate, the tip

cube is rotated by the Euler angles π/2, 0, and , so

that its diagonal axis is parallel to the z-axis. In this configur-

ation there is exactly one apex atom closest to the substrate.

In this setup, the dissipation mechanisms of adhesion hysteresis

[6] or more rare transitions between a number of tip configura-
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tions [14,41] are known to occur. Here, we want to study the

possibility of an additional dissipation mechanism caused by the

excitation of lateral oscillations. Therefore, we calculate the

tip–substrate interaction force only for the approach of the tip,

and assume the same force for the retreat, thereby intentionally

suppressing the adhesion hysteresis effect as well as configura-

tional changes. In a first step, we put all atoms on ideal NaCl-

lattice positions and run a relaxation separately for the tip and

the substrate. Then the two subsystems are assembled with

fixed atomic positions of the lowest atomic layer of the sub-

strate and the uppermost atom of the tip cube. The other atomic

positions are relaxed by using open boundary conditions and the

conjugate gradient method. The interaction force between tip

and substrate is evaluated for a fine grid of tip positions by

repeating the relaxation procedure each time. The forces are

interpolated linearly for the use in Equation 1 and Equation 2.

In order to simulate an FM-AFM, we start at a certain position

(x0 ,  z0) and integrate Equation 1 and Equation 2 for

10 cycles. The usual reduced frequency shift is adjusted to a

given value fset,

(9)

by changing z0 accordingly. Here, T is the actual period of the

normal tip oscillation, which due to the attraction by the sub-

strate is larger than 2π/ωz. Afterwards, we displace the tip by

small amounts Δx0 and determine the topography signal z0(x0)

for the same reduced frequency shift. The parameter set for the

simulation is given in Table 1.

Table 1: Parameter set for simulations with KBr potential, and ranges
for MC parameter sampling.

quantity AFM simulation ranges for MC

kx 10 N/m 0.05–5000 N/m
kz 0.5 N/m 0.5–500 N/m
ωx/2π 455 kHz 10–1000 kHz
ωz/2π 100 kHz 100 kHz
A 3.0 nm 0.5–6.0 nm
Q 50 10–900
z0 7.10 nm 4–11 nm
fset −6.2 fN m1/2

normal cycles 10 200

The atomic contrast in the topography signal can be seen clearly

(Figure 7). As we used open boundary conditions for the relax-

ation of the substrate atoms, we have a small distortion at the

boundary of the substrate. The surface is therefore not flat, but

convex, which is also visible in the topography signal. Such

finite size effects are expected to occur not only in the simula-

tion but for real nanostructured surfaces as well.

Figure 7: Topography and dissipation for KBr. Scan line along [010].
We observe a doubling in the dissipation signal.

We see a strong contrast in the dissipation signal. The dissipa-

tion signal is slightly below the experimentally observed

0.01 eV per cycle. However, it should be noted, that the

frequency ratio is chosen such that a moderate resonance is re-

sponsible for the rather high dissipation rate (which means that

with a slightly detuned frequency, one would exceed the

threshold of 0.01 eV per cycle, but one could also get lower

values). It shows two maxima to the left and to the right of one

maximum in the topography (comparable to the experimental

finding in [42]). As the lateral force is responsible for the dissi-

pation here, these maxima occur where the partial derivative of

the potential energy in lateral direction is highest. Due to the

boundary-induced distortion of the surface, the maxima at the

border of the substrate appear much larger, because in addition

to the gradient between the atoms, there is also a displacement

in z-direction which leads to higher lateral forces.

By choosing a very stiff lateral spring with a high frequency, we

can suppress the excitation of lateral oscillations. While the

dissipation signal vanishes, the topography is almost unchanged

in the present case, because the lateral displacement was smaller

than 0.1 nm anyway.

In order to check whether there are higher dissipation rates

possible, we performed a Monte-Carlo parameter study again,
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but now with the potential for KBr. We place the tip such that

we expect a maximum in the dissipation signal. We vary the

parameter set according to Table 1.

Figure 8 shows that the dissipation rate increases dramatically

by a factor of 108, when the nominal distance decreases from

2 nm to 1 nm. The vertical line roughly indicates a threshold for

the nominal distance, such that for distances below that

threshold it is likely to find dissipation rates above 0.01 eV per

cycle. This threshold corresponds to a certain value for the

nominal frequency shift of around 8 fN m1/2, which is not

uncommon for experimental setups.

Figure 8: Topography and dissipation for Monte-Carlo parameter-
space study.

Conclusion
The dissipation signal is an interesting property of the scanning

process, but its interpretation is not trivial. In addition to the

adhesion hysteresis mechanism, lateral excitations can be re-

sponsible for dissipation rates of the same order of magnitude.

The strength of the dissipation depends on the absolute value of

the lateral forces. One, therefore, expects high dissipation rates

at step edges. If atomic resolution is achieved, this dissipation

mechanism would show two maxima accompanying one

maximum in the topography signal.

The higher the nominal frequency shift is, the closer the tip gets

to the surface and lateral forces increase. The Monte-Carlo

study showed, that not all conditions have to be met in order to

find dissipation rates higher than 0.01 eV per cycle. There is

another condition acting here: The relative phase shift of the

lateral oscillation between two successive normal cycles plays

an important role. The relative phase shift strongly depends on

the frequency and the duration, where lateral forces are signifi-

cantly acting on the tip. The lateral excitation can be amplified

over many successive normal cycles thus leading to much

higher dissipation rates.

From Equation 8 it can be concluded that the higher the stiff-

ness of the cantilever is, the smaller the energy dissipation gets.

It is therefore less probable for cantilevers with high stiffness,

such as tuning forks, that the effect shows up. This is a possible

reason, why lateral tip displacements had no effect on the dissi-

pation signal in [43].

Although the origin of this dissipation mechanism is based on

lateral forces near the surface, the signal cannot be used to

quantitatively determine these forces. Even if all parameters of

the lateral oscillator would be known, due to the dependency of

the dissipation signal on the phase shift, there is no monotonic

dependency of the dissipation signal on the lateral force.
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Abstract
The mechanical properties of surfaces and nanostructures deviate from their bulk counterparts due to surface stress and reduced

dimensionality. Experimental indentation-based techniques present the challenge of measuring these effects, while avoiding arti-

facts caused by the measurement technique itself. We performed a molecular dynamics study to investigate the mechanical prop-

erties of a GaN step of only a few lattice constants step height and scrutinized its applicability to indentation experiments using a

finite element approach (FEM). We show that the breakdown of half-space symmetry leads to an “artificial” reduction of the elastic

properties of comparable lateral dimensions which overlays the effect of surface stress. Contact resonance atomic force microscopy

(CR-AFM) was used to compare the simulation results with experiments.
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Introduction
Recently developed scanning probe-based techniques, such as

contact resonance atomic force microscopy (CR-AFM) [1,2],

allow for the assessment of mechanical properties of soft and

hard condensed matter surfaces at the nanoscale. Such develop-

ments make it even more compelling to look at nanometer-sized

materials from a theoretical point of view to gain a deeper

understanding of the physical mechanisms involved in mechan-

ical response. Several studies have focused on the mechanical

properties of nanostructures such as nanowires [3,4] or nano-

sized granular films [5] by using indentation methods. Here,

generally two major challenges arise. On the one hand, the

varying tip–surface contact area has to be taken into account.

On the other hand, the breakdown of half-space symmetry

hinders a straightforward analysis, especially when stressfields

significantly exceed the sample dimensions or become severely

influenced by domain boundaries. Therefore, in the present

study, a simple step of several atomic layers height has been

studied as a model system in order to gain insight into the rele-
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vant physics and/or artifacts caused by a specific measurement

technique.

While it is established that surfaces lead to an effective change

of the elastic constants, e.g., a reduction due to surface stresses

within a thin film [6], mechanical properties around more

advanced surface features, including steps, are unclear at this

point. The present work addresses the mechanical behavior

around a gallium nitride (GaN) step employing a combination

of classical molecular dynamics (MD) simulations with a finite

element (FEM) approach and CR-AFM experiments. GaN is a

material of great interest due to its application as a wide-band-

gap semiconductor especially for optoelectronic devices [7,8].

Additionally, it is known that GaN can exhibit terraces ranging

from monoatomic to a few lattice parameters in step height

[9,10]. In principle, the results of this paper can be generalized,

due to the fact that they are based on a general formalism intro-

ducing surface stresses in continuum mechanics and since many

other materials ranging from ionic crystals [11] to metals [12]

are known to form such steps.

Theoretical considerations
A step can be described by the set

(1)

where h is the step height and Θ the heaviside step function.

This paper will focus on how the surface stress at y = 0

influences the mechanical properties at a given distance on the

top and at the bottom of the step (close to the surface).

Therefore, the surface stress of the planes {(x,y,h) | y ≥ 0} and

{(x,y,0) | y ≤ 0} will be neglected as it is constant along x and y,

but its treatment would follow the same procedure concerning

surface elasticity and symmetry arguments as depicted in the

following approach.

We first sub-divide the material of interest into infinitesimal

cubes of the volume dV. The resulting force acting on a partial

volume is equal to the sum of all forces acting on each single

element. The divergence theorem connects the force acting on a

volume element with the stresses at its boundaries:

(2)

The force (expressed in terms of force per unit volume )

acting on volume element dV at point p arises from the effec-

tive stresses acting on the boundaries of its neighboring

volumes. Due to the fact that the tensile stresses are homoge-

neous along {(x,0,z) | 0 ≤ z ≤ h}, the near field behavior of the

stress field is a reduction just along its lateral distance y from

the step edge. This fact can be expressed by considering the

surface stress, which is the variation of the total surface energy

as a function of the strain, ε:

(3)

where A0 is the surface area before deformation and γ the

surface energy. Therefore, the local stresses σij(yp) which are

acting on the boundaries of dV can be written in terms of the

surface stress fij:

(4)

By defining the constants cijkl(ε) εkl := fij(ε) − fij(ε = 0) and

applying Hooke’s law, it is possible to calculate local effective

elastic constants as a function of their distance yp from the step

edge:

(5)

Analogously, it is also possible to understand the behavior

below the step, i.e., for y < 0. The stress induced by the step

does not only decrease along −y, but also along −z due to the

fact that from this point of view, the stresses arising from the

step are homogeneous along the x-axis only. This can be

also expressed by a line tension Fi along the step edge,

which defines the non-zero elements of the edge elastic tensor

diijj(ε)εjj := Fi(ε) − Fi(ε = 0). As a consequence of the line

tension, the stressfield is spread cylindrically from its origin

along −z and −y. Therefore, the following relation for the elastic

constants is obtained:

(6)

From linear response theory, it is also possible to derive a

microscopic expression for the elastic constants [13]:

(7)
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The last (kinetic) term can be omitted at low temperatures. The

Born-term  = 1/V∂2U/(∂εij∂εkl) will just differ for edge

atoms, therefore the stress-induced effective change in the

elastic properties along y will essentially lead to a change in the

stress-fluctuation term. Equation 7 allows us to study the

mechanical response at a step by means of MD simulations.

Here, the explicit calculation of the elastic constants will be

omitted, since the volume per atom V is not uniquely defined in

any case. Therefore, these expressions have been used to

provide a qualitative understanding of the problem and have

been accompanied by explicit indentation simulations to

quantitatively describe the elastic response of a step.

Simulation methods
All MD runs were carried out with the LAMMPS code

[14]. The GaN step was modeled in the wurtzite crystal struc-

ture oriented along the [001] direction by means of a

Stillinger–Weber potential [15]. The simulations were carried

out in a NVT ensemble utilizing Nosé–Hoover thermostatting at

5 K [16,17], Verlet time integration at constant volume and free

boundary conditions along all three axes. We simulated three

different step heights: h = 1c, 2c, and 3c, where c = 0.521 nm is

the lattice parameter of the wurtzite structure along the z-direc-

tion. For the fluctuation method, 10,000 atoms were simulated

over a time period of 100 ps. For the indentation experiments,

approximately 70,000 atoms were used with a simulation time

period of 100 ps as well. In Figure 1, one sees the MD configur-

ation of a GaN step of height h = 2c.

Figure 1: MD configuration of a GaN step with a step height of h = 2c
during indentation of surface atoms within a circular area of
A2 = 1.232 nm2. The red spheres denote the gallium and blue spheres
the nitrogen atoms.

The FEM simulations were performed by using the COMSOL

software package [18] and experimental elastic constants [19].

The model domain was 120 nm × 120 nm × 80 nm large with

free boundaries along x and y, with a fixed boundary as the

substrate. The tetrahedral mesh consisted of approximately

180,000 elements, including extra refinements at the contact

region.

Results and Discussion
Simulation Results
In Figure 2, the yy-component of the stress variance, repre-

senting Cyyyy, is given in squared energy units due to the fact

that the per-atom volume for surface and edge atoms, in particu-

lar, is not well defined. At the top of the step, i.e., for y > 0 one

observes the expected 1/y behavior (Equation 5), which is

comparable for all step heights due to nearly identical surface

stresses, with exception of the first atom particularly for the

smallest step height. This can easily be understood by taking

into account the interaction of all three surfaces and differences

in the per-atom volume at this point. Below the step, the

stress fluctuations are nearly constant for all step heights except

for the closest atom which feels the stress significantly. This

behavior reflects the better convergence properties of 1/y2

(Equation 6).

Figure 2: Stress fluctuation multiplied by the squared per-atom volume
 along the y-axis of the upper Ga

atoms.

From an experimental point of view, it is hardly possible to

evaluate the microscopical expressions (Equation 7) for

the elastic constants. Therefore, the mechanical properties

were investigated in terms of the indentation (or reduced

Young’s) modulus M by using an indenter acting with a

load F on a contact area A of a half-space, thereby causing a

displacement u [20]:

(8)
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Since the elastic constants can consistently be extrapolated on

an atomistic level (Equation 7), we also expect M to give rea-

sonable values at this scale. For simulating a flatpunch indenta-

tion, forces of about 10–30 eV/nm were applied directly to each

gallium surface atom within a certain radius rc. As contact area

A, the product of the two-dimensional Wigner–Seitz volume

and the number of surface atoms within that radius were

chosen. The indentation simulations were carried out by using

approximately 70,000 atoms on a fixed substrate and free

boundaries along the other sides.

The step was investigated by using two contact areas:

A1 = 0.088 nm2 and A2 = 1.232 nm2 which correspond to one

and 14 indented atoms, respectively (Figure 3 and Figure 4).

The asymptotic (far from y = 0) elastic constants differ for both

cases due to the difference in contact area. This difference leads

to a change in surface sensitivity and affect the influence of the

boundary conditions, which play a more pronounced role for

greater contact radii due to the increased extension of the stress

field. Under these conditions both values are in reasonable

agreement with the experimental value of Mlit = 330 GPa,

which was calculated from the elastic constants [19] by using

the formalism presented by Vlassak and Nix [20], who

connected the indentation modulus to the Barnett–Lothe tensors

for anisotropic materials [21].

Figure 3: Local [001]-oriented indentation modulus for three different
step heights along the y-axis. Measured by indenting a single atom
(A1 = 0.088 nm2). The error bars denote the standard deviation of the
displacement and apply to all data points.

For the one-atom indentation, (Figure 3), M behaves similarly

to stress fluctuations with better convergence below the step

and a similar decrease in the elastic constants on top,

approaching the step edge, comparable to the theoretical predic-

tions (Equation 6 and Equation 5) for the elastic constants.

Figure 4: [001]-oriented indentation modulus for three different step
heights along y. Measured by indenting a circular region of surface
atoms (A2 = 1.232 nm2). The error bars denote the standard deviation
of the displacement and apply to all data points.

Therefore, it can be concluded that one-atom indentation

describes the stress distribution quite well, except for the fact

that a clear (monotone) difference between different step

heights was observed. Indeed, the step seems to soften with

increasing step height. This trend is even more pronounced for

the greater contact radius (Figure 4). Another matter that is

conspicuous in this case is the fact that the softening for y < 0 is

not measurable anymore, rather, a tiny increase for the smallest

distance is observed, independent of the step height. Even on

these scales, both facts indicate that the breakdown of half-

space symmetry at y = 0 plays a non-negligible role.

To estimate the influence of this effect, the same contact radius

was used to simulate the indentation in a FEM model (Figure 5)

in which surface stresses were omitted. The indentation

modulus was calculated by evaluating the contact stiffness

S = dF/du of the stationary solution. The flatpunch indenter was

modeled by a cylinder of hard material with a contact area A2

and a force of |F|= −Fz = 30 nN as an initial condition.

As a result, a distinctive step height-dependent increase for

y < 0 and decrease (y > 0 towards the step) were seen, which

could be explained by the outreach of the stressfields induced

by the indenter over the region that could be treated as a half-

space (Figure 6). Comparing these results to the molecular

dynamics simulation with the same radius (Figure 4), a similar

behavior for the indentation modulus could be found. However,

there was an even more pronounced increase for y < 0 that was

also dependent on the step height, in contrast to our MD simula-

tions results. Nevertheless, the stress-induced softening,

observed when using one-atom indentation, and the hardening,
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Figure 5: Schematic FEM configuration of the indentation on top of the
step by using a flatpunch indenter.

observed in the FEM simulation, seem to nearly compensate in

the MD simulation for this contact radius (Figure 4). The

decrease of M for y > 0 towards the step looks quite similar in

Figure 4 and Figure 6, which indicates that it plays a dominant

role in Figure 4 in addition to the effects caused by the role of

stress.

Figure 6: FEM simulation of indentation modulus for three different
step heights by using a flatpunch indenter (A2 = 1.232 nm2).

The contact area of A2 corresponds to a radius of r2 = 0.626 nm,

so there are three moduli M(0 < y < 0.626 nm) in Figure 6, for

which both the stress field in the sample and the contact area are

shrinking as y approaches 0, due to the size of the contact area

of the indenter. However, in this case, the change in the contact

area manifests in a small bend and appears to play a minor role.

Experimental Results
In order to validate the theoretical results, CR-AFM studies on

GaN thin films were undertaken. CR-AFM is a technique for

evaluating the mechanical properties of a broad range of ma-

terials while using one of the highest lateral resolution avail-

able, compared to other recent methods [1,2,22,23]. The investi-

gated sample was an epitaxial c-plane GaN film grown on a

6H-SiC substrate by ion beam-assisted molecular beam epitaxy

[24]. Measurements for the elastic properties of the GaN

film were performed by a CR-AFM, that was custom-built into

a commercial Asylum Research MFP-3D AFM [25]. The AFM

probe used for CR-AFM imaging was a Si PPP-NCLR

(NanoSensors, Switzerland) with a spring constant of 39 N/m.

The second resonance mode was used for further analysis.

The reduced Young’s modulus was measured by using

a reference approach with three reference samples: fused

silica (M = 75 GPa), silicon (M = 165 GPa) and sapphire

(M = 433 GPa), which were demonstrated to be sufficient for

quantitative mechanical analysis [26]. From this data, we

obtained M = 285 GPa with an uncertainty of 5–10%, typical

for CR-AFM measurements.

According to previous investigations, the radius of curvature, R,

of the Si-tip hardly remains below 25 nm during elasticity

measurements of stiff materials [26]. Considering a spherical

contact and a force loading F in the range of 400–500 nN, the

resulting contact radius rc is determined by [22]

(9)

and will be within 4.0–4.5 nm for GaN films. Here, M is the

indention modulus of the contact that is given by

(10)

where Mtip and Ms are the indentation moduli of the tip and the

sample, respectively. Since the influence of the step edge only

spreads within a distance of several nanometers from the step

edge, the measurements should be performed directly on the

step. Therefore, the reduction of the contact area when the tip

passes the step edge must be taken into account. When the

center of symmetry of the tip passes the step edge, the contact

area adopts half of its initial value. Therefore, the contact radius

can be estimated to be roughly √2 times less than that of a

vibrating tip far from the step. From Equation 8, it is obvious

that this decrease in contact area leads to an underestimation of

the elastic modulus when maintaining a load.
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Figure 7: Topography (a) and indentation modulus (b) map of the area around a GaN step.

This effect is demonstrated for a GaN step of 5 nm in height

(see Figure 7). The step is high enough to theoretically exhibit a

visible reduction in the indentation modulus with a sufficiently

sharp tip. Simultaneously, with continuous measurements of the

contact resonance frequencies by CR-AFM, the topography

image was obtained. When comparing both, the frequency and

topography images, a small reduction of resonance frequency

was detected near the step edge. Taking into account the dimin-

ished contact area compared to flat surface contact, calculation

of the indentation modulus by using the reduced contact area

leads to the same value as far from the step within accuracy of

10%. At the bottom of the step, where one has to take multiple

contact areas into account due to the spherical tip, it was not

possible to measure any change. Obviously, the radius of the tip

was too large to observe any stress dependence in the indenta-

tion modulus. One way to solve this problem is through the use

of custom-designed probes with much higher stiffness in order

to reduce contact area, making it possible to obtain more accu-

rate elasticity values and thereby detecting the reduction in the

indentation modulus with nanometer-sized steps.

Conclusion
Tensile stresses lead to a significant local effective reduction in

the elastic constants. In the case for a step of several nanome-

ters in height, this effect can lead to considerable changes for

lateral distances as large as 1 nm. We showed that this behavior

affects the indentation modulus with qualitative differences for

various indentation radii. By using FEM simulations in which

surface stresses were neglected, it was shown that indentation

leads to a softening on the same length scale at the top of the

step and to a hardening below the step, which explains these

differences in the moduli. As stated before, this result reflects

no real mechanical property of the material since this effect is

highly dependent on the area and shape of the indenter.

In the case of a flatpunch, this behavior dominates the stress-

induced reduction in the elastic constants, even for small tip

radii. By using CR-AFM, it was not possible to measure a

significant reduction of the indentation modulus close to a step

of similar height outside the confidence interval. Hence, it will

be an increasingly significant challenge for future measuring

devices to advance to regimes that experimentally unravel the

stress-induced reduction in the elastic constants. Simulations

were carried out for GaN, but the results can be generalized for

materials that are known to form sharp steps of comparable

height.

Supporting Information
Supporting Information File 1
Information about the influence of finite size effects on the

indentation modulus.
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