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This Thematic Series, “Nanostructures for sensors, electronics,
energy and environment II”, is a continuation of the series re-
leased three years ago and again presents articles in this highly
dynamic field. The fields of nanoscale science and technology
are rapidly emerging, with a focus on the design, fabrication,
and characterization of functional objects. The existing energy
crisis could be mediated not only by new and more efficient
methods of collecting sunlight, but also by saving resources by

applying developments in storage, electronics and sensors.

Conventional energy sources are limited and most of them
generate greenhouse gases that pollute the environment. Photo-
voltaic technology is a potentially viable solution to produce
clean energy; however, its production costs are still too high
due to the materials and process techniques involved. Moreover,
because the sun is an intermittent energy source, the further
development of energy storage systems is necessary in order to
allow photovoltaic-based power generation to be independent
from the grid.

Carbon, one of the most abundant materials found on earth, is

the key atomic species in the compounds responsible for green-
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house gas emission and pollution. However, it can also be
used to offset these effects, acting as a valuable material for
energy generation, storage, carbon sequestration [1] and sensing
[2,3]. Carbon can be employed in one or more of its allotrope
forms (e.g., graphene, carbon nanotubes, fullerene) in devices
such as organic and inorganic solar cells and supercapacitors
[4]. These devices can be produced in large quantities with
inexpensive synthesis and process methods based on printing
and roll-to-roll techniques, establishing the basis of a new green

technology.

Currently, most of the research effort in the field is focused on
the synthesis of large quantities of high quality carbon nanoma-
terials in order to use them for industrial scale production of
energy generation and storage devices. However, other interest-

ing advances are appearing and are covered in this series.

Graphene and graphene oxide exhibit interesting properties that
can be exploited in room temperature gas sensing devices. The
plasmonic effect, generated by the inclusion of metallic
nanoparticles, can be used to overcome certain limitations of the

carbon materials, especially in organic solar cells [5].
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The optical properties of nanomaterials can also be exploited to
produce new, powerful devices such as nanolasers, light emit-

ting devices [6] and optical nanosensors.

Nanomaterials continue to intrigue researchers with new prop-
erties discovered every year in such low dimensional structures,
generating an incredible field of basic and applied research with
the expectation of achieving a better, cleaner and more sustain-
able world.

Nunzio Motta
Brisbane, September 2015
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Graphene grown on crystalline metal surfaces is a good candidate to act as a buffer layer between the metal and organic molecules

that are deposited on top, because it offers the possibility to control the interaction between the substrate and the molecules. High-

resolution angular-resolved ultraviolet photo electron spectroscopy (ARPES) is used to determine the interaction states of iron

phthalocyanine molecules that are adsorbed onto graphene on Ni(111). The iron phthalocyanine deposition induces a quenching of

the Ni d surface minority band and the appearance of an interface state on graphene/Ni(111). The results have been compared to the

deposition of iron phthalocyanine on graphene/Ir(111), for which a higher decoupling of the organic molecule from the underlying

metal is exerted by the graphene buffer layer.

Introduction

The interest in the preparation of ordered layers of organic
molecules is rapidly growing, because of the possibility to
realize advanced electronic- and spin-based devices [1-3]. Tran-
sition-metal phthalocyanines (MPcs) are planar molecules that
consist of an organic cage formed by four pyrrole and benzene
rings with a central metal ion [4]. They represent a class of
molecules with potentially large applications thanks to their
easily tunable electronic and magnetic properties, which are
basically associated with the electronic configuration of the

central metal atom [5]. When deposited on surfaces, their inter-

action may be driven by dipolar forces mainly related to the
organic cage and by a stronger interaction that is associated
with the central metal atom. As an example, the adhesion of
iron phthalocyanine (FePc) and cobalt phthalocyanine (CoPc)
on a Au substrate is mainly due to the presence of unfilled, out-
of-plane oriented, d states that interact with the underlying gold
states [6,7].

The magnetic and electronic properties of the adsorbed mole-

cules may be strongly influenced by the interface and can be
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potentially tuned by using an appropriate buffer layer. Graphene
(Gr), thanks to its unique electronic properties [8] and to the
quite easy experimental preparation on many metal substrates
[9], is a good candidate to tune the MPc—metal interface. More-
over, the self-assembling capabilities of organometallic mole-
cules offer the possibility to form ordered networks of metal
atoms trapped in an organic cage, which is a suitable configur-
ation for the realization of spin-based qubits [10]. Interesting
and exemplary cases are represented by MPcs adsorbed on
graphene grown on Ni(111) and Ir(111) surfaces. In fact,
graphene on Ni(111) and on Ir(111) represents two opposite
sides of the graphene—metal interaction: a strong interaction
with a strong modification of the free-standing graphene band
structure is observed on Ni [11], while a low interaction with an
almost unperturbed Dirac cone is present if graphene is grown
on Ir [12,13]. Recently it has been shown that graphene acts as a
buffer layer that decouples the FePc molecules from Ir(111) and
prevents an Ir-FePc interaction [13]. On the other hand, for
Gr/Ni(111) a FePc—Ni interaction has been suggested [14-16]
despite the presence of the graphene sheet, as it was already
observed for CoPc on Gr/Ni(111) [17]. We present a valence
band UV photoemission study of the FePc adsorption on Gr/Ni,
which brings to light a direct evidence of an interaction between
the FePc molecule and the Ni substrate.

Experimental

Experiments were performed in situ in ultra-high-vacuum
(UHV) chambers with base pressures in the low 10710 mbar
range at the LOTUS laboratory of the Universita La Sapienza
(Roma). The Ni(111) single crystal was cleaned by several
sputtering—annealing cycles (1 keV Ar* for 30 min, 600 °C for
10 min). Graphene was obtained by exposing the sample,
which was kept slightly below 600 °C to 6000 L of ethylene
(1 L =107° torr-s). The formation of graphene on the Ni(111)
surface is complicated by the segregation of carbon from
the bulk, because of the high solubility of carbon in Ni
[18-20]. The Ir(111) single crystal was cleaned by several
sputtering—annealing cycles (2 keV Ar" for 30 min, 1200 °C for
60 s). The preparation of graphene was done by several
120-seconds long exposures to ethylene while flash-heating the
sample up to 1100 °C.

The deposition of FePc was carried out by using a custom-made
quartz crucible and the molecular deposition was controlled by
using a quartz microbalance. One single-layer (SL) is defined as
the molecular density of flat molecules fully covering the
graphene layer, and it corresponds to a nominal thickness of
about 3.4 A.

Low energy electron diffraction (LEED) was used to check the
symmetry of both clean and Gr-covered surfaces. LEED was
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performed in the energy range of the primary beam of
90-140 eV. High-resolution angular-resolved photoelectron
spectroscopy data was carried out by using a SCIENTA SES-
200 analyzer with an angular acceptance of +8° and a resolu-
tion of 16 meV. All spectra have been taken along the I'K
direction. The UV radiation, Hela (21.218 e¢V) and Hella
(40.814 eV), was provided by a SCIENTA VUV-5050 mono-
chromatic source.

Results and Discussion

The ARPES band structure of the Gr/Ni(111) and Gr/Ir(111)
systems along the 'K direction of the two-dimensional (2D)
Brillouin Zone (BZ) is presented in Figure 1. The corres-
ponding LEED patterns are shown in the insets: for Gr/Ni(111)
the graphene lattice is well aligned with the substrate and no
corrugation is present, with a resulting (1 x 1) symmetry
[21,22], while in Gr/Ir(111) the lattice mismatch, reflected in
the additional moiré pattern, introduces a large-scale regular
corrugation [23].

The presence of a distinct single © band for both Gr sheets (on
Ni and on Ir) reveals the single-layer nature of graphene. For
Gr/Ir(111), the Dirac point is localized on a projected bulk band
gap and the graphene 7 band looks very similar to the band of
free-standing graphene, the linear dispersion of the © band is
preserved close to the K point with only a slight p-doping,
which is in agreement with the literature [12,13]. The very tiny
doping has also been interpreted as slight hybridization between
the Gr-z states and the underlying Ir d bands, which leads to a
gap with a width of a few tens of meV [24]. The small size of
the gap can be explained by the small difference among the two
sublattices, due to the low interaction with the substrate. The
band structure of the Gr/Ni(111) system appears to be dominat-
ed by the strong projected Ni d bands very close to the Fermi
level. Furthermore, the Gr-n band is shifted by 2.5 eV towards
higher binding energies as compared to Gr/Ir, and no linear
dispersion is observed at the K point, which is in agreement
with previous results [11]. Carbon atoms adsorb on two
different sites on Ni(111), on top of Ni surface atoms and in
fcc-hollow sites of the underlying Ni mesh [21,25]. As a conse-
quence of the different adsorption sites and of the strong inter-
action, a large asymmetry among the two carbon sublattices is
introduced, which induces a band-gap opening [11]. Recent
experiments performed along the BZ direction perpendicular to
I'K confirm the strong shift of the Dirac point, while the gap
opening is attributed to a strong hybridization of the Gr-n”*
states with the Ni d bands [22].

The photoemission data in the low binding energy region for the

iron phthalocyanine molecules deposited on the Gr/Ni surface,

and on Gr/Ir for comparison, as a function of the thickness of
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Figure 1: Experimental ARPES band structure for graphene grown on Ni(111) (left) and on Ir(111) (right), taken with 40.814 eV photon energy along

the 'K direction of the 2D BZ. Insets: corresponding LEED patterns taken on Gr/Ni and Gr/Ir, at primary beam energies of 90 eV and 140 eV, respect-
ively. LEED patterns have been obtained by using a different geometry.

the FePc layer is shown in Figure 2. The FePc adsorption on
Gr/Ni(111) produces a general reduction of the prevalent d band
spectral density of states and a new feature emerges close to the

Fermi level (at about 0.3 eV BE). Its intensity grows upon
increasing the molecular coverage up to completion of the first
SL, and starts to decrease at higher thicknesses, a behaviour
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Figure 2: Valence band photoemission data for the adsorption of FePc onto Gr/Ni (a) and onto Gr/Ir (b), as a function of the thickness of FePc layer.
Data of clean graphene (red lines) and of the FePc/Gr systems (black lines). Data taken with 40.814 eV photon energy (Hella) and around normal

emission (+4° angular integration around the I point). The data was normalized to the intensity at the Fermi edge and vertically stacked for clarity. In
the insets, a zoom around the Fermi level for a coverage of 0.3 and 1 SL of FePc is given.
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typical of an interface state. This interface state comes from
charge transfer from the Gr/Ni substrate to partially filled d
orbitals of the central metal ion [15]. On the other hand, the
deposition of FePc on the Gr/Ir surface causes only a general
attenuation of the Gr/Ir spectral density, while no new state
emerges, which confirms previous results [13]. The presence of
an interface state for FePc adsorbed on Gr/Ni but not for FePc
adsorbed on Gr/Ir can be very likely related to an interaction of
the FePc molecules with the substrate underlying the graphene
layer. In fact, the shorter distance of Gr—Ni compared to Gr-Ir
[25,26] may induce a larger overlapping of the partially empty
out-of-plane d like orbitals of FePc with the hybridized d—=
states of Ni—Gr.

In order to better understand the nature of the interaction, we
also analyze data at the K point of the BZ, as shown in Figure 3.
At the clean Ni(111) surface (Figure 3, bottom spectrum), we
observe two main peaks close to the Fermi level, at 0.08 eV and
0.30 eV BE, respectively. As it is well known, the first one is
attributed to d electron minority spin with sp-contribution and
the second one to the majority spin [27]. The formation of
graphene onto Ni(111) induces an increase in intensity accom-
panied by a very slight shift (—0.02 eV) of the first feature,
while the d majority band at 0.3 eV BE remains unchanged and
shows only a slight intensity reduction. The observed change of

the minority d band originates from a hybridization with the
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Figure 3: Valence band spectral density of states of clean Ni(111)
(red line), of Gr/Ni(111) and of 0.2 SL FePc onto Gr/Ni (black lines),
taken at the K point of the BZ (+2° angular integration around K, with
21.218 eV photon energy).
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graphene & bands [25]. The increased intensity of the lowest BE
peak is emphasized by the high excitation cross-section for the
C m-bands with respect to the Ni d-like states [28], which brings
to light the hybrid nature of this first peak. Upon adsorption of a
tiny quantity of FePc, this hybrid state is strongly reduced in
intensity, while the d majority band appears to be basically
unaffected. The strong reduction in intensity of the n—d hybrid
state suggests a molecule interaction with the Gr/Ni(111) inter-
face, which validates the suggestion of a molecule—substrate
interaction that is mediated by graphene. This is in agreement
with recent investigations, in which electron energy loss and
photoemission spectroscopy were used [14,15].

Conclusion

When used as a buffer layer between an organic molecule and
a metal surface, graphene plays a different role in the
molecule—metal interaction that depends on the interaction of
graphene with the metal substrate. Graphene on Ni(111) reveals
a strong interaction with the substrate and strong alteration of
the ideal graphene © band. After deposition of small amounts of
FePc molecules, by means of high-resolution UV photoemis-
sion we give direct experimental evidence of an interaction of
the molecule with Ni through graphene, as shown by the
emerging of an interface state at about 0.3 eV binding energy in
normal emission and by the quenching of the Gr—Ni n—d hybrid
state at the K point of the BZ.

Acknowledgements

Work funded by PRIN grant 20105ZZTSE “GRAF” and by
FIRB-Futuro in Ricerca 2010-Project PLASMO-GRAPH of the
Italian Ministery for Research (MIUR) and by Roma “La

Sapienza” University funds.

References

1. Bogani, L.; Wernsdorfer, W. Nat. Mater. 2008, 7, 179-186.
doi:10.1038/nmat2133

2. Coe, S.; Woo, W.-K.; Bawendi, M.; Bulovi¢, V. Nature 2002, 420,
800-803. doi:10.1038/nature01217

3. Bao, Z,; Lovinger, A. J.; Dodabalapur, A. Appl. Phys. Lett. 1996, 69,
3066-3068. doi:10.1063/1.116841

4. Forrest, S. R. Chem. Rev. 1997, 97, 1793-1896.
doi:10.1021/cr9410140

5. Liao, M.-S.; Scheiner, S. J. Chem. Phys. 2001, 114, 9780.
doi:10.1063/1.1367374

6. Gargiani, P.; Angelucci, M.; Mariani, C.; Betti, M. G. Phys. Rev. B 2010,
81, 085412. doi:10.1103/PhysRevB.81.085412

7. Betti, M. G.; Gargiani, P.; Frisenda, R.; Biagi, R.; Cossaro, A.;
Verdini, A.; Floreano, L.; Mariani, C. J. Phys. Chem. C 2010, 114,
21638-21644. doi:10.1021/jp108734u

8. Geim, A. K.; Novoselov, K. S. Nat. Mater. 2007, 6, 183—191.
doi:10.1038/nmat1849

9. Batzill, M. Surf. Sci. Rep. 2012, 67, 83-115.
doi:10.1016/j.surfrep.2011.12.001

311


http://dx.doi.org/10.1038%2Fnmat2133
http://dx.doi.org/10.1038%2Fnature01217
http://dx.doi.org/10.1063%2F1.116841
http://dx.doi.org/10.1021%2Fcr941014o
http://dx.doi.org/10.1063%2F1.1367374
http://dx.doi.org/10.1103%2FPhysRevB.81.085412
http://dx.doi.org/10.1021%2Fjp108734u
http://dx.doi.org/10.1038%2Fnmat1849
http://dx.doi.org/10.1016%2Fj.surfrep.2011.12.001

10. Avdoshenko, S. M.; loffe, I. N.; Cuniberti, G.; Dunsch, L.; Popov, A. A.
ACS Nano 2011, 5, 9939-9949. doi:10.1021/nn203719a

11.Dedkov, Y. S.; Fonin, M. New J. Phys. 2010, 12, 125004.
doi:10.1088/1367-2630/12/12/125004

12. Pletikosic, |.; Kralj, M.; Pervan, P.; Brako, R.; Coraux, J.; N'diaye, A.;
Busse, C.; Michely, T. arXiv preprint arXiv:0807.2770 2008.

13.Scardamaglia, M.; Lisi, S.; Lizzit, S.; Baraldi, A.; Larciprete, R.;
Mariani, C.; Betti, M. G. J. Phys. Chem. C 2013, 117, 3019-3027.
doi:10.1021/jp308861b

14.Dou, W.; Huang, S.; Zhang, R.; Lee, C. J. Chem. Phys. 2011, 134,
094705. doi:10.1063/1.3561398

15. Wei-Guo, Y.; Dan, L.; Xiao-Feng, P.; Wei-Dong, D. Chin. Phys. B 2013,

22, 117301. doi:10.1088/1674-1056/22/11/117301

16.Dou, W.; Yang, Q.; Lee, C.-S. Appl. Phys. Lett. 2013, 102, 131606.
doi:10.1063/1.4800235

17.Uihlein, J.; Peisert, H.; Glaser, M.; Polek, M.; Adler, H.; Petraki, F.;
Ovsyannikov, R.; Bauer, M.; Chassé, T. J. Chem. Phys. 2013, 138,
081101. doi:10.1063/1.4793523

18. Grineis, A.; Kummer, K.; Vyalikh, D. V. New J. Phys. 2009, 11,
073050. doi:10.1088/1367-2630/11/7/073050

19. Lahiri, J.; Miller, T. S.; Ross, A. J.; Adamska, L.; Oleynik, . |.; Batzill, M.

New J. Phys. 2011, 13, 025001. doi:10.1088/1367-2630/13/2/025001

20. Patera, L. L.; Africh, C.; Weatherup, R. S.; Blume, R.; Bhardwaj, S.;
Castellarin-Cudia, C.; Knop-Gericke, A.; Schloegl, R.; Comelli, G.;
Hofmann, S.; Cepek, C. ACS Nano 2013, 7, 7901-7912.
doi:10.1021/nn402927q

21.Gamo, Y.; Nagashima, A.; Wakabayashi, M.; Terai, M.; Oshima, C.
Surf. Sci. 1997, 374, 61-64. doi:10.1016/S0039-6028(96)00785-6

22.Varykhalov, A.; Marchenko, D.; Sanchez-Barriga, J.; Scholz, M,;
Verberck, B.; Trauzettel, B.; Wehling, T.; Carbone, C.; Rader, O.
Phys. Rev. X 2012, 2, 041017. doi:10.1103/PhysRevX.2.041017

23.N'Diaye, A. T.; Coraux, J.; Plasa, T. N.; Busse, C.; Michely, T.
New J. Phys. 2008, 10, 043033. doi:10.1088/1367-2630/10/4/043033

24. Starodub, E.; Bostwick, A.; Moreschini, L.; Nie, S.; El Gabaly, F.;
McCarty, K. F.; Rotenberg, E. Phys. Rev. B 2011, 83, 125428.
doi:10.1103/PhysRevB.83.125428

25.Bertoni, G.; Calmels, L.; Altibelli, A.; Serin, V. Phys. Rev. B 2005, 71,
075402. doi:10.1103/PhysRevB.71.075402

26.Sun, Z.; Hamalainen, S. K_; Sainio, J.; Lahtinen, J.;
Vanmaekelbergh, D.; Liljeroth, P. Phys. Rev. B 2011, 83, 081415.
doi:10.1103/PhysRevB.83.081415

27.Kreutz, T. J.; Greber, T.; Aebi, P.; Osterwalder, J. Phys. Rev. B 1998,
58, 1300. doi:10.1103/PhysRevB.58.1300

28.Yeh, J.; Lindau, I. At. Data Nucl. Data Tables 1985, 32, 1-155.
doi:10.1016/0092-640X(85)90016-6

Beilstein J. Nanotechnol. 2014, 5, 308-312.

License and Terms

This is an Open Access article under the terms of the
Creative Commons Attribution License
(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of
Nanotechnology terms and conditions:
(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one
which can be found at:
doi:10.3762/bjnano.5.34

312


http://dx.doi.org/10.1021%2Fnn203719a
http://dx.doi.org/10.1088%2F1367-2630%2F12%2F12%2F125004
http://dx.doi.org/10.1021%2Fjp308861b
http://dx.doi.org/10.1063%2F1.3561398
http://dx.doi.org/10.1088%2F1674-1056%2F22%2F11%2F117301
http://dx.doi.org/10.1063%2F1.4800235
http://dx.doi.org/10.1063%2F1.4793523
http://dx.doi.org/10.1088%2F1367-2630%2F11%2F7%2F073050
http://dx.doi.org/10.1088%2F1367-2630%2F13%2F2%2F025001
http://dx.doi.org/10.1021%2Fnn402927q
http://dx.doi.org/10.1016%2FS0039-6028%2896%2900785-6
http://dx.doi.org/10.1103%2FPhysRevX.2.041017
http://dx.doi.org/10.1088%2F1367-2630%2F10%2F4%2F043033
http://dx.doi.org/10.1103%2FPhysRevB.83.125428
http://dx.doi.org/10.1103%2FPhysRevB.71.075402
http://dx.doi.org/10.1103%2FPhysRevB.83.081415
http://dx.doi.org/10.1103%2FPhysRevB.58.1300
http://dx.doi.org/10.1016%2F0092-640X%2885%2990016-6
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.5.34

Beilstein Journal
of Nanotechnology

Thermal stability and reduction of iron oxide
nanowires at moderate temperatures

Annalisa Paolone™!, Marco Angelucci?, Stefania Panero3,

Full Research Paper

Address:

TCNR-ISC, U.0.S. La Sapienza, Piazzale Aldo Moro 2, | - 00185
Roma, ltaly, 2Diparﬁmento di Fisica, Universita di Roma La Sapienza,
Piazzale Aldo Moro 2, | - 00185 Roma, Italy and 3Dipartimento di
Chimica, Universita di Roma La Sapienza, Piazzale Aldo Moro 2,

|- 00185 Roma, ltaly

Email:

Annalisa Paolone” - annalisa.paolone@romat.infn.it;
Marco Angelucci* - marco.angelucci@uniroma.it

* Corresponding author

Keywords:

IR spectroscopy; iron oxide; nanowires; scanning electron microscopy
(SEM); thermogravimetry; XPS

Abstract

Maria Grazia Betti2 and Carlo Mariani?

Beilstein J. Nanotechnol. 2014, 5, 323—-328.
doi:10.3762/bjnano.5.36

Received: 16 December 2013
Accepted: 19 February 2014
Published: 19 March 2014

This article is part of the Thematic Series "Nanostructures for sensors,
electronics, energy and environment I1".

Guest Editor: N. Motta

© 2014 Paolone et al; licensee Beilstein-Institut.
License and terms: see end of document.

Background: The thermal stability of iron oxide nanowires, which were obtained with a hard template method and are promising

elements of Li-ion based batteries, has been investigated by means of thermogravimetry, infrared and photoemission spectroscopy

measurements.

Results: The chemical state of the nanowires is typical of the Fe,O3 phase and the stoichiometry changes towards a Fe;04 phase by

annealing above 440 K. The shape and morphology of the nanowires is not modified by moderate thermal treatment, as imaged by

scanning electron microscopy.

Conclusion: This complementary spectroscopy—microscopy study allows to assess the temperature limits of these Fe,O3 nanowires

during operation, malfunctioning or abuse in advanced Li-ion based batteries.

Introduction

The ever-growing need for energy is pushing research towards
the study and development of new energy storage and conver-
sion tools with high efficiency such as Li-ion based batteries

[1]. The request of stable low-cost components with a high

energy-density is leading to the development of nanostructured
metal oxides [2-4], because the nanostructuring allows a high
specific capacity [5-13]. These considerations brought the

development of a new variety of transition metal oxide based
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systems [14-24]. Within this context, iron oxide systems are
convenient materials because of their low cost and environ-

mental sustainability.

One of the important issues in Li-ion batteries is the chemical
and thermal stability of the components. Fe,O3 presents a defi-
nite chemical phase (Fe3™) with a high chemical stability, while

the mixed chemical state of Fe304 (Fe2*3*

) might induce insta-
bilities during its use as electrode material. In the present work,
we present a spectroscopic and morphologic characterization of
Fe,O3 nanowires (NWs), which were produced by means of a
hard template method [25] that allows for a good control over
the size of the nanoparticles [26]. The characterization was
carried out as a function of the annealing temperature in order
to assess the thermal stability of the NWs and the temperatures,
above which a chemical reduction of the Fe ions takes place.
Thermogravimetry measurements distinctly show the mass
reduction due to oxygen loss, and infrared transmittance and
core-level photoemission measurements allow to follow the
reduction process of the iron ions at different temperatures,
showing the chemical reduction to Fe3Oy4 starting at moderate
temperatures (above 440 K).

Experimental

Thermogravimetry (TGA) measurements were performed by
means of a Setaram Setsys Evolution 1200 apparatus, equipped
with a mass spectrometer Pfeiffer Vacuum Quadstar QMS200.
To identify all possible gaseous products, survey scans in the
mass range between 1 and 100 amu were recorded. The TGA
measurements were performed by heating in vacuum (approx.
10™* mbar) at 0.5 K/min. Infrared spectra were collected by
means of an Agilent Cary 660 spectrometer with a resolution of
1 cm™! in the frequency range between 430 and 1100 cm™!. The
spectra were the mean of at least 100 scans for each sample.
The NW oxide powders were ground and mixed with dried KBr
in a weight ratio of about 1:100. The mixed powders were
pressed in a circular die in order to have self-standing pellets.
The transmission of each sample was calculated as the ratio
between the intensity transmitted by each pellet and the inten-
sity transmitted by a pure potassium bromide pellet, produced in
a similar way. Field-emission scanning electron microscopy
(SEM) images have been taken at the Sapienza Nanotech-
nology and Nanoscience Laboratory (SSN-Lab), with a Zeiss
Auriga 405 instrument (nominal resolution of 1.0 nm at
maximum magnification, beam energy of 10 keV). The X-ray
photoemission spectroscopy (XPS) measurements have been
carried out at the Lotus laboratory at the “Universita di Roma
La Sapienza”, in an ultra-high vacuum (UHV) system with a
base pressure of 1 x 10710 mbar, un-monochromatized Al Ka
photon source (hv = 1486.7 eV), hemispherical electron
analyzer with a pass energy of 100 eV. The binding energy
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(BE) with respect to the Fermi level has been calibrated at the
Au-4f7/, core level (84.0 eV BE).

The iron oxide nanowires have been obtained by means of a
hard template method. The hard template is mesoporous silica
(SBA-15) synthesized through the sol-gel method. In order to
embed the iron oxide nanowires, 0.01 M Fe(NOj3)3-9H,0 was
dissolved in 50 mL of ethanol and added to 1 g of SBA-15. This
solution was mixed at room temperature, dried at 310 K for
1 week, and the resulting powder was sintered at 820 K to
promote the decomposition and dehydration of NO,. After
etching, washing and filtering, we obtained the Fe,O3
nanowires. A detailed description of the production procedure
has been reported elsewhere [25]. For the spectroscopic investi-
gation, the nanowires were finally dispersed in ethanolic solu-
tion, deposited onto Si and Cu substrates, and dried in vacuum
before analysis.

Results and Discussion

TGA measurements were performed both on the as-produced
nanowire sample (sample 1) and on a nanowire specimen
heated in vacuum (p < 107 mbar) for 24 h at 350 K (sample 2),
in order to clean the surface and to mimic the baking procedure
that was carried out before the XPS measurements. In Figure 1
we report the mass variation of both samples and the correspon-
dent signals detected by the mass spectrometer for m/z = 32
(oxygen molecule). Sample 1 displays a smooth, almost linear,
loss of mass, which reaches a value of Am/m =~ —0.03 around
T1 =470 K and increases further with higher temperatures.
Correspondingly, the mass spectrometer detects a high value of
the oxygen signal, which decreases with increasing tempera-
tures. In the case of the nanowire specimen with a cleaned
surface (sample 2), the mass variation is higher and reaches
values of Am/m =~ —0.04 around T =470 K, and Am/m =~ —0.08
around 7, = 560 K. The mass spectrum of Sample 2 displays a
well evident oxygen peak below 470 K. These experiments
suggest that oxygen loss from the nanowired samples takes
place in any case below 470 K, even if its amount depends on
the cleanliness of the surface. Indeed, the higher value of Am/m
of the pre-heated sample (sample 2) suggests that the surface of
the as-prepared nanowires can be covered by a layer acting as a
barrier that prevents oxygen loss. However, these experiments
are not conclusive about which iron oxide is obtained after the
loss of O,. Therefore, we used infrared and XPS spectroscopy
in order to identify the phase changes that are induced by the

thermal treatment.

Infrared (IR) spectroscopy measurements were performed at
room temperature (rt) on sample 2 and on two samples, which
were obtained by heating sample 2 in vacuum (<1074 mbar) up
to 470 K (sample 3) and up to 560 K (sample 4). The IR trans-
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Figure 1: Temperature dependence of the signal of the mass spectrometer for m/z = 32 (left) and of the total mass variation Am/m (right), of the
as-produced nanowire sample (red lines, sample 1) and of the nanowire specimen after a thermal treatment (TT) at 350 K for 24 h in vacuum (blue

lines, sample 2).

mittance spectra of those samples are reported in Figure 2.
Sample 2 shows an IR phonon spectrum that strongly resem-
bles that of hematite, a-Fe,O3 [27], with a smooth transmit-
tance between 500 and 650 cm™! and the broad phonon band

Normalized Transmittance

Nanowires

500 600 700 800 900 1000

Wavenumber (cm™)

Figure 2: Infrared spectrum (normalized transmittance signal) of the
nanowire sample (sample 2, red line), and of the specimen obtained
from sample 2 after a thermal treatment at 470 K (sample 3, green
line) and at 560 K (sample 4, blue line). In order to compare the trans-
mission of different oxide powders, the transmittance spectra have
been normalized. Data are vertically stacked, for the sake of clarity.

centered around 950 cm~!. However, we can observe a
minimum of the transmittance around 700 cm™!, which is a
fingerprint of maghemite (y-Fe,O3) [27]. Thus, the clean
sample 2 presents features that are typical of a mixture of a- and
y-Fe,03. The infrared spectrum of the sample heated at 470 K
(sample 3) is very similar to that of sample 2, while after the
thermal treatment at 560 K (sample 4), the minimum around
700 cm™! becomes deeper and the transmittance below
600 cm™! decreases, which strongly resembles the infrared

spectrum of magnetite, Fe304 [27].

The evolution of the infrared spectra with temperature indicates
that in the pristine a-Fe,O3 material, there is a minor contribu-
tion of y-Fe,03, the concentration of which remains practically
unchanged when the sample is heated to about 470 K, but
increases significantly after a thermal treatment at 7, = 560 K.
Moreover, at T, a significant part of the sample is transformed
into magnetite. We remark that the IR spectra are measured in
transmission mode, so that they probe the whole thickness of
the NW powders and are not limited to their surface. This issue
is important to compare the IR conclusion with the results of the

XPS core levels, with higher surface sensitivity.

The iron oxide nanowires have been deposited onto a Si surface
and imaged by SEM at rt before and after a thermal treatment at
650 K, to observe whether any morphology modification took
place. the resulting images are shown in Figure 3. The NWs

assemble in bundles that are a few hundreds of nanometers
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Figure 3: SEM images of the FeoO3 nanowires deposited on a Si surface before (left) and after (right) thermal treatment at 650 K.

thick and several micrometers long. The individual NWs are
visible within the bundles, as long parallel nanometer-thick
rods. After the thermal treatment that changes the oxidation
state of Fe in the NW, they do not change either shape or
morphology in the bundled structure. Thus, the thermal treat-
ment causes a chemical reduction, while not affecting the struc-
ture of the assembly, which renders the NWs a stable system for
potential use in batteries, even after heating. We underline that
heating at 650 K is by far a much higher temperature than what
is to be expected in any device.

The oxidation state of the Fe atoms can be determined by an
analysis of the Fe core levels [28,29]. We confirm the ther-
mally induced reduction at moderate temperatures of the Fe
ions in the NWs by the X-ray photoemission spectroscopy
analysis of the Fe 3p core level. The XPS Fe 3p core-level data
of the Fe;O3 NWs, taken at rt and after subsequent steps of
thermal annealing, are shown in Figure 4. The Fe 3p signal of
the clean Fe,O3 system at rt, which is roughly centered at 56 eV
BE, presents the characteristic structure that is associated with
multiple oxidation states [30-32].

We fit the experimental data with three Voigt
(Lorentzian—Gaussian) functions with all peaks having the same
Gaussian width (GW = 1.8 e¢V) and Lorentzian width
(LW = 1.0 eV). The lineshape and BE of the Fe 3p core level
confirm the Fe3™ oxidation state [32] of the Fe,O3 NWs. The
Fe 3p XPS spectra that were taken after annealing the NWs at
increasing temperatures present the emerging of a further mani-
fold of peaks, at lower BE, the relative intensity of which grows
as a function of temperature. This lower-BE manifold is asso-
ciated to the Fe?* oxidation state, and we fit it with three more
Voigt functions, in analogy to the previous manifold. The

evolution of the relative intensity of the Fe>* and Fe?" signal as

evaluated from the fit, is shown in the right panel of Figure 4.
Data analysis shows that already at 470 K, the reduction of iron
ions has taken place, and finally a 60:40 ratio of Fe2™/Fe3" is
reached at 650 K. These spectroscopic data fully confirm the
observed thermal-induced reduction of Fe,O3 to FezOy4 at
moderate temperatures.

The XPS measurements are more sensitive to the properties of
the surface than the infrared spectroscopy measurements, in fact
the electron mean free path of the photo-electrons is of the order
of 1 nm in this energy range. Both experimental techniques
indicate that at 470 K the sample has transformed into Fe3Oy.
However, while infrared measurements show an almost abrupt
change from Fe,O3 to Fe3O4 between 470 K and 560 K, XPS
measurements can sensitively detect the progressive change of
the iron ion valence above room temperature. In particular, the
appearance of divalent Fe ions is clearly visible above 440 K. In
fact, XPS probes mainly the physical properties of the very
surface. Therefore, the comparison between the data obtained
by IR and XPS, strongly indicates that the reduction of iron
oxide nanowires starts from their very surface and is completed
in the bulk only around 560 K.

Conclusion

We characterized the mass loss and spectroscopic change of
Fe,;03 nanowires obtained through a hard template method [25],
as a function of the annealing temperature, by means of thermo-
gravimetry, IR and XPS spectroscopy. Heating the NWs
induces an oxygen loss from the surface and a subsequent
reduction of the Fe ions from a 3+ to a prevalent 2+ oxidation
state at moderate temperatures (above 440 K). The reduction
starts from the NW surface and progressively extends into the
bulk, as determined by comparing the IR (bulk sensitive) and
XPS (surface sensitive) techniques. Despite the chemical
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Figure 4: XPS of the Fe 3p core levels as a function of the annealing temperature. Left panels: XPS rough data (black dots), total fitting curves (red
continuous lines), along with the deconvolution with contributions associated to the Fe3* (light color curves) and Fe2* (darker color curves) manifold
components. Right panel: relative intensity estimations of the Fe3* (red dots) and Fe?* (black triangles) content in the NWs as a function of the
temperature, as obtained from the fitting of the XPS experimental data (see text).

change, the NWs maintain the same shape and size, as imaged
by SEM. The chemical reduction is clearly followed and quanti-
fied thanks to the thermogravimetry measurements and spectro-
scopic tools, and it assesses temperature limits for the operation
of these nanowires in Li-ion based batteries, establishing the
Fe,03 nanowires as stable nanostructured elements for new

advanced batteries.
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Abstract

Doping is an effective approach that allows for the intrinsic modification of the electrical and chemical properties of nanomaterials.
Recently, a graphene and carbon nanotube hybrid structure (GNHS) has been reported, which extends the excellent properties of
carbon-based materials to three dimensions. In this paper, we carried out a first-time investigation on the tensile properties of the
hybrid structures with different dopants. It is found that with the presence of dopants, the hybrid structures usually exhibit lower
yield strength, Young’s modulus, and earlier yielding compared to that of a pristine hybrid structure. For dopant concentrations
below 2.5% no significant reduction of Young’s modulus or yield strength could be observed. For all considered samples, the
failure is found to initiate at the region where the nanotubes and graphene sheets are connected. After failure, monatomic chains are
normally observed around the failure region. Dangling graphene layers without the separation of a residual CNT wall are found to
adhere to each other after failure with a distance of about 3.4 A. This study provides a fundamental understanding of the tensile
properties of the doped graphene—nanotube hybrid structures, which will benefit the design and also the applications of graphene-
based hybrid materials.

Introduction

In recent years, low-dimensional structures such as carbon
nanotubes (CNT) and graphene have attracted huge attention of
the scientific community, because of their excellent perfor-
mance in the fields of mechanics, photology, electronics and
bio-sensing [1,2]. Through the chemical vapor deposition
(CVD) method, a graphene—nanotube hybrid structure (GNHS)

has been synthesized recently [3-5], which evidently demon-
strates an improved performance for the application as field
emission device when compared to the previous CNT-bulk-
metal structures [6]. The hybrid structure extends the excellent
thermal and electrical conductivity of CNT (1D) and graphene
(2D) into three dimensions [7], and shows appealing applica-
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tions in solar cells [8]. Furthemore, according to Fan et al. [9],
owing to the double layer configuration, the CNT—graphene
hybrid structures are expected to have a better electrochemical
performance, which indicates that the hybrid structure is a good
candidate for the usage of electrodes in supercapacitors.

In order to accommodate for various applications, different
approaches have been developed to tailor the properties of
nanomaterials. Doping is one of such schemes and has been
extensively used in synthesizing derivatives from carbon-based
materials (e.g., fullerene, nanotubes and graphene) [10]. Boron
and nitrogen, which have comparable atomic size with carbon
atom and can form strong valence bonds with carbon atoms, are
the most frequently used doping elements for carbon-based ma-
terials [11]. The presence of boron and nitrogen atom induce
significant variations in the electronic structure of graphene
layer, which was shown by changes in the Raman spectra
[12,13]. According to Panchakarla et al. [14], the doping
induces donors and/or acceptors states, which modify the G
band (in Raman spectrum) and are essential in facilitating the
application of graphene-based electronics. The N-doped
graphene is reported by Wang et al. [15] to be also a good
candidate for the application as fuel cell electrocatalyst, in field-
effect transistors, and in lithium batteries. Thus, especially
N-doped nanotube—graphene hybrid structures have been envi-
sioned to have promising potential applications in the field of

catalysis, gas storage and energy storage [16].

The majority of the current works that are conducted on
graphene variations are focusing on the electrical and chemical
properties. However, to facilitate the applications of nanomate-
rials, a comprehensive understanding of their mechanical prop-
erties/performance is crucial. By using molecular dynamics
(MD) simulations, Bohayra et al. [10] conclude that the content
of nitrogen atoms (up to 6%) has a negligible effect on the
Young’s modulus of a nitrogen-doped graphene layer, while the
presence of nitrogen substitutions reduces the layer strength
significantly. Only a few works have been devoted to examine
the impact of dopant atoms on the mechanical properties of
graphene. Huge efforts are still lying ahead especially for the
newly synthesized CNT—graphene hybrid structure. Therefore,
in this work, we will examine the impact of different densities
and species of dopants on the tensile properties of the GNHS.
The emphasis will be placed on Young’s modulus, E, yield
strength, YS, and yield strain, YP.

Computational details

In order to acquire the influence of the dopants on the mechan-
ical properties of GNHSs, the large-scale atomic/molecular
massively parallel simulator (LAMMPS) [17] is utilized to
carry out the MD simulations. The pristine GNHS model is
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constructed by two graphene sheets, with zigzag and armchair
edges along the x- and y-axes, respectively. We establish the
initial structure according to pervious simulation models [8,18-
21], i.e., a specific cylindrical hole is made in the graphene
sheet to fit the armchair (4,4)-CNT with a height of 13.8 A.
Basically, three groups of sample structures have been tested,
which include GNHS with nitrogen dopant (GNHS-N), GNHS
with boron dopant (GNHS-B), and GNHS with both nitrogen
and boron dopants (GNHS-NB). Each group contains six doped
samples with different percentages of dopants. All structures for
the simulations have an identical size of 24.6 x 5.6 x 1.4 nm?.
For the sake of convenience, the percentage of dopants is
included in the model name, e.g., a sample name ‘GNHS-
1.5%N1.5%B means that the hybrid structure contains 1.5% of
boron and nitrogen, respectively. The dopants are randomly
distributed along the whole structure domain.

Similar to the work of Wei et al. [22], the C—C interatomic
interactions are described by the commonly used empirical
bond order (REBO) potential [23], which has been shown to
represent the binding energy and elastic properties of graphene
and CNT well [24]. Basically, the REBO potential is given as

EF%ZZ El_l;EBO+EiI;J+ z Z El;l;_]('l)RSION W

i j#l k#i,jl#i, ],k

Here, the first term represents the interaction between i and j
atoms, which strongly depends on the coordination. The second
term accounts for a longer-ranged interaction that is depicted by
a Lennard-Jones (LJ) potential, while the last term represents an
explicit 4-body potential that describes various preferences for
dihedral angles in hydrocarbon configurations. A Tersoff poten-
tial [25] is adopted to describe the atomic interactions of C—B,
C-N and B-N. The N-N bond is considered to be chemically
unstable. Thus, two adjacent N atoms are avoided in the model.
It must be noted that the cut-off distance for the C—C bond has
been modified from 1.7 A to 2.0 A according to a previous
work [24]. Several studies have already demonstrated that a cut-
off distance of 1.7 A for carbon materials, which was used
previously, will produce a spuriously high tensile force and lead
to a nonlinear stress—strain curve [26,27]. In addition, the
samples with higher densities of dopants contain all the dopant
positions of the samples with lower doping percentages to
ensure a reasonable comparison. To calculate the stress, the
tensile force has been tracked. To lower the computational cost,
the GNHS has been assumed as a continuum material, i.e., the
cross-sectional area is a product of the width and height. Since
we emphasize on the relative mechanical properties (Young’s
modulus, yield strength) such an approximation will make no

difference for the discussion.
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At the beginning of the simulation, the conjugate gradient algo-
rithm was applied to relax the model to a minimum energy
state. We then used the Nose—Hoover thermostat [28,29] to
equilibrate the GNHS at 1 K (NVT ensemble) for 500 ps at a
time step of 1 fs. The extremely low temperature was chosen to
exclude the thermal fluctuation influence. Figure 1 illustrates
the atomic configuration of the GNHS-2.0N2.0B model and the
simulation setup. A constant velocity of 0.005 A/ps was applied
to one end of the GNHS to exert the axial load (along the longi-
tudinal y-axis), while the other end was held fixed. The equa-
tions of motion are integrated over time using a velocity-Verlet
algorithm [30]. No periodic boundary conditions have been
applied. The system temperature was maintained at 1 K during
the simulation.

Figure 1: Schematic view of the model GNHS-2.0%N2.0%B. Inset ‘A’
shows the boron and nitrogen atoms located at the graphene layer,
inset ‘B’ shows the boron and nitrogen atoms located at the connecting
CNT.

Results and Discussion
Figure 2b and Figure 2c¢ present the atomic configurations of the
pristine hybrid structure before and after fracture. It is obvious
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that during the period of elastic deformation, all the C—C bonds
have been stretched in the loading direction. With the increase
of strain, the failure initiates from the region where the
nanotubes and graphene sheets are connected. After the bonds
begin to break, the hybrid structure quickly fails. This phenom-
enon is indicated by the sharp decrease of the stress (Figure 2a),
which indicates a brittle behavior. Such brittle behavior can be
easily explained as the tension loading direction is perpendic-
ular to the axial direction of the CNT. Therefore, the tensile
behavior of the GNHS is dominated by the graphene layer
rather than by the nanotube and results in a brittle behavior.

During the failure of the structure, several short monatomic
chains are formed at the front of the failure region (see inset in
Figure 2d). The initial C—C bond length in graphene and CNT is
0.142 nm and is stretched to about 0.160 nm before breaking. It
is observed from Figure 2e, that the two separated parts exhibit
a bulked configuration eventually after the fracture of the
hybrid structure. Strikingly, the upper and lower graphene
layers (in the failure zone) are still separated by residual CNT
walls. We notice that the length of the elongated C—C bonds in
the left region (inset of Figure 2e) ranges from 1.61 to 1.67 A,
which is much longer than the typical length.

Hybrid structures doped with nitrogen

We then evaluate the tensile properties of doped GNHSs with
different percentages of dopants. A concentration range of the
N-dopants from 0.5% to 4.0% is considered. Figure 3 presents
the stress—strain curves obtained from MD simulations. Similar
to the pristine GNHS case, all N-doped GNHSs exhibit a linear
stress—strain curve during the whole elastic deformation, and

Failure zone

1.61~1.67A

Figure 2: Simulation results for pristine GNHS: (a) Stress—strain curve; atomic configurations at the strain of (b) 0.085, inset shows the broken bonds
around the connecting area; (c) 0.106; (d) 0.106, inset shows the monatomic chain; (e) 0.107.
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they nearly overlap at low strains (up to 4%). This phenomenon
indicates that the Young’s moduli are only insignificantly
changed. However as shown in Figure 3, yield strength, YS, and
yield strain, YP, experience an apparent degradation. An
increase of the dopant concentration, however, does not further
reduce YS and YP. It is interesting to mention that an earlier
work reported that 2% of N-doping in graphene monolayers in-
duce a reduction of Y of more than 35% [10], which is much

30 . . . : :
Pristine GNHS <
——— GNHS-1%N
——— GNHS-2%N
20} — GNHS-3%N |
= ——— GNHS-4%N
<)
“ ot :
0 1 1 1 1 1
0 2 6 10 12
Strain (%)

Figure 3: Stress—strain curves of GNHS with different percentage of
N-dopants between 1% and 4%.
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more significant than the reduction observed in the hybrid struc-
tures that are studied here. In addition, all stress—strain curves
presented in Figure 3 show a sharp decrease of stress, which
indicates a brittle behavior of the different GNHSs.

In general, the GNHS with different densities of N-dopants
behave similar to the pristine structure. It is found that the
GNHS with 0.5%, 1.0%, 1.5%, 2.0%, 2.5% and 3.5% of N-
dopants fracture at either the right or the left end of the struc-
ture. The atomic configurations of the GNHS with 2% of
N-dopants are presented in Figure 4a-d. Before the initiation of
failure, a shearing of the CNTs and an elongation of bonds are
observed. Similar to the pristine GNHS case, failures start
around the connection region (Figure 4a), and are followed by
the formation of monatomic chains (Figure 4c). In Figure 4d,
the buckled shape is formed because of the stress release after
failure. Specifically, after failure, one end of the dangling
graphene layers (left in Figure 4d) is separated by the residual
CNT wall, and the other end exhibits self-adhesive behavior.
Different from these cases, the other two structures with 3% and
4% N-dopant exhibit a fracture region around the middle of the
hybrid structure, and the self-adhesive behavior is observed on
both sides of the dangling graphene layers (shown in
Figure 4h). Particularly, a longer chain is found that contains

eight carbon atoms.

Figure 4: Atomic configurations of GNHS-2%N at a strain of: (a) 0.097; (b) 0.098; (c) 0.099, inset highlights the monatomic chain after the breaking of
bonds; (d) 0.101, inset shows the dangling graphene layers. Atomic configurations of GNHS-3%N at the strain of: (e) 0.097; (f) 0.098; (g) 0.099;

(h) 0.101.
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Hybrid structures doped with boron

Besides nitrogen, boron is another common doping element.
Thus, we continue our investigation by considering the GNHS
with different percentages of B-dopants. Similar to the cases of
nitrogen doping, an evident decrease of the yield strength and
early yielding are observed (Figure 5). Within the elastic defor-
mation region, the increase of dopant leads to a marginal shift to
the slope of the stress—strain curve, which indicates an insignifi-
cant reduction in Young’s modulus. Of all samples studied, the

30 ; . . : :
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Figure 5: Stress—strain curves of GNHS with different percentage of
B-dopant ranging from 0.5% to 4%.

Beilstein J. Nanotechnol. 2014, 5, 329-336.

one with 0.5% B-dopant exhibits the highest Young’s modulus
and YS, which are 0.290 TPa and 27.13 GPa, respectively.
While the case with 4% B-dopant shows the lowest Young’s
modulus and YS. Importantly, we found that ¥S is not reduced
linearly with increasing boron percentage.

Regarding the deformation process the hybrid structures with
0.5%, 1.0%, 1.5%, 2.0% and 2.5% B-dopant share a similar
pattern. Specifically, Figure 6a—d illustrate the atomic configu-
rations of GNHS-2.5%B at different strains. As in the previ-
ously considered cases, the failure initiates around the connec-
tion region and monatomic chains are formed (highlighted in
Figure 6¢). Interestingly, these monatomic chains have formed
three rings around the failure region. After failure, a buckled
shaped is formed, and one end the dangling graphene layers are
separated by the residual CNT wall, while the other end shows
self-adhesive behavior. Besides, in the other three cases (with
3.0%, 3.5% and 4.0% B-dopant) the fracture is observed around
the middle area.

Hybrid structures doped with nitrogen and

boron

In order to improve the ferroelectric properties and the layer
resistivity, N and B doping is widely adopted in thin films
studies [31-34]. In this section, we consider a hybrid structure
that is doped with both nitrogen and boron. The stress—strain

Figure 6: Atomic configurations of GNHS-2.5%B at the strain of: (a) 0.094; (b) 0.102; (c) 0.103, inset reveals the formation of a monatomic ring;
(d) 0.104. Atomic configurations of GNHS-3%B at the strain of: (e) 0.099; (f) 0.106; (g) 0.107; (h) 0.108.
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curve is presented in Figure 7. As can be seen, GNHS-
0.25%N0.25%B has similar YS and YP as the pristine GNHS,
which are 29.27 GPa and 10.55%, respectively. With an
increase of the percentage of nitrogen and boron dopants to
0.75%, a considerable drop in YS and YP is observed (see
Figure 7). It is worth to mention that, for GNHS-
0.25%N0.25%B and GNHS-075%N0.75%B, the stress does not
decrease directly to zero after fracture. An explanation for this
phenomenon is given below.

30 — , . . :
— Pristine GNHS
—— GNHS-0.25%N0.25%B f
—— GNHS-0.75%N0.75%B
20 — GNHS-1.5%N1.5%B |
E —— GNHS-2.0%N2.0%B
<
w
5
“10t 1
Residual stress
0 1 1 1 1 .I
0 2 10 12

6
Strain (%)

Figure 7: Stress—strain curves of GNHS with different densities of B-
and N-dopant.
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Besides of the failure around the end of the structure, fractures
at other locations are also observed for the hybrid structure with
both B- and N-dopants. Figure 8a—d illustrate the atomic config-
urations of the case with 0.75%B and 0.75%N at different
strains. Surprisingly, the hybrid structure is found to fracture
around four CNTs. After failure, the upper layer is found to
break at the outermost two CNTs at the right end, while the
lower layer fractures at the second outermost two CNTs. Such
deformation is found to result two dangling layers (upper and
lower) that adhere to each other. This adhesive behavior is the
reason for the residual stress, which is highlighted in Figure 7.
With sufficient elongation, the dangling layers finally separate
from each other by van der Waals interaction. The failure of the
hybrid structure around the middle region is also witnessed. As
shown in Figure 8f, the top and bottom layers of GNHS-
1.5%N1.5%B fracture simultaneously around the two
connecting CNTs. In all investigated cases, the self-adhesive
behavior between the dangling layers and the bulked configur-
ation of the structure is observed after failure. It is necessary to
point out that, the boundary condition applied in this work is
non-periodic. According to the results presented in Figure 4,
Figure 6 and Figure 8, the location of the fracture region is quite
random during the simulation. According to previous work on
metal nanowires [35] the location of necking is highly related to
the strain rate, which could be predicted by the longitudinal
wave propagation equation. However, the difference to a

—

) D S G S S

(a) Failure zone

(e) Failure zone

TE o g——
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Inclined CNTs

(g) Buckled
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Figure 8: Atomic configurations of GNHS-0.75%N0.75%B at the strain of: (a) 0.097; (b) 0.101 (c) 0.102; (d) 0.115. Atomic configurations of GNHS-

1.5%N1.5%B at the strain of: (e) 0.097; (f) 0.101; (g) 0.102; (h) 0.103.
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nanowire is that the hybrid structure is intrinsically inhomoge-
neous. Such an inhomogeneity is believed to introduce a local
concentration of stress around the connecting regions, and thus
could lead to the phenomenon that the fracture always starts

around one of these connecting areas.

Before concluding, we compare the yield strains and Young’s
moduli of all studied cases. Figure 9a shows the yield strain as a
function of the concentration of the dopant. Clearly, the exis-
tence of different dopants reduces YS. However, the there is no
strong correlation between the concentration of the dopant and
the reduction of YS. For all types of dopants, the reduction is
found to fluctuate around 10% (Figure 9a). In most of the
circumstances, the hybrid structures with dopants exhibit low
Young’s moduli. However, for GNHS-0.5%N and GNHS-
3.5%N, the Young’s modulus is even higher than that
of the pristine GNHS, which are 0.292 TPa and 0.295 TPa, res-
pectively. Figure 9b shows that increase of boron doping results
in a sharp reduction of the Young’s modulus, while the

other considered cases exhibit Young’s moduli around

0.29 TPa.

Conclusion

Basing on the large-scale MD simulation, the tensile properties
of a graphene—carbon nanotube hybrid structure with different
dopants have been investigated. It is found that with the pres-
ence of dopants, the hybrid structures usually exhibit a lower
yielding strength, Young’s modulus, and earlier yielding when
compared to a pristine hybrid structure. Young’s modulus and
yielding strength are not reduced when the concentration of
dopants increases further. For all considered samples, the failure
is found to initiate in the region where the nanotubes and
graphene sheets are connected. After failure, monatomic chains
are normally observed around the failure region. The dangling
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graphene layers are found to adhere to each other through van
der Waals interactions with a distance of around 3.4 A. This
study provides a fundamental understanding of the tensile prop-
erties of the doped graphene—nanotube hybrid structures, which
will benefit the design and also the applications of graphene-
based hybrid materials.
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Carbon nanofibers (CNFs) were prepared by combining electrospinning with a high-temperature carbonization technique. And a

polyphenol biosensor was fabricated by blending the obtained CNFs with laccase and Nafion. Raman spectroscopy, Fourier trans-

form infrared spectroscopy (FTIR) and field emission scanning electron microscope (FE-SEM) were, respectively, employed to

investigate the structures and morphologies of the CNFs and of the mixtures. Cyclic voltammetry and chronoamperometry were

employed to study the electrocatalysis of the catechol biosensor. The results indicated that the sensitivity of the biosensor was

41 pA-mM" !, the detection limit was 0.63 pM, the linear range was 1—1310 pM and the response time was within 2 seconds, which

excelled most other laccase-based biosensor reported. Furthermore, the biosensor showed good repeatability, reproducibility,

stability and tolerance to interferences. This novel biosensor also demonstrated its promising application in detecting catechol in

real water samples.

Introduction

Nowadays, carbon nanomaterials attract a great deal of atten-
tion due to their high surface area, excellent electronic conduc-
tion and biocompatibility. Among these, mesoporous carbon
[1-8], activated or porous carbon nanofibers [9-19] have been
widely studied. Notably, the carbon nanofibers (CNFs) possess
a history of more than a century, the carbon filaments discov-
ered in 1889 may be the earliest CNFs [20]. After more than a

century of development, various methods used for CNFs
preparation are established, such as arc-discharge [21], laser
ablation [22], chemical vapor deposition (CVD) methods [23].
Electrospinning, which is known as a facile and convenient
process, can produce nanofibers or microfibers with different
diameters while using a variety of polymers. The carbonization

of electrospun polyacrylonitrile nanofibers can be employed to
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fabricate CNFs [24]. Lin et al. reported that an electrospun-
CNF-modified carbon-paste electrode (CNF—CPE) could be
used for the mediatorless detection of NADH [25]. Electrodes
modified with Pd/CNFs showed excellent electrocatalytic activ-
ities towards dopamine (DA), uric acid (UA) and ascorbic acid
(AA) [26]. NiCF-paste (NiCFP) electrodes displayed excellent
electrocatalytic capacity for the oxidation of glucose [27].
These works indicate that electrospun CNFs (ECNFs) harbor
excellent electrocatalytic properties. However, it is rarely
reported that ECNFs were utilized directly in the design of
enzyme-based biosensors.

Phenolic compounds, which widely occur in processes of agri-
culture and industry, often cause severe health problems in
human beings and animals [28]. So it is important to develop
fast and effective methods to detect phenolic compounds.
Laccase (benzendiol:oxygen oxidoreductases; EC 1.10.3.2), a
multicopper oxidase widely distributed in plant and fungal
species, can reduce oxygen directly to water through a
four-electron transfer step, and this chemical reaction does
not produce hydrogen peroxide (H,O,) [29]. Based on this,
laccase has been utilized to fabricate a variety of biosensors,
including biosensors for phenolic compounds [30]. Nafion, a
linear perfluorosulfonate polymer possesses good cation-
exchange properties, biocompatibility and film-forming prop-
erties and has been widely applied in the fields of fuel cells and
sensors [31,32].

In the present work, we prepared ECNFs by carbonizing elec-
trospun PAN nanofibers, and a novel catechol biosensor was
fabricated through dropping a mixture solution made of ECNFs,
laccase and Nafion on a processed glass-like-carbon electrode
(GCE). Our results showed that the Laccase—Nafion—ECNFs
sensor exhibited a noticeable eletrocatalytic ability towards
catechol, and had a linear response range from 1 uM to
1310 uM with a detection limit of 0.63 uM, which all excelled

Beilstein J. Nanotechnol. 2014, 5, 346-354.

most other laccase-based biosensors [33-36]. The biosensor was
successfully applied in the detection of catechol in real water
samples.

Results and Discussion

Morphology analysis

The SEM images of ECNFs and laccase—Nafion—-ECNFs/GCE
are shown in Figure 1. As can be seen from Figure la, the
randomly distributed ECNFs formed a fibrous web with an
average fiber diameter of about 200 nm. The insert displays the
diameter distribution of the ECNFs, which ranges from 50 to
380 nm and mainly focuses on 100 to 200 nm. Notably,
many ECNFs were broken up into short fibers because
the thermal treatment process enabled the fibers to become
fragile. Figure 1b exhibits the surface morphology of the
laccase—Nafion—ECNFs/GCE. It can be clearly seen that most
of the short fibers were embedded into the laccase. Here, the
short fibers may play a role of connecting the active center of
laccase and the surface of GCE, which may be favorable for the
electron transfer.

Structure and component analysis

The obtained ECNFs were, respectively, investigated by Raman
and FTIR spectroscopy (Figure 2a and Figure 2b). As shown in
Figure 2a, there are two characteristic peaks appearing at about
1330 and 1590 cm™!, which were related to the D-band and the
G-band, respectively. The D-band was attributed to the defec-
tive carbon structure of the ECNFs, and the G-band could be
ascribed to the in-plane carbon—carbon stretching vibrations of
graphite layers [37]. This demonstrated that the ECNFs
possessed polycrystalline structures and massive disordered and
defected graphite layers. FTIR was employed to further study
the functional groups on the surfaces of the ECNFs (Figure 2b).
It is manifest that two distinct absorbance peaks, respectively,
appeared at around 1710 and 1450 cm™!. And the two absor-
bance peaks were ascribed to the stretching vibration of the

Figure 1: SEM images of the ECNFs (a) and the suface of laccase—Nafion~-ECNFs/GCE (b). Insert: the diameter distribution diagram of the ECNFs.
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Figure 2: Raman spectrum (a) and FTIR spectrum (b) of the ECNFs.

C=0 bond of carboxyl [38] and the O-H bond [39].
This proved that there were numerous carboxyl groups on
the surfaces of the ECNFs which were expected to improve
the electrocatalytic properties and biocompatibility of the
ECNFs [40].

The three solutions, containing laccase, laccase—Nafion, and
laccase—Nafion—ECNFs, respectively, were stored in refriger-
ator at 4 °C for two weeks and a certain amount of the three
solutions was dropped onto a glass slide. Three thin films could
be obtained after drying the solutions at room temperature.
Figure 3 shows the FTIR spectra of the three dried thin films.
The characteristic peak at approximately 1670 cm™! could be
attributed to the FTIR spectrum of the amide-I band of native
laccase [41]. Similarly, some other bands, e.g., at 1066 and
1403 cm™!, which can also be ascribed to laccase, were
observed in the three FTIR spectra of Figure 3a—c [41]. It can
be clearly seen that the FTIR spectra of laccase—Nafion
(Figure 3b) and laccase—Nafion—-ECNFs (Figure 3c) solutions
were similar with the one of pure laccase solution (Figure 3a),
suggesting that laccase in the Nafion and the Nafion—-ECNFs
mixture both kept its activity and the ECNFs demonstrated their
good biocompatibility with laccase. In addition, the laccase
activity was also studied. The pristine laccase possessed an
enzyme activity of 11.2 U/mg while this value decreased to 10.1
and 10.7 U/mg after the laccase was immobilized in the Nafion
and Nafion—ECNFs, respectively. This also confirmed the good
biocompatibility of Nafion and ECNFs and showed that the
immobilization process had little influence on the activity of
laccase.

Direct electrochemistry and electrocatalysis
of the laccase—Nafion—ECNFs/GCE

Figure 4 presents the cyclic voltammograms of the
laccase—Nafion—-ECNFs/GCE in acetate buffer (pH 4.0) with

3500 3000 2500 2000 1500 1000
Wavenumber / cm’™'

4000 500

Transmittance / %

T T T T T
3000 2500 2000 1500 1000

T
3500

4000 500

Wavenumber / cm”!

Figure 3: FTIR spectra of laccase (a), laccase—Nafion (b), and
laccase—Nafion—ECNFs (c) thin films, respectively.

scan rates from 0.05 to 0.3 V-s™!. It can be clearly seen that a
pair of stable and well-defined quasi-reversible anodic and
cathodic peaks occur, which can be attributed to the direct elec-
tron transfer between the laccase and the GCE. Besides, the
anodic peak currents were larger than the peak cathodic
currents, indicating a quasi-reversible electrochemical reaction
process. Simultaneously, both of the currents increased with the
rise of scan rates, the redox peak potentials shifted slightly with
an increase in the distance between anodic peak and cathodic
peak. As can be seen from the inset of Figure 4, the currents
corresponding to redox peaks grew linearly with the scan
rates from 0.05 to 0.3 V-s~!. This indicated that the electron
transfer occurred easily between the laccase—Nafion—-ECNFs
composite and the surface of the GC electrode and that
the electrochemical activity of the whole process is surface-
controlled.
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Figure 4: Cyclic voltammograms of the laccase—Nafion—-ECNFs/GCE in acetate buffer (pH 4.0) with different scan rates (V-s~"): (a) 0.05; (b) 0.1;
(c) 0.15; (d) 0.2; (e) 0.25; (f) 0.3. Inset: Calibration plot of anodic and cathodic peak currents vs scan rates.

Optimization of the enzyme electrodes

Figure 5 shows the cyclic voltammograms of different enzyme
electrodes toward 300 uM catechol in 0.2 M acetate buffer
(pH 4.0). Compared with the peak current values of laccase/
GCE (Figure 5b), those of the laccase-Nafion/GCE (Figure 5a)
were smaller, which could be attributed to that Nafion impeded
the transfer of electrons, to some extent. It is noticeable that the
peak current values of the laccase—Nafion—-ECNFs/GCE
(Figure 5c) are larger than those of the laccase/GCE and the

c
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Figure 5: Cyclic voltammograms of of laccase—-Nafion/GCE (a),
laccase/GCE (b), laccase-Nafion—ECNFs/GCE (c) toward 300 ypM
catechol in 0.2 M acetate buffer (pH 4.0).

separation of peak potentials apparently decreased. This fully
demonstrated that the ECNFs enhanced the conductivity of the
composite and led to a faster electron transfer. The reaction
mechanism is illustrated in Figure 6. First, the catechol on
contact with the Lac was oxidized to 1,2-benzoquinone in the
presence of molecular oxygen. Subsequently, the 1,2-benzo-
quinone was reduced electrochemically at the surface of the
GCE.

GCE

2¢ -
(1,2-benzoquinone)

Figure 6: Schematic representation of laccase-catalyzed oxidation of
catechol with its subsequent electrochemical reduction on the GCE.

To acquire the optimal amperometric response, the effects of
the pH value of the solution and of the applied potential on the
current values were, respectively, investigated. As shown in
Figure 7a, the current value reached the peak at pH 5.5,
and then showed a dramatic decrease, which agreed with a
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Figure 7: Influences of solution pH (at 0.4 V) (a) and applied potential (pH 5.5) (b) on the steady-state current response of 200 uM catechol in 0.2 M

acetate buffer.

previous report [34]. Figure 7b presents the influences of
different applied potentials on the amperometric responses. It
can be clearly seen that the maximum current value came at
0.4 V. So the applied potential was set at 0.4 V in the following

experiments.

Amperometric response of the biosensor

The steady-state amperometric responses of the
laccase—Nafion—-ECNFs/GCE to different concentrations of
catechol were determined by the successive addition of different
volumes of 2 mM and 20 mM catechol into 20 mL acetate
buffer (pH 5.5). It can be seen from Figure 8b that with the
successive addition of catechol, the steady-state current values
gradually increased. Figure 8a displays the magnified image of
Figure 8b before 400 s, the first current step happened when
adding 20 nM catechol into the acetate buffer. The insert in
Figure 8a shows the rapid response of the biosensor toward
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tls

catechol (attaining 95% of the value of the steady current within
2 s, which is shorter than in a previous report [35]). This sensi-
tive response may be caused by the prompt diffusion of the
analytes into the porous composite. The insert in Figure 8b
shows the linear calibration curve of the current response on the
catechol concentration. It can be seen that the response current
increased with the increase in catechol concentration. The linear
range was 1-1310 uM (R = 0.998, n = 19), which was much
wider than for the biosensor based on CNTs and laccase [33].
And the sensitivity was 41 pA-mM™, the detection limit was as
low as 0.63 uM (S/N = 3). The apparent Michaelis—Menten
constant (Kf}fp ) was estimated to be 50.64 pM according to the
electrochemical version of the Lineweaver—Burk equation [42].
Table 1 compares several laccase-based biosensors. It can be
seen that the laccase—Nafion—-ECNFs/GCE exhibits a quite
outstanding analytical performance and this new sensor could

be useful in the detection of catechol.
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Figure 8: Typical steady-state current response of the laccase—Nafion—-ECNFs/GCE on the successive addition of catechol solutions with different
concentrations and volumes into 0.2 M acetate buffer (pH 5.5). Inset: A magnification of the third addition of catechol (a); The linear calibration curve

of the current response on the catechol concentration (b).
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Table 1: Performance comparison of different laccase modified electrodes.

Beilstein J. Nanotechnol. 2014, 5, 346-354.

electrode description detection limit (uM) linear range (UM) sensitivity? (WA-mM™1) reference
laccase/CNTs—CS/GCE 0.66 1.2-30 - [33]
Lac/AP-rGOs/Chit/GCE 7 15-700 15.79 [34]
MB-MCM-41/PVA/lac 0.331 4-87.98 - [35]
Cu-OMC/Lac/CS/Au 0.67 0.67-13.8 104 [36]

laccase—Nafion—ECNFs/GCE 0.63 1-1310 41 this work

@The dash indicates no reported value.

Interferences and biosensor stability

Catechol and some other phenolic compounds, including cate-
chin, epicatechin, gallic acid, guaiacol, phenol and amino-
phenol, were used to determinate the selectivity of the biosensor
(Figure 9). The biosensor showed excellent selectivity for cate-
chol (set to 100%) and exhibited almost no response to other
phenolic compounds.
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Figure 9: Relative responses of the laccase—Nafion—ECNFs/GCE for
different phenolic compounds (catechol, catechin, epicatechin, gallic
acid, guaiacol, phenol and aminophenol; 100 uM in 0.2 M acetate
buffer (pH 5.5), respectively).

The biosensor showed good repeatability, reproducibility and
stability. The biosensor was used to measure successively for
10 times in a certain concentration of catechol solution, and the
relative standard deviation (RSD) of the response current value
was within 2.0%, which indicating the biosensor possessed
good repeatability. Besides, we prepared five biosensors under
the same conditions, and the RSD of the response current values
of five modified electrodes was 3.5%, which indicates that the
biosensor had acceptable reproducibility. Figure 10 shows the
storage stability of the laccase—Nafion—-ECNFs/GCE in 0.2 M
air-saturated acetate buffer (pH 4.0) at 4 °C. It is manifest that

over a storage period of one month, the current response only
decreases slightly. Even after 30 days, the current response
retained 96.3% of the initial value, which indicated that the
laccase preserved its activity well in the mixture of Nafion and
ECNFs and that the biosensor possessed good stability.
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Figure 10: Storage stability of the laccase—Nafion—ECNFs/GCE in
0.2 M acetate buffer (pH 4.0) at 4 °C.

Application to water samples

To demonstrate the practical application of the catechol sensor,
the response of the sensor in water samples was investigated.
As shown in Table 2, based on the equation of calibration
curve, [ = 0.041¢ + 0.668 (/ in pA, ¢ in uM), the corresponding
amount of catechol could be calculated. The recoveries looked
satisfactory, confirming that the biosensor can realize its prac-
tical application in detecting phenols in real samples.

Conclusion

Carbon nanofibers with excellent electrochemical properties
and biocompatibility were fabricated by electrospinning and
high temperature carbonization techniques. And the ECNFs
were employed to design a novel laccase-based biosensor,
which displayed outstanding sensitivity to catechol with a wide

linear range, a low detection limit and a fast response. Further-
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Table 2: Recovery experiment of detection of catechol in real water
samples.

sample Cadded Cfound recovery RSD
(uM) (uM) (%) (%)
tap water 100 101.7 101.7 1.6
99.2 99.2
99.7 99.7
98.6 98.6
97.3 97.3
Taihu Lake water 100 103.4 103.4 3.5
102.1 102.1
96.1 96.1
97.2 97.2
96.5 96.5

more, the biosensor also displayed good repeatability, repro-
ducibility and stability, and was successfully applied in
detecting catechol in real samples.

Experimental

Materials

Laccase, Nafion and 2,2’-azinobis(3-ethylbenzothiazole-6-
sulfonic acid) (ABTS) were purchased from Sigma-Aldrich.
Other chemical reagents were obtained from Sinopharm Group
Chemical Reagent Co., Ltd. (Shanghai, China). All reagents
were analytical grade and used without further purification. All
aqueous solutions were prepared with Milli-Q purified water
(>18.0 MQ-cm). The acetate buffer system (containing
0.2 M HAC-NaAC) was selected as buffer solution.

Apparatus

A Hitachi S-4800 field-emission scanning electron microscope
(FE-SEM) was used to examine the surface morphologies of the
ECNFs and the laccase—Nafion—-ECNFs/GCE. The Raman spec-
trum analysis was carried out at room temperature using a
3D Nanometer Scale Raman PL Microspectrometer (Tokyo
Instruments, Inc., with a 785 nm He—Ne laser). Fourier trans-
form infrared (FTIR) spectra were recorded in the range of
500-4000 cm ™! on a Nicolet iS10 FTIR spectrometer (Thermo
Fisher Scientific). Electrochemical experiments were carried out
at room temperature by using a CHI 660D electrochemical
workstation (CH Instruments, Inc., Austin, USA). A UV spec-
trophotometer (UNNICO Instruments Co., Ltd., Shanghai) was
used to calculate the activity of laccase.

Preparation of ECNFs

The ECNFs were prepared by the following steps. Firstly, the
electrospinning solution was prepared by dissolving 10 wt %
polyacrylonitrile (PAN) powders in DMF with magnetic stir-
ring for 8 h. Secondly, the prepared solution was added into a

Beilstein J. Nanotechnol. 2014, 5, 346-354.

syringe for electrospinning. The experimental parameters were
set to a voltage of 15 kV, a working distance of 15 cm, and a
flow rate of 0.5 mL/h respectively. Lastly, a high temperature
furnace was employed to stabilize and carbonize the PAN
nanofibers. The whole process was conducted in N, atmos-
phere and could be divided into two phases: (1) Heating up to
300 °C at a rate of 2 °C-min~! and keeping this temperature for
2 h. This process was for stabilizing the shape of nanofibers. (2)
Heating up to 1000 °C at a rate of 5 °C'min”! to carbonize the
nanofibers, keeping the highest temperature for 2 h, and then

cooling down to room temperature.

Preparation of the modified electrodes

Considering the current response and the stability of modified
electrode, in control experiments, the concentrations and mass
ratio of Nafion, ECNFs and laccase were optimized. Ultimately,
the biosensor was fabricated by using a mixture containing
1.5 wt % Nafion, 0.4 mg'mL~! ECNFs and 3 mg:'mL™! laccase.

A typical procedure for the preparation of the
laccase—Nafion—-ECNFs/GCE is as follows: First, with the help
of ultrasonication and stirring, 4 mg ECNFs is added into
10 mL acetate buffer (pH 4.0) to obtain ECNFs suspension.
Next, a mixture containing a certain volume of Nafion (5 wt %),
ECNFs suspension and the appropriate mass of laccase was
kept stirring for 1 h. Finally, the laccase—Nafion—-ECNFs/GCE
was prepared by dropping 10 pL of the mixture onto the surface
of a freshly polished glass carbon electrode. The glass carbon
electrode was processed as follows: Firstly, it was polished with
alumina. Following that, it was rinsed by water and ultrasoni-
cated in ethanol and water. Finally, it was dried under a
nitrogen atmosphere. The dried laccase—Nafion—-ECNFs/GCE
was kept in storage at 4 °C.

Meanwhile, laccase—Nafion/GCE and laccase/GCE were
prepared to compare with the laccase—Nafion—-ECNFs/GCE.
The laccase/GCE was prepared by using a solution containing
3 mg'mL™! laccase and the laccase-Nafion/GCE was prepared
by using a solution containing 1.5 wt % Nafion and 3 mg-mL™!
laccase. Herein, the mass of laccase in different electrodes
should be kept equal. In addition, all the electrodes were dipped
into acetate buffer (pH 4.0) for 30 min to remove the unstable
compounds before electrochemical measurements.

Determination of the activity of free and

immobilized laccase

To investigate the effect of the immobilization process on the
laccase activity we, respectively, studied the free and immobi-
lized laccase activity according to the reported method [43].
The activity of laccase was determined by the UV spectropho-
tometer at 420 nm using ABTS as the substrate. One unit of
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laccase activity was defined as the amount of laccase to catalyse
1 uM of ABTS per minute.

Preparation of water samples

To start with, a microporous membrane was used to filter the
prepared water samples (tap water from our lab and water from
Taihu Lake). Next, the filtered water samples were added into
0.2 M (pH 5.5) acetate buffer to dilute them (double dilution).
Afterward, the diluted water samples were added into 20 mL of
0.2 M air-saturated acetate buffer (pH 5.5). Finally, an ampero-
metric detection (repeated five times) based on the
laccase—Nafion—-ECNFs/GCE at 0.4 V was conducted after
adding 100 pM catechol into the solutions.
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Recently, the capture and storage of CO, have attracted research interest as a strategy to reduce the global emissions of greenhouse

gases. It is crucial to find suitable materials to achieve an efficient CO, capture. Here we report our study of CO, adsorption on

boron-doped Cg fullerene in the neutral state and in the 1e -charged state. We use first principle density functional calculations to

simulate the CO; adsorption. The results show that CO, can form weak interactions with the BCsg cage in its neutral state and the

interactions can be enhanced significantly by introducing an extra electron to the system.

Introduction

The continuous dependence on fossil fuel combustion for the
generation of energy has dramatically increased the atmos-
pheric CO, concentrations over the last century. Despite
concerns for global climatic changes and many attempts to
sustainably generate energy, fossil fuel combustion continues to
be the main source of electricity while releasing 13 Gt of CO,
[1] to the atmosphere each year. Therefore CO, capture and
storage (CCS) technology is a promising solution to reduce
atmospheric CO, emissions [2]. Solvent absorption that is based
on amines is the most common technology for the capture of
CO,. However this method is criticized for its very high energy

consumption and operational limitations such as corrosion, slow

uptake rates, foaming and large equipment. Hence there is a
huge interest in solid adsorbent materials for CCS [3-6]. In past
few years metal organic frameworks (MOFs) have emerged as
solid CO, adsorbent materials due to their tuneable chemical
and physical properties.

Particularly, there is growing interest for metal free carbon-
based nanomaterials for gas adsorption. Carbon-based nanoma-
terials such as fullerene, carbon nanotubes and graphene offer
excellent thermal and chemical stability as CO, adsorbents
[7,8]. Heterofullerenes are fullerene structures in which one or

more cage carbon atoms are substituted by heteroatoms [9]. In
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addition to the properties mentioned above, which are inherent
to carbon-based nanomaterials, heterofullerenes also offer
excellent tuneable chemical and physical properties [10]. Gas
adsorption on heterofullerenes is an appealing subject. B. Gao
et al. [11] studied CO, adsorption on calcium decorated Cg
fullerene and F. Gao et al. [12] studied O, adsorption on
nitrogen-doped fullerene.

Boron-doped Cg( fullerenes are one of the most structurally
stable heterofullerenes [9]. Guo et al. synthesized B-doped Cg
fullerenes for the first time, in microscopic amounts by laser
vaporisation [13]. Zou et al. [14] demonstrated the synthesis of
B-doped Cg fullerene by using radio frequency plasma-assisted
vapour deposition. Recently Dunk et al. [15] introduced a
method to produce BCsg directly from exposing Cg fullerene
to boron vapour. Wang et al. [16] stated that substituting a
single C atom of the Cg fullerene with a B atom does not cause
a significant distortion in the cage structure. The net change in
the dihedral angle due to the doping is only 1.6% and Kurita et
al. [17] predicted that due to the similarity between the C-B
bond and the C—C bond, the changes in the bond lengths are
less than 5%. Therefore the BCsg fullerene has a similar struc-
tural and thermal stability as Cg( fullerene. Despite the
numerous study results, which confirm the structural stability of
B-doped Cgg fullerene, very little studies have been done on
applications of B-doped fullerene. Here, for the first time we
report a study about the CO; adsorption on B-doped Cyg
fullerene, in which a single C atom is replaced with a B atom.

Sun et al. [8] predicted an enhanced CO, adsorption on le -
and 2e -charged boron nitride sheets and nanotubes, which
show very little chemical affinity towards CO, in their neutral
state. Also Sun et al. [18] showed that chemical interactions
between boron—carbon nanotubes (B,CNT) and CO; can be
enhanced by introducing extra electrons to the system. The
enhanced interaction of CO, with adsorbent materials by elec-
tron injection has been further proved by Jiao et al. [19]. There-
fore, we will investigate the CO, adsorption on BCsg fullerene
in both the neutral and the 1e™-charged states.

Computational Details

First-principles density functional theory (DFT) calculations
were carried out to study CO, adsorption on the BCsg cage. The
BCsg structure was fully optimized in the given symmetry. The
calculations were carried out at B3LYP [20-22] level of theory
while using the split valance polarized basis set 6-31G(d).
B97d [23,24] with the same basis set was used for calculations
when non-covalent interactions are predominant. The CO,
adsorption on BCsg was studied in the neutral state and in the
le -charged state. The electron distribution and transfer were

analysed with Mulliken population analysis method [25].
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The adsorption energies were calculated using the following

equation.
Eadgs = E£co, BCs, —(E13059 +Eco, ) ; (1

where E,45 is the adsorption energy, ECOZBCS(, is the total
energy of the BCs9 cage with a CO, molecule adsorbed and
EBC59 and ECOZ are the energies of the isolated BCs9 cage and
CO;, molecule, respectively. For a favourable adsorption the
calculated adsorption energy should have a negative value. To
provide more accurate results for the chemisorption energy the
counterpoise corrected energy [26,27] was also calculated.

The transition state was located by using the synchronous
transit-guided quasi-Newton (STQN) method [28,29], which
was then fully optimized by using the Berny algorithm at the
B3LYP/6-31G(d) level. The optimized transition structure was
used for IRC calculations at the same level of theory [30,31].
All calculations were carried out by using the Gaussian 09
package [32]. The GaussView 5 package [33] was used to visu-
alize the optimized molecular structures, molecular orbitals and
charge distributions.

Results and Discussion

The substitution of a C atom in the Cg fullerene by a B atom
causes a charge transfer between C and B atoms, which results
in an unbalanced charge distribution in the fullerene cage. The
unbalanced charge distribution forms B—C complex sites for the
adsorption of CO, (Figure 1). Here we considered two possible
sites for the CO, adsorption: the B—C atomic site between two
hexagonal rings (HH B—C site) and two identical B—C sites
between a hexagonal ring and pentagonal ring (HP B—C site).

Adsorption of CO» on uncharged BCsg

fullerenes

According to our simulation results, the CO, molecules can
only form weak interactions with BCs9 cage in its neutral
state. The physisorption energy is a weak —2.04 kcal/mol
(—4.1 kcal/mol for B97D/6-31G(d) calculations) and the weak
interactions are mainly van der Waals interactions between the
CO; molecule and the adsorbent. The CO, physisorbed con-
figuration is shown in Figure 2. The CO, molecule sits parallel
to the boron—carbon plane of the BCsg fullerene cage. The B---O
and C-+O bond distances are 3.25 A and 3.71 A, respectively.
The CO, molecule undergoes very slight structural changes
upon physisorption on the uncharged BCsg fullerene cage. The
O-C-0 angle is slightly bent to 179.7° and the changes to the
C=0 bond lengths are negligibly small. The doped fullerene
cage hardly undergoes any structural change. The charge

transfer between CO; and BCsg is only 0.008e.
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Figure 1: Sites for CO, adsorption on BCsg. The B and C atoms of HH
B-C and HP B-C sites are represented as ‘ball and bond’-type and the
rest of the atoms are represented as ‘wireframes’. Atom colour code:
grey, carbon; pink, boron.

Figure 2: Configuration of physisorbed CO, on neutral BC59. Atom
colour code: grey, carbon; pink, boron; red, oxygen.

Effects of charges on the structure

Kim et al. [34] predicted that C59B™ should be a stable entity
because of the isoelectronic configuration with Cg(. This claim
is further validated by experimental observations by Dunk et al.
[15]. The Mulliken charge analysis and the electron density
distributions of the lowest unoccupied molecular orbitals

Beilstein J. Nanotechnol. 2014, 5, 413—418.

(LUMO) are adopted to assess the influence of changing the
charge state of BCsg. Figure 3 shows that the LUMO of the
neutral BCsg is noticeably concentrated on the B atom and the
neighbouring C atoms. Furthermore experimental results of Guo
et al. [13] showed that boron doping creates an electron deffi-
cient site at the B atom. This suggests that an additional elec-
tron added to the system will be accepted by the B atom. This
hypothesis is consistent with theoretical predictions of Kurita et
al. [17] and Xie et al. [35], who stated that the doped B atom in
Cgp fullerene acts as an electron acceptor. The comparison of
the Mulliken population analysis of the neutral and the le -state
of BCs9 proves that the negative charge introduced to the
system is essentially accepted by the B atom. The Mulliken
atomic charge of the B atom in the BCsg structure in the neutral
state has changed from 0.138 to 0.012 upon the introduction of
the negative charge, while as shown in Figure 4 the charges on
the C atoms are not changed significantly.

Figure 3: LUMO of neutral BCsg. The orbitals are drawn at an isosur-
face value of 0.02. The colours of the orbitals: red, positive wave func-
tion; green, negative wave function. Atom colour code: pink, boron;
grey, carbon.

CO; adsorption on BCsg fullerene in the 1e™-

state

Next we studied the CO, adsorption on a le -charged BCsg
cage. The results confirm that the negatively charged BCsg
fullerene exhibits a stronger interaction with CO,. Unlike the
neutral BCsg, for which the interaction with CO, molecule was
only physical, here the charged BCsg forms a substantial chem-
ical interaction with CO, causing the molecule to undergo
significant structural deformations. A stable CO, adsorption is
observed at the HH B—C site. The chemisorption energy of
—15.41 kcal/mol (—64.48 kJ/mol) (—13.48 kcal/mol with BSSE
correction) agrees well with the ideal range of chemisorption
energy (40-80 kJ/mol) for a good CO, adsorbent [36].
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0.138

—0.138

Figure 4: Mulliken charge distribution of (a) neutral BCsg and (b) 1€™-BCsg. The atoms are shaded based on the charge distribution on each atom.
The comparison suggests that the most notable charge transfer is on the B atom.

The CO, molecule undergoes considerable distortion upon
chemically adsorbing on the le -charged BCsg fullerene. A
C=0 bond of the CO, molecule is broken when one oxygen
atom forms a bond with the boron atom (which will be referred
as O, in the following discussion and the other oxygen atom as
Oy,) and the C atom of the CO, molecule forms a bond with the
C atom on the HH B-C site of the cage structure. The linear
0O-C-0 bond of CO; is bent to 128.0° in the adsorbed form.
The C=0y, bond which is originally 1.169 A (experimentally
1.162 A [37]) is elongated to 1.208 A, while the length of the
C-0, bond is expanded to 1.336 A.The adsorption site of the
BCjg fullerene also undergoes considerable stretching. The HH
B—C site is protruded outwards by about 0.05 A. The B—C bond
of the HH B—C site has stretched from 1.496 to 1.672 A. The
Mulliken population analysis shows that a charge transfer of
0.42 has occurred from the BCsg fullerene to the CO, molecule.

(b)
219A )

Comparison of the charge distribution on BCs9~ before
(Figure 4b) and after (Figure 5¢) CO, adsorption, confirms that

the injected electron is occupied by the CO, molecule.

The higher adsorption energy and the significant distortions in
the structure confirm a stronger interaction between CO, mole-
cule and negatively charged BCsg than its neutral state. These
interactions can be explained due to the Lewis acidity of CO»,,
which prefers to accept electrons [18]. On the other hand the B
atom of the BCs9 becomes less positively charged upon the
addition of an extra electron. Therefore it becomes more likely
to donate electrons to the CO, molecule leading to stronger
interactions between the two molecules.

Figure 6 shows the minimum energy pathway for the adsorp-

tion from the physisorbed state to the chemisorbed configur-

147.1°

)1) 2.07 A

Figure 5: (a) CO, chemisorption and (b) transition structure for CO, chemisorption on 1e™-charged BCsg. Atom colour code: grey, carbon; pink,

boron; red, oxygen. (c) Charge distribution after CO, chemisorption.
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ation. We performed frequency calculations on the optimized
transition structure, which confirms that it is a first order saddle
point and hence an actual transition structure. From this figure,
the activation barrier for the chemisorption is estimated to be
13.25 kecal/mol (55.43 kJ/mol). The low barrier of the reaction
indicates that the reaction is energetically favourable.

Total Energy along IRC

TS
1ol / \ ‘
5t / 1
// ~
/ ~_

—_ Physisorption|

5 / |

-15¢ / 1
Chemisorption ) ) )
-5 0 5 10 15
Intrinsic Reaction Coordinate

Total Energy (kcal/mol)

Figure 6: Intrinsic reaction pathway for CO, chemisorption on
1e™-charged BCsg from the physisorbed configuration. The total
energy = 0 point corresponds to the total energy of Ecoz + Egcsg ™.

For the desorption step, the removal of the added charge will
decrease the stability of the bond between CO, and the doped
fullerene. The thermodynamic analysis of the reaction shows
that the CO, chemisorption is spontaneous only for tempera-
tures less than 350 K. Therefore we suggest a method of manip-
ulating the charge state and the temperature of the system for
adsorbent recycling. Charging the system can be achieved by
electrochemical methods, electrospray, and electron beam or
gate voltage control methods [8].

Conclusion

By using DFT calculations we have studied the adsorption
mechanisms of CO; on a Cg fullerene cage, in which a single
C atom is substituted by a B atom. Our calculation results show
that the BCsg cage, in its neutral state, shows a low chemical
interaction with CO;, molecule, which only physisorbs with
E,4s = —2.04 kcal/mol. However CO, adsorption on the BCsg
can be significantly enhanced by injecting negative charges into
the structure. The CO, molecule chemisorbs on the 1e -charged
BCs9 with E,qs = —15.41 kcal/mol. This study suggests that we
can conclude le -charged BCsg cage structure is a promising
CO, adsorbent.
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Abstract

The present work demonstrates a systematic approach for the synthesis of pure kesterite-phase CupyZnSnS,4 (CZTS) nanocrystals
with a uniform size distribution by a one-step, thioglycolic acid (TGA)-assisted hydrothermal route. The formation mechanism and
the role of TGA in the formation of CZTS compound were thoroughly studied. It has been found that TGA interacted with Cu* to
form Cu" at the initial reaction stage and controlled the crystal-growth of CZTS nanocrystals during the hydrothermal reaction. The
consequence of the reduction of Cu?" to Cu" led to the formation Cu,_,S nuclei, which acted as the crystal framework for the
formation of CZTS compound. CZTS was formed by the diffusion of Zn2" and Sn*" cations to the lattice of Cuy_S during the
hydrothermal reaction. The as-synthesized CZTS nanocrystals exhibited strong light absorption over the range of wavelength
beyond 1000 nm. The band gap of the material was determined to be 1.51 eV, which is optimal for application in photoelectric
energy conversion device.

Introduction

The development of new semiconductor light absorbing ma-
terials for applications in photovoltaic technologies is driven by
the necessity to overcome the key issues in the current PV tech-
nologies: the high production cost of silicon wafer used in the
first generation solar cells and the limited availability of raw
materials such as tellurium and indium used in CdTe and
Cu(Ga, In)Se; (CIGS) based thin film solar cells, which has

raised significant concerns over their production scale [1]. In
the process of developing new PV materials that do not have
the above problems, the compound CuyZnSnSy (CZTS) is
emerging as a promising new sustainable light absorbing ma-
terial for PV technologies. As a direct band p-type semicon-
ductor material, CZTS has a theoretical band gap of 1.5 eV and
has high light absorption coefficient (>10* cm™!) in the range of
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visible and near infrared irradiation of solar spectrum [2-4].
Shockley—Queisser balanced calculations have predicted that
the theoretical efficiency of PVs using light absorbers like
CZTS is 32% [5].

It has been proposed that high-efficiency and low-cost photo-
voltaic devices can be made from CZTS nanocrystals [6,7].
This is due to the fact that thin film light absorber layers with
controlled thickness can be made from a slurry containing the
nanocrystals by a cost-effective method such as doctor blading,
spin coating and screen printing which can be scaled-up easily.
The recently reported thin film solar cells based on
CuyZnSn(S,Se)4 demonstrated a power conversion efficiency of
11.1%, which has approached the benchmark for large scale
production [8]. This great achievement shows the bright future
for CZTS based PVs. The highest efficiency CZTS solar cell
was made using hydrazine based sol-gel method. However,
hydrazine is a highly toxic, dangerously unstable solvent and
requires extra caution in handling and storage [9]. Therefore, a
safer, simple yet convenient method for fabrication of high

quality CZTS nanocrystals is desired.

The hydrothermal method has been widely used to synthesize
high quality nanocrystals with unique morphology and crystal
structure due to its advantage of simplicity of the procedure and
low production cost [10-17]. However, to the best of our knowl-
edge, the formation mechanism of CZTS in the hydrothermal
reaction has rarely been reported due to the complex reactions
involved in the system. Herein we report the synthesis of high
quality, pure kesterite phase, monodisperse CZTS nanocrystals
by a one-step hydrothermal procedure. Through thoroughly
investigating the factors that influence the morphology, crystal
size, and growth of CZTS nanocrystals, a mechanism that
depicts the formation process of CZTS compound is proposed.
It is found that the tiny amount of thioglycolic acid (TGA) used
in the precursor is crucial for the formation of pure kesterite
CZTS nanocrystals. The roles of TGA in the hydrothermal syn-
thesis are discussed.

Experimental

Materials: All the materials were provided by Sigma Aldrich
unless otherwise stated. Chemicals of copper(II) chloride dehy-
drate (CuCl,-2H,0), zinc chloride (ZnCl,) product of BDH,
tin(IV) chloride pentahydrate (SnCly-5H,0), sodium sulfide
nonahydrate (Na,S-9H,0), thioglycolic acid (TGA) were all of
analytical grade and used as received without further purifica-
tion. Milli-Q water was used in this work.

Synthesis of CZTS nanocrystals by hydrothermal reaction:
In a typical experimental procedure, 0.2 mmol of CuCl,-2H,O0,
0.1 mmol of ZnCl,, 0.1 mmol of SnCly-5H,0, 0.5 mmol of
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NayS-9H,0 and 18 pL of TGA were dissolved in 34 mL of
Milli-Q water under vigorous magnetic stirring. The solution
was then transferred to a Teflon-lined stainless steel autoclave
(Parr Instrument Company) of 45 mL capacity, which was then
sealed and maintained at 240 °C for 24 h. After that, the auto-
clave was allowed to cool to room temperature naturally. The
black precipitate was collected by centrifugation and washed
with deionised water and absolute ethanol for several times to
remove the ions in the end product. Finally, the product was
vacuum-dried at 60 °C for 5 h.

Characterisation: The crystallographic structure of the synthe-
sized samples was identified by X-ray diffraction (XRD,
PANanalytical XPert Pro Multi-Purpose Diffractometer (MPD),
Cu Ko, A = 0.154056 nm). The room temperature Raman
spectra of the samples were recorded with a Raman spectrom-
eter (Renishaw inVia Raman microscope). The incident laser
light with the wavelength of 785 nm was employed as the exci-
tation source in micro-Raman measurement and the spectra
were collected by taking the average of 10 different spots. The
quantitative elemental analysis of the samples were character-
ized by field emission scanning electron microscopy (FESEM,
JEOL 7001F) at an acceleration voltage of 20.0 kV combined
with an energy dispersive X-ray spectroscopy (EDS). Transmis-
sion electron microscopy (TEM) images of the samples were
performed on a JEOL JEM-1400 microscope. High-resolution
TEM (HRTEM) and selected area electron diffraction (SAED)
images were obtained using JEOL JEM-2100 microscope at an
accelerating voltage of 200 kV. Ultraviolet—visible (UV—vis)
absorption spectrum of the sample was measured at room
temperature using a Varian Cary 50 spectrometer. The chem-
ical state of each element in the samples was determined using
Kratos Axis ULTRA X-ray photoelectron spectrometer (XPS).

Results and Discussion

Synthesis of CZTS nanocrystals

The XRD pattern of the CZTS nanocrystals prepared at 240 °C
for 24 h using 18 pL of TGA in the hydrothermal reaction is
shown in Figure la. All the XRD diffraction peaks can be well
indexed to the corresponding crystal planes of kesterite CZTS
(JCPDS 01-75-4122) [5,18]. The Raman spectrum of the
hydrothermal product is shown in Figure 1b. The strong peak at
336 cm! together with two shoulder peaks at 288 and
372 cm™! further confirm the formation of CZTS [19]. No other
characteristic peaks corresponding to impurities such as Cupy—,S
(475 cm™1), SnS, (315 em™!), ZnS (278 and 351 cm™ 1),
Cu,SnS;3 (297 and 337 cm™!), and CusSnSy (318 cm™!) that
might form in the hydrothermal reaction are observed,
suggesting the highly purity of the synthesized CZTS material
[19,20]. The morphology and particle size of the CZTS
nanocrystals are shown in Figure 1c, which suggests the CZTS
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nanocrystals are monodisperse with crystal sizes around
10 + 3 nm. High-resolution TEM (HRTEM) image in Figure 1d
illustrates the crystal interplanar spacing of 3.12 A, which can
be ascribed to the (112) plane of kesterite phase CZTS. The
diffraction spots in the selected area electron diffraction
(SAED) pattern illustrated in Figure le can all be indexed to the
(112), (220), (224) and (420) planes of kesterite CZTS respect-
ively, further confirming the phase purity of the material. The
atomic ratio of Cu/Zn/Sn/S in the material is 1.97/1.04/1.03/
3.96 according to energy dispersive X-ray spectroscopy (EDS)
results (see Table 1), which is consistent with the stoichio-
metric value of 2/1/1/4 of CZTS (by considering the experi-
mental error of EDS detector).

X-ray photoelectron spectrometry (XPS) measurement was
conducted to monitor the valence states of all four elements in
the as-synthesized CZTS nanocrystals. Figure 2 displays the
high resolution XPS analysis for the four constituent elements:
Cu 2p, Zn 2p, Sn 3d and S 2p of CZTS nanocrystals. The spec-
trum of Cu 2p shows two peaks at 932.14 and 951.99 eV with a

(a) (112)
E
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splitting of 19.85 eV, which is in good agreement with the stan-
dard separation (19.9 eV) of Cu(I). The peaks of Zn 2p appear
at 1022.29 and 1045.46 eV with a split orbit of 23.17 ¢V, which
can be assigned to Zn(II). The peaks of Sn 3d show binding
energies at 486.35 and at 494.77 eV respectively, which is in
good agreement with the value of Sn(IV). The S 2p peaks are
located at 161.76 and 162.92 eV, which are consistent with the
binding energy of sulfur in sulfide state of CZTS. These results
are in agreement with the reported values of the binding state of
the elements of CZTS [18,21].

Influence of different reaction condition
Different reaction conditions such as reaction temperature, reac-
tion duration and concentration of capping agent have been
reported to have significant impacts on the morphology, particle
size as well as the optical properties of the materials formed in a
hydrothermal reaction [17,22]. Hence, a series of experiments
under different reaction conditions were carried out to under-
stand the role of TGA and to gain in-depth insight into the for-
mation mechanism of CZTS nanocrystals.

(b) 336
5
8
=
B2
fomi
8
£
200 250 300 350 400 450 500
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4

- e—(312)
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Figure 1: (a) XRD patterns, (b) Raman spectra, (c) TEM image, (d) HRTEM image and (e) SAED pattern of CZTS nanocrystals hydrothermally

synthesized at 240 °C for 24 h.
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Figure 2: XPS spectra of CZTS nanocrystals synthesized at 240 °C for 24 h.

Influence of TGA concentration

TGA has been widely used in hydrothermal synthesis of metal
sulfide such as ZnS, SnS etc. It has been reported that the
content of TGA influences the morphology of the hydrothermal
product [23,24]. The effect of the content of TGA on the forma-

(a) i * Cassiterite SnO,

=

s 180 uL

E 18 uL
* * * 0 ML

20 30 40 50 60 70 80
2 Theta (degree)

tion of CZTS compound was investigated in this work. The
XRD results of the hydrothermal products synthesized with
three different TGA concentrations are shown in Figure 3a. As
can be see, when there is no TGA, the XRD pattern of

hydrothermal product contains the peaks corresponding to

(b) e Cu,SnS,
B
)
z 180 uL
= . 18 ulL
: 0 pL
|
|
|

200 250 300 350 400 450 500
Raman shift (cm'l)

Figure 3: (a) XRD patterns and (b) Raman spectra of the hydrothermal products synthesized with different TGA concentration in the precursor solu-

tion.
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kesterite CZTS and three other peaks that are attributed to SnO,
(JCPDS 00-001-0625) impurity. Raman spectra in Figure 3b
indicates that, in the absence of TGA, a weak peak located at
298 cm™! which is assigned to ternary Cu,SnSs, is detected
along with the CZTS peaks. However, the peaks corresponding
to impurities disappear when tiny amount of TGA (18 puL) is
added to the precursor solution. Further increase the content of
TGA does not influence the XRD and Raman results of the ma-
terial. Thus, the very small amount of TGA in the hydrothermal
precursor solution determines the compositional purity of the
synthesized CZTS material.

The quantitative elemental analysis of these three CZTS
samples (Table 1) shows that the content of Sn element in the
hydrothermal sample is very high ([Zn]/[Sn] = 1/1.40) without
TGA. And the ratio of Cu/(Zn+Sn) and [Zn]/[Sn] is close to 1
when adding only 18 pL TGA in the hydrothermal reaction
system. The Sn rich and Zn poor composition in the sample
with no TGA is probably due to the formation of Cu,SnS3 and
SnO, impurity as confirmed by the above XRD and Raman
spectrum. The EDS analysis also shows that the elemental com-
position of the CZTS material using excessive amount of TGA
(180 pL) leads to the slightly reduced Sn content relative to Zn.

The morphology of the synthesized CZTS nanocrystals
prepared with the three different amounts of TGA measured by
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TEM is shown in Figure 4. It shows that when there is no TGA
in the precursor solution, agglomerates with irregular shape
with size ranging from 10-150 nm are obtained. When 18 pL
TGA is used in the reaction system, uniform and monodisperse
CZTS nanocrystals with an average size of 10 nm are obtained.
With increasing the TGA concentration to 180 pL, the size
distribution of the CZTS nanocrystals becomes less uniform and
some triangular-like shape nanocrystals are observed. The
above results demonstrate that high concentration of TGA is not
favourable for the formation of monodisperse CZTS nanocrys-
tals. At a high concentration, TGA might form a colloid which
wraps a certain surface of CZTS particles, inhibiting the growth
of crystals in all directions [25]. Hence, it is rational to conjec-
ture that TGA might play two key roles in this work. One is to
prevent aggregation of CZTS nanocrystals by capping on the
generated nanocrystals to reduce the surface energy (steric
hindrance) during the hydrothermal process; the other role is
selective adsorption on certain facets of CZTS nanocrystals and
kinetic control of the growth rates of these facets [4,25].

Influence of reaction duration

Figure 5b,c shows the XRD patterns and Raman spectra of the
CZTS nanocrystals synthesized at different hydrothermal reac-
tion duration (from 0.5 h to 24 h). The XRD pattern of the
precipitate collected from the hydrothermal precursor solution
prior to the reaction is shown in Figure 5a. The result suggests

Table 1: Quantitative elemental analysis of CZTS nanocrystals synthesized with different TGA content in the precursor solution of the hydrothermal

reaction.
Ratio 0L 18 pL 180 pL
Cu/Zn/Sn/S 2.02/0.84/1.18/3.96 1.97/1.04/1.03/3.96 1.96/1.02/0.93/4.09
[Cu)/([Zn+Sn]) 1/1.00 1/1.05 1/0.99
[Zn)/[Sn] 1/1.40 1/0.99 1/0.91

Figure 4: TEM images of CZTS nanocrystals synthesized using (a) 0, (b) 18 and (c) 180 pL of TGA at 240 °C for 24 h.
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Figure 5: (a) XRD of the precipitate collected from the precursor
solution prior to hydrothermal reaction and (b) XRD patterns and
(c) Raman spectra of the samples synthesized at different reaction
duration.

Beilstein J. Nanotechnol. 2014, 5, 438—446.

that Cu;S4 (JCPDS 23-0958) and Cu; gS (JCPDS 56-1256) are
formed immediately in the precursor solution prior to the
hydrothermal reaction. When the hydrothermal reaction is
proceeded for only 0.5 h (Figure 5b), three XRD peaks that can
be assigned to kesterite CZTS are observed. The intensity of the
diffraction peaks increases gradually with the increase of the
reaction time. A characteristic peak located at around 32.9°
corresponding to the (200) plane of kesterite CZTS is notice-
able only when the reaction duration is extended to 8 h and
beyond. The gradual increment of the intensity of diffraction
peaks suggests the improvement of crystallinity of the CZTS
nanocrystals. However, the Raman spectra (Figure 5¢) of the
hydrothermal products synthesized at different reaction dura-
tion show that, at a shorter reaction time (less than 8 h), the
hydrothermal products contain a mixture of CZTS, Cu;SnS3
and Cu3SnSy. Pure phase CZTS nanocrystals are only obtained
at reaction duration of 24 h. The Raman spectra also show that,
the intensity of CZTS peak at 337 cm™! increases and the peak
at 327 em~! which belongs to Cu3SnSy4 decreases as the reac-
tion time is prolonged [26]. The red shift of the peak at 298 to
287 cm™ ! denotes the complete transformation of Cu,SnS3 to
CZTS at 24 h hydrothermal reaction. Since no peak corres-
ponding to ZnS is observed in the entire Raman spectra, it
suggests that CZTS compound in the hydrothermal reaction
might be formed through diffusion of Zn ion to the ternary
Cu,SnS,, (x = 2,3, y = 3,4) compound.

The atomic ratios of [Cu]/([Zn]+[Sn]) and [Zn]/[Sn] of the
synthesized hydrothermal products obtained at different reac-
tion duration are shown in Table 2. The much higher content of
copper in the sample obtained prior to the hydrothermal reac-
tion and the nearly two-fold of Cu relative to S is consistent
with the observation of Cu;—,S product by the XRD measure-
ment as discussed above. As the reaction time is prolonged
from 0.5 h to 24 h, the [Cu]/([Zn]+[Sn]) ratio is reduced from 1/
0.82 to 1/1.05, while the [Zn]/[Sn] ratio shows a little change
from 1/0.93 to 1/0.99. The nearly stoichiometric composition
(1.97/1.04/1.03/3.96) of CZTS is obtained at a reaction time of
24 h. Since no ZnS is detected in the samples synthesized at 0.5
and 2 h, we believe that the content of CuySnS3 impurity in
these hydrothermal products is very low. The high content of
Zn and Sn compound at 0.5 h and 2 h also suggests that CZTS
compound is formed rapidly in the hydrothermal reaction.

Table 2: Quantitative elemental analysis of CZTS nanocrystals synthesized at different reaction duration.

Ratio Oh 0.5h
Cu/Zn/Sn/S 5.0/0.1/0.1/2.8 2.1/0.9/0.8/4.1

[Cu)/([Zn+Sn]) 1/0.04 1/0.82

[Zn)/[Sn] — 1/0.93

2h 8h 24 h
2.1/1.0/0.9/4.0 2.1/1.0/1.0/3.9 2.0/1.0/1.0/4.0
1/0.90 1/0.97 1/1.05
1/0.92 1/0.96 1/0.99
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The TEM images of the hydrothermal products collected at
different reaction duration are shown in Figure 6. Figure 6a
illustrates that, prior to the hydrothermal process, the precipi-
tate obtained from the precursor solution is consisting of
microspheres with size around 20-250 nm. The HRTEM indi-
cates that the microparticle is the result of aggregation of
numerous oval-like nanocrystals with size ranging from
10-30 nm. The HRTEM image of the material (inset of
Figure 6b) shows the lattice fringe of a nanocrystal with an
interplanar spacing of 1.87 A, which is in good agreement with
the (886) plane of monoclinic structure of CuySy. Besides that,
the lattice fringe of nanocrystal with an interplanar spacing of
1.97 A which can be ascribed to (220) plane of cubic structure
of Cu; ¢S was also found as illustrated in the inset of Figure 6c.
These finding are consisting with the above shown XRD
pattern. Figure 6d and 6e show that when the hydrothermal
reaction is proceeded for 0.5 h, the dominant products are
nanocrystals with irregular size of about 2—5 nm. The inter-
planar spacing of the crystals is 3.125 A, which belongs to the
(112) plane of CZTS. This result further confirms the rapid for-
mation of CZTS compound in the hydrothermal reaction.
Figure 6f shows that after hydrothermal reaction for 2 h, the
agglomeration starts to break into small particles with size
ranging from 3-20 nm. As the reaction time is prolonged to 8 h
(Figure 6g), nanocrystals with size in the range of 5-10 nm
appear in the product, and meanwhile the large agglomerates
disappear. Upon gradual evolution of the CZTS nanostructures,
nanoparticles with uniform distribution are obtained after reac-
tion duration of 24 h (Figure 6h).
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Formation mechanism

It is normally assumed that metal cations in a hydrothermal
reaction are firstly associated with TGA in the precursor solu-
tion to form metal-TGA complexes prior to the hydrothermal
reaction [22,23]. However, the formation of CuyS4 and Cu; S
compounds in our case suggests that Cu2" is reduced to Cu™ by
interaction with the —SH (thiol) group of TGA (oxidation of
TGA to dithiodiglycolate) [27]. The XRD pattern of the precipi-
tate collected from the precursor solution without TGA prior to
hydrothermal reaction reveals that CuS (JCPDS 6-0464) instead
of Cuy—,S (x = 0-0.2) is formed (Figure 7). This confirms the
reduction role played by TGA in the hydrothermal reaction
system.

We believe that the initially formed Cu,_,S nanocrystals in the
precursor solution prior to hydrothermal reaction act as nuclei
for the formation of kesterite CZTS. The formed Cu;S4 and
Cuj gS material has a monoclinic and cubic crystal structure,
respectively as confirmed by XRD measurement shown in
Figure 5a. At relatively high reaction temperature, the copper
ions in Cuy_,S have a relatively high mobility which can
accommodate an exchange with other metal ions at a low
energy cost [28]. In addition, the crystal structure of Cu;j gS has
a cubic close packing (ccp) array of sulfur ions which is similar
to the arrangement of sulfur in kesterite CZTS crystal frame-
work. Hence, the interdiffusion of cations such as Zn2* and
Sn** to Cu,_,S crystal to form CZTS compound is feasible
because there is little lattice distortion in such process [29].
Thus, the typical reaction condition (220 °C and above) is

Figure 6: TEM images of (a, b, c) Cu7S4 and Cuy gS nanocrystals collected prior to hydrothermal reaction and CZTS nanocrystals synthesized at
different reaction duration: (d, ) 0.5 h, (f) 2 h, (g) 8 h, and (h) 24 h respectively.
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Figure 7: XRD pattern of the precipitate collected from the precursor
solution without TGA prior to hydrothermal reaction.

believed to facilitate the chemical transformation from Cup—,S
to CZTS. Since no other binary products such as SnS; and ZnS
are discovered in the entire hydrothermal process, and only
Cu,SnSj3 and Cu3SnSy are detected in the Raman spectra, we
believe Sn*" cations are firstly incorporated into the crystal
lattice of Cuy_,S and replaced parts of Cu™ ion, followed by the
rapid doping of Zn?" to form CZTS compound in the
hydrothermal process. The formation of CZTS compound as
confirmed by TEM at the very short reaction time (0.5 h)
suggests the fast diffusion rate of Zn and Sn ions to the lattice
of Cuy—,S nuclei crystals in the hydrothermal process. More-
over, when the reaction duration is extended to 8 h, the Zn/Sn
ratio is increased to 1/1.04 which matches well with the theo-
retical value of 1:1 in CZTS. With the proceeding of the reac-
tion, the primary CZTS crystal nucleus grows to nanoparticles
with different sizes. Based on Ostwald ripening process, the
small crystal nucleus will grow up to form larger crystals
because the large one has lower surface free energy [30]. TGA
molecules which are adsorbed on the nanocrystals surface may
restrict the growth of CZTS crystals and slow down the growth
process, leading to the formation of monodisperse CZTS
nanocrystals. Based on the above analysis, a schematics
showing the formation mechanism for CZTS compound in the
hydrothermal reaction is shown in Figure 8.

CuCl, ZnCl,| Nucleation
SnCl, Na,S |———— >
TGA H,0O Reduction ¢
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The UV—visible spectra of the hydrothermal samples synthe-
sized at different reaction time are shown in Figure 9. It is
found that the onset for light absorption of the material gradu-
ally shifts to longer wavelengths with the elongation of the reac-
tion duration. The calculation of the band gap of the materials
which is determined by extrapolation of the plot of (4Av)? vs hv
(Inset of Figure 9) where 4 = absorbance, # = Planck’s constant,
and v = frequency, shows that the hydrothermal products at
reaction time of 0.5, 2, 8, and 24 h have band gap of 1.92, 1.76,
1.63 and 1.51 eV respectively. The decrement of the band gap
value is due to the improvement of CZTS purity because impu-
rities such as CupSnS3 and Cu3SnS, have larger band gap than
CZTS [31,32].

Absorbance (a.u.)

600 800
Wavelength (nm)

1000

Figure 9: UV-visible absorption spectra of the CZTS nanocrystals
synthesized at different reaction duration and the inset image shows
the (Ahv)2 vs hv plots with corresponding fitting of the samples.

Conclusion

High quality, pure kesterite phase CZTS nanocrystals with
uniform size distribution have been successfully synthesized by
a facile one-step hydrothermal route based on a precursor solu-
tion containing thioglycolic acid (TGA) as surfactant. The role
of TGA in the hydrothermal reaction is clarified and a forma-
tion mechanism of CZTS compound in the hydrothermal reac-
tion is proposed. It is believed that the formation of CZTS is

[Pure Kesterite CZTS|

anﬂ Sn4*
Diffusion
‘ TGA
Oriented Growth

Figure 8: Schematic illustrations of the formation process for kesterite CZTS nanoparticles.
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initiated by the formation of Cu,_,S nanocrystals as a result of
reduction of Cu?" by TGA to become Cu™. This is followed by
the rapid diffusion of cations Sn** and Zn2* to the crystal
framework of Cu,_,S to form CZTS. The good optical prop-
erties and suitable band gap of 1.51 eV of the synthesized CZTS
nanocrystals indicate the promise of this material for applica-
tion in low cost thin film solar cells.

Acknowledgements

The authors appreciate the technical assistance by Dr. Barry
Wood from University of Queensland for the XPS measure-
ments. This work was funded by the Vice-Chancellor Fellow-
ship Scheme of Queensland University of Technology and
Australian Research Council (ARC) Future Fellowship
(FT120100674), Australia.

References

1. Kulendran, A;; Bell, J.; Wang, H. Size control of Cu2ZnSnS4 (CZTS)
nanocrystals in the colloidal medium synthesis. In Fourth International
Conference on Smart Materials and Nanotechnology in Engineering,
Gold Coast, Australia, July 10-12, 2013; Epaarachchi, J. A;;

Lau, A. K--t.; Leng, J., Eds.; SPIE: Gold Coast, Australia, 2013;
87931A. doi:10.1117/12.2026592

2. Wang, H. Int. J. Photoenergy 2011, 2011, 801292.
doi:10.1155/2011/801292

3. Scragg, J. J.; Dale, P. J.; Peter, L. M.; Zoppi, G.; Forbes, .

Phys. Status Solidi B 2008, 245, 1772-1778.
doi:10.1002/pssb.200879539

4. Tiong, V. T.; Hreid, T.; Will, G.; Bell, J. M.; Wang, H. Sci. Adv. Mater.,
in press. doi:10.1166/sam.2014.1824

5. Guo, Q.; Hillhouse, H. W.; Agrawal, R. J. Am. Chem. Soc. 2009, 131,
11672-11673. doi:10.1021/ja904981r

6. Zhou, H.; Hsu, W.-C.; Duan, H.-S.; Bob, B.; Yang, W.; Song, T.-B.;
Hsu, C.-J.; Yang, Y. Energy Environ. Sci. 2013, 6, 2822—2838.
doi:10.1039/c3ee41627e

7. Cao, Y. Xiao, Y.; Jung, J.-Y.; Um, H.-D.; Jee, S.-W.; Choi, H. M.;
Bang, J. H.; Lee, J.-H. ACS Appl. Mater. Interfaces 2013, 5, 479-484.
doi:10.1021/am302522c

8. Todorov, T. K,; Tang, J.; Bag, S.; Gunawan, O.; Gokmen, T.; Zhu, Y;
Mitzi, D. B. Adv. Energy Mater. 2013, 3, 34-38.
doi:10.1002/aenm.201200348

9. Todorov, T. K.; Reuter, K. B.; Mitzi, D. B. Adv. Mater. 2010, 22,
E156-E159. doi:10.1002/adma.200904155

10.Jiang, H.; Dai, P.; Feng, Z.; Fan, W.; Zhan, J. J. Mater. Chem. 2012,

22, 7502-7506. doi:10.1039/c2jm16870g

.Liu, W. C.; Guo, B. L.; Wu, X. S.; Zhang, F. M.; Mak, C. L.; Wong, K. H.

J. Mater. Chem. A 2013, 1, 3182-3186. doi:10.1039/c3ta00357d

12.Wang, C.; Cheng, C.; Cao, Y.; Fang, W.; Zhao, L.; Xu, X.

Jpn. J. Appl. Phys. 2011, 50, 065003. doi:10.1143/JJAP.50.065003

13.Zhou, Y.-L.; Zhou, W.-H.; Li, M.; Du, Y.-F.; Wu, S. N. J. Phys. Chem. C
2011, 115, 19632—-19639. doi:10.1021/jp206728b

14.Tian, Q.; Xu, X,; Han, L.; Tang, M.; Zou, R.; Chen, Z.; Yu, M,; Yang, J.;
Hu, J. CrystEngComm 2012, 14, 3847-3850. doi:10.1039/c2ce06552¢e

15.Cao, M.; Shen, Y. J. Cryst. Growth 2011, 318, 1117-1120.
doi:10.1016/j.jcrysgro.2010.10.071

16.Zhou, Y.-L.; Zhou, W.-H.; Du, Y.-F; Li, M.; Wu, S.-X. Mater. Lett. 2011,
65, 1535—-1537. doi:10.1016/j.matlet.2011.03.013

1

-

Beilstein J. Nanotechnol. 2014, 5, 438—446.

17.Liu, M;; Wang, H.; Yan, C.; Will, G.; Bell, J. Appl. Phys. Lett. 2011, 98,
133113. doi:10.1063/1.3573799

18.Tiong, V. T.; Zhang, Y.; Bell, J. M.; Wang, H. CrystEngComm 2014, in
press. doi:10.1039/c3ce42606h

19.Cheng, A. J.; Manno, M.; Khare, A.; Leighton, C.; Campbell, S. A,;
Aydil, E. S. J. Vac. Sci. Technol., A 2011, 29, 051203-051211.
doi:10.1116/1.3625249

20.Fernandes, P. A.; Salomé, P. M. P.; da Cunha, A. F. J. Alloys Compd.

2011, 509, 7600-7606. doi:10.1016/j.jallcom.2011.04.097

.Riha, S. C.; Parkinson, B. A.; Prieto, A. L. J. Am. Chem. Soc. 2009,

131, 12054—12055. doi:10.1021/ja9044168

22.Yang, D.; Zhao, J.; Liu, H.; Zheng, Z.; Adebajo, M. O.; Wang, H.;
Liu, X.; Zhang, H.; Zhao, J.-c; Bell, J.; Zhu, H. Chem.—Eur. J. 2013, 19,
5113-5119. doi:10.1002/chem.201202719

23.Zhu, H.; Yang, D.; Zhang, H. Mater. Lett. 2006, 60, 2686—2689.
doi:10.1016/j.matlet.2006.01.065

24. Salavati-Niasari, M.; Davar, F.; Seyghalkar, H.; Esmaeili, E.; Mir, N.
CrystEngComm 2011, 13, 2948-2954. doi:10.1039/c0ce00343c

25.Biswas, S.; Kar, S.; Chaudhuri, S. Appl. Surf. Sci. 2007, 253,
9259-9266. doi:10.1016/j.apsusc.2007.05.053

26.Su, Z.; Sun, K.; Han, Z; Liu, F.; Lai, Y.; Li, J.; Liu, Y. J. Mater. Chem.
2012, 22, 16346—-16352. doi:10.1039/c2jm31669b

27.Mishra, R.; Mukhopadhyay, S.; Banerjee, R. Dalton Trans. 2010, 39,
2692-2696. doi:10.1039/b918582h

28.Li, M.; Zhou, W.-H.; Guo, J.; Zhou, Y.-L.; Hou, Z.-L.; Jiao, J.;
Zhou, Z.-J.; Du, Z.-L.; Wu, S.-X. J. Phys. Chem. C 2012, 116,
26507-26516. doi:10.1021/jp307346k

29.Regulacio, M. D.; Ye, C,; Lim, S. H.; Bosman, M.; Ye, E.; Chen, S.;
Xu, Q.-H.; Han, M.-Y. Chem.—Eur. J. 2012, 18, 3127-3131.
doi:10.1002/chem.201103635

30.Roosen, A. R,; Carter, W. C. Physica A 1998, 261, 232-247.

doi:10.1016/S0378-4371(98)00377-X

.Kuku, T. A;; Fakolujo, O. A. Sol. Energy Mater. 1987, 16, 199-204.

doi:10.1016/0165-1633(87)90019-0

32.Fernandes, P. A.; Salomé, P. M. P.; da Cunha, A. F.
J. Phys. D: Appl. Phys. 2010, 43, 215403.
doi:10.1088/0022-3727/43/21/215403

2

=

3

=

License and Terms

This is an Open Access article under the terms of the
Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of
Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one
which can be found at:
doi:10.3762/bjnano.5.51

446


http://dx.doi.org/10.1117%2F12.2026592
http://dx.doi.org/10.1155%2F2011%2F801292
http://dx.doi.org/10.1002%2Fpssb.200879539
http://dx.doi.org/10.1166%2Fsam.2014.1824
http://dx.doi.org/10.1021%2Fja904981r
http://dx.doi.org/10.1039%2Fc3ee41627e
http://dx.doi.org/10.1021%2Fam302522c
http://dx.doi.org/10.1002%2Faenm.201200348
http://dx.doi.org/10.1002%2Fadma.200904155
http://dx.doi.org/10.1039%2Fc2jm16870g
http://dx.doi.org/10.1039%2Fc3ta00357d
http://dx.doi.org/10.1143%2FJJAP.50.065003
http://dx.doi.org/10.1021%2Fjp206728b
http://dx.doi.org/10.1039%2Fc2ce06552e
http://dx.doi.org/10.1016%2Fj.jcrysgro.2010.10.071
http://dx.doi.org/10.1016%2Fj.matlet.2011.03.013
http://dx.doi.org/10.1063%2F1.3573799
http://dx.doi.org/10.1039%2Fc3ce42606h
http://dx.doi.org/10.1116%2F1.3625249
http://dx.doi.org/10.1016%2Fj.jallcom.2011.04.097
http://dx.doi.org/10.1021%2Fja9044168
http://dx.doi.org/10.1002%2Fchem.201202719
http://dx.doi.org/10.1016%2Fj.matlet.2006.01.065
http://dx.doi.org/10.1039%2Fc0ce00343c
http://dx.doi.org/10.1016%2Fj.apsusc.2007.05.053
http://dx.doi.org/10.1039%2Fc2jm31669b
http://dx.doi.org/10.1039%2Fb918582h
http://dx.doi.org/10.1021%2Fjp307346k
http://dx.doi.org/10.1002%2Fchem.201103635
http://dx.doi.org/10.1016%2FS0378-4371%2898%2900377-X
http://dx.doi.org/10.1016%2F0165-1633%2887%2990019-0
http://dx.doi.org/10.1088%2F0022-3727%2F43%2F21%2F215403
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.5.51

Beilstein Journal
of Nanotechnology

Encapsulation of nanoparticles into single-crystal
ZnO nanorods and microrods

Jinzhang Liu", Marco Notarianni, Llew Rintoul and Nunzio Motta

Full Research Paper

Address:

Institute for Future Environments and School of Chemistry, Physics,
and Mechanical Engineering, Queensland University of Technology,
Brisbane, 4001, QLD, Australia

Beilstein J. Nanotechnol. 2014, 5, 485—493.
doi:10.3762/bjnano.5.56

Received: 25 October 2013
Accepted: 22 March 2014

Email: Published: 16 April 2014

Jinzhang Liu” - jinzhang.liu@qut.edu.au
This article is part of the Thematic Series "Nanostructures for sensors,

* Corresponding author electronics, energy and environment I1".

Keywords: Associate Editor: R. Xu

crystal growth; encapsulation; nanoparticles; photoluminescence;

ZnO nanorods © 2014 Liu et al; licensee Beilstein-Institut.

License and terms: see end of document.

Abstract

One-dimensional single crystal incorporating functional nanoparticles of other materials could be an interesting platform for various
applications. We studied the encapsulation of nanoparticles into single-crystal ZnO nanorods by exploiting the crystal growth of
ZnO in aqueous solution. Two types of nanodiamonds with mean diameters of 10 nm and 40 nm, respectively, and polymer
nanobeads with size of 200 nm have been used to study the encapsulation process. It was found that by regrowing these ZnO
nanorods with nanoparticles attached to their surfaces, a full encapsulation of nanoparticles into nanorods can be achieved. We
demonstrate that our low-temperature aqueous solution growth of ZnO nanorods do not affect or cause degradation of the nanopar-
ticles of either inorganic or organic materials. This new growth method opens the way to a plethora of applications combining the
properties of single crystal host and encapsulated nanoparticles. We perform micro-photoluminescence measurement on a single
ZnO nanorod containing luminescent nanodiamonds and the spectrum has a different shape from that of naked nanodiamonds,

revealing the cavity effect of ZnO nanorod.

Introduction

Anisotropic growth of compound semiconductors with wurtzite
crystal structure normally leads to the formation of one-dimen-
sional (1D) structures. A typical example is ZnO that, in its
wurtzite form, has the fastest growth rate over the <0001> face
and has been extensively studied in terms of synthesis methods
and applications. ZnO is a multifunctional material with semi-
conducting, photonic, and piezoelectric properties. Potential

applications of ZnO 1D nanostructures include gas sensor [1],

transistor [2], light-emitting device [3], optical waveguide [4],
nanolaser [5], and piezoelectric power generator [6], etc. Since
the first report of ZnO nanobelts in 2001 [7], methods for
growing ZnO 1D nanostructures have been well developed,
including high-temperature vapour-phase growth [8], low-
temperature aqueous solution growth [9], and electrochemical
deposition [10]. The aqueous solution growth is the least expen-

sive one, and is scalable for production.
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Single-crystal nanowires/nanorods of wide-bandgap semicon-
ductors are ideal candidates for nanophotonic applications. The
1D geometry, dislocation-free single-crystalline nature, high
index of refraction and atomically smooth surface, allow for
sufficient end-facet reflectivity and photon confinement in a
volume of just a few cubic wavelengths of material. Since the
first report of a ZnO nanowire laser, much effort has been
placed in nanophotonic research based on small-sized semicon-
ducting nanocrystals with 1D or 2D structures. To study the
photon—matter interaction within those crystals, the lumines-
cence of the cavity material has been conventionally used as a
light source. Under excitation, ZnO emits UV light at about
380 nm ascribed to its wide band gap (£; = 3.4 eV). With
crystal defects such as oxygen vacancies, ZnO show visible
photoluminescence under UV light excitation. Though ZnO
micro/nanorods can be both light emitters and optical cavities,
the drawback is that their luminescence is not tunable in terms
of wavelength and efficiency. For laser applications, the visible
emission of ZnO micro/nanocavities has a broad range which
can be used to observe a series of optical resonances [11,12],
while lasing in this range cannot be achieved. Within the
narrow excitonic emission range, UV lasing from ZnO micro/
nanorods has been realized [5,13], however this requires that
the resonant positions sit within the narrow UV emission range.
Thus the options for lasing wavelength and resonant mode
orders are limited. There is a large variety of nanoparticles that
have various luminescent properties and potential applications.
Luminescent nanoparticles including semiconductor quantum
dots, nanodiamonds (NDs) with nitrogen-vacancy (NV) centres,
and dye-doped polymer nanobeads, etc., have wide applica-
tions based on their luminescent properties. Luminescent NDs
can be used for magnetic sensing [14]; dye-doped polymer
nanobeads can act as laser gain media [15], depending on the
selection of dye molecules. Semiconductor quantum dots can be
used as laser gain media as well as for quantum communica-
tions when confined within an optical cavity. The coupling of
luminescent nanoparticles emission to artificial optical cavities
such as 2D photonic crystals [16] and micro-spheres [17] has
been studied. Single crystal nanorods as dielectric cavities have
superior features in terms of their small size and excellent
cavity properties. Therefore by encapsulating luminescent
nanoparticles into transparent single-crystal nanorods, it is
possible to develop an interesting platform for novel photonic

applications.

ZnO nano/microrods are particularly interesting because they
are not only optical cavities but also components for devel-
oping UV light-emitting diodes (LEDs). If luminescent
quantum dots or dye-doped polymer nanobeads can be encapsu-
lated into a ZnO nano/microrod that is integrated into a LED,

the UV emission of ZnO can act as an excitation source to stim-
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ulate the visible emissions of embedded nanoparticles,
providing the way to develop small-size lasers. So far, nanopar-
ticles-filled polymers or glass fibres have been reported [18,19].
No reports exist on integrating nanoparticles into single-crystal
nanorods. By sealing functional nanoparticles, such as lumines-
cent, magnetic, and plasmonic metal materials, etc., into single
crystal nanorods, we believe that many applications can be
explored. Herein, we report the encapsulation of nanoparticles
into ZnO nanorods by exploiting the growth habit of ZnO. A
low-temperature aqueous solution growth method is used to
grow ZnO nanorods. It is worth mentioning that the low-
temperature growth (<100 °C) does not produce any thermal
damage to the encapsulated nanoparticles, and this is important

in particular for organic nanomaterials.

Results and Discussion

Encapsulation of nanodiamonds

We firstly used small size NDs (10 nm size), which are non-
luminescent and purchased as nanopowder, to study the encap-
sulation of small nanoparticles into ZnO nano/microrods, as
shown in Figure 1. Two groups of samples, ZnO nanorods and
microrods, used to study the embedment of NDs, are depicted in
Figure la—c and Figure 1d—f, respectively. Figure la and
Figure 1d show that NDs are attached to both the top and side
facets of nano/microrods. The thin nanorods in Figure 1a and
relatively thick microrods in Figure 1d were grown from two
nutrient solutions with different chemical concentrations of
15 mM and 30 mM, respectively. The side-view image in
Figure 1b shows that NDs were embedded in the nanorods after
a second growth process (20 mM, 4 h). Regrowth of the
nanorod along the axial direction leads to a new section with
smooth surface. By measuring the length of newly-grown
section, we can estimate that the second growth process results
in 1.7 times increase of the length. Nevertheless, the growth
over the side facets was too slow to completely bury the
surface-attached NDs. The close-view image in Figure lc
shows that the incomplete encapsulation of NDs leads to holes
in the nanorod surface. For ZnO microrods in Figure 1d,
regrowth along the axial direction is much slower than that of
the much thinner nanorods, concluded by comparing Figure 1b
and Figure le. Note that experimental conditions for the second
growth of the two samples are identical. On the other hand, for
thick microrods the growth over the side facets was less
suppressed as can be seen in Figure le, where most of the
nanoparticles were completely encapsulated into the nanorods,
leaving some big ND clusters partially exposed. All the surface
attached NDs can be completely encapsulated into ZnO micro-
rods if longer regrowth time (8 h) is allowed, as seen in
Figure 1f. The encapsulation of 10 nm size NDs into ZnO nano/
microrods indicates that luminescent quantum dots can be

hosted by a ZnO nano/microrod cavity, in order to develop
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Figure 1: FE-SEM images showing the encapsulation of 10-nm-diameter NDs into ZnO nanorods and microrods. (a) Thin nanorods with NDs at-
tached to their surfaces. (b) After a second growth process of ZnO nanorods. (c) A close-view of the nanorod, showing the embedment of NDs into
the rod and the newly-grown section with smooth surface. (d) Relatively thick microrods with NDs in their surfaces. (e) After a second growth process,
most of the NDs were encapsulated into the microrod, leaving some NDs clusters partially exposed. (f) NDs were completely encapsulated into the

nanorod, given long regrowth time.

advanced photonic devices such as lasers and color-tunable
light emitting devices. In our experiment NDs from isopropanol
solution were dispersed onto both ZnO nano/microrods and a Si
substrate. If a lithography technique is employed to grow
ordered ZnO nanorods onto a lattice-constant-matched sub-
strate, nanoparticles on the substrate can be avoided and the size
of nanorod cavity can be well controlled in respect of light
wavelength and optical cavity effect.

Figure 2 demonstrates the encapsulation of 40 nm diameter
NDs, which contain NV luminescent centres, into ZnO
nanorods. We dispersed NDs from the suspension twice onto
ZnO nanorods in order to increase the areal density of nanopar-
ticles. It can be seen in Figure 2a that some NDs even agglom-
erate. As nanoparticles were heavily loaded onto ZnO nanorods,
regrowth of ZnO can only occur over the limited bare surface.
However, it is surprising to see that these surface-attached NDs
were completely encapsulated into nanorods after a regrowth
process (20 mM, 6 h), as evidenced by the top-view image in
Figure 2b and the side-view image in Figure 1c. Among the
nanorods, few show incomplete encapsulation of agglomerated
NDs. as can be seen in Figure 2d. We cut the Si substrate to
take side-view images. Some nanorods were fractured at the
edge of the cracked substrate. The cross-sections of fractured

nanorods in Figure 2e and 2f clearly show NDs completely

encapsulated into the nanorods. Also, from Figure 2e we can
measure that the thickness of newly-grown ZnO layer over the
side facets is about 120 nm. For nanoparticles of inorganic ma-
terials, the size below 100 nm can be easily achieved. However
for polymer materials it might be not easy to prepare small
nanoparticles with size below 100 nm. Hence it is worth
studying the encapsulation of relatively large nanoparticles into
ZnO nanorods. The advantage of polymer nanobeads is that
they can be multi-functional by hosting luminescent dye mole-
cules or magnetic nanoparticles. As the growth rate over the
side facets of a ZnO nanorod is much slower than that over the
top facet, it would be more challenging to encapsulate large
nanoparticles with size beyond the 100 nm regime into ZnO

nanorod.

Encapsulation of polymer nanobeads

We used polystyrene nanobeads (diameter 200 nm) to study the
encapsulation of large nanoparticles into ZnO nanorods. After
dropping nanobeads aqueous suspension onto ZnO nanorods
arrays and blow-drying, nanobeads were found sparsely scat-
tered over the nanorods surfaces as seen in Figure 3a.
Nanobeads attached to the top facet can be entirely encapsu-
lated into the nanorod after a regrowth process due to the fast
axial growth rate. However, those attached to the side surface

were partially embedded into the nanorods after a second
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100 nm

200 nm

Figure 2: FE-SEM images showing the encapsulation of 40-nm-diameter NDs into ZnO nanorods. (a) ZnO nanorods covered with NDs.

(b and c) Top- and side-view images of the nanorods after a second growth process, showing the complete encapsulation of NDs into the nanorods.
(d) A nanorod shows the incomplete encapsulation of agglomerated NDs. (e and f) Cross-section images of fractured nanorods containing NDs,
showing NDs inside the crystal.

Figure 3: FE-SEM images showing the embedment of 200-nm-diameter polymer nanobeads in ZnO nanorods. (a) ZnO nanorods with polymer
nanobeads attached to their surfaces. (b) Nanobeads were embedded in nanorods after a second growth process. These nanobeads were about half-
volume exposed. (c) Intentionally fractured nanorods. (d) Close-view of the vacant sites where the nanobeads were broken off.
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growth from solution (20 mM, 5 h), as seen in Figure 3b. We
intentionally broke these nanorods by crushing them against a
piece of bare Si for SEM imaging, as shown in Figure 3c and
3d. The close-view image in Figure 3¢ shows that the
nanobeads were about half-volume embedded in the nanorod.
Considering the nanobead radius of 100 nm, we can deduce that
the thickness of newly-grown ZnO over the side facet is about
100 nm, which is consistent with the thickness of newly-grown
layer revealed by Figure 2c. Some nanobeads embedded into
the nanorod were detached when the nanorods were mechani-
cally fractured. This exposes the bowl-shaped pits where the
nanobeads once were. A close-view image of these voids in
Figure 3d shows that their inner surface is rather smooth, which
means the embedded nanobeads are tightly surrounded by ZnO.
We believe that no chemical bonds were formed at the interface
between nanobeads and ZnO, and the interaction is van der
Waals force.
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The polymer nanobeads can be embedded deeper or even
completely incorporated into ZnO crystal, depending on how
much the nanorod is regrown. Figure 4a shows the nanorod
after a regrowth process of 8 h. Such a long regrowth process
leads to an overgrowth thickness more than 120 nm but less
than 200 nm, leading to a deep embedding of nanobeads into
the ZnO nanorod. In Figure 4b, the nanobeads were embedded
even deeper after a 12 h regrowth (thickness above 200 nm) of
the nanorod. The deeply embedded nanobeads leave holes in the
nanorod surface of about 100 nm across, much smaller than the
nanobeads (200 nm). It is conceivable that the holes will gradu-
ally fill in and finally close if the nanorod continues to grow.
Figure 4c shows a nanorod in which some nanobeads are
slightly exposed and one is almost encapsulated into the
nanorod bulk as indicated by an arrow. In the aqueous solution
most of the Zn?* ions are condensed into ZnO within 4 h, and
the chemicals are exhausted if the growth duration exceeds

Figure 4: FE-SEM Images showing the encapsulation of nanobeads into ZnO nano/microrods after different regrowth processes. (a) Most part of the
nanobead is embedded into a nanorod. (b) Nanobeads are deeper embedded into a nanorods, leaving holes in the surface. (c) A thick microrod
showing that the embedded nanobeads are slightly exposed. (d) A fractured microrod showing a completely encapsulated nanobead inside.
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12 h. Hence the 200 nm diameter nanobeads cannot be
completely sealed into the nanorods by simply prolonging the
growth time. To further thicken the nanorods, we used a three-
step growth process. The nanorods after the first growth step
were used to support nanobeads. After the second growth for
4 h, which is insufficient to completely encapsulate the
nanobeads into ZnO nanorods, the sample was transferred to a
fresh nutrient solution for the third-step growth for 4h. The frac-
tured nanorod in Figure 4d reveals a nanobead entirely encapsu-
lated into the nanorod.

Growth mechanism
The growth of ZnO in aqueous solution can be described as an
epitaxial growth process. The precursors Zn(NOj3), and HMTA

in water lead to chemical reactions are as follows [20]:

(CH,)gN, +6H,0 —> 4NH; + 6HCHO )
NH; +H,0 — NH; +OH~ )

Zn>* +20H" — Zn(OH), 3)
Zn(OH), — ZnO +H,0 @

Hence, Zn%" and OH™ are the growth species contributing to the
growth of ZnO. When the ZnO nanorod is in the nutrient solu-
tion, the growth species deposited onto the surface contribute to
the stack of atomic layers, making the nanorod grow thicker and
longer while maintaining the single-crystal feature and hexag-
onal shape (Figure S1, Supporting Information File 1). This
growth process can be described as solution homoepitaxy

(@

Attaching Embedding
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[21,22]. By crushing ZnO nano/microrods containing NDs onto
a bare Si, we were able to expose NDs in the fracture section.
The smooth and continuous surface around those exposed NDs
or tiny cavities with NDs off further reveals the single-crystal
character of the rod after two-step growth process (Figure S2,
Supporting Information File 1). Figure Sa illustrates the encap-
sulation of a nanoparticle into a growing crystal. Initially the
nanoparticle attaches to the crystal surface. With atomic layers
stacking and spreading over the surface, the nanoparticle is
embedded in newly-grown crystal. Step by step, the crystal
grows around the nanoparticle enclosing it into a perfectly
matching cavity. When the overgrowth is nearly completed a
hole above the nanoparticle could still be present. The epitaxial
growth continues and the hole gradually shrinks and finally
closes, sealing the nanoparticle in crystal. Figure 5b is a 3D
view of the encapsulation process. The top (0001) facet of ZnO
nanorod is known to have the fastest growth rate, hence
nanoparticles at the top face can be quickly encapsulated.
Complete encapsulation of nanoparticles attached to the side
facets into the nanorod can be achieved if the newly-grown

layer thickness is beyond the nanoparticle size.

Micro-photoluminescence of a single ZnO
nanorod containing luminescent nanodia-

monds

The 40 nm size NDs with NV luminescent centers exhibit red
photoluminescence (PL) when excited by a green laser. The
results of micro-PL measurements on a single ZnO nanorod
containing luminescent NDs, a ZnO nanorod with NDs at-
tached to its surface, and naked NDs dispersed from solution on
a steel substrate are shown in Figure 6a. The insets show two
fractured ZnO nanorods lying on Si substrates. One nanorod has

Enclosing

Figure 5: (a) lllustration of the encapsulation process of a surface-attached nanoparticle into the growing crystal. (b) Encapsulation of nanoparticles

into a ZnO nanorod by regrowing the nanorod.
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Figure 6: (a) Micro-PL spectra taken from a single ZnO nanorod containing NDs, a nanorod with NDs in the surface, and cluster of naked NDs, res-
pectively. The insets show typical SEM images of two fractured ZnO nanorods lying on bare Si. One nanorod contains NDs and the other one has

NDs attached to its surface. (b) Micro-PL spectra of a single ZnO microrod

containing NDs and naked NDs. The inset shows an optical photograph

taken during the PL measurement. The relatively thick rod marked by a cross was targeted for PL measurement. (c) lllustrations for light propaga-

tions when the emission from a ND interacts with the rod cavity.

NDs embedded inside and the other one has naked NDs at-
tached to its surface. The three PL spectra, with peak maximum
normalized, have two small characteristic peaks of the NV
defect at 576 and 638 nm, corresponding to charge states of
NV? and NV, respectively. The PL spectrum of naked NDs
shows peak position of emission band at 705 nm. However, for
those NDs in contact with a ZnO nanorod, either embedded or
in the surface, their PL emission peak is blue-shifted to 686 nm.
The laser energy is insufficient to produce PL of ZnO, ruling
out the influence of ZnO luminescence in causing the shift of
NDs emission. In Figure 6b, the PL spectrum of NDs in a thick
ZnO microrod shows a different shape compared to that of
naked NDs. The inset in Figure 6b is an optical microscope
image, in which the relatively thick rod marked by a cross was
the target for collecting PL spectrum. The diameter of this rod is
estimated to be 1.5-2.0 pm, whereas those in Figure 6a are
0.6—1.0 um. In micro-PL measurement, the laser beam with a
spot size of about 1 um was perpendicular to the nanorod and
NDs inside or attached to the nanorod were excited to produce
red luminescence. ZnO nanorod is transparent to visible light
and emissions from NDs can transmit into ZnO nano/microrod
to undergo multiple reflections. ZnO is a birefringent crystal
with a refractive index of about 2.0 in the visible range, indi-
cating the total refraction angle of light ray in ZnO is about
30 °C. Due to the waveguide effect partial photons would prop-

agate along the nanorod axis direction. Hence inside the
nanorod light rays refracted to top upper facet have contribu-
tion to the PL signal (Figure 6¢). Light rays with different polar-
izations have different transmittance when refracted from ZnO
to air. The blue-shift of emission band of NDs inside or in the
surface of a ZnO nanorod could be attributed to the optical
cavity effect of ZnO nanorod. One possible light propagation
path is a close loop in the rod cross-section, as show in the right
hand in Figure 6¢. That means, the nanorod is treated as a 2D
cavity and the light ray strikes at the center of boundary at 60°
incident angle to circulate in a hexagon loop, leading to whis-
pering-gallery mode (WGM) resonances when the length of
loop is an integer multiple of light wavelength. Normally, the
larger the cavity size, the higher the resonance quality [23,24].
In the PL spectrum, the resonant peaks would broaden and
peaks will be more separated with reducing the nanorod diam-
eter. In Figure 6b, the PL spectrum of a relatively thick ZnO
microrod containing NDs shows not only the blue-shift of the
luminescence band but also the suppressed intensity of the band
central region. The shoulder peak at 660 nm is pronounced,
which can be explained by the resonant cavity-induced
enhancement. The thickness of this microrod is estimated to be
1.5-2.0 pm, which is more suitable to produce discernible
WGMs compared to those thinner nanorods with diameters

smaller than 1 pm. Light emission from NDs is coupled to the
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microrod cavity and WGM resonances behind the PL spectrum
leads to enhancement of luminescence at positions aside the
emission band peak, making the PL peak shift and the band
shoulders prominent. Fabry—Pérot type resonances originated
from photons bouncing between two opposite side facets of the
nano/microrod cannot be observed due to the short inter-dis-
tance. If vertical ZnO nano/microrods containing luminescent
nanoparticles are illuminated by an excitation laser at the top,
we believe that much stronger PL signal can be collected due to
the waveguide effect and Fabry—Pérot type resonances or even
lasing can be achieved.

Conclusion

In summary, we have demonstrated the encapsulation of
nanoparticles into single crystal ZnO nanorods by exploiting
crystal growth. Nanodiamonds and polymer nanobeads are used
as examples to study this process for nanoparticles with
different sizes and shapes into ZnO nanorods grown in aqueous
solution at low temperature. Our two-step aqueous epitaxial
growth process results in the full encapsulation of 10 nm and
40 nm nanodiamonds. The same two-step process results only
in a partial embedment of 200 nm diameter polymer nanobeads.
Complete encapsulation of these relatively larger nanobeads
into ZnO nanorods can be achieved by a further epitaxial
growth of ZnO via a three-step process using the same solution
method. Our study indicates that in principle any kinds of
nanoparticles, both inorganic and organic, can be incorporated
into ZnO nanorods. The epitaxial growth over ZnO surface
leads to the encapsulation of nanoparticles into the crystal while
maintaining the single crystal feature. We believe that nanopar-
ticles can be encapsulated into not only ZnO, but also other
functional crystals grown by the epitaxy process. Micro-PL
measurements on a single ZnO nanorod containing luminescent
NDs demonstrates that the light emission from NDs can be
coupled to the nanorod cavity, resulting in shift of the PL emis-
sion peak and change of the PL spectrum shape.

This low temperature process opens the way to the encapsula-
tion of nanoparticles made of polymers and even biomaterials,
which would degrade at high temperature, creating a new plat-
form for nano-devices, nano-detectors, and applications in
nano-medicine.

Experimental

ZnO nanorods were grown at 90 °C onto Si substrates in an
aqueous solution containing zinc nitrate and hexamethylene-
tetramine (HMTA) with molar ratio of 1:1. A piece of bare Si
was put face-down floating on top of the nutrient solution
surface. The strategy to encapsulate nanoparticles into ZnO
nanorods is through a multi-step growth process. First, ZnO

nanorods are grown onto the substrate; second, nanoparticles
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are attached to the surface of nanorods; Third, the nanorods are
grown again in the solution to incorporate the nanoparticles.
The growth duration was set 4 h for the first-step growth, but
different concentrations of zinc nitrate and HMTA in the solu-
tion were used to control the nanorod thickness. To grow thin
nanorods, 15 mM Zn%" in the solution was used. Thick
nanorods were grown in the 30 mM solution. After growth, the
sample was rinsed with DI water and dried. Afterwards,
nanoparticle suspension was dropped onto the substrate covered
with nanorods, and then rinsed. This leads to the attachment of
nanoparticles onto the nanorods surfaces by van der Waals
force. The sample was dried at 50 °C, followed by a second
growth of ZnO nanorods in the nutrient solution containing
20 mM Zn2*. The regrowth duration was 4—12 h, and different
nanoparticles were used: two types of diamond nanoparticles
with average diameters of 10 nm and 40 nm, respectively, and
polymer nanobeads with mean size of 200 nm. Nanopowder of
NDs with mean size of 10 nm (Aldrich Sigma) was dispersed
into isopropanol (0.2 mg/mL) to prepare a suspension. An
aqueous suspension of 40 nm diameter NDs (0.1 mg/mL) with
NV luminescent centres was purchased from Adamas Nanotech.
Polystyrene nanobeads (200 nm size) dispersed in water
(0.5 mg/mL) were purchased from Polyscience Inc. Field-emis-
sion scanning electron microscopy (FE-SEM, Zeiss Sigma) was
employed to study the morphologies of ZnO nanorods and
embedded nanoparticles. For micro-PL measurement, ZnO
nanorod arrays were crushed against a bare Si, to produce frac-
tured nanorods lying on the surface. A micro-Raman/PL spec-
trometer (Renishaw inVia) with 532 nm laser was employed to
study the PL of single ZnO nanorod containing NDs.

Supporting Information

Supporting Information File 1

Additional figures.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-5-56-S1.pdf]
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Abstract

Based on its enticing properties, graphene has been envisioned with applications in the area of electronics, photonics, sensors, bio-
applications and others. To facilitate various applications, doping has been frequently used to manipulate the properties of
graphene. Despite a number of studies conducted on doped graphene regarding its electrical and chemical properties, the impact of
doping on the mechanical properties of graphene has been rarely discussed. A systematic study of the vibrational properties of
graphene doped with nitrogen and boron is performed by means of a molecular dynamics simulation. The influence from different
density or species of dopants has been assessed. It is found that the impacts on the quality factor, O, resulting from different densi-
ties of dopants vary greatly, while the influence on the resonance frequency is insignificant. The reduction of the resonance
frequency caused by doping with boron only is larger than the reduction caused by doping with both boron and nitrogen. This study
gives a fundamental understanding of the resonance of graphene with different dopants, which may benefit their application as

resonators.

Introduction

Graphene has drawn intensive interest since its discovery in  graphene open up huge potential applications in the area
2005 [1]. It has been reported to have supreme stiffness of electronics, photonics, composite materials, energy
(Young’s modulus = 1 TPa), very high electron mobility, elec- generation and storage, sensors, and biomedicine or bio-appli-
trical and thermal conductivity, optical absorption as well as  cations [3-5]. A great effort has been devoted to modify the

many other excellent properties [2,3]. These properties of  properties of graphene to facilitate these promising applications,
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which leads to a variety of graphene derivatives or hybrid struc-
tures.

Doping as one of the common approaches to manipulate the
properties of nanomaterials has received wide applications in
the synthesis of graphene derivatives. There are two typical
doping schemes. One is the so-called electrical doping, which
does not change the lattice structure or chemical composition of
the graphene, such as the absorption of a gas or a metal (e.g., Ti,
Fe, Pt). The other is chemical doping, which introduces substi-
tutional atoms to graphene, e.g., nitrogen (N) [6], boron (B),
sulphur (S) and silicon (Si) [7]. By either electrical or chemical
doping, one can significantly alter the electronic and quantum
transport properties of graphene. Such doped graphene is envi-
sioned with exciting applications as high-performance FET
devices [8], and metal-free electrocatalyst for oxygen reduction
fuel cells [9]. In addition to doping, various graphene deriva-
tives have also been synthesised through chemical functional-
ization with hydroxy and methyl groups or hydrogen [10], the
decoration with quantum dots [11], noble metal nanoparticles
(NPs) [12], or complex biomolecular structures [13,14]. A
number of works have been conducted to investigate the prop-
erties of graphene derivatives, which however usually focus on
their electrical or chemical properties, leaving their mechanical
properties being rarely discussed. For instance, based on the
Raman spectroscopy, the interactions between metal NPs (such
as Au, Ag, Pt and Pd) and graphene were examined [15,16].
The structural and electrical properties of Pt, Fe, and Al NPs
adsorbed on monovacancy-defective graphene were explored by
density functional theory (DFT) calculations [17,18]. To
accommodate different applications of graphene derivatives, a
comprehensive understanding of their mechanical properties is
crucial. For instance, graphene is proposed to build the ultimate
of two dimensional nanoelectromechanical systems (as a
resonator) owing to its ultrasensitive detection of mass, force
and pressure [19].

Therefore, in this paper, we will discuss extensively on the
vibration properties of graphene nanoribbons (GNRs) with
different dopants. The study will be carried out by large-scale
molecular dynamics (MD) simulations. Both perfect and defec-
tive (with initial vacancies) GNRs doped with boron and
nitrogen will be considered.

Numerical implementation

Based on large-scale molecular dynamics (MD) simulations, a
series of vibrational studies of the GNRs with different dopants
have been conducted. The testing samples with a uniform
sample size of about 2 x 10 nm? and armchair edges along the
length direction were either doped with B or both B and N
atoms. According to previous experimental work [20-22],
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different densities of dopants have been adopted to build the
testing models. Three groups of samples have been tested based
on three different GNRs, e.g., a perfect GNR, a defective GNR
with two vacancies, and a defective GNR with four vacancies.
Each group contains two subgroups, one of which is only doped
with boron and the other is doped with both boron and nitrogen
(doping with only nitrogen has already been investigated in our
earlier work [23], hence it will not be considered herein). The
different dopants were randomly distributed in the GNR. Since
the N—-N single bond is chemically unstable due to the low
bonding energy, such bonds will not exist in doped models. To
ensure a reasonable comparison, the sample with a higher
density of dopants contains all the dopant positions in the model

with a lower doping percentage.

To describe the atomic interactions between carbon atoms, the
commonly utilised reactive empirical bond order (REBO)
potential [24] was employed, which gives a good representa-
tion for the binding energies and elastic properties of carbon
nanotubes and graphene [25]. In general, the REBO potential is

given as

1 REBO = ,.LJ TORSION
Ei=;ZZ Ej O+ Ef + D D Ey > (D
i j#i k#i,jl#i, ],k

where, EREBO

represents the short-distance C—C interaction,
EU depicts a longer-distance C—C interaction in the form of a
typical Lennard-Jones (LJ) potential. The last term describes the
dihedral-angle preferences in hydrocarbon configurations. For
the other atomic interactions induced by the dopant atoms (i.e.,
C-B, C-N, and B-N), a typical Tersoff potential [26]
was adopted. For each simulation, the conjugate gradient algo-
rithm was firstly applied to relax the sample to a minimum
energy state. Afterwards, the sample was equilibrated under a
Nose—Hoover thermostat at 5 K. Finally, the graphene layer
was actuated by applying a sinusoidal velocity excitation
v(z) = A-sin(ky) along the z-axis, where A is the actuation ampli-
tude (here 0.6 A), and k = n/L (here L is the effective length of
the graphene layer, which excludes the two fixed edges, see
Figure 1). In the end, a microcanonical (NVE) ensemble was
applied to simulate the free vibration of the system. The equa-
tions of moving atoms are integrated over time by using a
Velocity Verlet algorithm [27]. In order to account for the
spurious edge modes of the GNRs, a non-periodical boundary
condition was applied along any direction during the whole
simulation.

Results and Discussions
To acquire the impact from the dopants on the resonance prop-

erties of graphene, emphasis has been put on the quality factor,

718



v(z) = Asin(ky)

Beilstein J. Nanotechnol. 2014, 5, 717-725.

© ! /1[14

Figure 1: (a) A perfect GNR with 3% B-dopant. (b) A perfect GNR with 1.5% B- and 1.5% N-dopant. (c) Velocity excitation profile. The regions high-

lighted in red in (a) and (b) represent the fixed edges.

0, and resonance frequency. These values are calculated
following the commonly utilized estimation schemes by
previous researchers [28,29]. That is, Q is defined as the ratio
between the total system energy and the average energy loss in
one radian at the resonant frequency [30], i.e., O = 2nE/AE,
where E is the total energy of the vibrating system and AE is the
energy dissipated by damping during one cycle of vibration.
The value of Q is assumed as to be constant during vibration,
which gives a relation between the maximum energy (£,) and
the initial maximum energy (E) as E, = Eo(1 — 2n/Q)" after n
vibration cycles [31]. Since an energy-preserving NVE
ensemble is assumed during vibration and the simulation is
under vacuum conditions, the damping will result from intrinsic
loss only. Therefore, the loss of potential energy must be
converted to kinetic energy. Thus, the change of the external
energy over time will be tracked for the calculation of Q. The
external energy is defined as the difference of the potential
energy before and after the initial excitation is applied to the

testing sample [32]. Regarding the resonance frequency, a
discrete Fourier transform will be applied [33]. For comparison,
the vibration properties for the prefect GNR are firstly assessed.
As shown in Figure 2a, the amplitude of the external energy
decreases linearly with the increase of simulation time, with Q
being estimated to be 4660. The corresponding frequency spec-
trum of the GNR is derived from fast Fourier transformation.
As shown in Figure 2b, the natural frequency of the external
energy is about 228 GHz. As the energy is a square function of
the velocity, i.e., the natural frequency of the GNR is half of the
external energy frequency, or 114 GHz.

Perfect GNRs with dopants

Influence of B-dopant

At the beginning, we consider the impact of B-dopants on the
resonance properties of a perfect GNR. Six testing samples
were established with a doping ratio ranging from 0.25% to
2.40%. Generally, it is found that the presence of different
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Figure 2: (a) Variation in time of the external energy obtained from a perfect GNR. (b) The corresponding frequency spectrum obtained.
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densities of B-dopant reduces Q compared to that of pristine
perfect GNR (shown in Figure 2a). In particular, the GNR with
a B-dopant densities of 0.38%, 0.76%, 1.14% and 1.64% have a
similar Q of around 2200, which means a reduction of more
than 50%. The results obtained from the GNR with 0.76%
B-dopant are illustrated in Figure 3a. Clearly, the amplitude of
the external energy is found to decrease from about 0.10 to
about 0.07 eV over the simulation time, which leads to
Q = 2260. From the corresponding frequency spectrum, the
resonance frequency is estimated to be 107 GHz. Interestingly,
the highest Q is found for the GNR with 1.89% B-dopant
(Q = 3070, about 34% reduction), followed by the GNR with
2.65% B-dopant (Q ~ 2770). This phenomenon suggests that
there is no correlation between the reduction of Q and the
density of B-dopant (within the considered maximum density of
2.65%). Comparing with the results presented in Figure 2a, a
much slower energy dissipation is found for the GNR with
1.89% B-dopant (see Figure 2b). We note that, although the
GNR with a higher density of B-dopant might have a higher Q,
the resonance frequency appears to have a consistent trend to
decrease when the B-content is increased. It is concluded from
all considered six cases that the reduction of O does not neces-
sarily increase with increasing density of dopants.

0.12

External energy (eV)

0
100200 300 ) 300

00 3
0 Frequency (GHz) Frequency (Gl17)
0 300 600 900 1200 0 300 600 900 1200
(a) Time (ps) (b) I'ime (ps)

Figure 3: Variation of history of the external energy over time for a
perfect GNR with B-dopant densities of (a) 0.76% and (b) 1.89%. The
insets show the corresponding frequency spectra.

Influence of both B- and N-dopants

We then consider the GNR with both B- and N-dopants. Again,
we consider six different cases, with the percentages of dopant
atoms ranging from 0.26% to 2.78%, in which B and N share
the same density, namely half of the total percentage. Strik-
ingly, the GNR with 0.26% of B- and N-dopants appear to have
an enhanced Q-factor of about 9050, which is twice of that
observed from the pristine GNR. Except this case, the rest five
samples exhibit apparent deteriorating vibration behavior.

Particularly, the profiles of the external energy of the GNRs
with a density of 1.27% and 2.28% differ greatly from that of
other cases, i.e., the amplitude does not show a consistent linear
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decrease fashion. As shown in Figure 4a, the external energy is
observed to experience a sharp dissipation from 0.10 to 0.06 eV
within 150 ps of simulation time. Afterwards, it fluctuates
around 0.06 eV with no obvious dissipation. From the
frequency spectrum, the resonance frequency is estimated to be
106 GHz. For the GNRs with a density of 0.76%, 1.65% and
2.78%, a similar progression of the external energy is found. As
shown in Figure 4b, the external energy of the GNR with 1.65%
of dopants decreases quickly from 0.10 to 0.03 eV after 1200 ps
of simulation time. A low Q of about 1610 is estimated with a
corresponding natural frequency of 109 GHz. In all, although
different densities of dopants influence the value of Q differ-
ently, the resonance frequency generally decreases with an

increasing of the dopant density.
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Figure 4: Variation of the external energy over time for a perfect GNR
with B- and N-dopants. The total density of dopants is (a) 1.27% and
(b) 1.65%. The insets show the corresponding frequency spectra.

Defective GNRs with two vacancies

Experimental results show that defects normally exist in GNRs.
These defects can be grain boundaries, oxidations or vacancies
[34,35]. Specifically, for GNRs with vacancies, researchers
reported three different types of nitrogen doping, namely
graphitic N, pyridine-like N and pyrrole-like N depending on
their locations. Therefore, in the following, we consider the
vibration properties of defective GNRs (with either two or four
vacancies) with different dopants. We start from the GNR with

two vacancies, discussions are given as below.

Influence of B-dopant

Similarly, seven different samples (including the pristine defec-
tive GNR) have been studied with a dopant density range of
0.38-2.40%. Random locations are adopted for the two vacan-
cies as shown in the inset of Figure 5a. The MD results from the
pristine defective GNR are depicted in Figure 5. Comparing
with the results from the pristine perfect GNR (given in
Figure 2a), the amplitude of the external energy shows an even
smaller decrease pattern (from about 0.11 to 0.10 eV), which
signifies a larger Q of about 8630. While an obvious decrease of

the resonance frequency of about 4% is observed.
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Figure 5: (a) Variation of the external energy over time obtained for a pristine GNR with two vacancies. The inset shows the corresponding model of
the GNR. The regions highlighted in green represent the vacancies. (b) The corresponding frequency spectrum.

Consistent with the phenomena observed from perfect GNR
with B-dopant (see above), the existence of B-dopant also
induces an evident reduction to of Q. All doped cases except the
one with 1.89% B-dopant show a greatly deteriorated Q with a
reduction of over 70%. The smallest Q is found for the case
containing 1.64% B-dopant. As illustrated in Figure 6a, the
amplitude of the external energy decreases sharply from 0.10 to
0.07 eV within the 1200 ps simulation time. The value of Q is
estimated as low as 1700, which is a reduction of over 80%
compared to that of the pristine defective GNR. Besides, a rela-
tively high Q is also found for the defective GNR with 1.89%
B-dopant. As illustrated in Figure 6b, the amplitude of the
external energy decreases slowly from 0.15 to 0.9 eV after 1200
ps and Q is calculated to be 6000. The fact the samples with
higher densities of dopants exhibit higher Q further suggest that
there is no correlation between the amount of dopants and the
value of Q.

0
100 200 300
Irequency (GHz)

100 300
0 Frequency (GHz)
0 300 600 900
(a) Time (ps) (b)

1200 0 300 600 900 1200
Tlime (ps)

Figure 6: Variation of the external energy over time for a defective
GNR (two vacancies) with B-dopant. The density of the dopant is
(a) 1.64% and (b) 1.89%. The insets show the corresponding
frequency spectra.

Influence of both B- and N-dopants
The influence of both B- and N-dopants on the resonance prop-
erties of the defective GNR are examined next. Different dopant

densities including 0.38%, 0.88%, 1.27%, 1.77%, 2.02% and
2.53% are considered. Overall, the influence from the different
densities of dopants varies greatly. For the defective GNR with
0.38% B- and N-dopants, a very high QO of about 8300 is
observed, while for the case with 0.88% dopants, an extremely
low Q of about 1980 is detected. Figure 7a depicts the results
obtained from the case with 0.38% dopants. A fast energy dissi-
pation is observed, with the resonance frequency being esti-
mated to be 109 GHz (the same as that obtained from the pris-
tine defective GNR).

External energy (eV)

0
100 200 300
Frequency (GHz)

0 300 600 900 1200 0 300 600 900 1200
(a) Time (ps) (b) Time (ps)

0
100 200 300
Frequency (GHz)

Figure 7: Variation of the external energy over time for the defective
GNR (two vacancies) with both B- and N-dopants. The total dopant
densities are (a) 0.89% and (b) 2.02%. The insets show the corres-
ponding frequency spectra.

Different behaviors are also found for the other two samples
with dopant densities of 1.77% and 2.02%. The results from the
case with 2.02% dopants are given in Figure 7b. As clearly
seen, the external energy exhibit a sharp initial damping
from 0.11 to ca. 0.09 eV at the early stage of vibration
(within 300 ps). Afterwards, it saturates around 0.09 eV.
The corresponding resonance frequency is estimated to be
107 GHz.
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Defective GNR with four vacancies

Influence of B-dopant

To further examine the influence of a combination of vacancies
and dopants, we establish another GNR model with four
randomly distributed vacancies (see the inset of Figure 8a). The
simulation results obtained from the pristine case are presented
in Figure 8. Compared to the GNR with two vacancies, a lower
0 and a lower resonance frequency are observed, about 4080

and about 106 GHz, respectively.

Based on the above results, we then compare the resonance
properties of the GNR (with four vacancies) with the presence
of B-dopants (density ranges from 0.26% to 2.40%). Comparing
with all previous cases, a relatively smaller degradation is found
for Q. The smallest O, which is about 2620, is observed in the
case with 1.77% B-dopants, a 35% reduction comparing with
that of the pristine GNR in Figure 8a. For densities of B-dopant
density ranging from 0.26% to 1.90%, a similar variation over
time of the external energy is observed. As shown in Figure 9a,
the amplitude of the external energy for the case with 0.76%
B-dopant decreases linearly from 0.10 to 0.08 eV after 1200 ps.
A non-uniform linear decrease fashion of the external energy is
also detected in the defective GNR with 2.40% B-dopant.
Figure 9b shows a fast energy dissipation at the beginning of
the vibration and the external energy saturates at around
0.06 eV. Besides of the evident impacts of the B-doping on Q, a
continuous reduction of the resonance frequency is also
observed with increasing B-dopant percentage.

Influence of both B- and N-dopants

In the end, we investigate the resonance properties of the GNR
with four vacancies and B- and N-dopants. Considered dopant’s
density ranges from 0.26% to 2.40%. Interestingly, only the
case with 0.76% of dopants is found to exhibit a decreased Q,
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Figure 9: Variation over time of the external energy of the defective
GNR with four vacancies and B-dopant densities of (a) 0.76% and
(b) 2.40%. The insets show the corresponding frequency spectra.

which is around 3050 (Figure 10a). All other samples are found
to have an enhanced Q. As seen in Figure 10b, the amplitude of
the external energy of the case with 1.76% of dopants linearly
decreases from 0.12 to 0.10 eV with the Q being estimated to be
4290 (a slight increase about 5% comparing with that of the
pristine defective GNR shown in Figure 8a).

External energy (eV)

|

0
100 200 300/
Frequency (Gllz)

200 300
Frequency (GHz)

0 300 600 900 1200 0 300 600 900
(a) Time (ps) (b) Time (ps)

1200

Figure 10: Variation over time of the external energy for the defective
GNR (four vacancies) with both B- and N-dopants. The total densities
of dopants are (a) 0.76% and (b) 1.76%. The insets show the corres-
ponding frequency spectra.

The most significantly increased Q is observed for the case with

2.40% dopant density. As shown in Figure 11a, no obvious
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Figure 8: (a) Time history of the external energy obtained from pristine defective GNR with four vacancies. The inset shows the corresponding model
of GNR with four vacancies. The regions highlighted in green represent the vacancies. (b) The corresponding frequency spectrum.
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energy dissipation is found, which results in a O-factor as high
as 79020. The corresponding frequency spectrum reveals that
there are two resonance modes existing. Close inspection of the
atomic configurations of the sample shows that the GNR is
vibrating along both lateral and length directions (see the insets
in Figure 11a). It is evident that the vibration behavior is domin-
ated by the vertical vibration, as indicated by the extremely
small amplitude of the translational vibration comparing with
that of the vertical vibration in Figure 11b. To further justify
this observation, a smaller excitation amplitude (0.4 A/ps) has
been tested, for which we still find the co-existence of the
vertical and translation vibration modes. A similar phenom-
enon is also observed for the case with a dopant density of
1.90%. It is concluded that for the GNR with four vacancies, a
higher density of dopants will make the translational vibration
mode much easier to be excited.
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Figure 11: Results of the defective GNR (four vacancies) with 1.20%

B- and 1.20% N-dopant. (a) Variation over time of the external energy.
The inset shows the sample at the simulation time of 488 and 492 ps.

(b) The corresponding frequency spectrum.

Before concluding, we compare the resonance frequencies and

QO-factor among all testing samples. As seen in Figure 12a, the

Beilstein J. Nanotechnol. 2014, 5, 717-725.

resonance frequency usually decreases with the increase of the
dopant percentages, which is evidently seen in the perfect GNR
with B-dopants. The largest reduction of the resonance
frequency is observed in a perfect GNR with 2.65% B-dopant,
about 14% decrease. It is worth to mention that, the B- and
N-doped defective GNR with four vacancies (dopant densities
of 0.26% and 2.40%) even exhibit a larger resonance frequency
than their pristine counterpart. Further, the reduction of the
resonance frequency for the two groups of doped defective
GNR with four vacancies is much smaller than that of other
groups. These observations suggest that the vacancies will also
exert significant influence to the resonance properties of GNR.
It is observed from Figure 12 that, the doping with only boron
induces a larger reduction of the resonance frequency of either
perfect or defective GNR than doping with both boron and
nitrogen. Figure 12b compares the Q-factor obtained from
different samples. Note that, some cases exhibit a nonlinear
profile for the external energy (e.g., Figure 4a, Figure 9b), for
which a valid Q cannot be estimated. Thus, these cases are not
compared, as well as the two cases with significantly enhanced
O (i.e., GNR with 1.8% and 2.4% of B- and N-dopant). In
general, the impacts from different percentages of dopants vary
greatly. As is seen, most of the tested samples show a decreased
0, while some cases show an enhanced Q. It is assumed that the
locations of dopant atoms also exert great influence on the
QO-factor, and future works are expected to unveil such influ-

cnce.

Conclusion

Based on the MD simulations, we investigated the impacts of
different dopants (only boron and boron with nitrogen) on the
resonance properties of graphene nanoribbons (GNRs). Both

perfect and defective (with either two or four randomly located
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Figure 12: (a) Comparisons of the relative natural frequency among all studied samples. (b) Comparisons of the relative Q factor among all studied
samples. VO-B represents the group of a perfect GNR with B-dopant, VO-B,N represents the group of a perfect GNR with both B- and N-dopants;
V2-B represents the two vacancies-GNR with B-dopants, V2-B,N represents the two vacancies-GNR with both B-and N-dopants, similar notation is
used for the four vacancies-GNR. The normalization was done based on the case with non-dopants atoms in each group.
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vacancies) GNRs have been adopted as the samples, and the
dopant densities were chosen below 3%. Major findings
include: (a) Generally, the presence of dopants will lead to a de-
gradation of the Q-factor and the resonance frequency of the
GNR. (b) The impacts of doping on the O-factor of perfect and
defective GNR vary greatly, and there is no apparent correla-
tion between the reduction of Q and the density of the dopant.
(c) Compared with the influence on the Q-factor, the influences
exerted on the resonance frequency are insignificant, i.e., the
majority of the reduction is between 2—10%. (d) The reduction
of resonance frequency of perfect and defective GNRs is larger
when they are doped with boron only than when they are doped
with both born and nitrogen. This study provides a comprehen-
sive study of the impacts of different dopants on the resonance
properties of graphene. The simulation techniques presented
herein should also be applicable to graphene with other dopant
elements (e.g., sulfur or silicon).
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Here we report on the synthesis of caesium doped graphene oxide (GO-Cs) and its application to the development of a novel NO,

gas sensor. The GO, synthesized by oxidation of graphite through chemical treatment, was doped with Cs by thermal solid-state

reaction. The samples, dispersed in DI water by sonication, have been drop-casted on standard interdigitated Pt electrodes. The

response of both pristine and Cs doped GO to NO, at room temperature is studied by varying the gas concentration. The developed

GO-Cs sensor shows a higher response to NO, than the pristine GO based sensor due to the oxygen functional groups. The detec-

tion limit measured with GO-Cs sensor is =90 ppb.

Introduction

Graphene is a single layer of carbon atoms arranged in a honey-
comb lattice [1,2]. Intrinsic low noise structure, large specific
surface area and extraordinary mobility of carriers are the
unique properties that make graphene-based materials excellent
candidates for a wide variety of electrical applications [3]. One
of the most promising applications is chemical sensing with

detection limit down to ppb level [4-11]. Such ultrahigh sensi-

tivity can play a crucial role in applications including health

care, gas alarms, safety and environmental monitoring [12].

Theoretical [13,14] and experimental [15-19] studies have
revealed that functionalization of graphene can improve signifi-
cantly its gas sensing performance [20]. The presence of

dopants or defects in the graphene lattice can increase the
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adsorption energy, i.e., the gas molecules can absorb more
strongly on the doped or defective graphene than the pristine
graphene resulting in an enhancement of the sensitivity or selec-

tivity.

Recently, graphene oxide (GO), a graphene layer decorated
with oxygen functional groups, has been subject to extensive
research [8,21-24], as the synthesis of GO is the first step to
easily obtain functionalized graphene [25]. GO can be synthe-
sized from colloidal suspensions of graphite derivatives [26-29],
e.g., graphite oxide, a method significantly cheaper and scal-
able than most of the common processes to make pristine
graphene sheets, like chemical vapour deposition, epitaxial

growth or mechanical exfoliation [30-33].

By dispersion and sonication of graphite oxide in aqueous solu-
tion or organic solvent, a colloidal suspension of GO sheets is
produced. The density of oxygen functional groups can be
easily controlled [28,34-38] making this process a good candi-
date for graphene functionalization. The oxygen groups of the
resulting GO lead to the disruption of the graphitic structure,
thus making the material electrically too much insulating for
resistive gas sensing applications. However, the partial removal
of oxygen groups, leading to reduced GO can be achieved by
chemical [38,39], thermal [40,41] or ultraviolet-assisted process
[42]. The conductivity and gas sensing performance of the
reduced GO is comparable or superior to that of the pristine
graphene [43], due to the oxygen defects that act as low energy
adsorption sites.

To further enhance its gas sensing properties, reduced GO can
be doped with alkali metals [18], similarly to what has been
done in other carbon materials, to tune up the electronic prop-
erties for sensing applications [44].

Different research groups have reported high gas sensing
performance of conductometric devices based on GO
[25,35,45], reduced GO (rGO) [15,23,24,29,46,47] and func-
tionalized rGO [18,48-50]. Prezioso et al. [25] have measured
the NO, sensing performance of GO drop casted on standard
interdigitated Pt electrodes. They reported a very low detection
limit (20 ppb), which is attributed to the high quality of their
GO samples (large and highly oxidized flakes). Robinson et al.
[46] demonstrated that by increasing the level of reduction it is
possible to improve the response time and 1/fnoise. It has also
been proven by Yuan et al. [50] that reducing the thickness of
the sensing layer below 5 nm results in a significant enhance-
ment of the sensitivity [S0]; although other authors claim that
very thin layers would result in a not uniform conducting path
[18]. The decoration of rGO with Pd nanoparticles using sput-
tering or by alternating current dielectrophoresis has shown an
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improvement in the sensitivity to NO by a factor of 5 (down to
2 ppb at room temperature) [15] as well as selectivity to
hydrogen [18].

Increasing air pollution and global warming raised the demand
for highly sensitive and portable NO, gas sensors. To this
purpose, metal oxide materials have been investigated reaching
the lowest detection threshold of 0.1 ppm [51]. The high oper-
ating temperature of these devices, in the range of 200—400 °C,
is a serious drawback that makes their utilization difficult in the
field, where power consumption is a critical parameter. Carbon-
based materials, such as graphene and chemically derived
graphene, offer high sensitivity to cost ratio even when oper-

ating at room temperature [52].

In this article, we report for the first time the fabrication, char-
acterization and gas sensing performance of a caesium-doped
GO (GO-Cs) based conductometric sensor. Due to the reported
catalytic activity of Cs, we believe that the sensing perfor-
mance of the GO can be improved significantly [53]. Both pris-
tine GO and Cs doped GO sensors have been tested towards
different concentrations of NO, gas at room temperature. The
detection limit measured with GO-Cs sensor is ~90 ppb.

Experimental

Device fabrication

GO materials were prepared by oxidation of graphite flakes
following the method reported by Marcano et al. [5S4]. Commer-
cially available graphite flake was purchased from Sigma-
Aldrich. All other chemical used, (99.99% H,SOy4, 85% H3POy,
35% HCL, 30% H,0,, KMnQy) in this study were analytical
grade and supplied by Sigma-Aldrich. Analytical grade ethanol,
acetone and diethyl ether were used as solvents.

The graphite mixed with KMnQOy (ratio of 1:6) was combined
with a mixture of HySO4:H3PO4 (540:60 mL) acids. The reac-
tion was stirred at 50 °C for 12 h. Subsequently, the resulting
mixture, cooled at room temperature, was poured onto ice with
3 mL of 30% H,O, and sifted through a 250 um sieve. The
filtrate was centrifuged at 4000 rpm for 30 min. The obtained
material was washed with DI water, HCI and ethanol. After
each wash, the mixture was sieved and centrifuged for 30 min at
4000 rpm. The final precipitate was coagulated with diehyl
ether. Coagulated solid was dissolved in DI water and soni-
cated for 1 h. The resulting GO aqueous dispersion was cooled
down for 24 h followed in a de-freezer and subsequently for
72 h in a freezer dryer at =51 °C under vacuum.

In order to synthesize GO doped with caesium (GO-Cs), the GO

was diluted in water and mixed with Cs,COj3, following the

method suggested by Liu et al. [55]. The obtained solution was
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stirred at room temperature for 30 min and sieved with a
polyvinylidene fluoride membrane (0.2 pm). The precipitate
was then added to water (30 mL) and filtered. The process was
repeated twice to obtain dark solid GO-Cs.

Finally, the gas sensors were fabricated by drop casting of the
prepared GO and GO-Cs materials onto 2 x 2 mm? transducers
and then they were placed in oven at 60 °C for 12 h. The trans-
ducers consisted of Pt interdigitated electrodes (IDT) (200 um
separation) deposited on 0.25 mm thick alumina substrates.

Material characterisations

The structure and the composition of the synthesized GO and
GO-Cs were analysed by field emission scanning electron
microscopy (FESEM), X-ray photoelectron spectroscopy
(XPS), atomic force microscopy (AFM), Raman spectroscopy
and Kelvin probe force microscopy (KPFM).

XPS data were acquired using a Kratos Axis ULTRA X-ray
photoelectron spectrometer incorporating a 165 mm hemispher-
ical electron energy analyser. The incident radiation was mono-
chromatic Al Ka X-rays (1486.6 eV) at 225 W (15 kV, 15 mA).
Survey (wide) scans were taken at analyser pass energy of
160 eV and multiplex (narrow) high resolution scans at 20 eV.
Survey scans were carried out over 1200-0 eV binding energy
range with 1.0 eV steps and a dwell time of 100 ms.

Narrow high-resolution scans were run with 0.05 eV steps and
250 ms dwell time. Base pressure in the analysis chamber was
kept at 1.0 x 107° Torr and during sample analysis
1.0 x 1078 Torr. Peak fitting of the high-resolution data was
also carried out using the CasaXPS software.
Raman spectroscopy was performed by using an ‘‘inVia
Renishaw Raman microscope’” with A = 532 nm operated at
35 mW, with a 1 pm spot size, to investigate bond changes and
defects in the material.

The KPFM was performed with a commercial AFM (Cypher-
Asylum Research) equipped with an air temperature controller
(ATC). The ATC flows temperature regulated, HEPA (High-
Efficiency Particulate Absorption) filtered air through the
Cypher enclosure. Closed-loop temperature control isolates the
AFM from room temperature variations, minimizing thermal
drift for imaging. During measurements the temperature was
kept constant at 26 °C.

For all KPFM data shown here, we used conductive (Pt coated)
AFM probes (NSG03 model from NT-MDT) with a nominal
resonant frequency between 50 and 150 kHz. The GO and
GO-Cs samples were deposited on gold-coated mica substrates

Beilstein J. Nanotechnol. 2014, 5, 1073-1081.

from a liquid suspension (5 pg/mL). The Kelvin voltage was
maintained with an integral gain of 4, no proportional gain, and

an AC-voltage applied to the tip of 3 V.

Gas sensing measurements

The GO and GO-Cs sensors response to NO, was evaluated
using a high precision multi-channel gas testing system,
including a 1100 cc volume test chamber capable of testing four
sensors in parallel, 8 high precision mass flow controllers (MKS
1479A) to regulate the gas mixture, 8 channel MFC processing
unit (MKS 647C), a picoammeter (Keithley 6487) and a
climatic chamber to control the temperature. The measurements
were performed at room temperature with a mixture of syn-
thetic air and NO, gas in different concentrations (up to a
maximum of 12.2 ppm of NO; balanced in synthetic air). The
right concentration of NO, gas in air was obtained by adjusting
the respective flow rates via the MFCs, while maintaining a
total constant flow rate of 200 SCCM (mL/min). The response
upon gas exposure was evaluated by measuring the sensors

resistance variation with bias voltage of 3 V.

Results and Discussion

Material characterisations

The morphology of the synthesized graphite oxide powder was
investigated by FESEM (Figure 1). It is evident that the thin
and aggregated flakes are stacked to each other with lateral
sizes ranging from several hundred nanometers to several

microns.

AFM images (Figure 2a and 2c¢) confirm that most of GO and
GO-Cs flakes are approx. 1 nm thick, corresponding to one
monolayer, with a lateral size in the range of hundred nano-
meters [56,57]. The thickness of each GO layer is usually
higher than the pristine graphene sheet because of the orthogo-
nally bonded oxygen groups coming out from the surface
[28,57,58].

Electrical characterizations were carried out with KPFM
providing a potential map of the samples with a resolution of
few mV. Figure 2b and 2d show a comparison of pristine GO
and GO-Cs KPFM signals.

The measurements collected from several samples and on
different flakes show a net difference in the potential map of
GO (see Figure 2b) and GO-Cs flakes (see Figure 2d), with a
drop of the average potential on a flake from 30 £ 3 mV in the
GO to 19 + 3 mV in the GO-Cs. We attribute this drop to the
chemical reduction of the GO caused by the Cs,CO3 that tends
to decrease the work function as observed by [55,59-61]. This
result suggests that doped GO may have good performance as a

gas sensing material.
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Figure 1: (a) Low magnification and (b) high magnification SEM
images of graphite oxide flakes.

Beilstein J. Nanotechnol. 2014, 5, 1073-1081.

XPS survey analysis of the GO (Figure 3a, blue line) confirms
that the GO does not contain any contaminants and is largely
oxidised with an oxygen content of ®32%. A reduction of the
oxygen content down to =24% is observed in the GO-Cs
(Figure 3a, red line) survey spectrum, which confirm the pres-
ence of =5% Cs. In the high resolution XPS spectra of the C
peaks (Figure 3b and 3c), we identify the C—C contribution as
the peak at 285.3 eV binding energy, while the C—O, C=0 and
COOH groups are assigned to binding energies of 287.5, 288.4
and 289.1 eV, respectively [62,63]. Figure 3b and 3¢ show that
the intensity of the C—O band in the GO-Cs decreases compared
to the C—O band of the GO, confirming a reduction mechanism
occurring in the GO due to the Cs,03. Also the COOH peak
decreases appreciably in the GO-Cs because of the substitution
occurring between —COOH (that are usually at the periphery in
the GO flakes), with —COOCs groups [55]. During the reaction,
Cs* is in fact expected to replace the H™ ions in COOH groups
due to its higher reactivity. This is confirmed by the position of
the Cs 3d5/2 peak at 724.1 eV (high resolution data, not
shown), corresponding to the value of Cs bound to a carboxylic
group [55]. It is worth also to notice the effect of the doping on
the Fermi level, causing a 1 eV shift towards lower binding
energy of all C peaks in the XPS spectra of GO-Cs (Figure 3c).
The edge functionalization with the introduction of Cs* does
not cause much change in the carbon skeletons of the graphene
oxide as observed by Liu et al. [55] and confirmed by our
Raman spectra of GO and GO-Cs (Figure 4), where no appre-

(b)

mV

Figure 2: AFM and KPFM images of (a) and (b) a GO flake (2 x 2 ym); (c) and (d) a GO-Cs flake (1.4 x 1.4 ym).
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Figure 3: (a) XPS survey spectrum of GO (blue line) and GO-Cs (red line); High resolution XPS C1s spectra of (b) GO and (c) GO-Cs. The =1 eV
shift towards lower binding energy of the peaks in (c) is due to the shift of the Fermi level caused by the doping.
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Figure 4: Raman spectra of GO-Cs and GO, displaying intense D and
G peaks at =1380 and 1600 cm™", respectively. The increase of the D
peak, which is the signature of defects in graphene and GO, is clearly
linked to the presence of Cs in GO-Cs.

ciable shift is found in the D and G peaks. The 2D peak does
not change as well, while the shape is compatible with the pres-
ence of several layers in the GO flakes. However a net increase
in the D peak at 1360 cm™! of the GO-Cs sample is a signature
of the increased number of defects due to the presence of Cs™.

Gas sensing performance

The GO-Cs and pure GO sensors were tested towards different
concentrations of NO, gas balanced in synthetic air at room
temperature. The sensors response (R) was calculated according
to the equation:

(Rair _Rgas) —100 x AR

air air

R(%)=100 x

where Ry;; is the sensing film resistance under synthetic air only
and Rgy; is the film resistance during NO; exposure.

As expected, the GO film showed a much higher resistivity than
the GO-Cs film in the presence of air (10'3 Q vs 100 Q). The
lower baseline resistance can be attributed to the reduction of

oxygen groups in GO-Cs film as confirmed by XPS analysis
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(Figure 3). Being the value close to the resolution capability of
our source meter (10 fA), the measurements of the GO film was

affected by electrical noise.

We studied the response at room temperature towards different
concentrations of NO,, ranging from 0.090 to 12.2 ppm. Both
sensors exhibited a reduction in resistivity upon exposure to the
gas, in agreement with the theory developed by Tang and Cao
[14]: a negative charge is transferred to the NO; molecules,
mostly in correspondence of oxygen functional group, resulting
in a p-type behaviour, which was also observed by Prezioso et
al. [25]. For NO; concentrations higher than 3 ppm both GO
and GO-Cs exhibited a significant response, while at low
concentrations the GO-Cs performed better. The GO-Cs sensor
exhibited a significant response to NO,, down to concentra-
tions as low as =91 ppb, while GO sensor did not show any
response to concentrations below 3 ppm. This sensitivity
enhancement could be attributed to defects introduced into the
GO-Cs films during the doping process. Figure 5 shows the plot
of the GO and GO-Cs sensors response as a function of NO,
concentration. Both responses are approximately linear and
proportional to the gas concentration. Since NO, is an oxida-
tive gas with strong electron-withdrawing ability, the decrease
in resistance confirms the p-type semiconductor behaviour of
the sensors, like the one observed for carbon nanotubes [64].
For GO-Cs sensor a relative increase in the response (Rgo-cs)
of 0.7, 1, 2, 4.4, 10, 24 and 40% was recorded for 0.18, 0.36,
0.73, 1.5, 3, 6.1 and 12.2 ppm NO,, respectively. Even at very
low gas concentrations, a slope of about 3% ppm can be
observed (inset of Figure 5), confirming that the as-prepared
GO-Cs sample is highly sensitive to NO,. On the contrary, no
appreciable response has been recorded for GO sensor in the

ARIRgjr (%)

-60 1 B 0.2 0.4

NO: concentration (ppm)

06 08 1

1 10
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Figure 5: Response of the GO and GO-Cs based sensors as a func-
tion of NO, concentration. The inset shows the response at very low
concentrations.
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presence of concentrations below 3 ppm, while a relative
increase in the response (Rgo) of 18, 41, 65% was recorded for
3, 6.1 and 12.2 ppm NO,, respectively. Table 1 summarises the
response of the GO and GO-Cs sensors for comparison.

Table 1: Comparison of the GO and GO-Cs response towards NO,
with different concentrations.

NO2 [ppm] Rao [%] Reo-cs [%]
0.18 — 0.7
0.36 — 1
0.73 — 2

1.5 — 44

3 18 10
6.1 41 24
12.2 65 39.6

We observed that the resistance of both sensors kept on
decreasing even after 20 min exposure to NO,, reaching very
slowly the saturation state. From deep saturation, the film
required a very long time exposure to dry air to recover its orig-
inal value. However, the significant variation of the resistance
during the first phase of exposure can ensure a successful
employment on the field of the sensing device. Therefore, we
consider the exposure of approximately 4 min as an effective
response time. This value has been chosen also in consideration
of the time required to fill the volume of the gas chamber
(1100 cc) with the target gas, which affects the dynamic
response. The dynamic responses of GO and GO-Cs upon 4 min
exposure to NO, concentrations decreasing from 12.2 to

1.5 ppm have been measured simultaneously.

As it can be seen from Figure 6a, the GO response is initially
higher than GO-Cs, but decreases more rapidly. When exposed
to 1.5 ppm, GO response is not anymore appreciable while a
GO-Cs reaction is still evident. The noisier curves of GO is due
to its higher resistivity value. Both sensors exhibit a long time
to recover their initial value. Approximately 220 min are
needed, although this value may be affected by the presence of
residual NO, molecules present in the 1100 cc gas chamber.
While GO sensor recovers faster, GO-Cs is not able to fully
recover its initial baseline. The dynamic response of the GO-Cs
sensor upon 4 min exposure to 0.091, 0.18, 0.36, 0.732 and
1.44 ppm NO; are shown in Figure 6b. The GO-Cs sensor
reacts after few tens of seconds to the NO, even at very low
concentrations, down to 180 ppb. In terms of recovery time, for
concentrations below 1 ppm, few minute exposures to dry air is
enough to restore the original resistivity value. For higher
concentrations, the recovery is longer, suggesting that the

amount of Cs doping can be optimized to make a balance
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Figure 6: Response of (a) GO-Cs and GO based sensors towards NO, with concentrations higher than 1 ppm; (b) GO-Cs based gas sensor after
exposure to different concentrations of NO, ranging from 0.091 to 1.44 ppm and (c) GO-Cs based sensor during 3 successive cycles of exposure to

0.732 ppm NO> for 4 min and to dry air for 15 min.

between the sensitivity and recovery time. This is in agreement
with what observed by other researchers [25,46]. As shown in
Figure 6¢, the GO-Cs sensor exhibits a good repeatability, even
if a slight drift in the baseline is observed. This may be due to
the presence of gas molecules not yet desorbed from the sensor
surface. An average time of 540 s is needed to recover after
240 s exposure to 0.732 ppm of NO,.

Conclusion

We successfully fabricated and studied for the first time an NO,
sensor based on caesium-doped graphene oxide (GO-Cs). We
demonstrated that caesium doping is an effective technique to
reduce the GO, making it a promising material for gas sensing
applications. XPS, Raman and KPFM results confirm the
successful incorporation of Cs into the GO resulting in the
reduction of oxygen groups. The developed GO-Cs based
conductometric sensor exhibits a very low detection limit for
NO; (down to =90 ppb) at room temperature. This can be attrib-
uted to the p-character of the GO film, due to the intercalation
of Cs atoms leading to the reduction of oxygen groups.
However, the sensor shows very long recovery, making GO-Cs
a good candidate for applications requiring high sensitivities,

but not fast response. Future works will focus on investigating

the effect of different species and concentration of dopants on
improving the selectivity, response and recovery time.
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Reports of the gas sensing properties of ZnSe are few, presumably because of the decomposition and oxidation of ZnSe at high

temperatures. In this study, ZnSe nanowires were synthesized by the thermal evaporation of ZnSe powders and the sensing perfor-

mance of multiple-networked ZnSe nanowire sensors toward NO, gas was examined. The results showed that ZnSe might be a

promising gas sensor material if it is used at room temperature. The response of the ZnSe nanowires to 50 ppb—5 ppm NO; at room

temperature under dark and UV illumination conditions were 101-102% and 113-234%, respectively. The responses of the ZnSe

nanowires to 5 ppm NO, increased from 102 to 234% with increasing UV illumination intensity from 0 to 1.2 mW/cm?. The

response of the ZnSe nanowires was stronger than or comparable to that of typical metal oxide semiconductors reported in the

literature, which require higher NO, concentrations and operate at higher temperatures. The origin of the enhanced response of the

ZnSe nanowires towards NO, under UV illumination is also discussed.

Introduction

ZnSe has been widely used in fabricating short-wave optoelec-
tronic devices [1] including blue—green laser diodes [2], tunable
mid-IR laser diodes for remote sensing [3], white-light LEDs
[4], continuous wave ZnSe-based laser diodes [5] and UV
photodetectors [6]. On the other hand, there are almost no

reports on the gas sensing properties of ZnSe. This might be due

to the decomposition and oxidation of ZnSe at temperatures
above 200 °C [7] and a lack of good sensing performance at
room temperature.

In recent years, one-dimensionally (1D) nanostructured, metal

oxide semiconductor sensors have been studied extensively
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because of the associated higher sensitivity due to the high
surface-to-volume ratios as compared to thin film gas sensors
[8-13]. Most metal oxides exhibit some sensitivity to many
gases at high temperatures because gas sensitivity tends to
increase with increasing temperature. On the other hand, the
development of highly sensitive and selective sensors at room
temperature is still a challenge. Several techniques including the
doping [12,14,15] or surface functionalization [16-18] of metal
catalysts, core—shell structure formation [19-21] and UV irradi-
ation [22-24] have been developed to improve the sensing
performance, detection limit and selectivity of 1D nanostruc-
ture sensors at room temperature. Among these techniques, the
UV illumination method was used in the present study to
enhance the sensing performance of ZnSe, 1D nanostructure-
based sensors at room temperature. In this study, multiple-
networked ZnSe nanowire sensors were fabricated and exam-
ined for their room-temperature, NO,-gas sensing properties
under UV illumination. Unlike individual 1D nanostructure
sensors, multiple-networked 1D-nanostructured sensors have
the benefits of low sensor fabrication cost (because there is no
need for precise techniques to connect the nanostructures), as
well as outstanding sensing performance.

Results and Discussion

Analysis of the structure of ZnSe nanowires
Figure 1a shows a SEM image of the ZnSe, 1D nanostructures.
The 1D nanostructures exhibited a wire- or fiber-like
morphology with widths ranging from 30 to 100 nm and lengths
ranging up to ~300 pm. Figure 1b shows the corresponding
XRD pattern of the ZnSe nanowires. The XRD pattern of the
ZnSe nanowires showed six sharp reflection peaks assigned
to wurtzite-structured ZnSe with lattice constants of
a = 0.3996 nm and ¢ = 0.6626 nm (JCPDS No. 89-2940),
suggesting that the nanowires were crystalline.

The low-magnification TEM image in Figure 2a revealed a
typical ZnSe nanowire with an extremely uniform diameter of
approximately 80 nm. The HRTEM image in Figure 2b
confirmed that the core region of the nanowire was perfectly
crystalline, whereas the edge region showed twinning along the
axis of the nanowire. Fringes with spacings of 0.346 and
0.331 nm corresponding to the interplanar distances of the
{100} and {002} lattice planes, respectively, were clearly
observed in the core region. The corresponding selected area in
the electron diffraction pattern (Figure 2¢) exhibited two types
of reflection spots assigned to wurtzite-structured ZnSe: a round
reflection from the core region and an elongated reflection from
the edge region.

The corresponding selected area electron diffraction pattern

(Figure 2c¢) exhibited two types of reflection spots assigned to
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Figure 1: (a) SEM image of ZnSe nanowires. (b) XRD pattern of the
ZnSe nanowires.

wurtzite-structured ZnSe: round one from the core region and
elongated one from the edge region.

Performance of nanowire gas sensors

Figure 3a and Figure 3b show the dynamic response of the
ZnSe nanowires towards NO, gas at room temperature in the
dark and under UV illumination, respectively. The maximum
resistance was reached immediately upon exposure to NO, and
recovered completely to the initial value after the removal of
NO,. The resistance increased with increasing NO, concentra-
tion. The resistance showed good reversibility during the intro-
duction and exhaust cycles of NO,. The ZnSe nanowires
showed responses to 50 ppb—5 ppm NO; ranging from ~101%
to =102% and from ~113% to ~234% in the dark and under UV
(365 nm) illumination, respectively. In other words, UV
(365 nm) irradiation increased the response of the ZnSe

nanowires to 50 ppb—5 ppm NO; by 1.1-2.3 times.

Figure 4a—c show the responses, response times and recovery
times of the ZnSe nanowires towards NO, gas at room tempera-
ture in the dark and under UV illumination, respectively. This
information was determined from that of Figure 3a and

Figure 3b. The ZnSe nanowires showed a sufficiently strong
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ponding SAED pattern.
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Figure 3: Electrical responses of the gas sensors fabricated from
ZnSe nanowires to 50 ppb, 100 ppb, 500 ppb, 1 ppm and 5 ppm NO2
gas at room temperature (a) in the dark and (b) under UV (365 nm)
illumination at 1.2 mW/cm2.

response to NO, gas, even at 50 ppb. The response of the ZnSe
nanowires to NO, gas tended to increase more rapidly with
increasing NO; concentrations under UV illumination than in
the dark. Regarding the sensing time, both the response times
and recovery times were shorter under UV illumination than in
the dark. In particular, recovery times were more than 35 s
shorter under UV illumination than in the dark at a NO, gas
concentration range from 50 ppb to 5 ppm. Figure 4a—c show

the dependence of the response, response time and recovery
times of the ZnSe nanowires to 5 ppm NO, gas at room
temperature on the illumination intensity of UV light used to
illuminate the gas sensors. The response of the nanowires was
102% in the dark. The responses of the nanowires increased
from =102 to =234% with increasing UV illumination intensity
from 0 to 1.2 mW/cm? (Figure 4a). Figure 5a shows a strong
dependence of the electrical response of the ZnSe nanowires on
the UV illumination intensity towards 5 ppm NO, gas at room
temperature. The response increased rapidly with increasing UV
illumination intensity. On the other hand, Figure 5a and
Figure 5b show that both the response time and recovery time
of the ZnSe nanowires at room temperature towards 5 ppm NO,
gas tend to decrease with the UV illumination intensity. These
high responses at room temperature highlight the strong influ-
ence of UV irradiation on the response of the nanosensor to
NO, gas.

Table 1 compares the responses of the ZnSe nanowires towards
NO; synthesized in this study with those of metal oxide semi-
conductor, 1D nanostructures reported in the literature. The
response of the ZnSe nanowires to NO, gas with a lower
concentration obtained at room temperature in the dark in this
study was stronger than or comparable to those of typical metal
oxide, 1D nanostructures, such as ZnO, SnO,, In,O3, and MoOj3
at higher temperatures and higher NO, concentrations [25-30].
This suggests that the ZnSe nanowires are also a promising

candidate as a NO, gas sensor material.

Conclusion

ZnSe nanowires exhibited responses towards 50 ppb—5 ppm
NO; ranging from =101% to =102% and from =113% to
~234% at room temperature in the dark and under UV (365 nm)
illumination, respectively. These responses of ZnSe nanowires
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Figure 4: (a) Response, (b) response times and (c) recovery times of
the multiple-networked ZnSe nanowire gas sensor to NO, gas in the
dark and under 365 nm UV illumination at 1.2 mW/cm?2.

were stronger than or comparable to those of typical metal
oxide semiconductors reported in the literature, such as ZnO,
Sn0O,, InyO3, and MoO3, at higher temperatures and higher NO,
concentrations. The ZnSe nanowire sensors cannot be used at
high temperatures, such as 300 °C, because of the oxidation of
ZnSe, but their sensing performance could be enhanced when
used at room temperature under UV illumination. The response
of the ZnSe nanowires increased from 0 to =234% with

increasing UV illumination intensity from 0 to 1.2 mW/cm? and
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Figure 5: (a) Electrical response and (b) response and recovery times
of ZnSe nanowire gas sensors under UV (365 nm) illumination for
different UV illumination intensities.

the response time and recovery time of the ZnSe nanowires
tended to decrease with increasing UV illumination intensity
from 0 to 1.2 mW/cm?. The results show that ZnSe nanowires
are also a promising nanomaterial for the fabrication of NO, gas
sensors when used at room temperature. In addition, the
enhanced response of the ZnSe nanowires under UV illumina-
tion to NO, gas might be due to (1) modulation of the depletion
layer width and (2) the UV-activated adsorption, and desorp-
tion of NO, species.

Experimental

Synthesis of ZnSe nanowires

Similar to that previously described [31], ZnSe nanowires were
synthesized on 3 nm-thick gold (Au) layer-coated, c-plane
sapphire (Al,O3(0001)) substrates by the thermal evaporation of
ZnSe powders. A quartz tube was mounted inside a horizontal
tube furnace. The quartz tube consisted of two temperature
zones: zone A at 850 °C and zone B at 700 °C. An alumina boat
loaded with pure ZnSe powder was located in zone A, whereas
the Au-coated Al,O3 substrate was placed in zone B. The
nitrogen (Nj) gas flow rate and chamber pressure were
100 cm3/min and 1 Torr, respectively. The synthesis process

time was 1 h.
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Table 1: Responses of various nanomaterial gas sensors to NO, gas.

Beilstein J. Nanotechnol. 2014, 5, 1836—1841.

Nanomaterial Temperature NO, Conc. Response Ref.
(°C) (ppm) (%)
ZnSe NWs (dark) 25 0.05 101 Present work
ZnSe NWs (UV) 25 0.05 113 Present work
ZnO nanorods 300 0.1 35 [24]
ZnO fibers 100 0.4 50 [25]
SnO, NWs 300 10 1.01 [26]
SnO, nanobelts 300 10 1.9 [27]
Ino0O3 NWs (multi-NW) 200 0.5 2.1 [28]
In,03 NWs (single-NW) 200 0.5 2.6 [28]
MoOg3 lamellae 225 10 118 [29]
Characterization of the structure of the nanowires References

The morphology and structure of the collected nanowire
samples were examined by scanning electron microscopy
(SEM, Hitachi S-4200) and transmission electron microscopy
(TEM, Philips CM-200), respectively. The crystallographic
structures of the samples were determined by glancing angle
X-ray diffraction (XRD, Philips X’pert MRD diffractometer)
using Cu Ka radiation (A = 0.15406 nm) at a scan rate of
4°/min, and a 0.5° glancing angle with a rotating detector.

Preparation of sensors and gas sensing tests

ZnSe nanowire samples were dispersed ultrasonically in a mix-
ture of deionized water (5 mL) and isopropyl alcohol (5§ mL),
and dried at 90 °C for 30 min. A slurry droplet containing the
nanowires (10 pL) was placed onto the SiOj-coated Si
substrates equipped with a pair of interdigitated (IDE) Ni
(=200 nm)/Au (=50 nm) electrodes with a gap of 20 um. The
flow-through technique was used to test the gas sensing prop-
erties. All measurements were performed in a temperature-
stabilized, sealed chamber with a constant flow rate of
200 cm3/min at 25 °C under 50% RH. The NO, concentration
was controlled by mixing NO, gas with synthetic air at different
ratios. The detailed procedures for the sensor fabrication and
sensing test are reported elsewhere [32]. The electrical resis-
tance of the gas sensors was determined in the dark and under
UV light (A = 365 nm) illumination at intensities ranging from
0.35 to 1.2 mW/cm? by measuring the electric current between
the Ni/Au IDEs at 1 V and at room temperature. The response
was defined as (Rg/R,) x 100% for NO, gas, where R, and R,
are the electrical resistances of the sensors in the target gas and
air, respectively.
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Abstract

The characterization of Langmuir—Blodgett thin films of 10,12-pentacosadiynoic acid (PDA) and their use in metal-insulator—metal
(MIM) devices were studied. The Langmuir monolayer behavior of the PDA film was studied at the air/water interface using
surface tension—area isotherms of polymeric and monomeric PDA. Langmuir—Blodgett (LB, vertical deposition) and
Langmuir—Schaefer (LS, horizontal deposition) techniques were used to deposit the PDA film on various substrates (glass, quartz,
silicon, and nickel-coated film on glass). The electrochemical, electrical and optical properties of the LB and LS PDA films were
studied using cyclic voltammetry, current—voltage characteristics (/-V), and UV-vis and FTIR spectroscopies. Atomic force
microscopy measurements were performed in order to analyze the surface morphology and roughness of the films. A MIM tunnel
diode was fabricated using a PDA monolayer assembly as the insulating barrier, which was sandwiched between two nickel layers.
The precise control of the thickness of the insulating monolayers proved critical for electron tunneling to take place in the MIM
structure. The current—voltage characteristics of the MIM diode revealed tunneling behavior in the fabricated Ni-PDA LB film—Ni
structures.

Introduction
Electronic device fabrication often requires thin film deposition  solid substrates. The Langmuir—Blodgett (LB) deposition tech-
processes which require precise control of the material thick- nique is particularly useful for the transfer of organized mono-

ness while maintaining conformity of the layer deposited on a  layers onto a substrate with a fine control of the deposition
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thickness [1-4]. The technique makes use of the amphiphilic
nature of molecules dispersed in water (or another subphase)
and later transferred onto a substrate. The production of Lang-
muir—Schaefer (LS) films involves horizontally dipping the sub-
strate into the liquid subphase, whereas in LB deposition, the
substrate is perpendicularly lowered into the liquid subphase.

The use of w-tricosanoic acid-based LB films in metal-insu-
lator—metal (MIM) diodes with a Ag—LB monolayer—-Mg struc-
ture was studied by Geddes et al [5]. Mochizuki et al. also
explored the use of the LB technique in MIM tunnel diodes by
deposition of conductive LB films of bis(ethylenedioxy)tetra-
thiafulvalene which served as a top electrode [6]. Iwamoto
reported on the electrical properties of MIM junctions using
polyimide LB films over a range of temperatures [7]. Kaneko et
al. reported the use of polydiacetylene thin films in MIM and
metal—insulator—semiconductor structures. They measured the
thermionic emission through MIM diodes with polydiacetylene
LB multilayers [8]. Ram et al. also fabricated MIM structures
with polyemeraldine LB films sandwiched between silver and
ITO glass plates, which resulted in devices which showed non-
linear rectification [9].

In this research, LB films of various fatty acids (with amide or
alkyl groups) were used for the fabrication of MIM structures.
Initially, a high failure rate was observed with short-circuited
MIM devices, which was attributed to pinhole defects or
damage to underlying insulating monolayers occurring during
the top contact deposition. Pinhole defects can be minimized if
individual molecules are bonded together to form a cross-linked
structure. The selection of the insulating material is very impor-
tant: it should be amphiphilic, compatible with the LB tech-
nique and polymerizable. Such cross-linking can make the film
more compact, thereby reducing the intermolecular distance and
making the film more resistant to physical damage during the
top contact sputtering. Recently, Langmuir monolayer films of
10,12-pentacosadiynoic acid (PDA) were studied as reported in
the literature [8,10,11]. A set of experiments were performed
regarding the photo-polymerization of PDA monomers using in
situ UV light exposure in the LB trough as well as after deposi-
tion of the Langmuir monolayer. This resulted in reduced
pinhole defects in the film. In this context, monolayers of PDA
were analyzed to check the transfer consistency of PDA onto
the substrate for the deposition of LB and LS films. After ma-
terial and film characterization, these LB layers were character-
ized for suitability for small signal rectification in MIM tunnel
diodes.

The Langmuir monolayer behavior of PDA was studied at the
air—water interface to find the ideal surface tension for a close-

packed film at the water surface. This was followed by deposi-
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tion of the film on silicon, indium tin oxide (ITO) glass, quartz
and nickel substrates for optical spectroscopy, cyclic voltam-
metry and electrical measurements [12-15]. The optical and
electrochemical properties of the films were investigated using
FTIR and cyclic voltammetric studies, respectively. The electro-
chemical analysis of PDA has proved useful in understanding
the chemical activity, such as the oxidation—reduction reactions,
as well as their reversibility. Cyclic voltammetry was performed
on PDA films deposited onto ITO-coated glass substrates in
order to gain qualitative information about the electrochemical
processes or for insight into electron transfer rates and the
kinetic and thermodynamic behavior of the PDA. Such an
analysis can potentially aid in the identification of suitable
applications of such materials [16]. The Ni-PDA film—Ni struc-
ture was studied in order to understand the tunneling behavior
in MIM structures.

Experimental
Overview of the deposition of PDA, LS films

Langmuir monolayers and LB films: For these experiments,
PDA was obtained from Sigma-Aldrich in the form of 10,12-
pentacosadiynoic acid (=97.0%, HPLC grade). A 0.2 mg/mL
solution of the surfactant PDA was prepared in chloroform
(>99.8%, Sigma-Aldrich). Figure 1 shows the molecular struc-
ture and UV-polymerized structure of the PDA molecule. The
pH value of the water subphase was found to be 6.8. Surface
tension—area isotherms were obtained using the KSV NIMA
Langmuir—Blodgett Trough system for samples with varying
volume and concentration of PDA dissolved in chloroform. The
surface tension was measured using a paper Wilhelmy plate
suspended in the water in the LB trough. The deposition condi-
tions were regulated using surface tension and compression
feedback control. This resulted in the formation of a closely
packed film at the air—water interface accomplished by moni-
toring the change in surface tension with respect to the position
of the barriers in the trough. The surface tension—area isotherm
of the Langmuir monolayer changes with the variation in the
volume of the water-dispersed PDA solution. The Langmuir
monolayer formation is dependent on the concentration of the
solution and also on the volume of the solution dispersed on the
water surface. Several experiments were performed with
varying volumes (6, 7, 8 and 10 mL) of a 0.2 mg/mL PDA solu-
tion in order to obtain the best monolayer configuration.

The quality of the monolayer can be determined by monitoring
the surface tension and transfer ratio calculated for each dipping
experiment. The transfer ratio, which is defined as the ratio
between the decrease in the monolayer area at the water surface
during the deposition stage and the area of the substrate, was
close to 1 for all experiments. After analysis and repetition of

the isotherm as shown in Figure 2, a surface tension of
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25 mN/m was selected as the best film configuration for trans-
ferring the Langmuir monolayer onto the substrate. The surface
tension (and indirectly the film integrity) was efficiently
controlled using the KSV NIMA LB Trough controller. For
polymerization purposes, the monolayers were exposed to
245 nm UV radiation for 15 min using a UV bench lamp [17].

Optical characterization: A Jasco FTIR 4600 was used to
perform IR spectroscopy on the PDA film in transmission
mode. IR transparent Si was used as a substrate for the purpose
of these measurements.

Electrochemical characterization: The electrochemical
investigation was performed in a cell containing three elec-
trodes. An ITO coated glass substrate with LS/LB films of PDA
was used as the working electrode, a platinum wire was used as
the counter electrode, and Ag/AgCl as the reference electrode in
a 0.01 M HCI electrolyte solution. The electrochemical
measurements were made using a Voltalab PGZ301 system.

MIM diode: In this experiment, 50 nm of Ni was sputtered onto
a silicon wafer with a passivating surface layer of silicon
dioxide at a deposition pressure of 3 mTorr. The LB films of 20
and 30 PDA monolayers were deposited onto this Ni-coated

——No Polymerization

---- insitu Polymerization

50 60 70 80

Figure 2: The surface tension—area isotherm of the PDA monolayer with and without in situ polarization in the trough. The inset shows that the in situ
polymerization of the PDA film reduces the film surface area by 2.5 cm? (making it 15% more compact), which is close to the maximum confinement

before the breaking point.
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substrate using the LB deposition technique [10,18,19]. The
Langmuir monolayer was exposed to 254 nm UV radiation to
allow cross-linking of the monomers. A confined Ni top contact
was sputtered onto the PDA layers with the aid of a shadow
mask. To avoid physical damage to the PDA layers, the RF
power during sputtering was kept at only 30 W to sustain
enough plasma to allow sputtering of Ni atoms. Current—voltage
characteristics of the Ni-PDA—Ni assembly were measured
using a micromanipulator setup with Dumet (Cu—Fe) probe tips.
The 4145B Semiconductor Parameter Analyzer was used to
record the /-V measurements.

Results and Discussion

In order to analyze the monolayer configuration at the air—water
interface of the Langmuir—Blodgett trough, the change in
surface tension with respect to film compression was studied.
Figure 2 shows the pressure—area isotherm of the PDA Lang-
muir monolayer with and without in situ polymerization in the
trough at the air—water interface. The UV-exposed Langmuir
monolayer shows a more compressed area for the same volume
of PDA solution dispersed in water. The compactness of the
film after in situ polymerization at the surface of the water was
improved by 2.5 cm?, which is 15% of the total surface area of
the compressed monolayer. The surface area of the compact
film right before the breaking point was recorded as 16.6 cm?.

Figure 3 shows the infrared spectra of the 20 monolayer PDA
sample. The deposition was performed on an infrared-trans-
parent silicon substrate to characterize the material with respect
to its absorption peaks. The analysis was carried out on the

Beilstein J. Nanotechnol. 2014, 5, 2240-2247.

basis of the difference between the infrared spectra of a
UV-irradiated sample compared to that of the PDA without UV
exposure. The peak observed at 1700 cm™! in Figure 3 shows
the presence of C=0 vibration frequencies. The peaks around
2600-2800 cm ™! are attributed to C—H stretching vibrations.
There were no C=C peaks observed around ~700 cm™! in films
without UV exposure. However, a distinct C=C peak was seen
in the 650—750 cm™! range for UV-irradiated samples, as can be
seen in the inset in Figure 3 [20,21].

Figure 4 shows the cyclic voltammogram of the 20 monolayer
PDA LB film on ITO coated glass substrates at various scan
rates (5, 10, 25, 50, 100, 150 mV/s) in a 0.01 M HCl electrolyte.
The PDA shows half-redox characteristics in the CV studies
suggesting it is a pseudo-redox material. The redox peak of the
PDA LB film shows a distinct shift with an increase in the scan
rate from 5 to 150 mV/s. This peak can be attributed to the
cross-linking of the vinyl group caused by the UV polymeriza-
tion during the formation of the Langmuir layer (shown in
Figure 1). The vinyl group of the PDA-polymerized molecules
exhibits redox properties when interacting with the HCI mole-
cules in the electrolyte. However, even though it is difficult to
calculate the diffusion coefficient, the voltammogram is indica-
tive of the presence of the polymerized vinyl group in the Lang-
muir monolayer. The PDA molecule (10,12-pentacosadiynoic
acid) has m bonds which make it electrochemically active in
addition to carboxylic acid. The electrolyte interacts with the «
bond formation resulting in the pseudo-redox behavior recorded
around —150 to 50 mV as a function of scan rate. The redox
properties are not intrinsic to the film, but rather, they can be

95 - : -

PDA without UV Exposure
PDA with UV Exposure
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85|
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Figure 3: Infrared spectrum of a 20 monolayer PDA sample with and without UV exposure. The inset shows a magnified view of the C=C bending

vibrations around 650-750 cm~ .
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Figure 4: Cyclic voltammetry results with varying scan rates for a 20 monolayer PDA sample in 0.01 M HCI electrolyte. The inset shows the current
density vs potential measurements for a bare ITO sample in the same measurement setup.

attributed to the reaction between the film and the electrolyte.
However, this data clearly indicates that polymerized PDA has
electrochemical redox properties. In spite of the = bond conju-
gation, which provides high carrier mobility, there is still a very
low concentration of carriers, as can be seen by the insulating
behavior of the material [22,23].

Figure 5 shows the relation of the current density to the (scan

)1/2

rate) <, which was clearly not linear, as would be the case for a

redox system.

The roughness of the deposited monolayers was analyzed using
atomic force microscopy (AFM) as shown in Figure 6. Special
Bruker AFM tips (0.01-0.025 Ohm-'cm, Sb-doped Si) were
utilized to scan the film morphology. An average roughness, R,,
of 34.2 A was measured for 30 layers of PDA. However, this
AFM characterization could only provide information about the
surface morphology and not the film thickness. The surface
roughness of the underlying nickel film was recorded as
18 £ 1 A [24].

Discussion of the MIM structure: Initially, due to the extreme
thinness of the PDA monolayers, it was difficult to avoid
pinholes, and most MIM devices failed for this reason. After
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Figure 5: Current density vs voltage scan rate for a 20 monolayer PDA
sample on an ITO substrate measured in 0.01 M HCI electrolyte.

polymerization of 30 monolayers of PDA Langmuir—Blodgett
films, seven out of eight fabricated diodes failed. Figure 7
shows possible fabrication challenges during the production of
insulating LB films for MIM devices. A major fabrication chal-
lenge was successfully overcome by reducing the RF power
during sputtering to as low as 30 W. Higher RF power settings
during sputtering of the top contact can potentially cause phys-
ical damage to the thin PDA film assembly, resulting in short-
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Figure 6: AFM micrograph of 30 monolayer of PDA deposited using
the Langmuir—Blodgett technique showing a surface roughness of
34.2 A. The roughness of the underlying Ni-coated silicon substrate
was 18 A.

circuited MIM devices. Reduction of the RF power during the
Ni top contact sputter runs greatly lowered the rate of failed
devices, causing less physical damage and avoiding any signifi-
cant field effect on the PDA film.

Probing on a delicate thin film device was another major chal-
lenge. A liquid-metal drop directly on the polymeric film did
not allow sufficient repeatability of /- measurements. Such a
mercury—polymer contact can cause an accumulation of charge
on the surface of the mercury drop, thereby causing a change in

RARS

(a) Langmuir Blodgett film on a Ni
substrate

a \

(c) Physical damage during
probing
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the effective potential at the interface [4]. To avoid this,
Ni contact pads were sputtered to allow probe tip positioning
outside of the active area of the device without the need for a
liquid top contact. After such optimization, the /-V characteris-
tics of the Ni-PDA-Ni MIM configuration could be success-
fully measured using the 4145B Semiconductor Parameter
Analyzer and micromanipulator setup to control the probe tips.

The rectification ratio, RR, calculated at a bias voltage of
200 mV was as high as =110 at £200 mV. This was calculated
as a ratio of currents for an equal voltage deviation around
the bias voltage (Vp) as RR = Ir (at Vy +200 mV)/I; (at
Vp =200 mV).

Figure 8 shows the I~V characteristics for 20 to 30 monolayers
of PDA in a Ni-PDA—Ni tunnel junction configuration, with an
earlier turn-on voltage for 20 monolayer of PDA compared to
that for 30 monolayer of PDA.

Conclusion

The Langmuir-Blodgett film deposition technique was success-
fully used to deposit highly conformal and less defect-prone
PDA monomolecular layers on a solid substrate. A comparison
between a UV cross-linked PDA monolayer and one without
UV exposure was carried out with the help of infrared spec-
troscopy, cyclic voltammogram and AFM imaging. An insu-
lating layer of PDA deposited using this technique was used as
the thin, insulating layer in a metal-insulator—metal tunnel junc-
tion. The top contact deposition and probing procedures were
optimized for MIM diode measurements to reduce damage on
the underlying PDA monolayer assembly. UV-induced poly-

Top contact

(b) Physical damage during top contact

deposition on LB film

< Liquid Ga/Hg drop

e

(d) Second top contact for ease of

probing (liquid-Ga/Hg)

Figure 7: A schematic representation of the challenges in MIM device fabrication using LB monolayers. Typical LB monolayer on a Ni substrate (a);
physical damage during top contact deposition (b); probe piercing through underlying metal and insulating layers (c); second liquid-metal contact for

easier probing (d).
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Figure 8: Current density—voltage characteristics for Ni=20 and 30 PDA monolayers—Ni junctions.

merization of PDA introduced intermolecular cross-linking in
this layer. A confined Ni top contact was sputtered through a
shadow mask at low RF power over the underlying
Langmuir-Blodgett film assembly and the /-V characteristics of
the MIM diode were successfully measured. A rectification
ratio of =110 at £200 mV was obtained for a bias voltage of
200 mV.
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This study describes an integrated NH3 sensor based on a hydrogenated nanocrystalline diamond (NCD)-sensitive layer coated on

an interdigitated electrode structure. The gas sensing properties of the sensor structure were examined using a reducing gas (NHj3)

at room temperature and were found to be dependent on the electrode arrangement. A pronounced response of the sensor, which

was comprised of dense electrode arrays (of 50 pm separation distance), was observed. The sensor functionality was explained by

the surface transfer doping effect. Moreover, the three-dimensional model of the current density distribution of the hydrogenated

NCD describes the transient flow of electrons between interdigitated electrodes and the hydrogenated NCD surface, that is, the for-

mation of a closed current loop.

Introduction

Air pollution is one of the main environmental-health related
threats. Increasing amounts of noxious pollutants are emitted
into the atmosphere, resulting in damage to human health and
the environment. There is great interest in using sensing devices
to improve the environmental and safety regulations of toxic
gases in particular within buildings, underground structures, and

airports.

Semiconducting solid-state gas sensors can be considered as the
most promising, portable, miniaturized gas sensors because of
their minimal power requirements. However, most of these
sensors show poor selectivity, and the main drawbacks are slow
sensor response times and recovery speeds. Even if the response
time for the detection of reactive gases is rapid (e.g., within the

range of seconds), in many cases, the recovery times at room
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temperature can be from several hours up to several days. Only
thermal annealing of the sensor reduces the sensor recovery
speed [1,2].

Recently, much attention has been given to solid-state inte-
grating-type (i.e., accumulating- or dosimeter-type) gas sensing
devices, which are able to overcome the aforementioned draw-
backs [3-7]. To date, various publications have focused on
conductometric integrating gas sensors, which are able to avoid
several problems of conventional gas sensors. Nevertheless, the
proper choice of the sensing material plays an essential role
[3.,4].

Diamond is a promising sensor material and can be deposited
on the existing sensor elements. Undoped diamond is an
extremely good insulator and upon the formation of a covalent
bond with hydrogen, exhibits semiconducting properties [8].
This conductivity arises from free positive charge carriers
(holes) in the sub-surface region and is highly sensitive to
surrounding gases and/or liquids. Our previous works have
shown that interdigitated electrodes (IDEs) capped with
nanostructured, hydrogen-terminated, nanocrystalline
diamond (NCD) were very sensitive and selective, especially
towards phosgene gas [9,10]. In addition, we observed that the
sensor sensitivity was strongly dependent on the total surface

area.

In this study, we demonstrate a gas sensor based on hydrogen
(H)-terminated NCD with an integrating measurement prin-
ciple. The influence of the surface area (adjusted by nucleation
time) and the electrode arrangement on the sensitivity of the
NCD sensor is discussed. Finally, a simulation of the distribu-

tion of the current density of H-terminated NCD is presented.

(a)

NCD on Si/SiO,

(b)
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Results and Discussion
Hot plasma microwave PECVD system

Microwave plasma chemical vapor deposition is a well-estab-
lished process for the fast growth of high quality diamond. In
the present study, the hot plasma system with an ellipsoidal,
cavity-like reactor was used to grow diamond films under the
following conditions: sample temperature, 450 °C; power,
1 kW; gas pressure, 30 mbar; hydrogen and methane flow rates,
300 and 3 scem (i.e., 1% dilution), respectively; and deposition
time, 5 h.

Figure la shows the SEM image of the surface morphology of
the sensor substrate (Si/SiO, + IDEs with a separation of
200 pum) coated with the NCD layer using a 40 min nucleation
time. This top view depicts the presence of an amorphous
carbon shell at the diamond grains (film) and a visible develop-
ment of diamond nanocrystal faceting. Moreover, the NCD
primarily grew on the IDEs as was previously found [9].

The gas-sensing properties of the hydrogenated NCD sensor
with a sparse electrode arrangement of 200 um were tested
against a sequence of NHj3 pulses (Figure 1b).

These results demonstrated that the hydrogenated diamond
sensor exhibited a clear response to each sequence of NH3, and
this behavior indicated that the H-terminated NCD sensor
demonstrated an integrator-type gas response.

Figure 2a shows an SEM image of the surface morphology of
the sensor substrate (Si/SiO, + IDEs with a separation of
50 pm) coated with the NCD layer after 40 min of nucleation
time. The coating exhibited a continuous diamond layer with

diamond grains up to 80 nm in size.
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Figure 1: (a) SEM surface morphology of an NCD-coated sensor substrate with IDEs with separation of 200 um and a nucleation time of 40 min, and

(b) corresponding plot of the sensor response vs time.
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Figure 2: (a) SEM surface morphology of an NCD-coated sensor substrate with IDEs with separation of 50 um and a nucleation time of 40 min, and

(b) corresponding plot of the sensor response vs time.

The gas-sensing properties of the hydrogenated NCD sensor
with a dense electrode arrangement of 50 pm was also tested
against a sequence of NHj pulses (Figure 2b). It is evident that
after being exposed to NH3 at room temperature, the sensor
response is slightly higher than that of the sensor with sparse
electrode arrays (i.e., 200 um; Figure 1b).

Figure 3a shows an SEM image of a sample that was nucleated
for 2 min. A homogenous and continuous NCD film is
observed. Figure 3b shows the plot of the sensor response as a
function of time for a pulsed sequence of 100 ppm NHj. The
sensor displayed a significantly more rapid sensor response
compared with the previous sensor (Figure 2b) for the same
NH; exposure. Again, clear evidence of the integrator property
was observed.

Overall, the hydrogenated diamond sensors exhibited a response
to each sequence of NHj. These behaviors indicated that the
H-terminated NCD sensors were able to accumulate NH3 gas in
its water adsorbate layer, which confirms the integrator-type gas
sensor property. Moreover, the NCD sensor with the most dense
electrode arrangement of 50 um and a nucleation time of 2 min
(Figure 3) exhibited the highest response toward NHj gas. A
similar behavior was observed by Beer et al., wherein the resis-
tance at room temperature decreased or increased due to the
electrolytic dissociation of the gases in the H-terminated
diamond layer [3].

Cold plasma microwave PECVD system
In the following experiments, the fully-integrated sensor device
on a micro-hotplate was used. In contrast to hot plasma, where
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Figure 3: (a) SEM surface morphology of an NCD-coated sensor substrate with IDEs with separation of 50 pm and a nucleation time of 2 min, and

(b) corresponding plot of the sensor response vs time.
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the plasma is localized close to the substrate surface (i.e., a dis-
tance of 1-2 mm), which may cause the substrate to overheat, a
linear antenna, microwave plasma, CVD system (i.e., cold
plasma) was used to avoid this drawback. The main advantage
of a cold plasma system is the minimization of overheating of
the substrate surface due to the longer distance between the sub-
strate and the linear antenna (i.e., 7-10 cm) [11]. An NCD film
was grown from hydrogen-rich gas mixtures of methane and
carbon dioxide. A microwave pulse of 2 kW was used for each
antenna side. A total gas pressure of 0.1 mbar was used and the
substrate temperature was kept at 450 °C. Figure 4 shows the
surface morphologies of fully-integrated sensor substrates
coated with hydrogenated NCD films. Unfortunately, the SEM
images also show that for the different nucleation times of 1 and
5 min, almost no differences were observed between the
diamond morphologies. Both sensor substrates demonstrated a
relatively smooth and continuous diamond film consisting of
ultra-small grains (i.e., <50 nm).

Figure 5 presents the room temperature response of fully-inte-
grated sensor substrates (with 15 pm separation between IDEs)
covered with H-terminated NCD with 1 and 5 min diamond
nucleation times.

As illustrated in Figure 5, exposure of the sensor elements to
100 ppm of ammonia gas led to increased impedances from 4.4
to 5.4 MQ and from 3.9 to 5.4 MQ for the samples nucleated
for 1 min and 5 min, respectively. It should be noted that a vari-
ation (shift) in the starting impedance value was observed. The
starting impedance varied by nearly an order of magnitude in
some cases. The origin for this difference can be attributed to
several factors, for example, low quality ohmic contacts or
memory effects of the surface state of NCD. It was concluded
that technological optimization is still required for achieving
better reproducibility and device reliability.

NCD-on Al,O,

Beilstein J. Nanotechnol. 2014, 5, 2339-2345.
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Figure 5: Time dependence of the impedance of fully-integrated
sensor substrates coated with NCD; IDEs separation was 15 um and
the nucleation time (thyc)) was 1 or 5 min.

The Raman spectrum of the structures (Figure 6) is character-
ized by two strong contributions: the peak characteristic for
diamond centered at 1330 cm™! (D-peak) and the broad band at
approximately 1590 cm™! attributed to the non-diamond phase
(G-peak or sp2-bonded carbon atoms) [12].

To determine the distribution of the electric field and the current
density in the vicinity of the IDEs, a three-dimensional (3D)
model was simulated. The results are shown in Figure 7.

The simulation of the current flow of the hydrogenated NCD
was performed using the electrical solver MemPZR in the soft-
ware package (Coventor, Raleigh, NC, USA). The insulating
SiO; substrate with Au IDEs (of 100 nm thickness) was
covered by intrinsic diamond (i-diamond) at a thickness of
300 nm. The hydrogenated surface was modeled as an addi-
tional layer on top of the i-diamond at a thickness of 5 nm [8].

(b)

NCD on ALO,

Figure 4: SEM images of NCD-coated, fully-integrated sensor substrates on a micro-hotplate with IDEs (separation of 15 pm) and a seeding time of

(a) 1 min and (b) 5 min.
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Figure 6: Raman spectrum of the NCD film. The sharp peak at
1330 cm™" provides evidence of the diamond character of the
deposited films.

The model was discretized by a hexahedron parabolic mesh
with over 19,000 elements. The interdigitated electrode arrange-
ment was simplified to a single pair and the voltage boundary
conditions were applied to the opposite sides of the metal elec-
trodes/stripes (high voltage = 1 V, low voltage = 0 V). As
demonstrated by the current density vectors in Figure 7, the
simulation showed that current flowed from a high potential
through the i-diamond to the H-diamond layer and then returned
to the low potential. The maximum current density occurred on
the surface area localized between the two conductive elec-
trodes (Figure 7, cross-sectional view).

Moreover, the impedance measurements showed that the gap
between the interdigitated electrodes is one of the most impor-
tant geometric parameters of the sensor and should carefully be

considered when enhancing the sensing response (Figure 3 and

H-diamond —
i-diamond

Si/Si0;

|[Current Density|: 0.0 03 0.5 0.8
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Figure 5) [13]. Furthermore, clear evidence of the integrator
property of H-terminated NCD sensors was also demonstrated
by the staircase-like increase of the sensor resistance (sensor
response).

In our previous work, the morphology (porosity) of the diamond
film was adjusted via seeding and/or growth time [9]. In the
present work, a similar procedure was employed to achieve
different diamond morphologies (Figure 8). However, the
present results significantly differ from a recent study. The
deposited nanocrystalline diamond layers formed under various
nucleation times (i.e., 1, 2, 5 and 40 min) were found to be
similar at a microscopic resolution. This could be due to the use
of high concentration, water-based, diamond powder suspen-
sions. Even when a short nucleation time of 1 min was used, a
continuous diamond layer was formed (Figure 4a). This varia-
tion is a sign that the nucleation process is not well-controlled
enough to reliably grow films of various porosities. However,
the impedance measurements indicated a higher sensitivity for
the sample nucleated using a short nucleation time of 2 min

(Figure 3 b). Additionally, the AFM measurements have shown

al':l b‘

Figure 8: Schematic drawing of the sensor assemblies with diamond
coatings: (a) continuous NCD film on IDEs with 200 um electrode sep-
aration, (b) continuous NCD film on IDEs with 50 ym electrode sep-
aration, and (c) porous-like NCD film on IDEs with 50 um electrode
separation.

Cross-section view

High current density
+—H-diamond

+—i-diamond
«—Si/Si0,
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I .

1.0 pAjum?

Figure 7: Current density profile for a single pair of IDEs covered by intrinsic diamond with a hydrogenated surface.

2343



that at the nanoscale, the obtained diamond surface area was
larger and was not well-resolvable by SEM measurements. The
surface areas of the NCD films according to the samples
presented in Figures 1, 2, and 3 were 1.20, 1.23, and 1.31 pm?,
respectively.

The origin of the variation in the surface conductivity on the gas
type has been the subject of a number of studies [14-16].
Overall, when oxidizing or reducing gases appear in the atmos-
phere, the charge exchange between the diamond and the
adsorbed molecules causes an increase or a decrease in the
conductance. The mechanism of this variation is broadly inter-
preted by the established surface transfer doping mechanism of
the H-terminated diamond [17,18]. First, by exposing the
H-terminated diamond surface to ambient air, a thin layer of
adsorbed water is formed at the H-terminated surface. Based on
the surface transfer doping model, Helwig et al. explained the
sensitivity of the H-terminated NCD to NO, and NHj gases [1].
In their setup, the IDE electrodes were deposited on the top of
the monocrystalline diamond. A high concentration of H;0*
ions was observed after exposure of the H-terminated diamond
surface to NO, gas because the electrons were transferred from
the diamond sub-surface to the H30" species. Similarly, the
increased surface conductivity of hydrogenated NCD upon
exposure to phosgene gas was examined in one of our previous
studies [2]. However, the exposure to NHj gas led to a consid-
erably lower density of H3O" ions, which subsequently led to a
decreased surface conductivity. Our results are in agreement
with these observations. Additionally, in our case, the IDE elec-
trodes were built into the diamond film, and the simulation
confirmed that a closed current loop was formed between the
IDEs and the H-terminated NCD surface.

Conclusion

A nanocrystalline diamond film consisting of grains as small as
80 nm was used as the functional layer of a semiconductor gas
sensor. Metallic electrodes were buried beneath the diamond
film. This design protected them from harmful substances and
the current flow localized at the grain boundaries. In this
specific case, the H-terminated, diamond gas sensors behaved
with an integrator-type gas response, that is, the sensor output
signal was proportional to the integrated gas flow interacting
with the diamond surface. The integrating properties were veri-
fied by cyclic measurements. The sensing characteristics of the
H-terminated diamond layer towards NH3 gas were found to be
dependent on the electrode arrangement (i.e., width gap). The
sensor with a gap width of 50 um exhibited a response twice as
high as that of a sensor with an IDE separation of 200 um.
Moreover, the 3D model of the current density distribution of
the hydrogenated NCD indicated the formation of a closed
current loop, that is, the transient flow of electrons between the

Beilstein J. Nanotechnol. 2014, 5, 2339-2345.

IDEs and the H-terminated diamond surface created a circular
motion of the charge carriers. Additionally, the technological
compatibility of the linear antenna plasma with a standard
device confirmed that the functional NCD film can be deposited
on its substrate without requiring other fabrication steps (e.g.,
lithography, masking, etc.). These results are promising for
practical application in which small and simple H-NCD sensors

can be used as gas sensors at room temperature.

Experimental

A schematic view of the sensor assembly is shown in Figure 8.
Two different sensor designs were used with a variety of metal
interdigitated electrodes. The first sensor was fabricated
in-house by standard UV lithography, thermal evaporation and
lift-off techniques. For each pattern, six IDE electrodes were
prepared with a separation of 50 or 200 um. The second sensor
was a commercially available product and consisted of a built-
in micro-heater, a platinum temperature sensor, and a pair of
interdigitated electrodes of 15 um width.

Based on our previous study where the morphology (i.e., the
porosity) of a diamond film was controlled via the seeding and/
or growth time [9], a similar procedure was used in this present
study to achieve different diamond morphologies (Figure 8).
The sensor layer was based on the sandwich structure of the
intrinsic H-terminated NCD layer/metal IDE/insulating sub-
strate. The NCD growth proceeded in two steps: first, seeding
for 1, 2, 5 or 40 min, followed by treatment by with microwave
plasma-enhanced chemical vapor deposition (PECVD). The
diamond layers were grown either by focused microwave
PECVD (Aixtron P6, named as “hot plasma”) or pulsed-linear
antenna microwave PECVD (Roth&Rau AK 400, named as
“cold plasma”) [11,19,20]. Next, the samples were exposed to a
pure hydrogen plasma for 5 min in order to generate a p-type
surface conductivity [8,16] and then cooled down to room
temperature. The resulting morphology of each structured NCD
film was characterized by scanning electron microscopy (SEM,
Raith e LiNE). The diamond character of the sensor element
was confirmed by Raman spectroscopy (Renishaw, In Via
Reflex Raman spectrometer, 442 nm excitation wavelength).

For both sensor designs, the impedance measurements were
realized at a voltage of 1 V and a frequency of 3 kHz
(LCR—HIOKI 3532-50). A custom LabView program was
used which allowed the temperature and gas-flow rate to be
automatically controlled by a computer. Prior to the conduc-
tivity measurements, the sample was mounted in a gas-flow
apparatus, and the chamber was flushed with dry nitrogen gas
(N,) for 15 min to stabilize the output characteristics. Subse-
quently, the specific testing gas (NH3) was injected into the
chamber through the inlet port, and the change in the resistance
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of the sensors (dR/R) was investigated as a function of expo-
sure time. Ammonia (NHj3, quality N38, purity 99.98%) was
diluted with nitrogen (N, quality N50, purity 99.999%) by
mixing to the desired concentration. The sensor response was
defined as a relative change in the resistance dR = R — R, upon
exposure to a specific gas (NH3) with respect to the resistance
R, (i.e., a change in the resistance dR/R) in the reference gas

(N2).

Supporting Information

Supporting Information File 1

Additional AFM and XRD experimental results.
[http://www.beilstein-journals.org/bjnano/content/
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Solar cells consisting of an extremely thin In,S3/CulnS, buffer/absorber layer uniformly covering planar ZnO were prepared

entirely by chemical spray pyrolysis. Au nanoparticles (Au-NPs) were formed via thermal decomposition of a gold(IIT) chloride

trihydrate (HAuCly:3H,0O) precursor by spraying 2 mmol/L of the aqueous precursor solution onto a substrate held at 260 °C.

Current—voltage scans and external quantum efficiency spectra were used to evaluate the solar cell performance. This work investi-

gates the effect of the location of the Au-NP layer deposition (front side vs rear side) in the solar cell and the effect of varying the

volume (2.5-10 mL) of the sprayed Au precursor solution. A 63% increase (from 4.6 to 7.5 mA/cm?) of the short-circuit current

density was observed when 2.5 mL of the precursor solution was deposited onto the rear side of the solar cell.

Introduction

The cost of solar cells scales with the complexity of the tech-
nology involved as well as the price and volume of the semi-
conductors used (but in particular, the absorber material). The
use of very thin absorber layers in solar cells requires adoption
of various light trapping techniques to take advantage of the
smaller absorbing volume. The use of mesoporous TiO, or ZnO

nanorods provides increased surface area of the absorber, while

the introduction of metal nanoparticles allows photons to be
captured via plasmonic effects [1-4]. This work attempts to
utilize the advantages of the plasmon effect, while providing a
technologically simple method for solar cell production.

Chemical spray pyrolysis (CSP) is a simple method to produce
thin semiconductor oxide- and sulphide layers and metal
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nanoparticles (NPs) via thermal decomposition of metal
precursor salts. CulnS; (CIS) is a semiconductor material with a
band gap of 1.5 eV that is often used as a photovoltaic absorber.
Previously published, related work by our research group
regarding CIS-based solar cells includes: the synthesis and
properties of CIS [5,6], application of CIS in extremely thin
absorber solar cells based on ZnO nanorods [7], the thermal
decomposition of a HAuCly-3H,O precursor solution for
Au-NP formation [8], and CIS/Au-NP and Au-NP/CIS
composite layers prepared by spraying on glass [9]. In the
composite layers, the Au-NPs assist photon absorption in the
CIS absorber in the wavelength region of 500-800 nm [9].

Increased photocurrent due to the plasmonic effects of NPs
have been demonstrated, for example, for thin film Si solar cells
[3], polymer cells [10,11], dye-sensitized cells [12,13] and for
solar cells that use ultrathin inorganic absorber layers [14].
However, the use of an in-line spray method for the deposition
of the solar cell, including the plasmonic NPs within the cell,
has not yet been published.

In the present study, Au-NP layers are deposited by CSP at
various stages of the solar cell preparation. This work investi-
gates which locations within the solar cell are optimal for the
deposition of Au-NPs in order to increase the photocurrent in
the sprayed solar cell.

Experimental

Using commercially available, ITO-covered glass as a substrate,
Au-NPs were deposited onto the ITO layer (ITO/Au-NP/
Zn0O/In,S3/CulnS,) or on top of the absorber layer (ITO/
Zn0O/In,S3/CulnS,/Au-NP). Details regarding the ITO/
Zn0/In,S3/CulnS; solar cell preparation by spray pyrolysis can
be found elsewhere [15].

For the deposition of the Au-NP layer, gold(III) tetrachloride
trihydrate (HAuCly-3H,0, 99.9%, Aldrich) was dissolved in
deionized water at a concentration of 2 mmol/L and used as a
precursor. The solution was pneumatically sprayed through air
onto a substrate with a surface temperature of 260 °C. The solu-
tion volume was varied from 2.5 to 10 mL and the solution
feeding rate was 1 mL/min.

Current—voltage scans of the solar cells were used to obtain the
principal characteristics of the solar cells: voltage at open-
circuit condition (Vc), current density at short-circuit condi-
tion (Jsc), the fill factor (FF) and the conversion efficiency (n).

The total reflectance spectra of the solar cells were measured in
the wavelength range of 300—1500 nm on a Jasco V-670 spec-
trophotometer equipped with an integrating sphere.

Beilstein J. Nanotechnol. 2014, 5, 2398-2402.

The external quantum efficiency (EQE) of the solar cells was
measured in the range of 300-1000 nm on a Newport Oriel kit
that contains a 300 W Xe lamp, high-resolution monochro-
mator (Cornerstone 260), digital dual-channel lock-in detector
(Merlin), and a calibrated silicon reference detector. The Xe
lamp is a light source which simulates the conventional AM1.5
spectrum for testing solar cells. The dispersed light from the Xe
lamp (incident on the solar cell as monochromatic light) was
optically chopped at 30 Hz. EQE is defined as the number of
collected charge carriers per incident photon. The EQE is a
unitless characteristic (EQE < 1) given by:

he Jse()

EQEM =" p iy

(M

where Jgc(L) (A'm™2) is the spectrally resolved short-circuit
current of the solar cell, P(A) (W-m™2) is the calibrated light
intensity incident on the solar cell, and hc/qA is the energy (eV)
of a photon as function of wavelength A.

For visualization of the morphology of the cross-section of the
solar cells, a Zeiss HR FESEM Ultra 55 scanning electron
microscope (SEM) at operating voltage of 4 kV was used. The
electron beam induced current (EBIC) mode of the SEM was
used to map the local electronic activity of the solar cells.

Results and Discussion

A sketch of the solar cell is presented in Figure 1A for the
design where the Au-NP layer follows the ITO layer and in
Figure 1B for the configuration where the Au-NP layer follows
the CulnS, layer. The corresponding external quantum effi-
ciency (EQE) spectra of the solar cells are presented in Figure 2
and Figure 3, respectively.

In Figure 2, it can be observed that the EQE of the solar cell
with the ITO/Au-NP/ZnO/In;S3/CulnS; configuration suffers
losses in the region of 550—700 nm when compared to the refer-
ence solar cell without the Au-NP layer. The loss of EQE is
attributed to the reflection of light from the Au-NP layer as
evaluated from the reflectivity spectra of the cells (not shown).

Conversely, when the Au-NP layer is deposited on top of the
CulnS, layer (ITO/ZnO/In,;S3/CulnS,/Au-NP), the EQE
increases in the region of 600-850 nm (Figure 3A). When
larger volumes of the Au-NP precursor solution are sprayed (up
to 10 mL) onto the CulnS,, a further relative increase in the
EQE is evident (Figure 3B,C) as compared to the reference
spectra.

From these results, one can observe that the region of relative
absorption gain was red-shifted with respect to the Au-NP on
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Figure 1: Sketch of the cross-section of the Au-NP/ZnO/In,S3/CulnS; solar cell (A), and of the ZnO/In,S3/CulnSy/Au-NP solar cell (B), all layers

prepared by chemical spray using ITO/glass substrates.
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Figure 2: External quantum efficiency (EQE) of a plasmonic solar cell
employing Au-NPs on top of an ITO layer. The EQE of the cells without
the Au-NP layer is indicated with black lines. The volume of the solu-
tion of the Au-NP precursor was 2.5 mL.

ITO configuration. The penetration depth of the optical radia-
tion (in the region of 400-900 nm) remains roughly between
0.1 and 1 um within the CulnS; absorber [16]. Since the thick-
ness of the CulnS; is approximately 350 nm, a significant gain
of absorption was not expected for wavelength regions with a
low penetration depth. However, longer wavelengths penetrate
deeper into the absorber (or are transmitted) and hence can fully
utilize the presence the Au-NPs on the rear side of the absorber.
In addition, Au is also an excellent reflector for wavelengths
greater than 600 nm. Furthermore, an increase in the optical
absorption can be expected in the red/infrared region for the
sprayed CIS/Au-NP composite layers, as previously shown
[9,17].

The increase in the EQE is attributed to the increased CulnS,
coverage with Au-NPs when using a larger volume of the Au
precursor solution [9]. The mean diameter of the individual
spherical Au-NPs was between 20 and 60 nm for the 2.5-10 mL
sprayed Au precursor solution, as evaluated from the SEM

images (Figure 3). These values correspond well to those

=)
@
N7 ‘s
E
€1
S
24
u'l_
a
w
T T T T T T
400 500 600 700 800 900
=)
@
N4
: B
£
S
£
w
&1
w
T T T T T T
400 500 600 700 800 900
=)
@
N
2 C
£
S
=
ul |
(e}
w

T T T T T T
400 500 600 700 800 900
wavelength (nm)

Figure 3: Left: External quantum efficiency (EQE) of ITO/
Zn0/In2S3/CulnS,/Au-NP solar cells (red line) and EQE of the solar
cells without the Au-NP layer (black lines). The volume of the Au-NP
precursor solution was 2.5 mL (A), 5 mL (B) or 10 mL (C). Right: SEM
images of the CulnS,/Au-NP surface aligned with the corresponding
EQE. Note that the EQE graphs have been normalized to emphasize
the relative gain of the EQE. The overall EQE decreased when 5 mL or
10 mL of the Au-NP precursor solution was sprayed.

obtained in our previous study regarding Au-NPs produced by
spray pyrolysis onto CulnS, using HAuCly as a precursor [9].
However, Au-NP agglomerates of up to 200 nm can also be
found, thus a size distribution of the of Au-NP agglomerates is
also present. An increase in the particle size is likely to cause a
red shift of the corresponding plasmon resonance, whereas a
wide size distribution of Au-NPs and agglomerates is
likely to cause a wide absorption band and a corresponding
EQE gain due to the overlapping plasmon resonances [17].
To support this argument, details of the relative EQE gain
(AEQE = EQEcis/aune — EQE(ys) in the wavelength region of
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550-900 nm are presented in Figure 4. Here, for the solar cell
that uses 10 mL of Au precursor solution (curve C), at least
three separate bands emerge centered at around 650, 710 and
850 nm.

AEQE = EQE EQE

CIS/AUNP ~ cls

C

B
A

AEQE (arb. units)

550 : G(I)O I 650 ' 760 ; 7%0 ' 860 : 8&0
wavelength (nm)

Figure 4: Spectra of the relative increase in AEQE for the ITO/
Zn0/In2S3/CulnS,/Au-NP solar cells when compared to the EQE of the
solar cells without the Au-NP layer. The AEQE curves A, B and C
corresponds to the EQE data presented in Figure 3A, B and C, res-
pectively.

Thus, the increase in the EQE in the red/infrared region
(Figure 3) is likely due to the gain in optical absorptance
induced by the surface plasmon resonance effect. For this effect
to occur, the scattering medium must have a lower refractive
index than that of the absorbing medium. As required, the
refractive index of Au is in the range 1.5-0.2 [18] and that of
CulnS; is 3-2.6 [19] in the wavelength range of 400-900 nm.

It cannot be entirely excluded that charge transfer at the back
contact region (graphite/gold/CulnS,) was improved with
respect to the reference (graphite/CIS). However, resonant
absorption peaks in the red/infrared region would not be
expected to emerge (Figure 4) in the case of the charge transfer

argument.

For the solar cell prepared by spraying 2.5 mL of the Au
precursor (Figure 3A) onto the CulnS,, the Vg of the respec-
tive solar cell decreases from 448 to 414 mV (—8%), the current
density, Jyc, increases from 4.6 up to 7.5 mA/cm? (+63%) and
the FF decreases from 56 to 49% (—13%), as summarized in
Table 1. The conversion efficiency n is proportional to Vg,
and Jgc and FF and increase from 1.15 to 1.5% (+30%). Thus,
the using of 2.5 mL of the precursor solution to deposit Au-NPs
on the rear side of the solar cell is advantageous when
compared to the deposition of Au-NPs onto the front of the cell.
As an illustration, an SEM image and an EBIC image of the

Beilstein J. Nanotechnol. 2014, 5, 2398-2402.

cross-section of the solar cell using 2.5 mL of Au precursor

sprayed onto the CulnS, is presented in Figure 5.

Table 1: Open-circuit voltage (Voc), short-circuit current (Jsc), fill
factor (FF) and light to electricity conversion efficiency (n) of ITO/
Zn0/In2S3/CulnS,/Au-NP solar cell, evaluated from current—voltage
measurements. The volume of the precursor solution for Au-NP was
2.5 mL. The EQE of the cell is presented in Figure 3A, the SEM image
and EBIC image are presented in Figure 5.

Voc Jsc FF n
(mV) (mAlem?) (%) (%)

448 4.6 56 1.15
414 7.5 49 15

ITO/ZnO/In,S3/CulnS,
ITO/ZnO/InyS3/CulnS,/Aunp

EBIC

100 nm

H

Figure 5: SEM image and EBIC image of the cross-section of the
Zn0O/In2S3/CulnSy/Au-NP solar cell prepared by spray pyrolysis on
ITO/glass substrates. The Au-NP layer was deposited using 2.5 mL of
the Au-precursor solution sprayed onto the CulnS; layer at 260 °C.
The images were acquired simultaneously from the same location on
the sample.

In contrast, when using larger volumes of Au-precursor solu-
tion (5 mL and 10 mL), the V¢, Jsc and FF all decrease (not
shown). It was assumed that the decrease is a secondary effect
since the CulnS, layer will gradually dissolve/deteriorate when
larger volumes of HAuCly are deposited [9]. To avoid the disso-
lution of CulnS,, deposition of presynthesized Au-NPs could be

advantageous.

Conclusion

Chemical spray pyrolysis (CSP) was employed to deposit
Zn0/InyS3/CulnS; solar cells that use an extremely thin CulnS,
absorber layer and an ITO substrate. Au-NPs as constituents of
the solar cells were produced by spraying chloroauric acid
(HAuCly) onto the ITO or CulnS; layer. The external quantum
efficiency (EQE) of the solar cell decreased due to increased
reflection of light due to the Au plasmon resonance in the
region of 550-700 nm when the Au-NP layer was deposited
onto the ITO layer. Conversely, the EQE of the solar cell
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increased when Au-NPs were deposited on top of the CulnS,;
absorber material when a small volume of the HAuCly4
precursor was used. The increase in the EQE is due to increased
absorption in region of 600-850 nm due to the Au-plasmon
resonance. The increase in the absorption ability of the solar
cell results in a relative increase of the conversion efficiency of
the solar cells by 30% (from 1.15 to 1.5%) and a 63% increase
(from 4.6 to 7.5 mA/cm?) in the short-circuit current of the solar
cell. We have experimentally demonstrated that the deposition
of a Au-NP layer on top of the CulnS; absorber material can
increase the absorption ability, the short-circuit current and the
conversion efficiency of the ZnO/In,S3/CulnS; solar cell, all
prepared by an in-line, simple CSP method.
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Abstract

Manganese oxides are one of the most important groups of materials in energy storage science. In order to fully leverage their appli-
cation potential, precise control of their properties such as particle size, surface area and Mn*" oxidation state is required. Here,
Mn304 and MnsOg nanoparticles as well as mesoporous a-Mn,O3 particles were synthesized by calcination of Mn(II) glycolate
nanoparticles obtained through an economical route based on a polyol synthesis. The preparation of the different manganese oxides
via one route facilitates assigning actual structure—property relationships. The oxidation process related to the different MnO,
species was observed by in situ X-ray diffraction (XRD) measurements showing time- and temperature-dependent phase transfor-
mations occurring during oxidation of the Mn(II) glycolate precursor to a-Mn;03 via Mn304 and MnsOg in O, atmosphere.
Detailed structural and morphological investigations using transmission electron microscopy (TEM) and powder XRD revealed the
dependence of the lattice constants and particle sizes of the MnO,. species on the calcination temperature and the presence of an
oxidizing or neutral atmosphere. Furthermore, to demonstrate the application potential of the synthesized MnO,. species, we studied
their catalytic activity for the oxygen reduction reaction in aprotic media. Linear sweep voltammetry revealed the best performance

for the mesoporous 0-Mn,O3 species.

Introduction
Manganese oxides are a class of inexpensive compounds with a  terials in supercapacitors and electrodes for Li-ion accumula-
high potential for nanostructuring, which makes them attractive  tors [1-3]. They exhibit high catalytic activity for different oxi-

candidates for various applications, for example, as basis ma-  dation and reduction reactions due to the diversity in their Mn**

47


http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:matthias.augustin@ifam.fraunhofer.de
http://dx.doi.org/10.3762%2Fbjnano.6.6

cation oxidation states as well as morphological characteristics
[4,5]. Many manganese oxide phases consist of tunnel struc-
tures built from MnOyg octahedra; these tunnels facilitate the
access of reactants to the active reaction sites as well as the
absorption of small molecules within the structure. The latter
property is especially useful for application as molecular sieves
and absorbents for the removal of toxic species from waste
gases such as carbon monoxide and nitrogen oxide [6-8]. Addi-
tionally, manganese oxide structures exhibiting oxygen vacan-
cies provide additional active sites for reduction and oxidation
reaction intermediates, especially those involving oxygen.
These properties are especially important for catalytic applica-
tions such as water oxidation [9-11] and the oxygen reduction
and evolution reactions in metal/air battery systems [12-16].
Additionally, the advantages of manganese oxides can be
enhanced by nanostructuring of the different species, which was
recently shown by Zhang et al. [17]. In their report, better cycla-
bility of Li-ion cells was obtained with anodes consisting of
mesoporous Mn,Oj3 particles compared to Mn,O3 bulk powder
electrodes [17].

Several nanoscale manganese oxide compounds can be
prepared via calcination processes from suitable precursors
[7,18-20]. Whereas many synthetic protocols yield manganese
oxide species at the nanometer scale [21], for example, precipi-
tation or the solvothermal route, these methods require long
reaction times in the range of hours (up to 24 h) and subsequent
drying processes of up to 2 days [22-27]. The synthesis via oxi-
dation of manganese metal nanoparticles by gas condensation
must be followed by annealing in O,-containing atmospheres to
obtain different manganese oxide species [28]. An advantage of
the calcination route, on the other hand, is the conservation of
the morphology and size of the precursor during this process,
which is of special interest when considering the use of
nanoscale precursor particles. Further advantages include a rela-
tively short synthesis time of about 1 to 5 h and the fact that a
single precursor can be used to obtain several different prod-
ucts. Additionally, the calcination procedure is the only way to
obtain pure phase MnsOg [28-33].

Here, we present the synthesis of nanocrystalline Mn(II) glyco-
late by a polyol process and demonstrate its suitability as a
precursor in the synthesis of different manganese oxides. The
polyol process is a well-known route for the synthesis of metal
glycolates, usually yielding disc-shaped particles with diame-
ters and thicknesses in the range of 1 to 3 um and 100 to
250 nm, respectively [19,29,34,35]. By applying milder reac-
tion conditions (i.e., decreasing the synthesis temperature and
increasing the reaction time), we obtained homogeneous,
rectangular Mn(II) glycolate nanocrystals with diameters less

than 25 nm. The preparation of nanoscale precursor particles
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with uniform morphology is advantageous for the further syn-
thesis of manganese oxides, because the control of the
morphology and size of the particles is a major issue for their
catalytic applications. The subsequent calcination process
yielded Mn30,4 and MnsOg nanoparticles as well as meso-
porous a-Mn,Oj3 particles with high surface areas of 300,
30 and 20 m?/g, respectively. The nanostructures of the
obtained MnO, particles make them attractive candidates as
highly active compounds in the field of catalysis and other
applications in the field of energy storage. Furthermore, the
synthesis presented in this study provides easy access to three
different nanostructured MnO,, species via one calcination
process. This is advantageous for the investigation of the prop-
erties of the manganese oxides, as it rules out any synthesis-
caused effects. The temperature- as well as the time-dependent
phase transformation processes occurring during the oxidation
of Mn(II) glycolate to Mn3Oy4, MnsOg and a-Mn,O3 were
studied by in situ XRD measurements. A detailed study of the
structural parameters of the manganese oxide products obtained
after calcination in a temperature range from 320 to 550 °C in

Ar and O, atmosphere was performed using powder XRD.

Results and Discussion

Precursor synthesis

The polyol process reported by Liu et al. [19] was modified to
yield the Mn(II) glycolate precursor for the thermal decomposi-
tion to the various manganese oxides. During the heating of the
compound to 170 °C, a white precipitate appeared after 1 h,
which was identified as manganese glycolate containing large
impurities of the dehydrated educt Mn(II) acetate dihydrate and
the product of a side reaction, manganese oxalate (MnC,0Oy, see
Supporting Information File 1 for the powder XRD pattern of
the product mixture). In order to obtain the pure Mn(II) glyco-
late precursor having homogeneous particle morphology, the
reaction was continued at 170 °C until a white precipitate of
pure Mn(II) glycolate appeared. This was verified by the X-ray
diffraction pattern of the product after 7 h of synthesis as
depicted in Figure 1. This product can be assigned to the trig-
onal brucite-type structure (P3ml) reported for Mn(II) glyco-
late by other groups [19,29,35]. A mean Scherrer crystallite size
of 17 + 8 nm was calculated for the Mn(II) glycolate particles.
The interlayer distance along the [001] direction was calculated
to be 8.2 A. This value corresponds to the lattice constant, c,
and is consistent with reports by other groups who measured
lattice constants of ¢ = 8.3 A and ¢ = 8.27 A for Mn and Co
glycolate, respectively [34,35]. As Sun et al. [35] did not use
tetracthylene glycolate (TEG) in their synthesis, it is proposed
here that TEG anions are not part of the Mn(II) glycolate struc-
ture presented in this report, as ¢ would be increased even
beyond 8.2 A in this case. Hence, it can be concluded that TEG
acts only as a stabilizing ligand to the Mn(II) glycolate parti-
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cles. This and the milder synthesis conditions applied are
considered to be the reasons for the relatively small crystallite
sizes, differing by one order of magnitude from the data
presented to date in the literature [19,29,35]. Inorganic com-
pounds with a brucite structure such as Mg(OH),, Co(OH),,
Ca(OH), and Ni(OH),, exhibit lattice constant ¢ between 4.6
and 4.9 A and « in the range from 3.1 to 3.6 A. For Mn(II)
glycolate, the Mn—Mn distance (corresponding to lattice
constant ) was calculated to be 3.2 A from the (110) reflection,
which is also in accordance with the findings of Sun et al. [35]
who proposed that the structure widening in the ¢ direction is
due to the long-chain alcoholate anions interconnecting the
metal-oxygen sheets in the ab plane of the unit cell.
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Figure 1: Powder XRD pattern of Mn(ll) glycolate particles synthe-
sized for 7 h; literature assignments [35] (black) and calculated reflec-
tion assignments (grey) are given for the brucite structure exhibiting
lattice constants ofa=b=3.2Aand c=8.2A.
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The morphology of the as-synthesized Mn(Il) glycolate was
investigated with SEM and TEM measurements. Figure 2a
depicts SEM images of spherical Mn(II) glycolate particles with
diameters up to 1 um. These particles are hollow, which is
deduced from the particles with broken outer shells (high-
lighted by white frames). Figure 2b shows a TEM image of one
of these spherical particles, broken under the electron beam. A
closer look reveals that the spheres are in fact agglomerates of
rectangular Mn(II) glycolate nanoparticles with dimensions less
than 15 nm (Figure 2¢). The observed sizes of the particle are in
good agreement with the calculated Scherrer crystallite sizes
from the XRD pattern shown in Figure 1. The small dimen-
sions of the particles make the synthesized Mn(II) glycolate a
perfect precursor for the generation of manganese oxides by

thermal decomposition processes.

The oxidation process to different MnOy
species

In order to investigate the temperature dependence of the oxi-
dation process of Mn(Il) glycolate, in situ X-ray diffractograms
were recorded in the presence of O, while heating the precursor
to 700 °C at a heating rate of 2 K/min (see Figure 3). The
20 region of 17.6-23.8° was monitored during the measure-
ment, as it contains the reflections of the species that are most
likely to be generated during the oxidation process (21.5°
(Mn(I) glycolate, o) [19], 18.0° (Mn3Oy, *) [36], 18.1° and
21.6° (MnsOg, +) [31], and 23.2° (0-Mn03, ©) [37]). The
reflection of Mn(II) glycolate at 21.5° is observed until a
temperature of about 185 °C is reached, where a sudden
decrease of the intensity (including the background intensity) is
observed in the diffraction patterns due to the loss of organic
species from the sample. This loss derives from the decomposi-

tion of the organic ligands and anions by oxidation; this is

Figure 2: a) SEM and b) and c) TEM images of the Mn(ll) glycolate particles. Particles with broken outer shells are highlighted by white frames in
panel (a).
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dependent on the temperature as well as on the partial pressure
of oxygen. The Mn304 reflection at 18.0° immediately evolves
at about 185 °C after the Mn(II) glycolate reflection has
vanished. The appearance of the MnsOg reflection at 21.6° at
about 350 °C is accompanied by the decreasing intensity of the
Mnj30y reflection at 18.0° as well as an increasing intensity of
the Mn5Og reflection at 18.1°, which is attributed to the slow
oxidation of Mn30Oy4 to MnsOg. The Mn304 reflection at 18.0°
disappears at about 440 °C, indicating a completed oxidation
process of Mn3O4 to MnsOg. Both reflections assigned to
MnsOg disappear at 550 °C after the appearance of the intense
a-Mn, O3 reflection at 23.2° at a temperature of about 530 °C.

Hence, in O, atmosphere, Mn3Oy4 is obtained at temperatures
between 185 and 400 °C, MnsOg between 400 and 550 °C and
0-Mn,O3 above 530 °C. This oxidation of Mn304 to Mns5Og
(rather than to Mn;03) was found by Feitknecht [30] to take
place during the heating of Mn304 particles at temperatures
between 250 and 550 °C in an atmosphere containing more than
5% O;. Feitknecht attributed this Mn304/MnsOg phase transfor-
mation to a one-phase mechanism for Mn3Oy4 particles exhibit-
ing BET surface areas of more than 10 m?/g. That is, the small
particle diameters provide sufficient reaction sites for oxidation
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of the surface of the particles. Feitknecht also reported similar
reflection intensities for Mn3O4 and MnsOg with a linear
decrease and increase, respectively, during the oxidation
process. The subsequent reduction process of MnsOg to
a-Mn,O3 was observed by several groups to take place even in
oxygen-containing atmospheres at temperatures greater than
500 °C [26,32,37].

The Mn(II) glycolate particles were calcined for 2 h in Ar and
0, atmospheres at different temperatures between 320 and
550 °C to investigate the dependence of the particle size, their
morphology and the Mn** oxidation state in the resulting
manganese oxide on the calcination temperature and atmos-
phere. The X-ray diffractograms of the resulting species as well
as the reference patterns are shown in Figure 4; the crystalline
phases observed in the XRD patterns are listed in Table 1.

The tetragonal Mn304 phase (ICDD 01-075-1560, I4/amd) is
observed in the powder XRD patterns after calcination at
temperatures between 320 and 450 °C in both atmospheres. It
is, however, obtained as a pure phase only at temperatures up to
400 °C in Ar and up to 350 °C in O (see also Table 1). The
presence of Mn3Oy4 in O, atmosphere could also be observed in
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Figure 3: In situ XRD patterns recorded in a pure O flow while heating the Mn(ll) glycolate precursor to 700 °C at 2 K/min; reflexes denoted are:

Mn(ll) glycolate (o), Mn3Oy4 (+), MnsOg (+) and a-Mny0O3 (o).
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Figure 4: Powder XRD patterns of the manganese oxide particles
obtained after calcination of the Mn(lIl) glycolate for 2 h at different
temperatures in an Ar (black) and an O (red) flow of 50 NL/h. Refer-
ence patterns are depicted at the top for Mn3O4 (+), Mn5Og (+) and
a-Mn03 (o), where the symbols indicate the respective low-angle
reflections.

the in situ XRD measurements up to a temperature of 440 °C
(see Figure 3). The lattice parameters and crystallite sizes of the
pure Mn30O4 samples obtained by calcination in Ar as well as
O, atmospheres at 320 °C and 350 °C listed in Table 1 are obvi-
ously independent of the calcination temperature, but depen-
dent on the calcination atmosphere. The samples obtained in Ar
exhibit crystallite sizes of less than a third compared to those
obtained in O,. Furthermore, the lattice constants of Mn3Oy4
produced in Ar are smaller at all temperatures than those
obtained by calcination in O, atmosphere. This could be due to
oxygen vacancies, as the oxygen for the oxidation to Mn30y4 in
pure Ar is only supplied by the manganese glycolate precursor
and cannot be obtained from the gas atmosphere. The presence

of oxygen vacancies is also supported by the less pronounced
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variation of the lattice constants of Mn304 obtained at 320 °C
and 350 °C in O, atmospheres, leading to the assumption of

completely occupied oxygen sites in the structure of the oxide.

Cubic a-Mn,O3 (ICDD 00-041-1442, Ia3) is obtained in Ar
after calcination at temperatures between 450 and 550 °C and at
500-550 °C in O,. Pure-phase a-Mn,0O3, however, is only
obtained after calcination at temperatures of 500 and 550 °C in
Ar and at 550 °C in O, atmospheres (see also Table 1). The
presence of a-Mn,O3 after calcination at 500 °C in O, does not
support the observations made in the in situ XRD measure-
ments (compare to Figure 3), where a generation of a-Mn;O3
from MnsOg in an O, atmosphere was only detected at tempera-
tures above 530 °C. However, this is probably due to an add-
itional time dependence of the phase transformation of MnsOg
to a-MnO3, which was also suggested by Dimesso et al. [28].
In their report the a-Mn,O3 phase was observed to be the minor
species second to MnsOg after calcination at 400 °C in air for
1 h, but was found to be the major species after calcination for
5 h at the same temperature. The lattice constants of the pure
0-Mn,O3 phase obtained after calcination in Ar and O,, are
obviously independent of the temperature and the calcination
atmosphere (see Table 1). Therefore, in contrast to the observa-
tions made for Mn3QOy, the absence of O in the calcination
atmosphere does not lead to an increase in the concentration of
oxygen vacancies in the a-Mn,Oj3 structure, which would be
high enough to significantly change the lattice constants. The
values of the Scherrer-derived crystallite sizes, however,
suggest a temperature dependence of the obtained a-Mn,O3
particle size in Ar atmosphere, which was not the case for the
Mn3QOy particles. The Scherrer-derived size of the crystallites of
the pure phase a-Mny0O3 obtained in an O, atmosphere at
550 °C is one third larger than that calculated for particles
obtained in Ar at the same temperature. Hence, similar to the
Mn30y4 phases described above, the presence of O, in the calci-
nation atmosphere yields larger crystallites of the same product.

No pure phase of monoclinic Mn;Og (ICDD 00-039-1218,
C2/m) could be obtained by calcination at temperatures between
320 and 550 °C for 2 h in both atmospheres. However, after
calcination in O, atmosphere, a small fraction of MnsOg can be
detected in the products obtained at 400 and 450 °C, while it
forms the majority of the product obtained after calcination at
500 °C. This is in good agreement with the in situ XRD patterns
recorded in O, atmosphere, where MnsOg was generated at
about 350 °C and decomposed at 550 °C (see Figure 3).

In order to obtain pure-phase MnsOg particles, a longer calcina-
tion time of 5 h at 400 °C in an O, atmosphere was chosen
based on the time profile from the in situ XRD measurements
(see Supporting Information File 1 for further details).
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Table 1: Crystalline manganese oxide phases obtained after calcination for 2 h in an Ar flow and an O, flow (50 NL/h) at different temperatures; mean
Scherrer crystallite sizes (from all assigned reflections) and lattice parameters (from the (101) and (004) reflections of Mn3O4 as well as the (400)

reflection of a-Mn,03) were calculated for samples yielding pure phases.

Temperature [ °C] Atmosphere Crystalline phase(s) Lattice parameters [A] Crystallite size [nm]
320 Ar Mn3O4 a=5.72 11+3
c=9.38
0, Mn3O4 a=575 38+ 11
c=947
350 Ar Mn304 a=5.69 10+3
c=9.44
0, Mn3O4 a=574 35+ 10
c=947
400 Ar Mn304 a=573 9+2
c=9.39
(o)} Mn304, Mn50g
450 Ar a-MnoO3, Mn3zOy4
(o)) Mn304, Mn508
500 Ar a-Mny03 a=941 27 +4
(o)) Mn508, q-Mn203
550 Ar a-Mny03 a=940 34+5
0, a-Mny03 a=9.41 44 £12
The properties of the MnsOg sample were investigated 100
in more detail and compared to those of the Mn30O4 and
0-Mn;O3 samples obtained by calcination for 2 h in Ar at 50
350 °C and at 550 °C, respectively. These Mn30O4 and a-Mn;O3 | | ‘ 1l | L | 1 || | @
samples were chosen as they exhibit the most interesting prop- f 1004 ' ™ ' B Fh
erties for possible catalytic applications due to their small %‘ 804
particle sizes. § 60
£
The X-ray diffraction pattern of pure MnsOg obtained by calci- 40+
nation in an O, atmosphere at 400 °C for 5 h is shown in 204
Figure 5. The Scherrer-derived crystallite size of this species is 0. _J
22 + 5 nm, and the lattice parameters of the monoclinic unit cell 20 30 20 50 60 70
(ICDD 00-039-1218) are a = 10.40 A, b = 5.73 A and 20/°

c=4.87 A with B = 109.6°, which is in good agreement with the
data from literature (¢ = 10.34 A, b=5.72 Aand c =4.85 A
with B = 109.25°) [31].

The temperature- and gas atmosphere-dependent oxidation
process of Mn(II) glycolate to the manganese oxide species
observed in the XRD patterns (see Figure 3 and Figure 4) was
also investigated by thermogravimetric analysis (TGA). TGA
measurements were recorded while heating the Mn(II) glyco-
late samples up to 700 °C with a heating rate of 2 K/min in an
Ar (black) and an Oy/Ar (1:2) (red) flow, respectively.

In both atmospheres a mass loss of 2.1% due to loss of water
from the samples is detected up to a temperature of 150 °C. In
Ar atmosphere, a further mass loss of 5.7% occurs up to 320 °C,
which we attribute to the decomposition of the organic ligands

Figure 5: Powder XRD patterns of the Mn5Og particles obtained by
calcination of Mn(ll) glycolate for 5 h at 400 °C in an O flow of

50 NL/h; a reference pattern is given in the top panel (ICDD 00-039-
1218).

(tetracthylene glycol and ethylene glycol), whose boiling points
are in the temperature range of 150 °C to 320 °C. Subsequently,
a mass loss of about 37% is detected up to 450 °C, which was
also observed in TGA measurements of Ti(IV) glycolate by
Jiang et al. [38] and was explained as a complete decomposi-
tion of the organic anions connecting the metal ions in that
compound. Simultaneously, Mn(II) glycolate is oxidized to
Mn30, and further to a-MnyO3 between 185 °C to 450 °C, as
was observed in the XRD measurements after calcination of the
precursor for 2 h, as discussed above (see Figure 4). Although
this oxidation process is accompanied by a decomposition of
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the organic groups, XPS results showed the presence of approx-
imately 25 atom % carbon in the a-Mn,O3 species obtained
after calcination for 2 h at 550 °C in Ar atmosphere. This,
however, will not have a significant effect on its application as
an electrocatalyst, as the reference and substrate material for the
catalysts consists of carbon.

The decomposition of the organic species of Mn(Il) glycolate
in combination with an immediate oxidation to Mn3O4 in
0, atmosphere was observed at 185 °C in the in situ XRD
measurement depicted in Figure 3. In the TGA measurement,
however, a mass loss of 44% attributed to this process is
detected between 150 and 250 °C. Hence, the observed mass
loss includes the decomposition of organic species as well as
the oxidation to Mn3O4. The temperature delay of the
processes can be explained by considering the smaller O,
partial pressure of the atmosphere used for the TGA measure-
ment. As both processes take place simultaneously, a clear
assignment of the weight loss cannot be made. In order to
investigate the processes subsequent to the large mass loss in
the O;-containing atmosphere, a detailed view of the tempera-
ture region from 250 to 500 °C is shown in Figure 6b. Here, a
mass increase of 0.54% is observed between 250 and 330 °C
accompanied by a differential scanning calorimetry (DSC)
signal of an exothermal phase transformation at 270 °C indi-
cating a partial oxidation of Mn3O4 to MnsOg. This is in good
agreement with the development of the MnsOg phase observed
at about 350 °C in the in situ XRD measurements (see
Figure 3). The expected mass gain by complete oxidation to
Mn;sO0g of 5.59% is, however, much larger. Gillot et al. [27]
proposed that heating rates between 1.2 and 2.5 K/min could
lead to a direct oxidation of Mn3Oy4 to a-Mn,0O3 even in O,
atmosphere, which would result in an expected mass gain of
0.97%. As both the direct oxidation of Mn3Oy4 to a-Mn;O3 and
the oxidation via MnsOg would result in larger mass increases
than the one observed in the measurement (0.54%), it is
suggested that the decomposition of the organic species is not
complete at a temperature of 330 °C. However, the subsequent
mass loss of 1.60% from 330 to 480 °C, a DSC signal of an
exothermal phase transformation at 480 °C, and the XRD
measurements presented in this report (see Figure 3 and
Figure 4) indicate the presence of MnsOg. This mass loss again
is lower than the expected value of 2.03% for a complete
conversion of MnsOg to a-Mn,0O3, which indicates that less
a-Mn,0Oj3 is formed from MnsOg than expected. Hence, in an
O,/Ar atmosphere, a-Mn,Oj is generated partially from MnsOg
and partially by direct oxidation from Mn3O4.

The increase and decrease in mass in the presence of gaseous
0O, was proposed to be due to slow seed crystal oxidation of

Mn30y4 to Mn;Og for particles with BET surfaces larger than
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Figure 6: a) TGA measurements recorded while heating the Mn(ll)
glycolate precursor up to 700 °C at 2 K/min in an Ar (black) and an
Oy/Ar (1:2) (red) flow of 40 NmL/min; b) detailed view of the tempera-
ture range between 250 and 500 °C of the TGA (red) and DSC (blue)
measurements in O/Ar (1:2) flow indicating the oxidation of Mn3zO4 to
MnsOg and a-Mn20Os3.

10 m?%/g and their subsequent transformation to 0-Mn,O3
[29,30].

In order to characterize the size of the particles and the active
surface areas, pure Mn3O4, MnsOg and a-Mn,O3 species
obtained by calcination of the Mn(II) glycolate precursor at
temperatures of 350, 400 and 550 °C were characterized by
TEM and BET measurements. The TEM images of the Mn304
and Mns;Og samples are shown in Figure 7a,b; the sizes of the
particles observed in TEM are in good agreement with the
Scherrer-derived crystallite sizes calculated from the XRD
patterns (see Figure 4 for comparison). The Mn304 sample
shown in Figure 7a consists of a network of nanoparticles with
diameters less than 10 nm and voids between the particles of
about the same size. The same is true for the Mns;Og sample in
Figure 7b, but here the nanoparticles with diameters of up to
30 nm are obviously packed more densely. We attribute this to
the increased temperature and duration of the calcination
process, as well as to the presence of O, in the atmosphere,
which leads to larger particles, as previously discussed (see
discussion for Figure 4). The a-Mn,0O3 sample obtained by
calcination in an Ar atmosphere (see Figure 7c,d), however,
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contains splinter-like pieces in the um range (approximately
1-2 pum in the given TEM image) with a high concentration of
holes with diameters of up to 20 nm, rather than individual
nanoparticles. This manner of porosity for a-Mn,O3 was also
confirmed by N, adsorption—desorption measurements (see
Figure 8). Mesoporosity in hexagonally shaped a-Mn,Oj3 parti-
cles and circular Mn;0O3 discs obtained by calcination at
temperatures above 600 °C was reported by several groups
[17,37]. Ren et al. suggested that the mesopores are derived
from a sequence of processes including MnsOg nanoparticle
growth, rearrangement and merging during the transformation
to a-MnyO3 [37]. As the phase of MnsOg was not observed
after calcination in Ar atmosphere, we propose that the pres-
ence of pores in the a-Mn,O3 particles reported here results
from the analog growth, rearrangement and merging processes

of the Mn304 nanoparticles.

Beilstein J. Nanotechnol. 2015, 6, 47-59.

The considerably smaller size of the crystallites obtained from
the broadening of the XRD reflections of a-Mn,O3 is another
argument for the porosity of these particles, as the pore walls in
this case represent boundaries of the crystalline domains.
Because these domains are regarded as Scherrer crystallites, we
conclude that the obtained sizes are the mean distances between
the pores as well as the minimum diameter of the a-Mn;Oj3
particles.

From the isotherms recorded during N, adsorption—desorption
measurements (see Figure 8a) specific BET surface areas of
302, 30 and 20 m2/g were calculated for the Mn3Oy4, MnsOg
and a-Mn;O3 samples, respectively. The porosity of the
a-Mn,O3 particles observed in the TEM images (see
Figure 7c,d) is also supported by the N, adsorption—desorption
isotherms, which exhibit hysteresis. As hysteresis is also

Figure 7: TEM images of the a) Mn304, b) Mn50g, and c) and d) a-Mn,0O3 samples.
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Figure 8: a) N, adsorption—desorption isotherms (volume adsorbed
versus relative pressure, P/Pg) and b) the corresponding pore size
distributions of the (A) Mn304, (B) Mn5Og and (C) a-Mn,03 samples.

observed in the Mn30,4 and MnsOg nanoparticle isotherms (but
not supported by observations made in the TEM images for
these species, see Figure 7a,b), two different definitions of
porosity can be applied for the different manganese oxide
species. The pore size distributions depicted in Figure 8b show
a pore diameter distribution between 3 and 20 nm with a mean
pore diameter of 8.2 nm for the Mn3O4 sample. The porosity of
the Mn3O4 nanoparticles can be explained by considering the
voids between the particles in the network as the “pores”
detected in the N, adsorption—desorption measurements. This
assumption is in good agreement with the similar sizes of the
voids and nanoparticles observed in the TEM image (compared
with Figure 7a). The same “pore definition” can be applied to
the MnsOg sample exhibiting pore sizes between 3 and 5 nm
with a comparably small mean pore size of 4.2 nm, probably
due to the dense network of the particles observed in the TEM
image (compared to Figure 7b). The a-Mn,O3 sample does not
contain nanoparticles, but exhibits a pore size distribution
between 3 and 5 nm as well as 10 and 90 nm with a mean diam-

eter of 32.6 nm. In accordance with the TEM images (see
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Figure 7c,d for comparison) and the lowest BET surface area of
all the samples, these pores do not derive from voids in the
nanoparticle network but rather from the mesoporosity of the
splinter-like pieces. A surface area of approximately 20 m2/g
and pore diameters from 4 to 7 nm were also reported for
Mn,0j5 discs synthesized for the use as electrode material by
Zhang et al. [17]. However, we believe a larger pore size to be
advantageous for application as electrocatalysts, as electro-
chemical processes often produce solid products, which might
easily clog pores in the micro- and meso-porous range.

The specific surface areas of Mn3O4 and MnsOg are in good
agreement with the sizes of the particles observed in the TEM
images and calculated from the XRD patterns, as smaller parti-
cles generally exhibit larger surface areas. However, the
0-Mn,Oj3 particles, which are one order of magnitude larger, ex-
hibit a high specific BET surface area comparable to that of the
MnsOg nanoparticles. Two explanations for this large specific
surface are proposed: the lower molar weight of a-Mn;O3
compared to MnsOg (resulting in a larger specific surface area),
and the mesoporosity of the a-Mny03, which was already
observed in the TEM images (see Figure 7¢,d).

Electrocatalytic activities of the MnO, species
In order to investigate the electrocatalytic activity of the synthe-
sized MnOy, species for the oxygen reduction reaction (ORR),

linear sweep measurements were carried out.

Figure 9 shows linear sweep measurements recorded at 50 mV/s
comparing the activity of various 10% MnO,/carbon electrodes
to a pure carbon electrode as a reference material for the ORR
in aprotic electrolyte. The ORR peak potentials as well as the

apparent reaction rate constant, £, 0 for the different electrode

app’
materials are summarized in Table 2. The reaction rate constant

was calculated from:

jOZn'F'COZ'kgpp’ (D

where jg is the cathodic exchange current density (obtained
from the Tafel plots of the linear sweep measurements), n =1 is
the number of transferred electrons, F is the Faraday constant,
and Cpp =2.1-107¢ mol cm™ is the oxygen solubility in DMSO
[39].

The mean ORR peak potential of the carbon reference material
given in Table 2 is observed at 2.58 V. The only MnO,. species
with a significant increase of the ORR potential of 100 mV with
respect to the carbon as well as the other MnO,/C electrodes is

the mesoporous a-Mn,Oj3 catalyst. The obvious activity is
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Figure 9: Linear sweep voltammograms of pure carbon powder (grey),
Mn304/C (black), Mn5Og/C (red) and a-MnyO3/C (blue) electrodes;
electrolyte: 1 M LiTFSI/DMSO, cathodic scan direction, v = 50 mV/s,

w =200 rpm.

Table 2: ORR potentials and reaction rate constants obtained from the
linear sweep measurements recorded at v =50 mV/s.

Epeak VS LiLI* V] 40 [107% cmys]

app
Carbon (C) 2.58 +0.02 12411
Mn304/C 2.58 +0.08 26+1.3
MngOg/C 2.58 +0.07 27+23
a-Mn,05/C 2.68 +0.05 45+25

reflected in the approximately four- and two-fold larger
apparent ORR rate constant ka?pp c
the other MnO,/C electrodes, respectively.

ompared to the carbon and

A detailed kinetic and mechanistic study on the electrocatalytic
activities of the different MnO,, species for the aprotic oxygen
reduction reaction is reported elsewhere [40].

Conclusion

In summary, a polyol synthesis was presented yielding rectan-
gular, Mn(II) glycolate nanoparticles with dimensions of
17 = 8 nm. Particle sizes of less than 100 nm are reported here
for the first time. We attribute this small size of the particles to
the stabilizing tetraethylene glycol ligand used during the syn-
thesis, as well as milder reaction conditions compared with
other reports (i.e., a decreased temperature and a longer reac-
tion time). In situ XRD measurements showed the sequence of

time- and temperature-dependent phase transformations during
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oxidation of the Mn(Il) glycolate precursor to a-Mn;0O3 via
Mn304 and Mn5Og in O, atmosphere. Structural and morpho-
logical investigations revealed the dependence of the lattice
constants and particle sizes of the MnO, species on the calcina-
tion temperatures in a range from 320 to 550 °C as well as on
Ar and O, atmospheres. Based on the results of these measure-
ments, several manganese oxide species were synthesized by
calcination of Mn(II) glycolate particles in argon and oxygen
atmosphere at different temperatures. The calcination process
yielded Mn3O4 nanoparticles with dimensions of about 10 nm
and a surface area of 302 m%/g, MnsOg nanoparticles with
diameters of 22 nm and a surface area of 30 m2/g as well as
mesoporous a-Mn,O3 particles with mean pore diameters of
about 33 nm and a surface area of 20 m%/g. The small dimen-
sions of the particles and large surface areas of the manganese
oxides presented here result from use of nanostructured
precursor particles. Linear sweep measurements showed the
activity of the mesoporous a-Mn,O3 species for the oxygen
reduction reaction in aprotic media with respect to the observed
potentials as well as an enhanced kinetic activity. The catalytic
activity of different manganese oxides can be enhanced by a
larger surface area, resulting from small particle dimensions or
mesoporosity. This makes our synthesis a suitable process to
obtain manganese oxides having properties of particular interest
for electrochemical and chemical catalysis. Furthermore, the
synthesis of manganese oxides via one route reported here is of
additional interest, as it excludes any synthesis-caused effects
on the products and allows investigation on the catalytic effect
of similarly synthesized manganese oxides with different prop-
erties.

Experimental

Materials

Manganese(Il) acetate tetrahydrate (MnAcy, >99%, pure) and
ethylene glycol (EG, >99.5%, p.a.) were purchased from Carl-
Roth. Tetraethylene glycol (TEG, 99%) was delivered by
Sigma-Aldrich. For the electrode preparation, a 10 wt %
Nafion®/water solution was purchased from Sigma-Aldrich,
analytical reagent-grade ethanol from Fisher Scientific, and
Vulcan® XC72R carbon powder was obtained from Cabot. For
electrochemical measurements, reagent-grade lithium bis(triflu-
oromethylsulfonyl)imide (LiTFSI) was purchased from Merck
KGaA and dimethyl sulfoxide (DMSO, anhydrous, >99.9%)
from Sigma-Aldrich. All chemicals were used without further

purification.

Synthesis of Mn(ll) glycolate

In a typical reaction, 1 mmol (0.246 g) MnAc, was mixed with
3 mmol (3 mL) TEG and added to 30 mL EG in a three-neck
round-bottom flask. The solution was heated to 170 °C while
stirring. Upon heating, the solution turned brown at a tempera-
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ture of about 110 °C, and after further heating for about 1 h at
170 °C, a white precipitate appeared that disappeared again
after 1 h. The solution was stirred for another 4 h at 170 °C until
a white precipitate appeared again which indicated the forma-
tion of the Mn(II) glycolate particles. The product was stirred
for another hour at 170 °C to complete the reaction and was
subsequently cooled down to room temperature. The white
powder was centrifuged and washed at least five times with
ethanol to remove any impurities. Subsequently, the white pro-
duct was dried under Ar flow.

Synthesis of Mn304, Mn50g and a-Mny043

The obtained Mn(Il) glycolate powder was calcined in an Ar
flow of 50 NL/h for 2 h at 350 °C and at 550 °C yielding
Mn304 and a-Mn,03, respectively. MnsOg was obtained by
calcination of the precursor in an O, flow of 50 NL/h for 5 h at
400 °C.

Characterization methods

Transmission electron microscopy (TEM) was carried out with
a Zeiss EM 902A microscope with an acceleration voltage of
80 kV. For high resolution TEM (HR-TEM) measurements a
JEOL JEM2100F microscope with an acceleration voltage of
200 kV was used. The samples for TEM and HR-TEM
measurements were prepared by depositing a drop of an ethanol
emulsion of the powder on a carbon-coated copper grid and

drying at room temperature.

Scanning electron microscopy (SEM) was carried out with an
Oxford INCA system employing a PentaFET Precision INCA
X-act detector integrated into the Hitchai S-3200N microscope.
The sample was prepared by depositing an ethanol emulsion of

the sample onto an Al substrate and drying at room temperature.

For X-ray diffraction (XRD), a PANalytical X’Pert Pro MPD
diffractometer was used operating with Cu Ka radiation, Bragg-
Brentano 0-20 geometry and a goniometer radius of 240 mm.
Samples for XRD measurements were prepared by placing the
powder onto low-background silicon sample holders. Different
atmospheres were used as mentioned in the text. The crystallite
sizes of the samples were calculated from all assigned reflec-
tions via the Scherrer equation. The lattice parameters were
obtained with the Bragg equation from assigned diffraction
reflections.

In situ XRD measurements were performed in the same geom-
etry using a high temperature chamber from Anton Paar (HTK
1200N). The temperature profile measurement was recorded
while heating the powder sample from 25 to 700 °C with a
heating rate of 2 K/min. The time profile measurement (shown

in Supporting Information File 1) was conducted by heating the
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powder sample from 25 to 400 °C with a heating rate of
18 K/min and subsequent constant heating at 400 °C for
350 min. The powder sample was placed on a corundum sample
holder. During the measurement the thermal expansion was
corrected automatically. The measurements were performed in
an O, flow.

Thermogravimetric analysis (TGA) and differential scanning
calorimetry (DSC) were carried out with a Netzsch STA 449 F3
Jupiter thermo-analysis system. The sample was deposited in an
Al,O3 crucible and heated from 35 to 700 °C with a heating rate
of 2 K/min in an O(6.0)/Ar(5.0) (1:2) and an Ar(5.0) gas flow
of 40 NmL/min.

The porosity of the manganese oxides was determined by N,
adsorption—desorption measurements. Prior to the measurement,
the material was kept for 18 h at 180 °C under vacuum
to remove any residual gas and moisture from the sample.
The adsorption—desorption isotherms were measured employing
a Quantachrome Nova 2000E device at 77 K. The
Brunauer—-Emmet-Teller (BET) method was used to determine
the complete inner surfaces Sy and the Barrett-Joyner—Halenda
(BJH) method for mesopore surface analysis as well as the
determination of pore size distributions.

Electrode preparation

The catalyst/carbon ink for the powder electrodes was prepared
by mixing and grinding 90 mg Vulcan® XC72R carbon powder
with 10 mg of MnO, catalyst. This active material was
dispersed in ethanol and ultrasonicated for 20 min. As a binder
material, 0.1 wt % Nafion/water solution was added to the cata-
lyst/carbon paste and ultrasonicated for another 20 min. A
10 pL drop of the ink was applied on a glassy carbon disc
(d=0.5 cm) and dried for 12 h at 80 °C. The 10 wt % catalyst
loading of the prepared electrodes equals 4.8 ug per electrode or
24.4 ug cm 2,

Electrochemical measurements

For linear sweep voltammetry measurements, a Gamry Instru-
ments Reference 600 Potentiostat was used. The measurements
were carried out on a rotating disc electrode (RDE) in a glove
box in Ar atmosphere at ambient temperature. For the electro-
chemical setup, glassy carbon (Pine Research Instrumentation,
electrode model no. AFE3T050GC) and carbon/catalyst-coated
glassy carbon discs (see above) served as working electrodes. A
polished Ag wire and a Pt disc were used as reference and
counter electrodes, respectively. 1 M LiTFSI/DMSO was used
as the electrolyte, which was saturated with pure O, for 25 min
before the start of the measurement. The linear sweep measure-
ments were recorded at a scan rate of v =50 mV/s and a rota-

tional frequency of @ = 200 rpm.
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Supporting Information

The supporting information features the powder XRD
pattern of Mn(II) glycolate particles after 1 h of synthesis at
170 °C in addition to in situ XRD patterns of the
time-dependent oxidation of Mn3O4 to MnsOg at 400 °C in
0,.

Supporting Information File 1

Additional XRD experimental data.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-6-6-S1.pdf]
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Abstract

The world is facing an energy crisis due to exponential population growth and limited availability of fossil fuels. Over the last
20 years, carbon, one of the most abundant materials found on earth, and its allotrope forms such as fullerenes, carbon nanotubes
and graphene have been proposed as sources of energy generation and storage because of their extraordinary properties and ease of
production. Various approaches for the synthesis and incorporation of carbon nanomaterials in organic photovoltaics and superca-
pacitors have been reviewed and discussed in this work, highlighting their benefits as compared to other materials commonly used
in these devices. The use of fullerenes, carbon nanotubes and graphene in organic photovoltaics and supercapacitors is described in
detail, explaining how their remarkable properties can enhance the efficiency of solar cells and energy storage in supercapacitors.
Fullerenes, carbon nanotubes and graphene have all been included in solar cells with interesting results, although a number of prob-
lems are still to be overcome in order to achieve high efficiency and stability. However, the flexibility and the low cost of these ma-
terials provide the opportunity for many applications such as wearable and disposable electronics or mobile charging. The applica-
tion of carbon nanotubes and graphene to supercapacitors is also discussed and reviewed in this work. Carbon nanotubes, in combi-
nation with graphene, can create a more porous film with extraordinary capacitive performance, paving the way to many practical
applications from mobile phones to electric cars. In conclusion, we show that carbon nanomaterials, developed by inexpensive syn-
thesis and process methods such as printing and roll-to-roll techniques, are ideal for the development of flexible devices for energy
generation and storage — the key to the portable electronics of the future.
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Review
The energy future: challenges and

opportunities

The demand for energy in the 21st century is increasing due to
the increase in the world’s population and rapid technological
advancement [1]. Today, the worldwide population is using
about 17 trillion watts of power with around 4 trillion watts
being consumed in the United States alone [2]. Energy experts
are predicting that we will need an additional 30 trillion watts
by 2050 due to the global population growth and worldwide
economic development [3].

Solving this energy demand using more efficient or clean alter-
native energy sources will not only save the planet from
harmful effects caused by pollution but could also reduce
disparity and create a more peaceful world [4]. Energy is just
one of the many problems that the world is facing but it is prob-
ably the most important to be addressed with urgency in order
to also solve other offshoot problems. In one of his last talks,
Richard E. Smalley, the 1996 Nobel Laureate in Chemistry for
the discovery of the fullerene, presented a list named “Top Ten
Problems of Humanity for the Next 50 Years” [5]. The list was
presented in order of priority as:

Energy

Water

Food
Environment
Poverty

Terrorism and war
Disease

Education

A e A ol ol b

Democracy

_.
e

Population

(a) Global Energy Consumption 1965-2013

14,000
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8,000 B Wind

6,000 ¥ Hydro

4,000 Nuclear
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]
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(b)
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The energy problem is on the top of the list because, according
to Smalley, it directly influences the other problems and thus
should be prioritized accordingly by governments worldwide.
The first immediate solution to this problem would be to work
on energy efficiency programs. With the implementation of
such programs, it has been demonstrated that developed nations
could already reduce energy consumption by 25% [6].

The majority (about 87%) of energy produced in 2013 was
composed of fossil fuels such as oil, gas and coal, which repre-
sented the best choice of energy production at competitive costs
in the 20th and 21st century (Figure 1) [7]. Unfortunately, It has
been proven that fossil fuels have catastrophic consequences for
human health [8] and global warming [9] and their reserves are
progressively decreasing [10].

Despite the fact that technological advances are able to reduce
the amount of kilograms of carbon emitted into the atmosphere
as CO; per year per watt (Figure 2a), CO, emissions continue
to increase due to the increase in worldwide energy consump-
tion (Figure 2b) [11]. For example, to stabilize the concentra-
tion of CO; at 350 ppm (purple line in Figure 2b), ideally, we
will need to reduce worldwide carbon emissions to zero by
2050 [12].

It has been estimated that in order to generate about 1/3 of the
prospective energy needed by 2050, we should build around
10,000 nuclear plants over the next 36 years [12]! Apart from
the costs of building these nuclear plants, nuclear energy has
associated risks and hazards. Nuclear plants are in fact very
expensive to build, maintain and protect from attack. Not to

Global energy consumption 2013
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Figure 1: (a) Global energy consumption growth from 1965 to 2013. (b) The share of different energy sources for global energy consumption in 2013
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Figure 2: (a) Carbon concentration in the energy mixture from 1890-2100 (projected), i.e., kilograms of carbon emitted into the atmosphere as CO,
per year per watt of power, produced from combined sources of fuel. The average in 1990 is shown as an open circle on the carbon intensity curve.
Reprinted with permission from [11]. Copyright (1998) Nature Publishing Group. (b) CO, emissions versus CO, in the atmosphere, projected through
2100. Reprinted with permission from [12]. Copyright (2011) Cambridge University Press.

mention that the disposal of nuclear waste has still not been
resolved, leaving problems for future generations to deal with
[13].

Renewable energy represents the easiest way to produce clean
and safe energy but included only 10% of the resources used in
2013 (Figure 1). Unfortunately, the cost of producing energy
from renewable sources is still high. However, costs are de-
creasing, allowing these technologies to be considered in the
near future when the price of fossil fuels increase due to their
scarcity. Among all of the renewable energy resources avail-
able, including hydroelectricity, geothermal energy, wind
energy, biomass and others, solar energy likely represents the
best renewable resource. In fact, the biggest nuclear reactor that
we can even imagine is the sun, which has provided energy to
the earth for over 4 billion years and provides more energy in
one hour than all of the energy consumed on our planet in an
entire year. On Earth, we receive about 170,000 trillion watts of
electromagnetic radiation. Therefore, covering 0.16% of the

land on earth with 10% efficient solar conversion systems
would provide over 20 trillion watts of power [3]. However,
apart from the costs of this technology at the moment
($0.20-0.50 per kW-h), building solar farms in remote areas is
not without problems. In fact, the advantage of oil in the last
century (and still today) is its transportability across oceans
without the need to build expensive infrastructure. For example,
the price per gallon of gas includes less than 10% of the trans-
portation cost to the gas station [12]. On the other hand, the cost
of building solar farms is very high when infrastructure is
factored into the transport of the electricity from remote desert
areas to the urban centers where 25% of energy is lost in the
transportation [3]. Receiving incentives from the government to
install photovoltaic systems on private property could be a
viable solution to immediately benefit from the energy pro-
duced without the construction of additional infrastructure and
without transportation losses. However, this could definitely
create a sort of energy independence that is not favored by
major energy corporations. The energy business is one of the
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biggest in the world including companies such as Exxon Mobil
(which was listed second in the United States in 2014 for
publicly traded companies as having the greatest market capi-
talization) and Saudi Aramco (an oil state owned company),
estimated from $781 billion to $7 trillion [14].

The other major problems of solar energy are that it is diffuse
(170 W/m?) and intermittent. This is why concentration and
storage become two critical issues to solve in order to make this
energy source cost competitive with fossil fuels. The challenge
over the next few years will not just be to produce electricity in
a safe and clean way but also how to store the energy produced
using technologies more efficient and more environmentally
friendly than chemical batteries [13]. Creating small-scale
energy storage technologies combined with smart grid technolo-
gies could help to provide energy to individual households
when immediately needed and with a high efficiency.

Nanotechnology could help to solve solar energy’s obstacles
and meet energy expectations without compromising the envi-
ronment and human health by creating new devices that are able
to generate, store and transport electricity in a clean and more
efficient way and with smaller space requirements. Specifically,
the use of nanostructured allotrope forms of carbon and deriva-
tives such as fullerenes, carbon nanotubes (CNTs) and graphene
have been widely investigated over the past 10 years for energy
generation and storage. In particular, the possibility to include
these nanostructured materials using lightweight flexible sub-
strates, printable inks, low temperature and ambient pressure
fabrication tools allows for a dramatic reduction in production
costs [15].

Organic solar cell devices and electrochemical capacitors, also
called supercapacitors, based on carbon nanostructures could
allow for the fabrication of devices in the near future that could
be more efficient and cheaper to produce than conventional
silicon solar cells and chemical batteries [16,17]. The potential

to produce these devices “in house” with simple tools such as
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Carbon
Onion
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printers, scissors and glue makes these technologies widely

accessible, including in developing countries.

Carbon nanomaterials: properties and

synthesis

Carbon, one of the most abundant materials found on earth, can
be found in nature in its elemental form as graphite, diamond
and coal. Its production is about 9 Gt/year for technological
applications, constituting the highest production compared to all
other elements [18]. Nanostructured allotrope forms of carbon
have been intensively investigated in the past two decades
because of their unique hybridization properties and sensitivity
to perturbation during synthesis, allowing for fine manipulation
of the material properties. In particular, carbon can be found in
several different hybridization states, each having unique prop-
erties (Figure 3). In fact, the chemical, mechanical, thermal and
electrical properties of the different allotrope forms are directly
correlated to their structure and hybridization state, opening up
the possibility to use the same material for a wide range of
applications [19]. Herein, the synthesis and application of
fullerenes, CNTs and graphene will be discussed for energy
generation and storage.

Fullerenes

Fullerenes are allotropes of carbon, also called buckyballs
because of their spherical structure. Fullerenes were predicted
and theoretically studied before their experimental discovery by
Japanese [20] and Russian [21] researchers in the 1970s, but it
was only in the mid-1980s that H. Kroto, R. Smalley and
R. Curl were able to detect the first fullerene molecule obtained
by laser vaporization of carbon from a graphite target using
mass spectroscopy [22]. The name fullerene (Cgg) was dedi-
cated to the architect Buckminster Fuller who was famous for
designing and building geodesic domes [23]. The Cgy molecule
is composed of hexagonal and pentagonal faces to form a spher-
ical structure similar to a soccer ball with a diameter of =10 A.
This icosahedral symmetry was only first experimentally

demonstrated in the 1990s by nuclear magnetic resonance [24].

SWNT

sp3

Figure 3: Hybridization states of carbon-based nanomaterials. Reprinted with permission from [19]. Copyright (2008) American Chemical Society.
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The Cg( was the first 0D allotrope of carbon discovered but it is
not the only one. In fact, large quantities of C7¢, C7¢, C7g, Cgy
and even larger clusters, such as Cy4¢ and C33¢, have also been
synthetized and studied [25]. In particular, C7( can be seen as a
Cgo molecule with a belt of five hexagons around the equatorial
plane and exhibits a more oval shape (Figure 4) [26].

Figure 4: Structure of the most significant fullerenes, Cgp and the C7q.
All fullerenes exhibit hexagonal and pentagonal rings of carbon atoms.
Reprinted with permission from [26]. Copyright (2005) John Wiley and
Sons.

The main properties of Cg are [25]:

* Young’s modulus, ~14 GPa

* Electrical resistivity, <1014 Q m

* Thermal conductivity, ~0.4 W/mK
* Band gap, 1.7 eV

The other fullerene species show similar properties to Cgp.
Depending on the application, different fullerenes are chosen
according to their slight differences in properties.

Historically, the first technique to synthesize fullerenes was
based on laser ablation of graphite targets in a He gas; however,
this does not produce large quantities of the material and is thus
mostly used for research studies. The common method to

O-ring seal
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produce large quantities (several grams per day) of fullerenes
was first developed by Kratschmer et al. [27] and consisted of
an AC arc discharge between high purity graphite rods in
100-200 Torr of helium (He) or Argon (Ar) gas. The tempera-
ture required for fullerene formation is about 2000 °C. At this
temperature, the electrodes evaporate carbon, forming soot that
contains fullerenes, which then condenses on the cool walls of a
reactor made of stainless steel or Pyrex [28]. Typically the
concentration of fullerenes found in the soot is about 15%
(=13% Cgo and =2% Cr(). Several setups have been proposed
but the one proposed by Bezmelnitsyn et al. [29] is one of the
most popular because of the large quantity of material pro-
duced. It uses 24 carbon strip, auto-loaded anodes that are
subsequently consumed during the process. The cathode
consists of a rotating carbon wheel, which passes over a scraper
to remove the accumulated carbon powder (Figure 5). This
method leads to a fullerene production of about 100-200 g/day.

Another method based on the combustion of benzene in an
oxygen deficient environment has been proposed for the forma-
tion of Cgg and C7¢ [30,31]. Benzene diluted with Ar is injected
along the central axis of a combustion chamber and oxygen is
fed at 12—40 Torr through a large diameter porous plate. The
flame chamber is usually composed of a burner and a fuel injec-
tion system mounted in the bottom of the chamber. The
chamber has viewing ports to monitor the process and to insert

the plate where the final material is deposited (Figure 6) [31].

Chemical methods have also been proposed to synthetize
fullerenes, but the production yield is so low that it is consid-
ered only for research purposes. For example, Cgq can be
produced by the pyrolysis hydrogenation of naphthalene, coran-
nulene or others, but it requires high energy. Dehydrohalogena-
tion of precursors can also be a valid chemical method to form
Cgo from a chloroaromatic compound, as shown for example in
Figure 7 [32].

water cooling
a o of

= vac./He

U-shaped guide

slag remover

drive wheel rotating carbon cathode

Figure 5: Schematic depiction of an auto-loading version of an arc-discharge apparatus used for fullerene production. Reprinted with permission from

[29]. Copyright (1969) Royal Society of Chemistry.
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Fullerenes can also be modified by putting dopants inside the

to pump structure. Fullerenes with atoms enclosed inside are called

Watercooled Probe__ /. ik “endohedral fullerenes”. The endohedral fullerenes are divided

into two categories: the endohedral metallofullerenes, where

metal atoms (typically transitional metal atoms) are inserted

Top Plate™ |
into the structure during the synthesis [33]; and the endohedral

nonmetal-doped fullerenes with noble gas such as helium, neon,

argon and xenon inserted into the structure [34].

.~
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Another fullerene species is the exohedral fullerene or fullerene

with other chemical groups. A typical example of a fullerene

:]:| derivative, which are molecules created by bonding a fullerene

derivative is the [6,6]-phenyl-C61-butyric acid methyl ester

(PCBM), which is largely used in organic solar cells.

Oxygen/.‘?.\ Oxygen Hummelen et al. [35] were the first group to synthesize

Fuel/Argon PC4BM by reacting diazoalcane with a Cg( to reach the
[5,6]fulleroid ester and subsequent isomerization to the

Figure 6: Diffusion flame chamber for fullerene production. Reprinted [6,6]methanofullerene by refluxing it with o-dichlorobenzene
with permission from [31]. Copyright (2000) Elsevier Limited. . . . . . .
solution or with trifluoroacetic acid (Figure 8) [36].

flash vacuum
pyrolysis

—_—

-12 H,, 3HCI

Figure 7: Formation of Cgg through dehydrogenation/dehydrochlorination. Reprinted with permission from [32]. Copyright (2002) The American Asso-
ciation for the Advancement of Science.
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Figure 8: Synthesis of PCg1BM by reaction between Cgy and diazoalacane with subsequent refluxing with o-dichlorobenzene solution or with trifluoro-
acetic acid. Reprinted with permission from [26]. Copyright (2005) John Wiley and Sons.
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Carbon nanotubes

Carbon nanotubes (CNTs), discovered by Ijima in 1991 [37],
are another allotrope form of carbon with a cylindrical structure.
The unique structure of CNTs results in many extraordinary
properties. Since the discovery of CNTs, scientists have made
great progress in the experimental and theoretical study of their
mechanical, electrical and thermal properties. CNTs exhibit
remarkable properties including:

* Tensile strength of at least 37 GPa and strain to failure of
at least 6% [38,39]

* Young’s modulus, ~0.62—1.25 TPa [40]

* Electrical resistivity, =1 nQ cm [41]

* Thermal conductivity, ~<3000 W/mK [42]

In addition to their extraordinary properties, the density of
CNTs is around 1.33—1.4 g/cm? [40], which is half of the densi-
ty of aluminium (2.7 g/cm?), making them very attractive for
lightweight applications.

CNTs are categorized as single-walled carbon nanotubes
(SWNTs) and multiwall carbon nanotubes (MWNTs). SWNTs
are single graphene sheets rolled up to form a tube, while the
MWNTs consist of multiple rolled layers (concentric tubes) of
graphene (Figure 9) [43].

The manner in which the graphene wraps is indicated by a
chiral vector whose components along the base vectors are
defined by indices (n, m). If m = 0 the SWNTSs are called

(@) Armchair
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graphene MWCNT

Figure 9: Graphene and carbon nanotubes as a (a) single-walled
carbon nanotube (SWCNT) and (b) multiwall carbon nanotube
(MWCNT) structure [44].

zigzag; if n = m, they are armchair, otherwise, they are chiral if
n # m (see Figure 10) [45].

The chiral vector, identified by the index (n, m), is very impor-
tant because it strongly affects the electronic properties of the
SWNTs. For a given (n, m) nanotube, if n = m, the nanotube is
metallic; in all other cases, the nanotube is semiconducting with
the remarkable situation that when (n — m) is a multiple of 3, the
nanotube has a very small band gap [45]. It was also observed
that the energy gap scales inversely with the tube diameter [45].

Figure 10: Schematic models for SWCNTs with the nanotube axis normal to the chiral vector, which, in turn, is along: (a) the direction 9 = 30° in an
armchair (n, n) nanotube, (b) the direction 9 = 0° in a zigzag (n, 0) nanotube, and (c) a general 9-direction in a chiral (n, m) nanotube.
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An important feature of the CNTs is that they have a high
aspect ratio (4 = 10'0), with 4 = I/d, where [ is the length of the
CNT that varies from 20 nm to 2 mm and d is the diameter of
the CNT (typically 0.3-2 nm) [46].

There are three main methods to synthesize CNTs, each of
which have advantages and disadvantages in terms of quality
and length of the nanotubes produced, are [47] (Figure 11):

* Arc discharge: higher batch yield (=1 g/day) as com-
pared to CVD,

 Laser vaporization: higher batch yield (=1-10 g/day) as
compared to CVD, and

* Chemical vapor deposition (CVD): high quality, most
common method with low batch yield (=30 mg/day).

In the arc-discharge method, the carbon is evaporated by helium
plasma ignited by high current passed through an opposing
carbon anode and cathode. This method requires the use of a
metal catalyst such as cobalt [48]. The nanotubes are typically
bound together by strong van der Waals interactions and form
tight bundles.

The second method, laser ablation, uses continuous wave [49]
or pulsed [50] lasers to ablate a carbon target in a 1200 °C tube
furnace. A laser beam evaporates a graphite sample containing
1% nickel and cobalt catalyst particles [51]. In the resulting
vapor, the metal aggregates into carbon-saturated catalyst
nanoparticles, which instigate the growth of CNTs [48]. These
catalyst particles are necessary to produce SWNTSs rather than
MWNTs [52]. The relative amount of SWNTs, MWNTs, and

d
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impurities produced by these methods is dependent on the exact
reactor conditions. Impurities include fullerenes, metal catalyst
particles encapsulated by graphitic polyhedrons, and amor-
phous carbon. The majority of impurities can be removed by
purification processes based on nitric acid [53]. In both the arc
discharge and laser ablation methods, bundles of MWNTSs and
SWNTs held together by van der Waals forces are generated by
the condensation of carbon atoms generated from the evapora-

tion of solid carbon sources.

The third method, chemical vapor deposition (CVD), involves
the flow of a hydrocarbon gas over a catalyst in a tube furnace.
The catalyst is typically transition metal nanoparticles on a
support such as alumina. Materials grown on the catalyst are
collected after cooling the furnace to room temperature. The
key process parameters are the hydrocarbon and catalyst types,
as well as the operating temperature [54]. The production of
MWNTs typically involves ethylene or acetylene feedstock
with an iron, nickel or cobalt catalyst and operating tempera-
tures of 550-750 °C. SWNTs are produced by using methane or
ethane feedstock, similar catalysts, and operating temperatures
of 850-1000 °C [55]. Other CVD derivative methods are used
that produce CNTs at a reduced growth temperature and
increased batch yield. These methods are: plasma-enhanced
CVD, where a gas such as C,H,, CHy, C,Hy, CyHg, or CO is
supplied to the chamber and a discharge at high frequency is
applied in the chamber [56]; laser-assisted thermal CVD, where
a continuous wave CO, laser with medium power is applied
perpendicular to a substrate, then pyrolyses sensitized mixtures
of acetylene and Fe(CO)5 vapor in a flow reactor [57]; and
high-pressure catalytic decomposition of carbon monoxide

k

Anede ) Cathode () B | jnear actuator
[ ] ;
[ motor
C Deposits
M |
l Pump T Gas
Reacti hamb . . Reaction
b eaciion chamber Heatlng coils Chamber Furnace Collector
C | ¥ (Water
X I X IIrrnyn e
Exhaust - l cooled)
== LY -+ n-'m By _‘.-gq
| Carrier gas
Quartztube geoeab oe
- - Nd-Yag
Laser . )
Substrate  C deposits ?raphlte C Deposits
arget

Figure 11: Schematic representation of methods used for carbon nanotube synthesis: (a) arc discharge; (b) chemical vapor deposition; and (c) laser

ablation.
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(HiPco), where carbon monoxide and catalyst particles gener-
ated from the decomposition of Fe(CO)5 flow into a high pres-
sure reactor (up to 10 atm) at temperatures from 800-1200 °C
[58]. With the HiPco method, a large yield (>10 g/day) and
narrow nanotubes can be produced [59].

Graphene

Despite their excellent electrical, mechanical and thermal prop-
erties, CNTs are not the only carbon nanomaterial that could
play a major role in replacing conventional materials for energy
generation and storage devices. In particular, the discovery of
the electrical properties of graphene, another allotrope carbon,
by Geim, Novoselov and co-workers [60] opened up the poten-
tial of this interesting material to being employed in real-world
applications. In fact, graphene shows similar or even better
mechanical, thermal and electrical properties than CNTs. More-
over, from an engineering point of view, the production and the
usage of graphene could be easier when compared to CNTs.
Fewer manufacturing parameters, such as chirality and the
nature of the nanotubes (SWNTs vs MWNTs), need to be
considered and a larger availability of synthesis processes
makes it very attractive in the field of material science.

Graphene is the building block of other important allotropes
because it can be stacked to form 3D structures (graphite),
rolled to form 1D structures (nanotubes) and wrapped to form
0D structures (fullerenes) (Figure 12) [61]. It consists of a
single atomic layer of carbon atoms bonded together in a honey-
comb lattice formed by two sublattices, A and B. A single
graphene layer has a thickness of 0.34 nm and a carbon—carbon
distance of 0.142 nm [60].

o

Quasi-1D: Carbon Nanotubes

Figure 12: Honeycomb lattice of graphene. Graphene layers can be
stacked into graphite or rolled up into carbon nanotubes. The forma-
tion of fullerenes requires the incorporation of five-membered rings.
Reprinted with permission from [61]. Copyright (2008) John Wiley and
Sons.
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The experimentally measured graphene properties are very
close to the theoretically predicted limits: high intrinsic
mobility at room temperature (250,000 cm? V! s71) [62,63],
high Young’s modulus (=1 TPa) with an intrinsic strength
of 130 GPa [64,65], high thermal conductivity (over
3000 W m™! K™!) [66] and excellent optical transmittance
(=97.7%) [67]. Additional graphene characteristics include:
high theoretical specific surface area (2630 m? g~!) [68], imper-
meability to gases [69], capability to carry high current densi-
ties (a million times higher than copper) [70], anomalous
quantum Hall effect (QHE) that appears larger than in other ma-
terials [71,72], and zero band gap semiconducting properties
with one type of electrons and one type of holes [73] that can
also be tuned for different electronic applications [74,75].

Most of these extraordinary properties, in particular the elec-
trical and electronic ones, are attributed to the unique band
structure that this material has, which was first calculated in
1947 by P. R. Wallace [76]. The valence band, formed by
bonding = states and the conduction band, formed by the anti-
bonding ©* states, are orthogonal and they touch only at six
points (Dirac points indicated as K and K”). The graphene elec-
tron dispersion is linear but also very sensitive to external
perturbations that can interact with the mn-electron of the system
(Figure 13) [77].

It should be mentioned that graphene is not the only 2D materi-
al today that offers great performance for a wide range of
applications [78]. Boron nitride and molybdenum disulfide are
examples of other 2D materials that offer the possibility to tune
material and device characteristics for a specific application and

can even be used in combination with graphene [79,80].

As mentioned previously, the synthesis processes available
today to produce graphene can potentially achieve a better
quality material with higher batch yield than CNTs, resulting in
increased interest from industry in the development of this
technology. There are more than ten processes available to
synthesize graphene but only the following five can be reason-
ably considered in terms of quality and material scalability
(Figure 14) [81]:

* Mechanical exfoliation

* Chemical exfoliation

* Chemical exfoliation via graphene oxide
« CVD

* Synthesis on SiC

Each of these methods has its advantages and disadvantages in

terms of quality, yield production and applications, as summa-

rized in Table 1. In particular, mechanical exfoliation most
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Figure 13: (a) Representation of the electronic band structure and
Brillouin zone of graphene; (b) The two graphene sublattices (red and
blue) and the unit cell [77].

Table 1: Properties of graphene obtained by different methods (from [81]).
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Figure 14: Several methods for the mass production of graphene that
allow a wide choice in terms of size, quality and price for any particu-
lar application. Reprinted with permission from [81]. Copyright (2012)
Nature Publishing Group.

likely produces the best samples in terms of charge carrier
mobility but is probably the worst in terms of scalability. In
contrast, CVD methods can produce pristine graphene sheets
but only in limited quantities. Large quantities of graphene
sheets have recently been obtained with CVD methods using
catalytic metal substrates [82,83]. However, associated prob-
lems such as harsh conditions (high temperature and high
vacuum), complexity of the process, difficulties in transferring
to different substrates and high costs still must be resolved.
Also, graphene flakes have irregular shapes that require a sub-
strate to control the orientation for high-tech applications [77].

Method Crystallite Sample size Charge carrier mobility Applications
size (um)  (mm) (ambient temperature)
(em2v~1s™
; 5 6
Mechamcal >1,000 >1 >2 x 10° and >10 Research
exfoliation (at low temperature)
Chemical Infinite as a layer 100 (for a layer of overlapping Coatlng_s, paint/ink, composites, transparent
o <0.1 of overlapping conductive layers, energy storage,
exfoliation flakes) ) C o
flakes bioapplications
Chemical Infinite as a layer . Coatings, paint/ink, composites, transparent
L ) _ ) 1 (for a layer of overlapping )
exfoliation via =100 of overlapping conductive layers, energy storage,
. flakes) ) Co
graphene oxide flakes bioapplications
cvD 1,000 ~1,000 10,000 Photonl(_:s, nanoelectronics, tr_anquren_t
conductive layers, sensors, bioapplications
SiC 50 100 10,000 High-efficiency transistors and other

electronic devices
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Other methods based on the chemical exfoliation of graphite
and thermal or chemical reduction of graphene oxide can
produce graphene on an industrial scale but unfortunately with
structural defects that can affect the electronic and electrical
properties [84,85].

These are the main problems that impede the production of high
quality graphene on a large scale. However, a possible applica-
tion timeline has already appeared in the literature indicating
when possible electronic device prototypes could be expected in
the future (Figure 15) [81].

Mechanical exfoliation. The mechanical exfoliation method
was historically the first to be adopted by Geim, Novoselov and
co-workers to isolate single layers of graphene [86]. With this
method, bulk graphite can be exfoliated into individual
graphene sheets by using Scotch tape and then transferred by
pressing it onto a substrate, such as Si, SiO; or Ni [87]. Typical-
ly, highly ordered pyrolytic graphite (HOPG) is chosen in
order to guarantee a product of high quality graphene crystal-
lites. The main advantages of this method are the ability to
complete this process at room temperature and with inexpen-
sive equipment. However, in terms of scalability, it performs
the worst and can thus only be considered for research
purposes.

Chemical exfoliation. It is well known that the van der Waals
forces that bond together the graphene sheets to form graphite
are particularly weak and can be broken by external mechanical
force. A common example of this can be seen with the usage of
pencils or solid lubricants based on graphite.

Graphene can also be exfoliated from graphite by chemical
methods, the process of which is very similar to the dispersion
of polymers in particular solvents. This method can be ex-
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plained by enthalpy and charge transfer between the graphene
layers and the solvent molecules [88,89]. In particular, it was
discovered that effective solvents are those with a surface
energy similar to graphene (=0-50 mJ m™2) [88]:

LT
NS

mix

where AH iy is the enthalpy of the mixing, Viix is the volume
of the mixture, Tyg is the thickness of a graphene nanosheet,
Eg s and Eg g are the surface energies of the solvent and
graphene, and ¢ is the volume fraction of graphene dispersed
in the solution. From Equation 1, it is clear that the enthalpy of
the mixing is minimal when the two surface energies are close
or equivalent meaning that the exfoliation will take place with
mild sonication [88,90]. Furthermore, some solvents are more
suitable because they match the graphene surface energy, such
as N,N-dimethylformamide (DMF), benzyl benzoate, y-butyro-
lactone (GBL), 1-methyl-2-pyrrolidinone (NMP), N-vinyl-2-
pyrrolidone (NVP) and N,N-dimethylacetamide (DMA), while
ethanol, acetone and water are considered poor solvents for
exfoliation [91,92].

Other solvents, such as ionic liquids [93] and chlorosulfonic
acid [94], have also been proposed for exfoliating graphite but
the exfoliation mechanism has been explained differently. In
fact, it has been demonstrated in these cases that there is a
charge transfer between the solvent and the graphite layers
allowing the exfoliation to take place. Therefore, the graphene
sheets could be positively or negatively charged with varying

donor and acceptor numbers depending on the solvents.

Surfactants and polymers can also contribute to graphite exfoli-
ation if mixed with particular solvents such as water. Specifi-
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Figure 15: Graphene-based display and electronic devices. Display applications are shown in green; electronic applications are shown in blue.
Possible application timeline, based on projections of products requiring advanced materials such as graphene. Reprinted with permission from [81].
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cally, they can change the wettability and prevent aggregation

due to electrostatic repulsion [95].

The main problem with the liquid-phase exfoliation method is
that it produces graphene for films that is not completely trans-
parent (from 80% to 90%) with high sheet resistance (from 8 to
5 kQ) [88,90]. The increased sheet resistance is due to damage

caused by the sonication during exfoliation.

For these reasons, electrochemical exfoliation methods have
recently been employed to produce better quality graphene with
a faster process [96,97]. In the electrochemical exfoliation
method, the graphite or HOPG is usually connected to an
electrode (anode). The counter electrode (cathode) is usually a
platinum (Pt) wire and the setup is usually placed in an acidic
solution (Figure 16). The complete exfoliation takes place in
15-30 min with voltages varying from 4-10 V. The final
graphene flakes produced are usually employed to make a thin
film transparent electrode with a sheet resistance of 210 Q/sq
with 96% transparency [96] or to make thin film supercapaci-
tors with capacitance values of over 1 mF/cm? [97].

Chemical or thermal reduction of graphene oxide. Graphene
oxide (GO) is a semiconducting material originating from
graphene research and can be considered a precursor of the
graphene synthesis by chemical or thermal reduction
[84,85,98,99]. It has recently attracted significant interest

(a) DC bias

before exfoliation
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because of its potential as a precursor material for high yield

production and functionalization of graphene sheets.

The main difference between GO and graphene is that GO
consists of epoxy (C—O—C) trigonally bonded in sp2/partially
sp® configurations, hydroxyl groups (C=0) in sp® configuration
displaced above or below the graphene plane, and of some
carboxylic groups (-COOH) at the edges of the graphene plane
(Figure 17) [100-102].

GO exhibits excellent mechanical, optical, thermal and elec-
tronic properties that are similar to graphene because of its
specific 2D structure and the presence of various oxygenated
functional groups. From an electronic point of view, the GO, as
synthesized, is typically insulating and has a high sheet resis-
tance around 10'2 Q/sq [103]. This intrinsic insulating nature is
strongly related to the amount of C—-O—C and C=0 groups in
this material. However, chemical and thermal treatments can
help to reduce the GO in order to remove the oxygen groups
with a resulting increase in the conductivity and a tuning of the
intrinsic properties from insulating to semiconducting [104]. As
compared with pristine graphene, GO presents enhanced chemi-
cal activity because of the presence of a large number of oxygen
containing functional groups and structural defects.

GO can be chemically produced from graphite oxide (also
obtained from graphite by treatment with strong oxidizers),

after exfoliation

Figure 16: (a) Schematic illustration and photo of the electrochemical exfoliation process for graphite. (b) Photos of the graphite flakes before and
after electrochemical exfoliation. (c) Photo of the dispersed graphene sheets in a DMF solution. Reprinted with permission from [96]. Copyright (2011)

American Chemical Society.
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Figure 17: Chemical structure of graphene oxide with functional
groups. A: Epoxy bridges, B: hydroxy groups, C: pairwise carboxy
groups (image from https://en.wikipedia.org/wiki/Graphite_oxide, struc-
ture from [102]).

which is a compound of carbon, oxygen, and hydrogen in vari-
able ratios. The first to synthetize the graphite oxide was
Benjamin C. Brodie in 1859 [105] by treating graphite with a
mixture of potassium chlorate (KClO3) and fuming nitric acid
(HNO3). Then, in 1957, Hummers and Offeman found a safer,
quicker, and more efficient way, which is largely used today in

Beilstein J. Nanotechnol. 2016, 7, 149-196.

the scientific community and is based on a mixture of sulfuric
acid (HSOy), sodium nitrate (NaNO3), and potassium perman-
ganate (KMnQOy) [106]. Recently, Hummers-modified methods
have been proposed in order to produce a higher fraction of
well-oxidized hydrophilic carbon material with a more regular
structure where the basal plane of the graphite is less disrupted
[107].

The attractive property of GO is that it can be thermally and
chemically reduced to produce graphene, usually called reduced
GO (rGO) [108,109]. The name rGO is given in order to differ-
entiate it from the pristine graphene. In fact, residual, func-
tional groups and defects break the conjugate structure,
decreasing the carrier mobility and concentration. Current
research in rGO is not only focused on removing the functional
groups but also on recovering the network of the graphene
lattice [110]. In fact, rGO results in a much lower conductivity
when compared to pristine graphene because of large areas of
defects as demonstrated by TEM images (Figure 18) [111].

GO and rGO can be easily distinguished by standard optical
observation [109]. rGO usually has an increased charge carrier
concentration and mobility that results in improved light reflec-
tion when deposited onto a metallic substrate as compared to a
GO film deposited on the same substrate. Additionally, when
immersed in a solvent such as DMF, the GO solution develops a

Figure 18: Atomic resolution, aberration-corrected TEM image of a single layer, H-plasma-reduced GO membrane. (a) Original image, (b) original
image with false colored to highlight the various features; (c) atomic resolution TEM image of a nonperiodic defect configuration; and (d) partial
assignment of the configurations in defect areas, where the inset shows a structural model clearly showing the strong local deformations associated
with defects. All scale bars are 1 nm. Reprinted with permission from [111]. Copyright (2010) American Chemical Society.
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brown color while rGO appears black. The microscopic char-
acter of GO flakes reveals a certain wrinkling of thin and aggre-
gated flakes stacked onto each other. Their lateral size ranges
from 100 nm to several pum [112] (Figure 19).

Figure 19: (a) Low magnification and (b) high magnification SEM
images of graphite oxide flakes [112].

Beilstein J. Nanotechnol. 2016, 7, 149-196.

Before reduction, the C/O ratio is typically 4:1 to 2:1 [113,114]
and can be reduced to 12:1 [115] or even to 246:1 [99], as was
recently obtained. The C/O ratio is usually characterized by
X-ray photoelectron spectroscopy (XPS) because of the possi-
bility to easily identify all the species and their percentage
values in the material (Figure 20) [116,117].

The thermal reduction of GO is usually carried out by annealing
films or powders in the presence of inert or reducing gases or in
vacuum. The annealing temperature certainly affects the proper-
ties of the rGO produced. In particular, it was found that the
C/O ratio could increase from more than 7 to 13 if the tempera-
ture was increased from 500 to 750 °C [118]. The ratio of C/O
is also directly connected to the conductivity. In fact, Pei and
Cheng [109] demonstrated that the conductivity increased from
50 to 550 S/cm for annealing temperatures of 500 and 1100 °C,
respectively. This result has been recently confirmed and
explained in detail by Chambers et al. [119] and was found to
be related to the loss of oxygen (Figure 21).

Wu et al. [120] used an arc discharge system (instead of a
typical furnace) to exfoliate and reduce graphite. With this
method, they were able to obtain graphene sheets with a
conductivity of 2000 S/cm and a C/O ratio of =18 due to the arc
discharge system that reached temperatures of over 2000 °C for

a short time.

Not only the temperature but also the annealing atmosphere is
very important to determine the quality of the resulting rGO.
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Figure 20: High resolution C 1s XPS spectra: deconvoluted peaks with increasing reduction temperature (T;). (a) Room temperature; (b) 200 °C;
(c) 400 °C, where the insert shows the C/O ratio as a function of T; (d) 600 °C; (e) 800 °C; and (f) 1000 °C, where the insert shows the C 1s spectra
for the graphite precursor. Reprinted with permission from [116]. Copyright (2011) American Chemical Society.
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Becerril et al. [103] demonstrated that at 1000 °C, the quality of
the vacuum was critical for high quality rGO because of the
reaction with residual O, molecules. For this reason, the usage
of reducing gases such as Hy can help to decrease the required
annealing temperature to 450 °C and still give a high C/O ratio
of =15, as was demonstrate by Wu et al. [120]. Li et al. [121]
instead used a mixture of ammonia and argon (2 Torr, NH3/Ar
(10% NHj3), 500 °C) to produce good quality, doped rGO.

The drawbacks of thermal reduction are the high energy
consumption due to high temperature and time consumption,
given that the GO must slowly reach higher temperatures in
order to prevent explosion of the material. For these reasons,
other heating approaches based on microwave irradiation [122]
and photoirradiation have been considered due to the simplicity
of these systems and the reduced exposure time [123].

A cheaper and easy way to reduce GO is by chemical reduction,
which is usually done at room temperature or with low heating
[109]. Among the many chemical reagents that could reduce
GO, hydrazine and its derivatives are probably the most widely
used by simple addition to an aqueous GO solution [124-127].
The C/O ratio can reach values above 10 and a conductivity of
99.6 S/cm [84,128]. Other compounds based on metal hybrids
such as sodium hydride and sodium borohydride have also been
used to specifically remove the C=0 species. The main problem
that occurred is that sodium borohydride, for example, does not
reduce the epoxy and carboxylic groups well [129], and for this
reason, it should be utilized after treating the GO with concen-
trated sulfuric acid at 180 °C. With this method, Gao et al. [99]

were able to obtain a C/O ratio of 8.6 and a conductivity of
about 16.6 S/cm. Unfortunately, these values are still low when
compared to the rGO obtained from the hydrazine derivative
compounds.

Other reducing agents such as ascorbic acid (C¢HgOg) and
hydroiodic (HI) acid have been recently proposed because of
their potential to obtain higher quality rGO as compared with
the product obtained from hydrazine derivative compounds.
Fernandez-Merino et al. [128] were able to obtain rGO with a
C/O ratio of 12.5 and a conductivity of 77 S/cm with ascorbic
acid while Moon et al. [130] obtained rGO with a C/O ratio of
15 and a conductivity of 300 S/cm with HI acid.

Derivative approaches of the chemical method have also been
employed to reduce GO: photocatalyst reduction where the GO
mixed with TiO, particles is exposed to ultraviolet (UV) irradi-
ation [131]; electrochemical reduction with an inert electrode
placed in an aqueous buffer solution containing GO where
cyclic voltammetry scans are performed between certain voltage
ranges [132]; solvothermal reduction where the sealed vial
containing GO in a solvent can withstand high temperature and

vapor pressure [133].

Much effort has been made by the research community to make
the chemical or thermal reduction processes of GO effective;
however, the final product is still lacking in terms of quality
when compared to pristine graphene. It should be mentioned
that mildly oxidized GO has been recently proposed because it
could preserve the conjugated structure with few defects [134].
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Chemical vapor deposition (CVD). The CVD method is
commonly used to produce large-area uniform graphene films
[77,135]. Similar to the CVD method used to grow CNTs,
graphene can be grown from gases containing C on catalytic
metal surfaces or by surface segregation of C dissolved in
metals such as Fe [136], Ni [137], Co, Pt and Pd [138]. The
pioneer who discovered single layer graphite on Pt was S.
Hagstrom in 1965 [139], but the first to interpret it as a single
layer was J. W. May in 1969 [140]. The CVD and surface
segregation methods can also coexist causing the carbon atoms
coming from the gas source to diffuse into the metal. The
process is very difficult to control, and especially so in poly-
crystalline metals where the grain boundaries act as nucleation
sites for multilayer growth [141]. For this reason, single crystal
and atomically smooth metals are usually preferred to grow
high quality, monolayer graphene. Also, the choice of the metal,
catalytic substrate is very important to avoid the diffusion of the
carbon atoms into the metal. For example, Cu surfaces are prob-
ably the best choice for a pure CVD process with the formation
of a monolayer graphene because the diffusion of C atoms in
Cu is very low (0.001 atom % at 1000 °C) [83,142]. The CVD
process on Cu foils can be scaled using a roll-to-roll technique,
allowing for a 30 inch graphene film for a transparent electrode
(Figure 22a) [82]. However, even this method does not guar-
antee perfect graphene in terms of quality. In fact, the graphene
produced is mostly polycrystalline with aperiodic heptagon/
pentagon pairs [143] or overlapped bilayer regions [144] at the
grain boundaries (Figure 22b). It has also been demonstrated
that the presence of grain boundaries can reduce the mechani-

_‘/ Polymer support
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cal and electrical properties of the graphene (Figure 22¢,d)
[143,145].

To polish the commercial Cu foil, which is generally covered
with a protective layer, the electrochemical method is common-
ly used, followed by treatment in a CVD system at 2 atm of H,
for 7 h to reduce the defects. In this way, an ~2.3 mm wide
monolayer of graphene with mobility of 11,000 cm? V™1 57!
was synthesized (Figure 23) [146].

Enclosure-like Cu structures have also been used by Ruoff’s
group to grow large single crystal graphene (=0.5 mm)
[147,148]. Specifically, the Cu was electrochemically polished
and then rolled into a tube before being placed in the furnace.
They demonstrated that, with this method, the Cu inner surface
is smoother than the outer one, allowing the formation of
millimeter-sized graphene (Figure 24).

Mohsin et al. [149] also showed that the Cu surface morphology
is very important for graphene nucleation. In fact, by melting
and resolidifying Cu substrates, they were able to obtain a piece
of monolayer graphene grains with a size of about 1 mm due to
the reduction in the Cu roughness from 166 to 8 nm after treat-
ment (Figure 25).

Another approach, reported by Zhou et al. [150], is to anneal
Cu foils in Ar to maintain the catalytically inactive Cu,O layer
and to extend the graphene growth to 48 h. With this method,
they were able to achieve 5 mm wide, monolayer graphene with

Graphene on

polymer support Released

Target substrate

Grapheneontarget

Figure 22: CVD graphene. (a) Schematic of the transfer of graphene produced on Cu using the roll-to-roll method. (b) Two types of graphene bound-
aries: aperiodic heptagon/pentagon pairs and overlapped bilayer regions. (c,d) Tears along the graphene grain boundaries after indentation.
Reprinted with permission from [135]. Copyright (2014) American Chemical Society.
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Figure 23: Millimeter-sized graphene grains produced on polished and annealed Cu foils. (a) Schematic of the controlled pressure CVD system.
(b) Typical optical and scanning electron microscope (SEM) images of as-produced millimeter-sized graphene grains on pretreated Cu foils. Reprinted
with permission from [135]. Copyright (2014) American Chemical Society.
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Figure 24: Millimeter-sized graphene grains produced on the inside of enclosure-like Cu structures. (a) Schematic of Cu enclosures for graphene
growth. (b) An SEM image of graphene grains grown on the inner surface of a Cu enclosure. (c) Schematic of the Cu tube, stacked Cu foils, and Cu
foil between two quartz slides. (d) Typical SEM image of one graphene grain grown on the inner surface of the tube-like Cu structure. (e) Reduction of
loss of Cu by evaporation due to redeposition of Cu in a confined space. (f) Height profiles on the inner surface (the black curve) and the outer surface
(the red curve) of a tube-like Cu structure after annealing. Reprinted with permission from [135]. Copyright (2014) American Chemical Society.
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Figure 25: Millimeter-sized graphene grains made on resolidified Cu. (a) Schematic of the Cu resolidification process on a tungsten substrates (left)
and an optical image of millimeter-sized hexagonal graphene grains grown on resolidified Cu (right). AFM topographical images of various copper
surfaces: (b) as-received and (c) resolidified. Reprinted with permission from [135]. Copyright (2014) American Chemical Society.

a high carrier mobility of 16,000 cm? V! s™!. The groups
of Luo and Ruoff then adopted a similar strategy and were
able to produce centimeter-scale, single crystal graphene
[151,152].

The drawbacks of the CVD process are: (1) it is expensive
because a large amount of energy is required, (2) the transfer to
dielectric (or other) substrates is not easy to achieve, and (3)
controlling the crystallographic orientation is critical for many
electronic applications. However, the breakthrough that would
make this technology viable for large scale production would be
to develop a low temperature CVD process (e.g., plasma-
enhanced CVD) that could produce large area, high quality
graphene on any type of substrate.

Epitaxial growth on SiC. Graphene growth on silicon carbide
(SiC) has also been extensively explored as it results in wafer-
scale growth. Additionally, SiC is an excellent substrate for
many electronics applications, avoiding the need to transfer to
another substrate. High-quality graphene with a controlled
thickness and a specific crystallographic orientation can in fact
be grown on commercially available, semiconducting or insu-
lating SiC wafers. For these reasons, this process is very attrac-
tive for industrial applications because it can easily be inte-

grated with conventional silicon technology.

SiC is a semiconducting material that can be found in 250 crys-
talline forms [153]. A large family of similar crystalline forms
can be catalogued in particular structures called polytypes,
which all present different physical properties.

All the polytypes show a similar local chemical environment for
both the carbon and silicon species. Specifically, each C (or Si)
atom is situated above the center of a triangle of Si (or C) atoms
and underneath a Si (or C) atom belonging to the next layer in a
tetrahedral co-ordination. The distance between neighboring
silicon or carbon atom is ~3.08 A, while the distance between
the C atom to each of the Si atoms (Si—C bond length) is
=1.89 A. A second type of building block also exists that is
identical but rotated 180° with respect to the first (Figure 26)
[154]. These units are periodically repeated in closed-packed
layers, whose stacking sequence gives rise to the different poly-

types.

The two major polytypes are a-SiC and B-SiC. The a-SiC
exhibits a hexagonal crystal structure (similar to wurtzite) and is
usually formed at temperatures above 1700 °C. B-SiC exhibits a
cubic crystal structure with a stacking sequence of ABCABC
along the (111) direction, which is typical of a zinc blende
crystal structure (similar to diamond) and is formed at tempera-
tures below 1700 °C. The o-SiC and the -SiC can also be cata-
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Figure 26: The characteristic tetrahedron building block of all SiC crys-
tals. Four carbon atoms are covalently bonded with a silicon atom in
the center or vice versa. Two types exist: one is rotated 180° around
the c-axis with respect to the other as shown [154].

logued with the Ramsdell classification scheme where a number
indicates the layer and a letter indicates the Bravais lattice type,
such as cubic (C), hexagonal (H) or rhombohedral (R) [155].

For example the a-SiC can also be called 2H-, 4H- or 6H-SiC,
depending on the unit cell, while B-SiC can also be called
3C-SiC because of the ABC stacking [156] (Figure 27).

The formation process of graphene on SiC is also called graphi-
tization. It consists of the sublimation of Si atoms from the SiC
surface caused by high temperatures with a consequent rear-
rangement of the carbon atoms on the surface to form a
graphene lattice [157-159]. Graphene can be grown on both
terminated C- or Si-faces, but Si allows for better control over

Beilstein J. Nanotechnol. 2016, 7, 149-196.

the number of graphene layers and gives a uniform coverage
with an azimuthal orientation that is determined by the crystal
structure [160].

Hexagonal polytypes of SiC (such as 6H and 4H) with orienta-
tion (0001) are preferred because of the lattice structure that
matches the graphene lattice. However, 3C polytype structures
have also been used on (111)-oriented surfaces in order to
maintain a good match with the hexagonal lattice of graphene
[161,162].

The SiC wafer is usually precleaned in ultrahigh vacuum
(UHV) or in other environments with different techniques in
order to increase the graphene quality during graphitization.
The three most common techniques are: heating the sample ex
situ while hydrogen etching for 30 min at 950 °C; preparing a
silicon rich phase (3 % 3) in a Si flux and then heating the
sample for 30 min at 1000 °C; or heating the sample at around
1000 °C under Si flux to remove the native oxide and to avoid

silicon depletion of the surface [163].

Graphene growth occurs at temperatures of 1200-1350 °C in
UHYV [164,165] even though graphitic bonds start to appear at
temperatures around 1000 °C [166]. Graphene can also be
grown at temperatures of 1400—1600 °C in other environments
such as inert gas atmosphere [167,168] or in an excess of Si in
the gas phase [169] in order to reduce the sublimation rate with
the positive pressure. The growth temperature is a very
important parameter because it influences the number of
graphene layers grown and it is directly related to the Si diffu-
sion (Figure 28) [170].
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Figure 27: Schematic representation of the stacking sequence of hexagonal SiC bilayers for 2H, 3C, 4H and 6H polytypes.
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Figure 28: Number of graphene layers grown by annealing 3C-SiC for
10 h in UHV as a function of temperature. Reprinted with permission
from [164]. Copyright (2014) Elsevier.

The graphene can also be grown on a C face. The advantages
are the absence of a buffer layer and the possibility to easily
grow multilayer graphene (MLG) in all directions on the SiC
surface (Figure 29a) [171]. The different graphene layers are
not stacked in the same direction and are usually rotated about
23° with respect to each other (Figure 29b,c). It has been
demonstrated that the rotationally stacked graphene has a van
Hove singularity, which generates peaks in the density of the
states. This property could be useful to tune the electronic prop-
erties of graphene.

Beilstein J. Nanotechnol. 2016, 7, 149-196.

One potential application of graphene grown on SiC is for high
frequency transistors. Pioneering work was completed in 2006
by Berger et al. [172] by fabricating a field-effect transistor
(FET). They were able to show the Dirac nature and the high
mobility (25,000 cm? V™! s71) of graphene grown on SiC. An
IBM research group recently reached the 300 GHz cut-off
frequency for a graphene-based FET grown on SiC. They
showed the stable operation of an integrated circuit containing
graphene (Figure 30) [173,174].

The two major drawbacks of this graphene synthesis process are
the high cost of the SiC wafers and the high temperature
involved that is not suitable for the Si technology [81]. The
first drawback can been resolved by growing thin layers
(100-300 nm) of SiC on top of Si substrates, but further devel-
opment is required for uniform deposition on a large diameter
wafer with a low roughness and elimination of the terraces in
order to guarantee high-quality, monolayer graphene. The
second drawback could be solved, as in the CVD process, by
reducing the growth temperature by the use of PECVD equip-
ment. Industry and research groups worldwide are intensely
searching for a solution to this problem because it could con-
tribute to the launch of graphene into the electronic market.

Organic photovoltaics

Over the past twenty years, organic photovoltaics have rapidly
improved because of the potential to obtain a manufacturing
process that is faster, less expensive and with higher production
volume as compared to silicon technology [175-178]. Figure 31
shows the best solar cell efficiencies reported by the National

Figure 29: TEM images of MLG on the C-face. (a) A cross-sectional TEM image. (b) A low-magnification TEM image of graphene exfoliated from the
SiC substrate. (c) FFT pattern from the area highlighted in (b). Reprinted with permission from [171]. Copyright (2012) Surface Science Society of

Japan.
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Figure 30: High frequency graphene transistor. (a) and (b) Structure of
a graphene-based FET for an analogue radio frequency device. (c)
Current gain as a function of frequency, showing a cut-off frequency of
300 GHz for epitaxial graphene on SiC. Reprinted with permission
from [173]. Copyright (2012) MRS Bulletin.

Best Research-Cell Efficiencies
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Renewable Energy Laboratory (NREL) in the United States
over the last 40 years. Of note is that the organic solar cell effi-
ciencies increased from 4 to 12% (record established by Heli-
atek in 2013 for a tandem, organic solar cell) in just a little over
ten years [179].

Three problems still must be solved in order to make this tech-
nology competitive with others already present on the market:
the power conversion efficiency (PCE) [181], the device life-
time [182] and the large scale production [183].

Typically, an organic solar cell consists of two electrodes (one
of which is transparent) and an active layer between them where
the generation of free charge carriers occurs. A buffer layer is
usually included between each electrode and the active layer in
order to prevent charge recombination, which reduces the effi-
ciency of the device. The active layer can be a double layer (one
has a stronger affinity for electrons (donor) and the other has a
stronger affinity for holes (acceptor)) or a bulk heterojunction
(mixture of a donor and acceptor material in bulk). The bulk
heterojunction (BHJ) provides a larger volume of paths for the
transport of free carriers and more efficient charge separation in
comparison to the other structures [184-186]. The first kind of
BHIJ architecture was originally proposed by Sariciftci et al.
[187] and is based on an active blend of a conducting polymer
(electron donor material) mixed with fullerene derivatives (elec-
tron acceptor material) [188].
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The generation of a photocurrent due to light incident upon an
organic solar cell device consists of three steps (Figure 32)
[189,190]:

1. Photon absorption in the conducting polymer (donor ma-
terial).

Creation of an exciton. An exciton is a bound state of an
electron and a hole that are attracted to each other by the
electrostatic Coulomb force. Its diffusion length is about
10 nm.

Exciton separation at the interface between the donor and
the acceptor. Because of the built-in electric field at the
interface, the electron is transferred to the acceptor and
the hole to the donor (creation of the photocurrent).

One problem is the short lifetime of excitons generated by light.
Considering that their recombination distance is between 4 and
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20 nm [191,192], the morphology of the active layer is an im-

portant parameter for the performance of the device [193-195].

Fullerene derivatives in organic solar cells

The BHJ solar cells currently most studied are based on a
fullerene derivative commonly called [6,6]-phenyl-Cg;-butyric
acid methyl ester (PC4;BM or PCBM) as the acceptor material
and the conducting polymer poly(3-hexylthiophene-2,5-diyl)
(P3HT) as the donor material [196-198]. Both materials are
commercially available and guarantee stable devices. In the
regular structure, indium tin oxide (ITO) is typically used as the
transparent conducting anode and poly(3,4-ethylenedioxythio-
phene)/poly(styrene sulfonate) (PEDOT/PSS) as the electron
blocking layer. The blend of PCBM and P3HT form the active
layer onto which a thin layer of lithium fluoride (LiF), used to
block holes, and a layer of aluminium as cathode are coated re-
spectively (Figure 33a) [199,200].
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Figure 32: Photocurrent generation steps in an organic solar cell. Step 1: p

hoton absorption in the conducting polymer (donor material). Step 2:

creation of an exciton. Step 3: exciton separation at the interface of the heterojunction (interface between the donor and the acceptor).
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The specific choice of these materials is due to the fact that the
exciton separation at the acceptor/donor interface and the trans-
port of the charges across the device is strongly affected by the
energy band alignment. Figure 34a shows how, in a regular
structure, the electrons and holes can easily move from the
donor/acceptor interface to the respective electrodes because the
energy values of the lowest unoccupied molecular orbital
(LUMO) and the highest occupied molecular orbital (HOMO)
of each material are very similar [26]. An organic solar cell
device can also have a reversed structure by inserting a hole
blocking layer between the transparent electrode and the active
layer in order to collect electrons and an electron blocking layer
on the metallic electrode in order to collect holes. Figure 34b
shows a typical inverted structure composed of ITO as the
cathode, zinc oxide (ZnO) as the hole blocking layer, PCgBM/
P3HT as the active layer, PEDOT/PSS as the electron blocking
layer and gold (Au) as the anode [201].

In order to characterize the performance of an organic solar cell,
the electrical current (/) and the voltage potential (V) across the
device are measured and plotted on the y- and x-axis, respec-
tively, under a standard illumination. The current produced by a
solar cell is the combination of the current of the solar cell
diode (Ip) in the dark with the light-generated current (/1)
(Figure 35).

The total current calculated from the circuit in Figure 35 is

[203]:
qV
I=1 —1|-1
O{eXp(nKT] } L )
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A 4

Figure 35: Simple equivalent circuit for a solar cell.

The -V curve of a solar cell is the superposition of the /-V
curve of the solar cell diode in the dark, described by the
Shockley diode equation, with the light-generated current. The
light has the effect of shifting the /-V curve down into the
fourth quadrant so that power can be extracted (Figure 36).

Typical resistive effects are unfortunately present and they
contribute to reduced performance of the device. The most
common parasitic resistances are series resistance (Rg) and
shunt resistance (Rgy). Rg and Rgy are included in a more
complicated equivalent circuit model (Figure 37).

The efficiency, n, of a solar cell can be calculated from the /-V
curves (as in Figure 36) [203]:

Vool FF

0C~sC
n=——/——— 3
P (3)
where V. is the open circuit voltage, /. the short circuit cur-

rent, Pj, is the input power and FF is the fill factor that indi-
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Figure 34: (a) Schematic of a regular organic solar cell structure. (b) Schematic of an inverted organic solar cell structure. Reprinted with permission

from [202]. Copyright (2014) Elsevier Limited.
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Figure 36: /-V curves of a solar cell. /|_indicates the current under illu-
mination. V¢ and /g represent the open circuit voltage and the short
circuit current, respectively, while Vi and Iy indicate the maximum
power point.

Figure 37: Detailed equivalent circuit for a solar cell.

cates the “squareness” of the /-V curve. The FF can also be
calculated from Figure 36 [203]:

B VinpZmp

FF=——
o 4

oc~sc

where Vi and Iy, correspond to the maximum power point on
the I-V curves.

The previously described, remarkable properties of carbon
nanomaterials make them very attractive for use in organic
photovoltaics [16]. Fullerenes (Cgg) were the first to be
proposed because they have a response typical of n-type semi-
conductors and are able to accept electrons coming from the
photoexcitation of a conducting polymer [204]. The first hetero-
junction based on Cgo was realized in 1993 [205]. Unfortu-
nately, the performance of the device was limited by the fact
that Cgg could not be well-dispersed and could not penetrate
into the conducting polymer. For this reason, Cg derivatives
were proposed because of their ability to diffuse into the
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polymer film and to form an intermixed layer. In particular,
1-(3-methoxycarbonyl)propyl-1-phenyl[6,6Jmethanofullerene
or the PC4BM derivative is more soluble in organic solvents
than pristine Cgg [35]. Currently, many stable devices are pre-
pared with a mixture of different conducting polymers and
PC¢1BM, achieving a stable PCE of about 4% [206].

Because PCgBM has small absorption peaks, other fullerene
derivatives such as phenyl-C7;-butyric acid methyl ester
(PC71BM) have recently been used to provide better absorption
in the visible spectra [207], boosting the PCE to values higher
than 7% (Figure 38) [208].

— PCyBM
809 . e pogBM
1 & --- pc,emmOMOPPY (4:1)
40 i} " PCyBMMDMO-PPV (4:1)
¥

wavelength / nm

Figure 38: UV-vis spectra of PC71BM and PCg1BM, both in toluene.
To illustrate the contribution of MDMO-PPV to the absorption, the
(normalized) spectra of PC7{BM/MDMO-PPV and PCg1BM/MDMO-
PPV, also in toluene, are presented. The inset shows the structure of
poly(2-methoxy-5-[3’,7’-dimethyloctyloxy]-p-phenylene vinylene)
(MDMO-PPV). Reprinted with permission from [207]. Copyright (2015)
John Wiley and Sons.

Other fullerene derivatives and Cgp-functionalized macromole-
cules have also been proposed for the preparation of all-
polymer type solar cells; however, the performance to date was
too low due to the presence of large solubilizing groups that
decrease the charge transport [209].

Carbon nanotubes in organic solar cells

CNTs have also been used in organic solar cells to replace
fullerenes as the acceptor material. Because of their high aspect
ratio, electrical conductivity, and tunable optical and electronic
properties, the necessary quantity of CNTs introduced into the
device could be significantly lower as compared to the amount
of required PCBM [210]. In fact, the ratio of PCBM and P3HT
in the blend is usually 1:1. However, for CNTs, it could be
much lower (=3 wt % of the P3HT) [211]. CNTs are either
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partially [212] or completely [211] replacing the PCBM com-
pounds in organic solar cells. For example, when they are
mixed with P3HT, the polymer chains tend to wrap around the
CNTs with an electron transfer between the CNTs and the
P3HT as demonstrated in Figure 39 [213,214] and experimen-
tally observed in SEM and TEM images (Figure 40) [215]. This
interaction is usually stronger if the SWNTs are semicon-
ducting instead of metallic [216,217]. Heterojunctions between
SWCNTs and the P3HT molecules that have been studied by
means of scanning tunneling microscopy and computer simula-
tion open possibilities for making novel solar cells [218,219].
Devices were made by blending CNTs with P3HT, resulting in
a maximum efficiency of 3.36% [220]. However, by blending
n-doped MWCNTs (n-MWCNTs) into a mixture of PTB7 and
PC7;BM, the device reaches an efficiency as high as 8.6%. It
was concluded that the incorporation of N-MWCNTs leads not
only to increased nanocrystallite size but also smaller phase-
seperated domain sizes of both PTB7 copolymers and PC7;BM.
n-MWCNTs serve as both exciton dissociation centers and
charge transfer channels. p-type SWCNTSs can be easily
obtained by chemical doping. A common method is the nitric
acid treatment of CNTs, which introduces nitrogen dopants as
well as an increase in the electrical conductivity [221,222]. The
PEDOT/PSS can cause degradation of the active layer and the
ITO electrode because of its hygroscopicity and acidity, which
results in a decrease in the lifetime of the solar cell device
[223]. Hence, the network film of p-type SWCNTs has been
used to replace the PEDOT/PSS buffer layer in organic solar
cells, with a device structure of ITO/SWCNTs/P3HT-PCBM/
Al [223,224]. Using the SWCNT film as the hole transport
layer, the energy conversion efficiency of the organic solar cell
is equivalent to that of the component device with PEDOT/PSS.

Efforts have also been made toward the development of hybrid
solar cells with a p-CNT/n-Si structure. By coating a trans-
parent p-type SWCNT network film onto a Si substrate, the
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solar cell is formed and the energy conversion efficiency can be
>11% [225]. By coating a layer of MoO,. onto the CNT film,
the efficiency reaches 17% [226].

In fact, CNTs can be grown directly on the ITO substrate
[227,228]. In device fabrication, the mixture of P3HT and
PCBM is coated onto the substrate, and CNTs are used as 3D
electrodes to collect charges from the active media. The
problem is that MWCNTs grown at relatively low temperature
onto the ITO glass are tens of nanometers thick and have low
areal density. With such a substrate, the energy conversion effi-
ciency of organic solar cells is lower than 1%. The best result so
far, i.e., 2.1% energy conversion efficiency, was obtained in
2013 by growing CNTs onto fluorine-doped tin oxide (FTO)
glass, which is more resistant to high temperature than ITO
[229].

Other research groups are focusing their work on replacing ITO,
which is expensive and brittle, with a carpet of CNTs in bundles
because of their optical transparency, high conductivity proper-
ties and the potential to be deposited onto a flexible substrate
[230,231].

Graphene and derivatives in organic solar cells

More recently, graphene and its derivatives have also been
proposed for organic solar cells. In particular, pristine graphene
can be used as a transparent electrode similar to the CNT carpet
(Figure 41) [232-234].

Graphene is not typically found in the active or buffer layers
because of its zero band gap structure, but the introduction of
functional groups could open up more possibilities of graphene
integration into different layers of an organic solar cell device.
On the other hand, GO can easily be integrated into organic
solar cells because of its semiconducting behavior that can be
finely tuned as a function of the degree of oxidation.

(b) 15,0 SWNT

10,4 SWNT

5.1nm 7.8 nm

Figure 39: (a) Molecular dynamics simulations of P3HT wrapped around a SWNT (15,0). Reprinted with permission from [214]. Copyright (2010)
American Chemical Society. (b) Helices form on (15,0) and (10,4) SWNTs during the folding of P3HT with orthogonal initialization. The chirality may
affect the pitch distance to some extent. Reprinted with permission from [213]. Copyright (2010) American Chemical Society.

173



Beilstein J. Nanotechnol. 2016, 7, 149-196.

Figure 40: (a) and (b) TEM images of P3HT wrapping around a SWNT (7,6) (images taken at QUT, not yet published). (c) and (d) SEM images of
P3HT wrapping around bundles of SWNTSs (7,6) (images taken at QUT, not yet published). () STM image and schematic of P3HT wrapping around a
SWNT (15,0). Reprinted with permission from [218]. Copyright (2009) AIP Publishing LLC.

Transparent
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Intrinsic layer
n layer

Back reflector
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Figure 41: Schematic of an organic solar cell with a transparent
graphene electrode. Reprinted with permission from [234]. Copyright
(2010) Nature Publishing Group.

GO has been employed in the active layer for the effective
exciton charge separation and charge transport when mixed
with a conducting polymer, such as P3HT. This is due to the
large surface interface area of the acceptor/donor and continu-
ous pathway, similar to CNTs [235-237]. In order to increase
the solubility in typical organic solvents (e.g., dichlorobenzene)
used to disperse the conducting polymers, the GO can be func-
tionalized with other compounds such as phenyl isothiocyanate
(PITC) (Figure 42) [236].

GO has been largely used in the organic solar cell field as a

buffer layer. Specifically, it could be a valid candidate to
replace PEDOT/PSS as the electron blocking layer because it
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presents work function values of 4.6—4.8 eV, which are very
similar to PEDOT/PSS (Figure 43) [238-241].

When chemically modified with specific dopants (such as
caesium (Cs) atoms), graphene could also be used as an elec-
tron-blocking layer because its work function can be reduced to
3.9-4.1 eV (Figure 44) [238,241].

Because of the high sheet resistance of GO, the addition of
SWNTs into the blend can decrease the through-thickness resis-
tance of the GO film by an order of magnitude if used as a
buffer layer (Figure 45) [242].

Bernardi et al. [243] were the first to demonstrate the possibili-
ty to have a solar cell comprised of only carbon nanomaterials
in the active layer without the use of any conducting
polymer. In their work, the active layer was composed of only
PC7BM, semiconducting SWNTs, and reduced GO, achieving
a PCE of 1.3%. They also used ab initio calculations to demon-
strate efficiency limits of up to 13% for this device, which is
comparable to those predicted for polymer solar cells
(Figure 46).

In 2011, a research group at Stanford University proposed for
the first time a solar cell based entirely on carbon nanomateri-
als in two architectures, one vertical and one horizontal
(Figure 47) [244].
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Figure 43: (a) Schematic illustration of a device structure with GO as the buffer layer. (b) Energy level diagrams of the ITO bottom electrode, inter-
layer materials (PEDOT/PSS, GO), P3HT (donor), PCBM (acceptor), and the Al top electrode. (c) An AFM height image of a GO thin film with a thick-
ness of approximately 2 nm. (d) Current density—voltage (J-V) characteristics of the devices with no hole extraction layer (HEL), with a 30 nm
PEDOT/PSS film, and with a 2 nm GO film. (e) J-V characteristics of the ITO/GO/P3HT-PCBM/AI devices with GO layers of different thicknesses.
Adapted from [240]. Copyright (2010) American Chemical Society.
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Figure 44: Device structures (a) and energy level diagrams (b) of the normal device and the inverted device with GO as the hole-extraction layer and
GO/Cs as the electron-extraction layer. Reprinted with permission from [238]. Copyright (2012) John Wiley and Sons.
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Figure 46: (a) Structure of carbon solar cells where TFB and PEDOT/
PSS are the electron-blocking and hole-conducting layers, respective-
ly, deposited on top of the ITO. For the best device efficiency, a blend
of rGO, PC74BM, and s-SWCNT with a diameter of 1.2—1.7 nm was
used as the active layer, which is denoted by “carbon nanomaterials”.
(b) Current—voltage curves in the dark and under simulated sunlight
illumination of the device. (c) Interface of PC7{BM/rGO sheet/s-
SWCNT. Hole carriers photogenerated within PCBM are transferred to
rGO due to a large Schottky barrier for electrons, as shown by pink
arrows, and then to s-SWCNT. Reprinted with permission from [243].
Copyright (2012) American Chemical Society.
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Figure 47: Schematic of the two basic all carbon nanomaterial-based solar cell device structures: (a) a typical vertical structure. An inverted vertical
structure is also possible where the conductive cathode will be in contact with the substrate. (b) A horizontal structure that will take advantage of
aligned SWNTs or aligned Cgg microribbons. Reprinted with permission from the Global Climate & Energy Project, Stanford University [244].

In 2012, the same group fabricated and tested a complete
carbon-based solar cell device. Although it achieved a PCE of
only 5.7 x 1073%, they were the first worldwide to demonstrate
an efficiency from a device composed solely of carbon nanoma-
terials [245]. A transparent electrode based on rGO was used as
the anode and n-type-doped SWNTSs as the cathode. Sunlight
was absorbed by the semiconducting SWNTSs to generate exci-
tons that were split in the active layer composed by SWNTs and
PC4BM [245].

To date, the PCE is still limited by the low photon absorption of
the active layer. New compounds are being used in the active
layer or novel carbon nanomaterials, such as fullerene deriva-
tives and SWCNTSs, and new architectures have been imple-
mented. Although carbon nanomaterials are strong light
absorbers, their percentage in the active layer is optimized to
achieve the maximum PCE. Also, the thickness of the active
layer is usually less than 1 pm because increased thickness is
unfavorable for exciton extraction. At present, tandem organic
solar cells based on the combination of high band gap and low
band gap polymers represent a reliable way to achieve im-
proved spectral range for the photoabsorption in the device.
However, the challenge of trapping more incoming photons in

terms of light-electron conversion [246] has not been solved.

Graphene has also been employed in solar cells other than the
organic ones. By coating CVD graphene onto n-type Si,
Schottky junction solar cells with efficiencies up to 1.5% were
made by Li et al. [247]. The efficiency of this type of solar cell
was increased to 8.6% under AM 1.5 illumination by chemical-
ly doping the graphene sheets with bis(trifluoromethane-
sulfonyl)amide ((CF3S0;),NH) [248]. By doping the CVD
graphene film coated onto n-Si with HNO3, and subsequently
spin coating a layer of colloidal TiO, antireflection film, Shi et
al. improved the solar cell efficiency to 14.5% under standard
illumination [249]. Graphene films in dye-sensitized solar cells

are mainly used as counter electrodes, which outperform plati-
num electrodes in some cases [250-252].

Supercapacitors

Electrochemical capacitors (ECs) have been known by differ-
ent names such as “ultracapacitors” or “power capacitors” but
the most recognized name today is “supercapacitors”. The term
supercapacitor was introduced by NEC because it was the first
company to commercialize a device with the name SuperCapac-
itor™ in 1971 [253].

Supercapacitors have been in development since 1957 when
Becker [254] first used carbon flooded with a sulfuric acid elec-
trolyte to develop charge storage at the interface between these
two materials. However, it was not until 1969 that the company
SOHIO [255] first launched this technology into the market.
The real success of supercapacitors started in the 1990s when
government programs in the United States began giving funds
for this technology to be incorporated into hybrid vehicles for
providing necessary power for acceleration [256].

Supercapacitors can provide a higher power density but a
smaller energy density compared to traditional chemical
batteries, which make them very attractive for applications
where instantaneous power is required. The other key character-
istics of supercapacitors are: ability to charge—discharge within
seconds; a long lifetime of more than 10° cycles; environmen-
tally friendly; and stable operation at various temperatures.
Figure 48 shows a typical energy density vs power density plot,
also called a Ragone plot, that compares different energy
storage devices. It can be seen that supercapacitors fill the gap
between capacitors and batteries [257].

Today, several companies such as Maxwell, FastCap Systems,

NEC, Panasonic, Tokin and even car companies such as Volvo

are investing further in the development of this technology
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Figure 48: Energy density vs power density (Ragone plot) for various energy storage devices [257].

because of the potential large amount of energy in a small
component that can be easily integrated into a device. Volvo for
example is working on reducing the weight and increasing the
space in a hybrid vehicle by incorporating supercapacitors in
the frame of the car [258].

Supercapacitors are typically divided in two categories: electric
double-layer capacitors (EDLCs) and pseudo-capacitors. A
subcategory called hybrid capacitors can be identified if the
EDLCs and the pseudo-capacitors are combined together into a
single device (Figure 49) [253].

EDLCs typically store the energy at the electrode/electrolyte
interface as shown in Figure 50. During the charging phase, an
external electric field applied to the device moves the ions at the
electrode/electrolyte interface [253].

CHARGE

Full CHARGE

Double-layer Capacitors Pseudocapacitors
Charge storage: Charge storage:
Electrostatically (Helmholtz Layer) Electrochemically (Faradaically)

Figure 49: Hierarchical classification of supercapacitors and related
types [259].
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Figure 50: Charge and discharge processes of an EDLC.
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Positive and negative ions are accumulated at this interface, typ-
ically on the order of 5-10 A [260]. The conventional equation
that defines the capacitance is [203]:

A
C=ege, ®)

where g is the permittivity of the vacuum, ¢, is the permittivity
of the electrolyte and d is the thickness of the double layer with
surface area A. The thickness (d) of the interface is very small
(on the order of A), as discussed previously, while the surface
area (4) of the electrode is usually very due to the choice of
porous structures with a large internal surface area usually
chosen for supercapacitor applications. In this way, the capaci-
tance can reach a high value (>10 pF/cm?).

The model described to store the charge at the electrode/elec-
trolyte interface was first derived by Helmholtz [261] in the
19th century. But only in around 1910 Gouy [262] and
Chapman [263] were able to expand the model by considering
the thermal motion of the electrolyte ions that lead to a diffuse
layer. In 1924, Stern [264] combined the two theories in
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order to identify an inner plane, inner Helmholtz plane (IHP),
and an outer plane, outer Helmholtz plane (OHP). The ions of
the IHP are strongly bound to the IHP resulting in a strong elec-
tric field in that area (Figure 51) [265]. The capacitance estab-
lished at one electrode will be given by the sum of a compact
double layer capacitance (Cyy) and diffusion region capacitance
(Cifp):

1

Clifr

1 1
C Cy
The ideal total capacitance in an EDLC is given by the sum of
the capacitances established at the two electrode/electrolyte
interfaces [266]:

11,1
c ¢ G M

Unfortunately, other parameters have to be considered in a
simple equivalent circuit of an EDLC, such as the insulation
resistances (R, Ry), the electrode resistances (Re, Re;) and the
interelectrode resistance (Rg) [253] (Figure 52).
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Figure 51: Models of the electrical double layer at a positively charged surface: (a) the Helmholtz model, (b) the Gouy—Chapman model, and (c) the
Stern model, showing the inner Helmholtz plane (IHP) and outer Helmholtz plane (OHP). The IHP refers to the distance of closest approach of specifi-
cally adsorbed ions (generally anions) and OHP refers to that of the nonspecifically adsorbed ions. The OHP is also the plane where the diffuse layer
begins. d is the double layer distance described by the Helmholtz model. Wy and W are the potentials at the electrode surface and the electrode/elec-
trolyte interface, respectively. Reprinted with permission from [265]. Copyright (2009) Royal Society of Chemistry.

Figure 52: Simple equivalent circuit.

C,, Cy: Capacitor

Re1,Rez: Electrode resistance

R, Interelectrode resistance
Ry,Ry: Insulation resistance
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In contrast, pseudo-capacitors are devices where the charge is
not stored electrostatically but electrochemically, similar to
what happens in conventional lithium ion batteries. The materi-
als that compose the electrode are subjected to a faradaic
oxidation/reduction reaction at specific potentials during
charging and discharging processes involving absorption or
intercalation with the electrolyte. Pseudocapacitive materials
such as conducting polymers (e.g., polyanaline (PANI) [267])
or metal oxides (e.g., ruthenium oxide (RuO,) [268]) can have
10-100 times larger capacitance than EDLCs but they suffer
from poor stability, short lifetime and are expensive to synthe-
size. Because of these drawbacks, they are usually combined
with carbon materials creating hybrid supercapacitors. The
capacitance for a pseudocapacitor is calculated using the
following equation [253]:

C_
0 2’ ®
{l+exp(AEF }

by using the Nernst equation, which describes the general oxi-
dation/reduction phenomenon. Here, E represents the equilib-
rium potential for the reaction and AE = (£ — EY, F is the
Faraday constant defined as the number of coulombs per mole
of electrons and Q describes the charge related to the materials
subjected to oxidation or reduction.

Pseudocapacitors are not explored in this work because of the
drawbacks previously described and because of the uncertainty
of whether they should be categorized in the supercapacitor or
in the battery family. In fact, their operating mechanism is more

similar to a chemical battery than to a supercapacitor.

In order to characterize the electrical properties of a superca-
pacitor, three electrochemical measurement techniques are
usually performed: cyclic voltammetry (CV), galvanostatic
charging/discharging and electrochemical impedance measure-
ments.

The CV technique consists of applying a potential sweep rate
dV/dt from a lower limit to an upper limit and vice versa in
order to measure the reversibility of the process and the stability
of the device. The characteristic of the CV curve depends on the
rate of the electron transfer reactions, the chemical reactivity of
the electrode/electrolyte and the voltage scan rate [269]. The
CV measurement is usually plotted as voltage (¥) vs current (/)
with an ideal supercapacitor presenting a rectangular CV curve
when the capacitance (C) is constant across the different poten-

tial scan range (Figure 53). The capacitance (C) can be calcu-
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lated by measuring the current (/) from the CV curves and
knowing the applied potential sweep rate (dV7/df) from the equa-

dv
cl—|.
(dtj (€))

tion:

Current (I)

Voltage (V)

Figure 53: CV curve of an ideal supercapacitor.

Most of the real CV curves for an EDLC show deviations from
the ideal shape because of the electrolyte and electrode resis-
tance and unwanted Faradaic reactions. For example, Figure 54
shows a simulation of CV curves with increasing internal resis-
tance at a fixed scan rate [270].

1
0.8
0.6
0.4
— 0.2 -
; 0
~ 0.2 -
0.4
0.6 -
0.8
-1
0 02 0.4 0.6 038 1

v.Iv

Figure 54: Simulation of CV curves with increasing internal resistance
(1, 5, 10, 25 and 50 Q) at 20 mV/s scan rate with C = 1 F and voltage
range from 0 to 1 V. Reprinted with permission from [270]. Copyright
(2001) Elsevier.

The galvanostatic charge/discharge measurement is instead
obtained by charging/discharging the supercapacitor at a certain
defined current (/) within a certain voltage window. The
galvanostatic charge/discharge measurement is plotted as time
(s) vs voltage (V) (Figure 55). The capacitance and the internal

resistance of the device can be extracted from this measure-
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ment technique. The capacitance is calculated from the slope of
the charge or discharge curve with the equation [253]:

C=1/(-AV /A0 (10)

The effective series resistance (Rgggr) is calculated from the
voltage drop (Vgrop) that occurs at the initial portion of the
discharge with the equation [253]:

Rgsgr = Vdrop /21 (11)
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Figure 55: Simulation of the charge/discharge curves with increasing
internal resistance (0, 1, 5, 10 and 25 Q) at / = 10 mA. The smallest
Virop Can be achieved with the smallest internal resistance. The
longest total charging time is also achieved with the smallest internal
resistance. Reprinted with permission from [270]. Copyright (2001)
Elsevier.

It can be seen in Figure 55 that the total charging time for a
specific voltage limit decreases with increasing the internal
resistance. This occurs because the electrode has a smaller
effective charge capacity within a specific voltage window
[270].

Another useful measurement technique to reveal the properties
of a supercapacitor is electrochemical impedance spectroscopy
(EIS), which measures the impedance (Z) of a device over a
range of frequencies. The data obtained are usually graphed as
the real part of the impedance (Z;,1) Vs the imaginary part of
the impedance (Zjm,g), also called a Nyquist plot. Figure 56
shows a Nyquist plot of an ideal and a simplified supercapaci-
tor. The ideal capacitor exhibits only a vertical line while a real
one usually starts with a 45° line and then approaches a vertical
line at higher frequencies. The 45° region, also called the
Warburg region, is governed by the distributed resistance/
capacitance in a porous electrode and by the electrolyte conduc-
tivity [253]. The effective series resistance (Rgsr) and the
equivalent distributed resistance (Rgpr) can also be extracted

from the Nyquist plot as shown in Figure 56 [266].
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Figure 56: Schematic representation of the Nyquist impedance plot of
an ideal capacitor (vertical thin line) and a supercapacitor with porous

electrodes (thick line). Reprinted with permission from [266]. Copyright
(2000) Elsevier.

To determine the supercapacitor performance two other impor-
tant factors, apart from the capacitance, need to be considered.
One is the energy density that corresponds to the amount of
energy stored per unit volume or mass and the other one is the
power density that combines energy density with the speed that
energy can be drawn out of a device.

The energy density per unit volume, expressed in Wh/cm?, is
defined by the equation [253]:

1 (AV)?

B stack 3600 (12)
where Cgacx = C/V is the volumetric stack capacitance
expressed in F/em? and AV is the operating voltage window of
the device.

The power density per unit volume, expressed in W/cm? is
defined by the equation [253]:

(Av)?

=, (13)

where A is the area of the electrodes, d is the distance between
the electrodes, AV is the operating voltage window of the device
and Rggp is the total effective resistance of the device that can

be extracted from the galvanostatic charge/discharge curves.
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The maximum energy and power densities are achieved at the
maximum voltage applied to the device, which is usually deter-
mined by the maximum voltage that the electrolyte can tolerate
before decomposition and breakdown of the electrode material.

Using Equation 12, the easiest way to increase the energy
density is to increase the capacitance (C) of the device, but this
is not the only way. The energy density can also be improved
by increasing the voltage window of the electrolyte (AV), which
follows a quadratic law. Organic electrolytes can achieve higher
voltages compared to aqueous electrolytes, allowing for a
dramatic increase in the energy density. Unfortunately, they
also show an effective series resistance (Rggg) of at least
20 times larger than the aqueous ones, which reduces the power
density (Equation 13) [266].

In summary, several important characteristics of an EDLC have
to be considered to maximize the performance of the device
[253]:

 The specific surface area of the electrodes to increase the
capacitance

* The conductivity of the electrodes to reduce the power
density losses

* The resistance to any oxidation/reduction on the surface
of the electrode to maintain good stability and perfor-
mance

* Controlled size distribution of the pores that should
match the size of the electrolyte ions

* Electrochemical stability of the electrolyte in the voltage
operating window of the device

» Low interconnected resistance of the electrolyte

* Good wettability of the electrolyte on the electrode.

Carbon nanotubes and graphene in supercapacitors
Activated carbons (ACs) are the most commonly used materi-
als for commercial electrodes in supercapacitors because of
their stable electrical properties, large surface area and low cost.
ACs can be produced by thermal and/or chemical activation of
various types of materials containing carbon such as wood,
coal, etc. For thermal activation, high temperatures are usually
employed (from 700 to 1200 °C) in the presence of oxidizing
gases. For chemical activation, the process temperatures are
lower (from 400 to 700 °C) and require activating agents such
as phosphoric acid, sodium hydroxide and others [265]. These
two processes allow the production of a material with a high
surface area (3000 m%/g) but with a wide pore size distribution
consisting of macropores (>50 nm), mesopores (2—50 nm) and
micropores (<2 nm) [271,272]. Even with such a high surface
area, the experimental capacitance obtained with these materi-

als is lower (<10 uF/cm?) when compared to the theoretical

Beilstein J. Nanotechnol. 2016, 7, 149-196.

calculations [260]. This difference indicates that not all of the
pores are contributing to the charge storage mechanism and that
the specific surface area is not the only parameter to be consid-
ered in a supercapacitor [273]. Pore shape and structure, pore
size distribution, electrical conductivity and wettability of the
electrode are other important parameters that contribute to the
performance of the device as previously discussed. The pore
size distribution in ACs is still a problem to be addressed [265].

Carbon nanomaterials such as CNTs and graphene are excel-
lent candidates to replace ACs as electrode materials in superca-
pacitors because of their remarkable chemical stability, large
specific surface area, and high electric conductivity [274,275].
Commercial supercapacitors contain metal foils such as Al, Cu,
and stainless steel, as current collectors which require special
techniques to passivate the metal surface to avoid corrosion
effects due to the use of alkali or acidic electrolytes [276].
Because of the high conductivity of CNTs and graphene, they
can function as the capacitor electrode and the current collector,
leading to a more simple and lightweight device.

CNTs in the form of either arrays grown on a substrate
[277,278] or network films processed from a suspension [279]
have been employed in supercapacitors. CNTs show a specific
capacitance of 15-200 F/g [280] with a high power capability
but a low energy density due to a small specific surface area
(<500 m? g™ 1) caused by the entangled arrangement of the
CNTs with only the outermost tubes of the bundles exposed to
the electrolyte [281] (Figure 57).

1: Outside surface

2: Inside surface
Carbon Nanotube bundle

3: Bundle space

4: Interlayer space of wall

Figure 57: Schematic illustration of the space in a carbon nanotube
bundle available for the storage of electrolyte ions.

CNTs grown on a substrate can be very useful for high power
applications when compared to ACs. In fact, the schematic in
Figure 58 shows that if the CNTs are all aligned on a current
collector, the resistance can be low because the path for ions
and electrons is much simpler than in the typical AC electrodes
[281].
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Figure 58: Comparison of conducting paths for electron and elec-
trolyte ions in aligned carbon nanotubes and granular activated car-
bon.

MWNTs were the first to be proposed as an electrode for an
EDLC, showing a capacitance of ~100 F/g, a low surface area
of %400 m?/g and a low power density value of 8 kW/kg [282].
However, apart from their high volumetric capacitance values
[283] obtained by optimizing the growth process, SWNTs are
preferred because they exhibit a higher surface area and conse-

quently better overall performance [284].

Many strategies have been proposed to increase the surface area
of SWNTs such as oxidizing methods, pyrolysis methods or by
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the use of liquid zipping effects [279,285,286]. The electro-
chemical oxidation in KOH can increase the capacitance by
three times because it can facilitate the opening of some tubes,
which increases the surface area. A “super growth” method has
also been beneficial to increase the surface area to 1000 m%/g as
compared to the 400-800 m%/g for commercial CNTs, proving
that this material can potentially have better capacitive perfor-
mance than ACs [286].

A combination of the “super growth” and oxidation methods
has also been proposed in order to further increase the surface
area to over 2000 m2/g with an energy density and power
density of 24.7 Wh/kg and 98.9 kW/kg, respectively [287].

Vertical SWNTs with high purity and high density have also
been grown by CVD and then removed from the substrate as a
single unit, uniformly densified and engineered into different
shapes by the zipping effects of liquid. The surface tension of
the liquids and the strong van der Waals interactions can
connect the SWNTSs together in near-ideal graphitic spacing.
With this method, no insulating binders were needed with a
conductivity 20 times larger than ACs and a higher capacitive
performance than in the conventional SWNT forest (Figure 59)
[288].

ﬂ 40 u o0 |- E-‘E-M_._
g T Sz
= & 5 wf = 1ok
E = =
R E of 2 8 §
E ? [\j ‘g“- ﬁ_ )
— -4 § s
E_ED_ M g—m— :
= = é 2
L | EE-a o £
40 1 1 1 = -20 | ] L gop, 7 vy v
0 1.0 210 a0 0 1.0 20 i 0 2 4 6 & 10 12
Potential (V: Agfg*) Potential (V: Agfag™) Discharge current density (& g~")
d) ion diffusion 0O_.[%
Betivated . = ¥ OB
centiont SWNT solid w 12 e g,
e E,IEI— B
‘EL g f% 2 gl \& o
g Bl . &
. i L " -
o - B N %
s g o e
£ 5 AC
Elochd O SWNT golid = ————= |
Low High o2 4 6 8 10 12 0D 2 4 6 B 10 12

Discharge current density (& g7}

Digcharge cument density (A g")

Figure 59: CV curves of the EDLC using the SWNT solid sheet (red) and as-grown forest (black) as electrodes, comparing the capacitance per
weight (a) and capacitance per volume (b). (c) Change in the capacitance per volume using the SWNT solid sheet (red) and as-grown forest (black).
(d) Schematic model comparing the ion diffusion for activated carbon and the SWNT solid material. (e) Capacitance versus discharge current density
comparing SWNT solid (red) and activated carbon (blue) for 0.1 and 0.5 mm electrode thicknesses (dashed and solid lines, respectively). (f) Potential
drop associated with an increase in internal resistance (IR drop) for SWNTSs (solid, red) and activated carbon (blue) for 0.1 and 0.5 mm electrode
thicknesses (dashed and solid lines, respectively). Reprinted with permission from [288]. Copyright (2006) Nature Publishing Group.
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Another alternative, a mixture of CNTs and carbon aerogel, has
been proposed to increase the surface area to 1059 m?/g,
obtaining a specific capacitance of 524 F/g (Figure 60) [289].

Recently, graphene and graphene derivatives have been
considered for supercapacitor electrodes, not only for their
exceptional electrical, thermal and mechanical properties previ-
ously described, but also for two other main reasons: the theo-
retical high surface area (2630 m%/ g) [68] and the inexpensive
methods of production [81]. In fact, for supercapacitor applica-
tions, methods like the chemical exfoliation of graphite or the
thermal reduction of GO are probably the most used because
of the straightforward, large production quantity of quality
materials for electrodes. The addition of certain functional
groups can also help to disperse the material in different sol-
vents [290].

Stoller et al. [68] were the first group to explore the possibility
of using chemically modified graphene, specifically reducing
GO with hydrazine hydrate for EDLCs, obtaining specific
capacitance values of 135 F/g and 99 F/g for aqueous and
organic electrolytes, respectively, even with a relatively low
surface area of 705 m?%/g (Figure 61).

In order to maximize the performance by increasing the surface
area, Wang et al. [291] proposed to reduce the GO in a
gas—solid reduction process (Figure 62). In this way, they were
able to obtain a capacitance of 205 F/g with a power density and
energy density of 10 kW/kg and 28.5 Wh/kg, respectively.
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Others, like Chen et al. [292], proposed to mildly reduce the GO
with hydrobromic acid in order to maintain some oxygen func-
tional groups that could promote the wettability of the electrode
and avoid restacking of the graphene sheets, allowing better
penetration of the electrolyte ions through the film. With this
method, they were able to achieve a very high capacitance value
of 348 F/g.

A GO exfoliation process was also explored as a method to
fabricate EDLC electrodes. In particular, Lv et al. [293] showed
that low temperature exfoliation of GO (200 °C) led to
graphene-based electrodes with 264 F/g and 122 F/g in aqueous
and organic electrolytes, respectively.

Instead, Zhu et al. [122] proposed a very inexpensive way to
reduce GO for EDLC electrodes. They reduced the material in a
conventional microwave oven obtaining a surface area of
463 m2/g with a specific capacitance of 191 F/g [122].
Certainly, these are not the highest values reported but the
ability to use a simple microwave creates a pathway for a scal-
able and inexpensive process to fabricate electrodes for superca-
pacitors.

A similar concept was proposed in 2012 by El-Kady et al. [294]
using a standard LightScribe DVD optical drive to reduce GO

with a gel electrolyte based on poly(vinyl alcohol) (PVA)-
H3POy to fabricate flexible devices (Figure 63). The material
showed a high surface area of 1520 m?/g and a specific capaci-
tance of 265 F/g.

Figure 60: SEM images of CNT—carbon aerogel nanocomposites. Reprinted with permission from [289]. Copyright (2008) John Wiley and Sons.
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Figure 61: Graphene-based EDLCs utilizing chemically modified graphene as electrode materials. (a) Scanning electron microscopy (SEM) image of
the material. (b) Transmission electron microscopy (TEM) image showing individual graphene sheets. (c) Low- and high- (inset) magnification SEM
images of the electrode. (d) Schematic of test cell assembly. Reprinted with permission from [68]. Copyright (2008) American Chemical Society.

In 2013, El-Kady et al. [295] were able to further develop this  ible substrates to be integrated with MEMS or CMOS technolo-
technique by fabricating more than 100 micro-supercapacitors  gies in a single chip (Figure 64). These micro-supercapacitors
on a single DVD disc in 30 min. The devices were built on flex-  demonstrated a very high power density of 200 W/cm?.

S00nm

P

Figure 62: Morphology of graphene oxide and graphene-based materials. (a) Tapping-mode AFM image of graphene oxide and height profile plot.
(b) and (c) SEM images at lower and higher magnification respectively of the graphene oxide reduced by a gas—solid reduction process. Reprinted
with permission from [291]. Copyright (2009) American Chemical Society.
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Figure 63: (a—d) Schematic illustration of the process to make laser-scribed graphene-based electrochemical capacitors. A GO film supported on a
flexible substrate is placed on top of a LightScribe-enabled DVD media disc, and a computer image is then laser-irradiated on the GO film in a
LightScribe DVD drive. (e) As shown in the photograph, the GO film changes from golden brown to black as it reduced to laser-scribed graphene. The
low power, infrared laser changes the stacked GO sheets immediately into a well-exfoliated few-layered laser-scribed film, as shown in the cross-
sectional SEM images. (f) A symmetric supercapacitor is constructed from two identical laser-scribed electrodes, an ion-porous separator, and an
electrolyte. (g) A schematic diagram of the all-solid-state device illustrates that the gelled electrolyte can serve as both the electrolyte and separator.
The inset is a digital photograph showing the flexibility of the device. (h) CV curves collected at a scan rate of 1000 mV/s when the device was bent at
different angles. (i) Galvanostatic charge—discharge curves for four devices connected in series. The inset image shows the glow of an LED light by
the four devices in series. Reprinted with permission from [294]. Copyright (2012) The American Association for the Advancement of Science.

Figure 64: (a—c) Schematic diagram showing the fabrication process for a laser-scribed graphene micro-supercapacitor. A GO film supported on a
PET sheet is placed on a DVD media disc. The disc is inserted into a LightScribe DVD drive and a computer-designed circuit is etched onto the film.
The laser inside the drive converts the golden brown GO into black, laser-scribed graphene at precise locations to produce interdigitated graphene
circuits (a). Copper tape is applied along the edges to improve the electrical contacts, and the interdigitated area is defined by polyimide (Kapton) tape
(b). An electrolyte overcoat is then added to create a planar micro-supercapacitor (c). This technique has the potential for the direct writing of microde-
vices with a high areal density (d,e). More than 100 microdevices can be produced on a single run. The microdevices are flexible and can be pro-
duced on virtually any substrate. Reprinted with permission from [295]. Copyright (2013) Nature Publishing Group.
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Planar structures have limited capacitance due to the restacking
of graphene sheets, which reduces the surface area. Therefore,
other graphene structures have been proposed to further boost
the performance of EDLCs. Porous, 3D graphene networks
have been synthetized by freezing and drying a chemically
reduced GO dispersion [296,297] or by CVD on nickel foam
[298,299] to overcome the limitations of planar structures.

Xu et al. [296] prepared a 3D, porous, reduced, GO hydrogel
with a capacitance of 186 F/g and a capacitance decay of only
8.4% after 10,000 charge/discharge cycles in a PVA-H3PO4 gel
polymer electrolyte (Figure 65). Even with such a high capaci-
tance, the power density was limited to 0.5-5 kW/kg, indicat-
ing that the porous structure has a large internal resistance and
needs to be combined with a Au current collector. An electrode
that also functions as a bendable, high efficiency current
collector is usually preferred for supercapacitor applications in
order to maintain a high power density value [300,301].

Hybrid structures of CNTs and graphene electrodes have also
been proposed for supercapacitors in order to combine the prop-
erties of both materials, boosting the capacitance and the energy
density of the devices [302-306]. In fact, the idea is to increase
the surface area and have a defined architecture for the electric
transport by using graphene to store the charge and CNTs as an
efficient charge transport material. Jha et al. [304] demon-
strated that a device made of reduced GO mixed in a proportion
of 1:1 with SWNTs achieved a specific capacitance of 222 F/g
and with an energy density of 94 Wh/kg in an ionic liquid elec-
trolyte (Figure 66).

Flexible supercapacitors have been integrated into organic solar
cells in order to eliminate the energy loss in the wiring between
the energy conversion device and the storage device. Wee et al.
[307] demonstrated that it is possible to integrate both devices
in a single, printable, all-solid device. The supercapacitor was
charged by a polymer solar cell and the discharge was achieved
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by connecting it to a resistor (Figure 67). The capacitance
obtained from the discharge was only 28 F/g but the possibility
to combine both devices onto a flexible and printable surface
opens up the avenue to a scalable and cheap process of a simul-
taneous generation and storage device.

Conclusions

The demand for energy is rapidly increasing due to dramatic
population growth and technological advances worldwide.
Conventional energy sources are limited and pollute the envi-
ronment. Photovoltaics represent a viable solution to produce
clean energy but its costs is still high due to the materials and
process techniques involved. Moreover, an efficient energy
storage system is required to be independent from the grid,
because the sun is an intermittent energy source. Carbon, one of
the most abundant materials found on earth, can be a valid ma-
terial for both energy generation and storage. As was outlined in
this review, it can be employed in real-world devices such as
organic solar cells and supercapacitors in the form of one or
more of its allotrope forms (e.g., graphene, carbon nanotubes,
fullerenes) by employing inexpensive synthesis and process
methods based on printing and roll-to-roll techniques.

In this paper, different approaches to synthesize and employ
carbon nanomaterials for energy generation and storage applica-
tions have been explored. Carbon nanomaterials used for
organic solar cells have been thoroughly reviewed. Graphene
produced by electrochemical exfoliation was discussed as a
viable solution to produce a large quantity of transparent elec-
trodes for organic solar cells. Achieving a high quality material
on a large scale still remains an issue in order to compete with
conventional conducting transparent electrodes such as ITO.
However, its potential for production on flexible substrates
makes it very appealing for the organic solar cell field where
roll-to-roll techniques have been recently employed to increase
the production volume. Additionally, fullerene derivatives,
CNTs and graphene oxide could help to boost the performance
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Figure 65: (a) SEM image of the interior microstructure of a graphene hydrogel. (b) Photograph of the flexible solid-state supercapacitor based on a
graphene hydrogel film. (c) Photograph of a green LED powered by the three supercapacitors in series. (d) CV curves of the flexible solid-state device
at 10 mV/s for different bending angles. Reprinted with permission from [296]. Copyright (2013) American Chemical Society.
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Figure 66: (a) Schematic illustration of a supercapacitor cell fabricated from reduced graphite oxide (rGO) and SWNTs. (b) CV curves of the materi-
als at 10 mV/s. (c) SEM image of the hybrid material consisting of rGO and SWNTs in a 1:1 weight ratio. (d) TEM image of the hybrid material
showing few-layer graphene sheets covering a network of SWNTSs. Reprinted with permission from [304]. Copyright (2012) John Wiley and Sons.
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Figure 67: (a) and (b) are schematic, equivalent circuit illustrations for a polymer solar cell and a supercapacitor during charging and discharging, re-
spectively. The voltage and current profiles versus time for the charging (c) and discharging (d) process. Reprinted with permission from [307]. Copy-
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of organic solar cell devices if employed in the active or buffer
layers. In fact, their semiconducting properties can be tuned by
doping with other materials or by changing their physical struc-
ture in order to absorb a broader range of solar spectrum wave-
lengths.

Carbon nanomaterials, in particular carbon nanotubes and
graphene, have also been proven to be very efficient and reli-
able materials for energy storage. The high specific surface area
and conductivity of graphene are two key features for employ-
ing this material in supercapacitors. The ability to use a solid-
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state electrolyte composed of graphene oxide or a gel polymer
electrolyte allow for the possibility of printable, flexible devices
that do not require encapsulation. Although carbon nanotubes
generally have a relatively low specific surface area, they can
still be employed in combination with graphene to increase the
conductivity of the electrode or the surface roughness of the
film, resulting in an increase in the number of ions stored at the

electrode/electrolyte interface.

Carbon continues to surprise researchers with its extraordinary
properties. Completely new carbon structures have been synthe-
sized over the last 20 years, from 0D fullerenes to 1D nano-
tubes and 2D graphene. The low cost of this element, the sixth
most abundant element on earth, makes it an attractive choice to
replace conventional materials for energy generation and

storage applications.
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