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A steadily growing human population and the growing global
economy have led to increasing energy consumption and the
realization that fossil fuels are a finite resource on earth. More-
over, due to the rising global temperature, there is a need to
reduce CO, emissions to mitigate or prevent further global
warming. Both needs have fueled international efforts to
convert the current energy supply strategy into an economy
which must eventually be based on renewable energy sources
such as solar, wind, biomass, geothermal, and water power.
Hence, these factors have driven the intensified and ever-
growing interest in the fields of energy harvesting and storage

seen during the past two decades.

The harvesting of light is still a challenge, and solutions are
needed to achieve both high efficiency and low cost electricity
generation. While wind and sun are among the most powerful
options for electricity generation in general, their intermittent
nature makes large storage capacity necessary. Storage is also

needed to balance electricity grids and to avoid overcapacity.
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A particular challenge is the storage of electrical energy for
stationary, mobile, and portable applications. Here, solutions
are needed that are based either on chemical compounds, such
as hydrogen or hydrocarbons, or on safe, low cost and powerful
batteries, which have a long cycle and calendar life and a high
energy density. At the same time, any long term option for
energy storage must be based on sustainable materials involving
abundant elements in the Earth’s crust. For the reconversion of
hydrogen or organic liquids (energy carriers), efficient fuel cells
are needed as converters, preferably those based on non-noble
metals with a long lifetime and a low kinetic barrier for conver-
sion. For electrochemical storage, batteries based on new ionic
shuttles such as sodium or magnesium are being explored.
Moreover, oxygen from air could serve as an active cathode
material, which does not need to be intrinsically integrated in
the cell.

In addition to the harvesting and storage of electrical energy,

the storage of heat is another essential element in the future
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energy landscape. Thus, the heating of homes and the effi-
ciency of industrial processes will greatly benefit from the

availability of cost efficient, heat storage devices.

This Thematic Series collects selected contributions from the
last Materials for Energy Conference (ENMAT 2013) in
Karlsruhe, Germany, which addressed important research topics
in the abovementioned fields. The articles summarize the state-
of-the art in the field, give perspectives, and present recent
results from the respective working groups.

In the field of energy harvesting and photovoltaics, Benedikt
Iffland and Christian Jooss [1] report on current—voltage
characteristics of manganite—titanite perovskite junctions. State-
of-the art and recent progress in energy conversion from chem-
ical carriers are discussed in two contributions covering ma-
terials issues in two different types of fuel cells: Gregorii L.
Soloveichik reports on challenges and perspectives in the field
of liquid fuel cells [2]. Materials issues in polymer electrolyte
membrane fuel cells operating at moderately elevated tempera-
tures (HT-PEMFC) below 200 °C are discussed by Roswitha
Zeis [3].

The field of electrochemical energy storage is particularly chal-
lenging. Current Li-ion batteries are not only expensive and
have a relatively short lifetime, they are also considered to not
have enough energy content to meet the demands of future
applications. Efficient systems based on powerful and sustain-
able materials beyond lithium are needed in order to provide
long term solutions. In this respect, three contributions were
selected from Rana Mohtadi, Luc Aymard, and Philip Adel-
helm [4-6], presenting the progress on novel systems involving
Mg batteries, conversion electrodes based on hydrides, and Na
and Li air batteries, respectively. In the fields of fuel cells and
batteries, multiscale theoretical modeling is considered to be
essential to both understand the structures and energetics of
energy materials as well as their function when integrated into a
battery electrode. Not only can a better understanding of the
transport processes and chemical reactions at the microscale be
gathered, but also the development of strategies for optimizing
the electrode. Such a multiscale modeling approach is presented
with examples in the contribution by Arnulf Latz and Jochen
Zausch [7]. Last but not least, Nicole Pfleger, Antje Worner and
colleagues [8] discuss the current state-of-the art and future

options for thermal storage using nitrate salts.

I would like to thank all authors and the referees for their effort
and excellent contributions. Special thanks go to the team at the
Beilstein Journal of Nanotechnology for their continuous
support in the handling of this series. The open access policy of

the Beilstein-Institut was a strong motivation for both the editor
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and the authors of this series to contribute, as colleagues from
all over the world are able to freely access the contributions in
this journal. Finally, I would like to thank the DECHEMA for
their strong and highly professional support in realizing the
ENMAT conference.

Maximilian Fichtner
Ulm, June 2015
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“...each metal has a certain power, which is different from metal to metal, of setting the electric fluid in motion...” Count

Alessandro Volta. Inspired by the first rechargeable magnesium battery prototype at the dawn of the 21st century, several research

groups have embarked on a quest to realize its full potential. Despite the technical accomplishments made thus far, challenges, on

the material level, hamper the realization of a practical rechargeable magnesium battery. These are marked by the absence of

practical cathodes, appropriate electrolytes and extremely sluggish reaction kinetics. Over the past few years, an increased interest

in this technology has resulted in new promising materials and innovative approaches aiming to overcome the existing hurdles.

Nonetheless, the current challenges call for further dedicated research efforts encompassing fundamental understanding of the core

components and how they interact with each other to offering new innovative solutions. In this review, we seek to highlight the

most recent developments made and offer our perspectives on how to overcome some of the remaining challenges.

Introduction

Fueled by an ever increasing demand for electrical energy to
power the numerous aspects of modern human life, energy
storage systems or batteries occupy a central role in driving the
electrification of our societies [1]. The basic principles of a
battery are rather old; its invention by Allessandro Volta dates
back to the eighteenth century [2] (archeological findings in the
20th century even suggest that the first battery was developed in

Mesopotamia dating back to 2000 BC, to what is referred to as
the “Baghdad battery” [3]). Since its invention, and most par-
ticularly in the twentieth century, advancements in energy
storage technologies continued to evolve over time resulting in
a myriad of distinct batteries and energy storage chemistries [1].
Out of the several known battery technologies, secondary or

rechargeable batteries, such as nickel metal hydride and
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lithium-ion, which allow for reversibly storing and harnessing
power on demand while providing high power and energy
conversion efficiencies, have played an invaluable role in
driving the evolution of new technologies. Nowadays, their
usage as an integral part in several modern applications on a
variable size scale is apparent, encompassing miniature and
portable devices; such as in cell phones, laptops, medium scale;
such as in hybrid (HV), plug-in hybrid (PHEV) and electric
vehicles (EV) up to large scale stationary and grid applications
[1,4]. As one of the scalable battery systems, lithium-ion
batteries have been at the forefront in attracting great interests
since the great discovery and ingenious use of Li-ion intercala-
tion compounds as negative electrodes [1]. Although the capaci-
ties (measure of electrons number obtained from the active ma-
terial) offered by most common lithium-ion intercalation com-
pounds are lower than those provided by the Li metal (i.e.,
372 mAh g7!, 837 mAh em™3 for LiCg vs 3862 mAh g™},
2061 mAh cm™ for Li metal), their specific energy densities
were proven to be more competitive than that of other recharge-
able batteries, such as nickel (Ni)-metal hydride, Ni-cadmium
(Cd), and lead (Pb)-acid (about 2.5 times). They also provide
higher specific power and have had long durability [1]. The
fascinating advancements in Li-ion batteries have resulted in a
state of the art battery which uses graphitized carbon as the
anode, a transition metal oxide as the cathode, coupled such that
240 Wh kg1, 640 Wh L™! are provided for thousands of cycles
[1]. The wide spread use of Li-ion battery, has been and
remains a testament for the numerous breakthroughs and tech-
nical advancements made thus far.

One of the main challenges that current rechargeable battery
technologies face is their inability to maintain energy and power
densities sufficient to meet those demanded by their applica-
tions. In fact, the gap between the energy storage needs and
what state of the art systems are capable of providing is
increasing. This ever increasing gap has been a persistent force
that drove many of the innovations made over the last 40 years
[1]. For example, lithium batteries using lithium metal anodes
have attracted attention as a candidate to fill up the aforemen-
tioned gap. However, this system suffers from the intrinsic
property of lithium to form needle-like lithium crystals, known
as dendrites, when it is plated. These grow with subsequent
plating/stripping cycles, resulting in an internal short circuit and
fire hazards [5,6]. While effective countermeasures are still
being discussed [6], the birth of the first commercial Li-ion
battery in the early 1990s was catalyzed by the need to over-
come these challenges. This resulted in a decline in further tech-
nical progresses and commercialization of what was referred to
as the “ultimate lithium metal anode”. If we wish to move
forward towards achieving an ultimate energy density goal,

technologies beyond Li-ion batteries would be needed. Fortu-
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nately, in recent years, such desire has led to an increased
interest in other chemistries that employ metals poised to
provide higher energy densities without compromising the
safety of the battery. For example metals such as magnesium
and aluminum were proposed [1,7]. Magnesium metal has been
attracting an increased attention as it possesses higher volu-

metric capacities than lithium metal, i.e., 3832 mAh cm 3

\&
2061 mAh em™ for lithium. It may also provide an opportunity
for battery cost reductions due to its natural abundance in the
earth crust (5th most abundant element) [7,8]. More impor-
tantly, despite the fact that magnesium metal is not competitive
with lithium metal on both specific capacity (2205 mAh g™! vs
3862 mAh g~! for lithium) and redox potential levels (—2.3 V
compared to —3.0 V for Li vs NHE), the electrochemical
processes related to its reversible plating/stripping have demon-
strated the absence of dentrites formation which has thus far
alleviated safety concerns related to employing it as a negative
electrode in batteries [9]. However, several technical chal-
lenges that hamper the commercialization of rechargeable
magnesium batteries are currently present. In fact, the absence
of practical electrolytes and cathodes has confined demonstra-
tions of rechargeable magnesium batteries to research labora-
tories. That is, low gravimetric energy densities in the order of
few hundreds watt hour per kilogram and a limited shown dura-
bility coupled with very sluggish kinetics make magnesium
batteries currently far from being practical. Fortunately, critical
technical advancements geared towards overcoming the existing
hurdles are made continuosly [7,9]. These, along with past and
future dedicated research efforts, would play a vital role in
enabling the maturity and readiness of rechargeable magnesium
battery technologies. Herein, a technical review of rechargeable
magnesium batteries is provided with focus on the most recent
scientific advancements. We provide a brief summary of past
breakthroughs as they were comprehensively reviewed else-
where [7-10]. Keeping in-line with high academic quality, non-
peer reviewed articles, patents and conference abstracts are not
included. As the battery is a complex system employing several
components, the review will individually address progresses
related to the major components which are the anode, the elec-
trolyte and the cathode. For each of these components, the
existing hurdles are individually outlined and our suggestions
for future research needs are provided.

Review

1 Magnesium battery anodes

Since demonstrating the first rechargeable magnesium battery,
magnesium metal has been viewed as an attractive battery
anode due to the desirable traits outlined in the Introduction.
Nonetheless, the undesirable reactivity of this metal coupled
with a relatively highly reducing electrochemical environment

remains a source of several challenges as explained in subsec-
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tion 1.1 Aiming at overcoming these, magnesium ion insertion
anodes have been recently proposed and demonstrated. These
are explained in subsection 1.2.

1.1 The magnesium metal anode

When discussing the magnesium metal, the nature of its inter-
action with the electrolyte represents an important and complex
topic. That is, interfaces formed on the metal resulting from
metal—electrolyte interaction have a direct impact on electro-
chemical properties related to the dissolution and plating of the
metal, i.e., discharge and charge of the battery. Therefore a
discussion of the magnesium metal anode is primarily that of its
interactions with the electrolytes. In fact, it is well established
[7,9-11] that the formation of a surface layer as a result of
metal—electrolyte chemical/electrochemical interaction is detri-
mental for reversible magnesium deposition, as it blocks the
diffusion of the magnesium ions thereby preventing reversible
electrochemical dissolution and plating from taking place (for
illustration see Figure 1). While the nature of this “blocking”
layer has not been fully established, its formation was explained
by the instability of the electrolytes in proximity of the magne-
sium metal [11], namely electrolyte decomposition occurred.
The passivating nature of this layer is astonishingly in stark
contrast to what is observed when analogous electrolytes are in
contact with lithium metal as the layer formed, referred to as
SEI or solid electrolyte interface, allows for lithium ion diffu-

Beilstein J. Nanotechnol. 2014, 5, 1291-1311.

sion and was proven critical in preventing further decomposi-
tion of the electrolyte in the highly reducing environment
during lithium plating [5,6].

The challenge resulting from the electrolyte decomposition
at the interface of the magnesium metal has plagued the
development of electrolytes for rechargeable magnesium
batteries. For example, simple ionic magnesium salts such as
perchlorates and tetrafluroborates were deemed unsuitable as
they formed a blocking layer on the magnesium metal [9-12].
Polar aprotic solvents such carbonates and nitriles also formed a
blocking layer on the magnesium metal [9-11]. This exacer-
bated the challenge of electrolytes development as it limited the
choices of electrolytes to a handful of organo-magnesium
reagents—solvents combinations which were found to suffer
from several disadvantages as described in section 2. Therefore,
the discovery of new electrolytes that are compatible with
rechargeable magnesium batteries and carry the promise of
overcoming the existing hurdles represents an important mile-
stone in the magnesium battery R&D. Section 2 provides a
review of a variety of new promising electrolytes which we

have categorized based on their type and physical state.

An important property related to the electrochemical plating of
magnesium is the morphology of the magnesium deposits.
Although reports related to this topic are scarce [9], they show

Mg System

conventional battery electrolytes

3 3¢

Grignard / organo magnesium

No Mg?* blocking Layer

Mg?* impermeable
Blocking Layer

Li System

SEI formationin conventionalbattery electrolytes

Li

X

Li* permeable Layer

Figure 1: Schematic depicting a simplified image of metal—electrolyte interfaces for magnesium and lithium metals. The magnesium metal case;
unlike the lithium, experiences a blocking layer formation when exposed to conventional electrolytes, i.e., ionic salts and polar solvents. No Mg passi-

vation (bare Mg) occurs in ethereal organo-magnesium electrolytes.
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the absence of dendritic formations following magnesium
plating from organohalo-aluminate electrolytes. A recent
systematic study examined the morphology of the magnesium
deposits from a magnesium organohalo-aluminate complex
function of deposition current densities. Although no dendritic
morphologies were observed as in Figure 2, the preferred orien-
tation of the deposits was found to depend on the current densi-
ties. For example, the deposits obtained at low current densities
exhibited the (001) preferred orientation while the (100) was
favored at high current densities [13]. This suggested that crys-
tals growth of deposited magnesium is determined by the ther-
modynamic stability and the diffusion rates of Mg ions.

1.2 Magnesium ion insertion anodes

In order to overcome limitations of the electrolytes induced by
their reactivity with the magnesium metal, insertion type anodes
were proposed as one potential solution. As described below,
magnesium insertion anodes did offer the opportunity of
using electrolytes made from magnesium ionic salts in polar
aprotic solvents. However, they are currently faced with chal-
lenges caused by extremely sluggish magnesium insertion/
extraction kinetics and electrode pulverization due to volume
change.

Beilstein J. Nanotechnol. 2014, 5, 1291-1311.

The use of insertion anodes was reported by Arthur et al. [14]
who sought to demonstrate the possibility of electrochemical re-
versible insertion/extraction of magnesium ion into Bi, Sb,
Bi( ggSbg 12 and Bij 55Sbg 45 alloys at potentials less than 0.4 V
vs Mg using an organohalo-aluminate/tetrahydrofuran elec-
trolyte. While the highest initial specific capacity at 1 C rate
was reported for the Big ggSbp. 12 (298 mAh g™1), it dropped to
215 mAh g7! after 100 cycles. The smallest capacity fade with
cycling was observed for the Bi anode (pulverization due to
volume expansion during magnesium insertion was observed).
They also provided a proof of concept for the possibility of
magnesium ions insertion/extraction into Bi from magnesium
bis(trifluoromethansulfonyl)imide, Mg(TFSI),, in acetonitrile
solvent, which are known to form a blocking layer on the
magnesium metal. Reaction mechanisms of magnesium ion
insertion/extraction into these anodes are currently under
investigation as the interfaces likely formed on the anode
surface are non- or just partially blocking.

Motivated by improving the capacity and lowering the inser-
tion/extraction voltages of the magnesium ion, Singh el. al. [15]
utilized Sn to demonstrate reversible and comparable anode
performances in both organohalo-aluminate/tetrahydrofuran and

Figure 2: SEM images of the electrodeposited magnesium (a) 500x, 0.5 mA cm™2, (b) 500x, 1.0 mA cm™2, (c) 500%, 2.0 mA cm~2, (d) 5000, 0.5 mA
cm™2, (e) 5000, 1.0 mA cm™2, and (f) 5000%, 2.0 mA cm~2. Reprinted with permission from [13]. Copyright 2011 Elsevier.
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Mg(TFSI),/acetonitrile electrolytes (Figure 3a). The first inser-
tion cycle showed a magnesiation capacity close to the theoreti-
cal value (903 mAh g™! vs 384 mAh g! for Bi, ran at 0.005 C),
a low working potential (0.15 V vs Mg) and lower hysteresis
than that afforded by the Bi (50 mV vs 90 mV). Pulverization
due to substantial volume expansion during magnesium inser-
tion was also observed. A major challenge with these anodes is
the low capacities obtained even at relatively low cycling rates.
For example, the capacity when magnesium was inserted at
0.05 C rate into Bi and Sn was maintained at 70% and 20% of
the theoretical values, respectively (Figure 3b).

Enhancement of magnesium ion solid state diffusion during the
insertion/extraction process is expected to increase the reaction
kinetics and improve the capacity retention. Shao et al. [16]
recently reported a Bi anode with improved rate capabilities and
capacity retention using Bi nanotubes (Figure 3¢). The idea was
to reciprocate the improved diffusion rates observed for Li ion
insertion into nanostructured anodes; i.e., Si and Sn [17,18].
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The Bi nanotubes particularly displayed improved rate capabili-
ties, for example, when cycled at a 5 C rate, about 60% of the
theoretical capacity was obtained (note that capacity retention
was only shown for few cycles). Operation at 0.05 C resulted in
a minimal capacity fade of 7.7% after 200 cycles. This was
despite the fact that these nanotubes did not retain their struc-
ture and converted into what was described as interconnected
nanoparticles upon the 1st magnesiation (Figure 3d). Interest-
ingly, in a control experiment, the capacity retention of the
nanotubes was found to be higher than that of Bi nanoparticles
(fade of 16.2% after 200 cycles). Further studies examining the
evolution and nature of structural and morphological transfor-
mations during magnesium ion insertion/extraction cycles
would be desired.

1.3 Perspectives on future developments of magne-
sium battery anodes

When it comes to discussing the magnesium metal, the topic is
mainly about the nature of the interfaces formed. Under-

b.
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Figure 3: For Sn anode: a) The first 10 cycles for a MgSn (anode), MogSg (cathode) in conventional and organohalo-aluminate electrolytes, inset —
1st cycle voltage profiles; b) insertion/extraction capacities for Sn/Mg and Bi/Mg (half-cells) in an organohaloaluminate electrolyte at various C-rates.
Inset — 10 cycles of a Sn/Mg half-cell at 0.005 C and 0.01 C. Figures 3a and 3b are reproduced with permission from [15]. Copyright 2013 The Royal
Society of Chemistry. For Bi nanotubes anode: c) Performance comparison between Bi micro and nanotube (half cell); d) Morphology and structure

evolution of Bi nanotubes during Mg insertion /extraction. Figure 3c and 3d are reprinted with permission from [16]. Copyright 2013 American Chem-

ical Society.
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standing these interfacial layers, as new electrolytes are
proposed, goes into the heart of enabling practical rechargeable
magnesium batteries. That is, the future knowledge gained may
result in discovering or even designing appropriate SEIs. This is
important, as one should not forget the role the SEIs play in
minimizing the decomposition of the electrolytes in Li based
batteries, thereby having a direct impact on the durability of
these batteries. Also, it is essential that the morphologies of the
deposited magnesium, function of the electrolyte, current
density and prolonged cycling continue to be examined espe-
cially as new electrolytes are emerging.

Since the great success of Li-ion batteries resulted from
replacing lithium metal with the graphite anode, a similar fate
may await magnesium batteries that use Mg-ion insertion
anodes. What is unique about magnesium-ion insertion anodes
is the possibility to reversibly insert/extract magnesium ions in
conventional ionic magnesium salts, such as Mg(TFSI),,
dissolved in a variety of organic solvents. While the reason for
this behavior has yet to be determined, one plausible explan-
ation could be related to the thermodynamic potential of magne-
sium ion insertion into the host matrices. It may be possible that
it occurs at higher electrochemical potentials than that of
magnesium plating. Although the discovery and optimization of
new materials are certainly required, several properties would
need to be carefully examined in order for these anodes to
become practical. First of all, it would be crucial that potential
applications are considered as anodes are being developed given
the very low gravimetric and volumetric capacities compared to
magnesium metal. Also, the capacities of these anodes should
be taken into account in the value proposition of the overall
system. The second relates to the sluggish kinetics induced by
the slow diffusion of magnesium ions. Indeed, the Li-ion
battery literature is rich with innovative strategies proven effec-
tive in increasing the rate capabilities, some of which might be
adoptable to magnesium insertion type anodes. The third point
relates to examining the presence and nature of possible inser-
tion anode—electrolyte interfaces which may form electrochemi-
cally/chemically. Not only these impact the rate of magnesium
ions insertion/extraction, but also provide valuable insight into
potential interfaces that may enable facile magnesium ion diffu-
sion, that up to this point, remain unknown.

2 Magnesium battery electrolytes:
State of the art and design guiding principles

The earliest report on a magnesium battery electrolyte that
enables reversible electrochemical dissolution/plating of
magnesium dates back to the 1990s. Gregory et al. [12]
proposed several electrolytes for a rechargeable magnesium
battery initially guided by earlier reports on successfully plating
magnesium metal from the electrolysis of Grignard reagents.
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These included Grignard, aminomagnesium chlorides and
organoborate reagents in ethereal solvents. They screened elec-
trolytes based on the possibility of reversibly electrodepositing/
stripping magnesium metal and intercalating magnesium ions
into host compounds which served as cathodes. The results
were used to guide the selection of the most promising elec-
trolytes subsequently used in demonstrating the first recharge-
able magnesium battery. Key findings included: 1) Ionic salts
such as Mg(BF,), and Mg(ClOy), enabled reversible magne-
sium insertion into host materials, however formed passivating
film on the magnesium metal. This observation led them to
correlate the ionicity of the salt, measured by the partial charge
of the magnesium ion, to its compatibility with the magnesium
metal, i.e., salts with higher charge on the magnesium ion show
low or no compatibility with magnesium. 2) Alkyl Grignard
reagents had undesirable chemical reactivity towards the cath-
odes and were deemed inappropriate for battery demonstrations.
3) Some of the organoborates (magnesium dibutyldiphenyl
Mg(BPhyBuy,); and tributylphenyl Mg(BPhBu3),) supported re-
versible magnesium stripping/plating and Mg ions insertion into
cathodes. These were also chemically inert towards the cath-
odes and had a high solubility in tetrahydrofuran (THF) solvent
(>0.4 molar). Other organoborates were excluded from further
studies due to their reactivity with the cathode (Mg(BBuy),) or
low solubility (Mg(BPh3Bu), ~ 0.1 M, Mg(BPhy); < 0.01 M).

Mg(BPh,yBuj); was used in the first demonstration of a
rechargeable magnesium battery. Unfortunately the battery
was operated at less than 2 V due to the low stability of
Mg(BPh;,Bu,), against electrochemical oxidation. Substitution
of the boron with aluminum or the hydrogen in the aromatic
rings with fluoride (as was demonstrated recently [8]) was
proposed to help enhance its oxidative stability. Note that a
recent report by Muldoon et al. [19] confirmed the low solu-
bility of Mg(BPhy);, Mg(BPh3Bu); and found that
Mg(BPh3Bu); had similar oxidative stability and magnesium
metal compatibility as Mg(BPh,Buy);.

In the early 2000, Aurbach et al. reported a breakthrough which
constituted preparing an electrolyte with higher oxidative
stability (2.5 V vs Mg) than the organoborates (1.9 V vs Mg for
Mg(BPh;Buj);) by combining a Grignard reagent with
aluminum-based Lewis acids such as AICl3—,R,;; where R was
an alkyl [20]. Their concept was to strengthen the Mg—C bond
in the Grignard reagent, through increasing its ionic character,
by adding an electron withdrawing Lewis acid. The optimized
compositions of the organohalo-aluminate electrolytes enabled
highly reversible magnesium deposition/stripping (100%
coulombic efficiency) and insertion into host cathodes with
faster insertion kinetics than the organoborates [21,22]. Their

approach of using a Lewis base/Lewis acid combination to
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prepare magnesium battery electrolytes provided a foundation
that was used to prepare other organohalo-aluminate elec-
trolytes with high stability against electrochemical oxidation.
Subsequent extensive studies by the same group reported other
electrolytes based on combining Grignard reagents with other
Lewis acids, such as those boron based. The electrochemical
performances for the ones based on aluminum Lewis acids
outperformed those boron based [22]. Later reports by Aurbach
et al. demonstrated another organohalo-aluminate electrolyte
that, while possessing the optimized electrochemical perfor-
mance of those reported previously, had an impressive stability
against oxidation exceeding 3.0 V vs Mg. The idea was to
remove the source of B-H elimination, believed to be causing
the lower oxidative stability in previous electrolytes, by
exchanging the Grignard alkyl ligand with a phenyl group [23].
More recently, other organohalo-aluminate electrolytes with
high oxidative stability were reported by other groups. Exam-
ples included adding AICI; to less nucleophilic amidomagne-
sium chloride (hexamethyldisilazide) [24]; previously known to
allow for reversible magnesium deposition/stripping [25]. Kim
et al. [24] found that the crystalized product outperformed the in
situ produced electrolyte (oxidative stability of up to 3.2 V vs
Mg and higher magnesium deposition/stripping current densi-
ties). Another approach used a phenylmagnesium chloride
combination with a boron-based Lewis acid in tetrahydrofuran
such as tris(pentafluorophenyl)borane [8] or (tri(3,5-
dimethylphenyl borane) [26] to form stable electrolytes up to
3.7 V and 3.5 V, respectively. Unfortunately, all these elec-
trolytes, while demonstrated with impressive electrochemical
stability windows, reversible magnesium dissolution/deposition
properties, and high bulk conductivity (i.e., 2 mS em™!), share
several critical draw backs which are: 1) The presence of chlo-
ride; which is an integral part in the make of these salts/
complexes. This was found to cause severe corrosion of non-
noble metals that becomes apparent at potentials exceeding 2 V
vs Mg [7,8,26]. This is problematic as it prohibits using ma-
terials such as steel or aluminum as current collectors when
using these electrolytes. 2) Tetrahydrofuran is the preferred
solvent which is undesirable due to its high volatility and ten-
dency to form peroxides. Aurbach et al. [22] demonstrated opti-
mized compositions obtained from mixing the electrolytes they
developed with less volatile ethers such as tetraglymes.
However, tetrahydrofuran was still part of the best performing
electrolytes; albeit in lesser amounts. 3) Although no system-
atic studies addressing the extent of the electrolytes’ air sensi-
tivity exist, it is likely that they would degrade following expo-

sure to air.

Motivated by overcoming the above problems, research efforts
recently started shifting from typical organohalo-aluminates/

organoborate-based electrolytes, and the discovery of new
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systems belonging to a variety of different reagents became of
interest. In the next subsections, we review and present these
new electrolytes based on their type and physical state. Table 1
summarizes the properties of representative electrolytes classi-
fied based on their types. Only those that enable highly revers-
ible magnesium deposition and stripping (i.e., >80% coulombic
efficiency) are shown.

2.1 Liquid electrolytes

Given the reactivity of magnesium metal towards most solvents
such as carbonates, sulfoxides and nitriles, ethers have been the
solvents of choice. New liquid electrolytes are reviewed below
with emphasis on those that are tetrahydrofuran-free. We also
summarize recent information reported on the nature of the
electroactive species in typical organohalo-aluminates and in

some of the new electrolytes.

2.1.1 Inorganic ionic salts: Until very recently, it has been
generally accepted that simple ionic salts such as Mg(TFSI),
and Mg(ClOy), are incompatible with magnesium metal (see
the Introduction section). Motivated by solving the corrosion
problem caused by chloride ions and eliminating tetrahydro-
furan as a solvent/cosolvent, Mohtadi et al. [27] proposed a
magnesium borohydride based electrolyte for the magnesium
battery. The premise of their concept was that the BH4 ™ ion,
being a relatively strong reducing agent, could withstand the
reducing environment of the magnesium anode. Their results
demonstrated the first inorganic, halide free, and relatively ionic
salt that could reversibly deposit and strip magnesium using
magnesium borohydride. Indeed, the work confirmed that ionic
salts could be made compatible with the magnesium metal if the
anion in the salt has sufficient reductive stability (note that this
was also the first time to show Mg plating possibility in a
BH,4 -containing system, as an old report on Mg plating using
electrolysis (on Cu cathode and Al anode) of a MgBr,, LiBH4
mixture in diethylether/tetrahydrofuran showed lots of boron
impurities, likely generated from the electrolysis side reaction.

No information supporting Mg(BHy4), formation were given

[38]).

Mohtadi et al. [27] also developed a magnesium
borohydride—lithium borohydride electrolyte in dimethoxy-
ethane (DME) solvent with a reversible magnesium deposition/
stripping at high coulombic efficiency (94%), high current
densities (25 mA cm™2 stripping peak current) and low deposi-
tion overpotentials (—0.3 V) as shown in Figure 4. The stability
against electrochemical oxidation was 1.7, 2.2 and 2.3 V (vs
Mg) on platinum, stainless steel and glassy carbon electrodes,
respectively. As the borohydride electrolytes are not corrosive,
these stability trends are opposite of those observed for other

magnesium electrolytes. The higher stability of the borohydride
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Table 1: Summary of Mg battery electrolytes based on their types. Properties of representative examples, including reported stability against oxi-

dation E,y, are provided.

electrolyte type composition Eox on Ptvs solvent remarks ref.
MgZ*/Mg
Liquid State
organo/
organo-halo
organo borates Mg(BPhyBuy)o 1.9 THF [12,19]
2:1 PhMgCI: Me3B 35 THF Eox=2.2VonSS [26]
(Mg2(u-Cl)3:6 THF)[B(CgF5)3Ph] 3.7 THF Eoxx=2.2VonSS [8]
Ph = phenyl, Bu = butyl, Me =
methyl
Grignard Mg(AICI3_,R4R)2 2.2 THF/glymes optimum in THF [20-22]
halo-aluminate R, R' = alkyl or aryl
2:1 RMgCI:AICl3 3.2 THF/glymes Egx =2.2V on SS [23]
R = phenyl
inorganic ionic salts
non-halide based
borohydrides 1:X Mg(BHgy)2:LiBHy4, X = 0-6 1.7 monoglyme/ non-corrosive [27,28]
diglyme Eox=2.20n SS
non-Grignard
halo-aluminates
phenolates & aloxides 2:1 ROMgCI:AICI3 less air sensitive
R = phenyl alkyl 2.6 THF [29]
R = phenyl fluoroalkyl 2.9 THF [30]
6:1 ROMgCI:AICI3 25 THF [31]
R = Me3SiO
amido based 3:1 (HMDS)MgCI:AICl3 3.2 THF Eox=2.2VonSS [24]
1:2 Mg(HMDS),:AICI3 35 diglyme Eox=2.6VonSS [32]
HMDS = hexamethyldisilazide low nucleophilicity
inorganic 2:1 MgCly:AICl3 3.1,34 monoglyme [33,34]
halide based 2:1 MgCly:AICl4_ R, 29 THF Eox=1.8VonSS [34]
R = alkyl,aryl low nucleophilicity
icosahedral
boron cluster
carboranyl Mg salt 1-(1,7-C2B1oH11) MgCl 3.3 THF least corrosive [35]
Eox>3.0VonSS, Al
Solid State
gel polymer Mg(AICI,EtBu), 2.5 tetraglyme/ 3.7 mScm™' at 25 °C [36]
PVDF
inorganic salts Mg(BH4)(NHy) >3.0 none 103 mS cm™" 150 °C [37]

on a non-noble metal suggests catalytic effects of platinum on
BH,4~ decomposition. Until this point, the borohydride elec-
trolytes remain the only ionic and halide free salts that are

highly compatible with magnesium metal.

2.1.2 Non-Grignard-based haloaluminate reagents: In order
to increase the stability of the electrolytes in air, avoiding the

coulombic efficiency <50%

use of Grignard reagents is needed (i.e., RMgCl or RyMg Lewis
base). Wang et al. [29] used phenolates to prepare new elec-
trolytes (ROMgCl) with improved air stability, i.e., due to the
stronger bond in Mg—O compared to Mg—C. Three phenolate
electrolytes exhibiting good Mg reversibility were prepared,
however the conductivity and electrochemical oxidative
stability were dependent on the alkyl group. The highest
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Figure 4: Cyclic voltammogram for LiBH4 (0.6 M)/Mg(BH4)2 (0.18 M) in DME, (inset shows deposition/stripping charge balance). Reprinted from [27]
with permission. Copyright © 2012, Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

conductivity and oxidative stability measured on a platinum
electrode were observed for a 0.5 M 2:1 2-fert-butyl-4-
methylphenolate magnesium chloride:AICl; in tetrahydrofuran
at 2.56 mS cm™! and 2.6 V vs Mg, respectively. Reversible
magnesium deposition/stripping, albeit with an increased over-
potential, was observed for the same electrolyte following expo-
sure to air for three hours. A new systematic study by Nelson et
al. [30] examined the oxidative stability of phenolates as a func-
tion of the substituents on the phenyl ring. Several electrolytes
were prepared with electron withdrawing (pentafluoro, trifluo-
romethyl) or donating (methoxy) substituents. Oxidative
stability, measured on a platinum electrode, of up to 2.9 V vs
Mg was obtained for a 2:1 4-(trifluoromethyl)-phenolate
magnesium:AlClj in tetrahydrofuran. This electrolyte supported
reversible magnesium deposition/stripping and had a high
conductivity (2.44 mS cm™!). However, some degradation in
the electrochemical performance was observed following expo-
sure to air for six hours (i.e., lower current densities and higher
overpotentials). Unfortunately, this suggested the instability of
the phenolates upon prolonged exposure to air. Electrolytes
prepared by the replacement of the phenolates with alkoxides
were reported by Liao et al. [31], who prepared three new
butoxy and siloxy based electrolytes. Their interest was to
access the vast numbers of ligands offered by the alkoxides
such that electrolytes with improved oxidative stability could be
prepared. In the absence of AlCl3 Lewis acid, the alkoxides had
higher solubility in tetrahydrofuran than the phenolates and
supported reversible Mg deposition/stripping. However, the ad-
dition of AICIl3 was necessary to improve their oxidative
stability (one sixth an equivalent AICl; was added to mitigate
its negative impact on the solubility of the alkoxides). For

example, the addition of AICl; increased the oxidative stability
of Me3Si0O-MgCl from 1.95 to 2.5 V vs Mg (on a platinum
electrode). Both phenolate- and alkoxide-based electrolytes
supported reversible magnesium ion insertion in the Chevrel
phase MogSg cathode [29-31].

As mentioned in the introduction, Kim et al. [24] reported a less
nucleophilic 3:1 (hexamethyldisilazide)MgCl:AlCl3 electrolyte
where the crystallized product had an oxidative stability of
3.2 V vs Mg on a platinum electrode (note that crystallization
was necessary to achieve this performance). More recently,
Zhao-Krager et. al [32], also motivated by the lower nucle-
ophilicity of sterically hindered amides, used magnesium
bisamides to prepare two electrolytes by reacting magnesium
bis(diisopropyl)amide (iPr,N) and magnesium bis(hexamethyl-
disilazide) (HMDS) with two equivalents of AICl3. As shown in
Figure 5, the HMDS based electrolyte (both as prepared and
crystallized) exhibited the best electrochemical performance
and had a higher oxidative stability (3.3 V vs Mg) than the
iProN based. Interestingly, the structure of the crystallized ma-
terial obtained from the Mg(HMDS),:2Al1Cl; was the same as
that reported by Kim et al. [24] for the (HMDS)MgCl:AlCl;.
Another recent progress on using non-Grignard halo-aluminate
electrolytes was reported by Doe et al. [33], who showed the
possibility of magnesium deposition/stripping at high
coulombic efficiencies simply from MgCl,, AICl3 mixture in
tetrahydrofuran. Similar results were concurrently reported by
Liu et al., who also showed the mixture to have a very low
nucleophilicity [34]. Unfortunately, the MgCl, electrolytes were
found to be very corrosive; i.e., stability on stainless steel was
as low as 1.8 V vs Mg [34]. What is notable about the
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Mg(HMDS),:AlCl3 and MgCl,:AICl3 systems is that the in situ
products exhibited wide electrochemical windows and high
electrochemical performances thereby eliminating the necessity
of additional crystallization steps.

2.1.3 New design strategies for forming high stability elec-
trolytes: As was described before, the high electrochemical
oxidative stability of magnesium electrolytes has been primarily
enabled by the formation of strong Al-C, AlI-N or B—C bonds
(formed by the addition of appropriate Lewis acids). A very
recent study by Carter et al. [35] targeted to increase the oxida-
tive stability of the Mg(BHy), electrolytes by strengthening the
B-H bond through forming 3-dimensional B—B bonds as in
icosahedral boron clusters (closo-boranes). As such, the group
exploited the high oxidative and thermal stability of closo-
boranes to prepare electrolytes with wide electrochemical
stability window. The results demonstrated a novel carboranyl
magnesium chloride electrolyte (1-(1,7-C,B19H;;) MgCl) that
is compatible with magnesium metal, possesses high oxidative
stability (3.3 V vs Mg), and to date, exhibits the lowest ten-
dency to corrode non-noble metals observed from a chloride
bearing electrolyte (Figure 6). What was also notable is that the
stable anion consisted of a magnesium Mg—C center as shown
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Figure 5: Cyclic voltammograms of the Mg deposition/dissolution in
0.25 M THF solution containing as-prepared (HMDS),Mg—2AICl3
(blue) and redissolved crystals [Mgx(u-Cl)3.6 THF[HMDSAICI3]- THF
(pink). The as-prepared [(iProN),Mg—2AICl3] is also shown (green).
Reproduced with permission from [32]. Copyright 2013 The Royal
Society of Chemistry.

in Figure 6 below, indicating unique effects of the carborane
scaffold. The cation was found to be the Mg,Cl3" observed
before for other systems (see section 2.1.5). This was the first
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Figure 6: a) X-ray crystal structure of 1-(1,7-CoB4gH14) MgCl. Hydrogen atoms and THF carbon atoms are omitted for clarity. b) Cyclic voltammo-
gram in THF solution (inset: charge balance of Mg deposition/stripping). c) Linear sweep voltammograms of Mg(C2B1gH11)CI/THF on Pt, Stainless
steel (316-SS), Ni and Al electrodes (inset: expanded view of the oxidation onset). Reprinted with permission from [35]. Copyright 2012 Wiley-VCH

Verlag GmbH & Co. KGaA, Weinheim.
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time to show that electrolytes with a wide electrochemical
window could be prepared beyond known approaches that use
Lewis base, Lewis acid systems. This work opens new horizons

for designing highly stable magnesium battery electrolytes.

2.1.4 Tetrahydrofuran-free electrolytes: Given the volatile
nature of tetrahydrofuran (143 mm Hg at 20 °C, and 66 °C
boiling temperature), it would be vital to discover electrolytes
that are tetrahydrofuran-free. Aurbach et al. [22] demonstrated
that they could utilize their organohalo-aluminate electrolytes in
solvent mixtures of tetrahydrofuran and longer chain ethers
such as tetragylmes without inducing losses in their electro-
chemical performances. However, it would be hard to fully
eliminate the presence of tetrahydrofuran as the organohalo-
aluminates based on Grignard reagents tended to have a favor-
able performance in this solvent. Therefore, an important step in
the development of the electrolytes would be demonstrating
optimum performances in a tetrahydrofuran-free system. This
may be enabled using electrolytes beyond those that use a Grig-
nard Lewis base/Lewis acid reaction. In fact, highly reversible
performance from a magnesium borohydride, lithium borohy-
dride electrolyte, developed by Mohtadi et al. [27], was found
in dimethoxyethane (monoglyme) solution. Actually, the
magnesium borohydride had far superior electrochemical
performance in monoglyme than that observed in tetrahydro-
furan. Very recently, highly reversible performance (100%
coulombic efficiency) for a similar borohydride electrolyte was
demonstrated in diglyme solvent [28]. High cycling magne-
sium deposition/stripping efficiencies approaching 100% were
reported for 0.35 M (HMDS),Mg-2AIClj; in diglyme solution
where high oxidative stability above 3.5 V vs Mg was obtained.
Interestingly, the electrolyte stability measured on a stainless
steel electrode was 0.4 V higher than that of a similar system in
tetrahydrofuran (2.2 V vs Mg) [8]. At this time, all the elec-
trolytes use ethereal solvents which are more or less volatile.
An attractive choice for eliminating the safety hazards of ethers
would be using ionic liquids due to their very low volatility. Re-
versible magnesium deposition/ dissolution from phenyl magne-
sium bromide [39] and alkylmagnesium bromide [40] was
shown in ionic liquid solvents. The caveat was that tetrahydro-
furan was used as a cosolvent and as discussed earlier, a shift
from Grignard reagents is hence necessary to allow for more
flexibility in the solvent selection. Nuli et al. [41] reported re-
versible magnesium plating using conventional salts such
magnesium triflate (Mg(CF3S03);) in imidazolium-based ionic
liquids. However, magnesium metal passivation was reported to
take place [39,42].

2.1.5 On the electroactive species: In the case of typical
organohalo-aluminate electrolytes, formed following the reac-

tion between a Grignard reagent and AIClj, it has been general-
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ly accepted that the magnesium charge carriers in the bulk are
magnesium-chloride bonded ions existing as monomeric
(MgCl1") and/or dimeric (Mg,Cl3") species [43]. Kim et al.
showed that Mg,Cls* is one of the electroactive species present
in 3:1 (HMDS)MgCl1:AlICl;3 [24]. Studies on organoborates
(crystallized out of their synthesis solution) suggested similar
electroactive species as those in the organohalo-aluminates, i.e.,
MgR* and Mg(BRy4)", R = alkyl or aryl [44]. Given that the
organohalo-aluminate electrolytes are by far the most estab-
lished, detailed studies exist which were concerned with identi-
fying the nature of magnesium species, in both the bulk and
at the interface of magnesium metal—electrolyte. As the
organohalo-aluminates were reviewed extensively [10], the
discussion here is focused on the most recent studies concerning
these. The discovery of new types of magnesium ion electroac-
tive species, which enable reversible magnesium plating, is
important for advancing the research and development of
magnesium battery electrolytes. Below, we shed light on the
nature of the different species suggested for the new elec-

trolytes per the available information.

a. Grignard organohalo-aluminate systems: The nature of the
electroactive species present at equilibrium in the bulk solution
and at the magnesium metal—electrolyte interface during
magnesium plating were studied previously [43,44]. For the
Mg(AICly—,R,,), electrolyte, the presence of the adsorbed inter-
mediate MgC1*-5THF at the metal surface during the deposi-
tion of magnesium was suggested. More recently, the presence
of an intermediate during magnesium deposition from a
1:2 molar RMgCl:R,AICI/THF; R = C,Hs, was observed by
Arthur [45] and Benmayza et al. [46] using the magnesium
K-edge in an in operando soft X-ray spectroscopy. Their results,
combined with the transport properties of the magnesium
species, also suggested the interfacial electroactive species to be
MgCI*-5THF. The dimeric Mg,Cl3" species present in the bulk,
was discounted from being electrochemically active at the inter-
face during magnesium deposition. Another important result
was related to the measured low transport numbers of the
magnesium ions. For example, the diffusion coefficient of the
magnesium ionic species (i.e., Mg,Cl3") was very low
(2.26 x 1077 cm? 57! in 0.2 M solution which is 10 times lower
than that observed in 1 M LiPFg4-based electrolyte). Interest-
ingly, the transference number ¢*, which determines the rate at
which reversible magnesium deposition/stripping takes place,
ranged between 0.018-0.19 at 0.40-0.15 M, respectively. This
astonishing reduction in #* values with increasing the elec-
trolyte concentration was attributed to lowered mobility of the
dimeric magnesium ions and an increased number of counter
and non-magnesium ions at high Lewis acid concentrations.
This study helped to provide a better understanding of the elec-
trochemical and transport properties in this complex system.
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b. Non-Grignard-based electrolyte systems: Indeed, the
magnesium borohydride electrolytes offered new electroactive
species beyond known monomeric, dimeric Mg-Cl and RMg*
species, present in the organohalo-aluminate and probably in
the organoborate electrolytes. Guided by spectroscopic analyses
of the borohydride electrolytes, Mohtadi et al. [27] proposed the
magnesium electroactive species to be a magnesium ion bridge
bonded to a one BH, ™, although the presence of magnesium
ions that are solely coordinated to the solvent molecule was not
discounted. The electrochemical performance was suggested to
be governed by the extent of salt dissociation. The substantial
improvements in the electrochemical performance as the
dendicity of the solvent was increased, and following the addi-
tion of LiBHy, used as a source of a Lewis acid cation, further

supported this hypothesis.

In the case of the amidomagnesium (HMDS) based electrolyte
[32], the dimeric MgyCl3* electroactive species was similar to
that found in other Grignard- and non-Grignard-based halo-
aluminate systems [24,26]. A similar species was reported for
the carboranyl MgCl electrolyte [35]. Note that Mg,Cl3* was
also present in the crystallized products from MgCl, mixtures
with aluminum based Lewis acids [34].

The electroactive species was investigated for the alkoxide 6:1
n-butyl-OMgCl:AICl3/THF electrolyte, however the crystal-
lized product yielded an inactive species [31]. In the phenolate
electrolytes, the crystallized product from the trifluoromethyl
phenolate:AlCl; solution contained the Mg,Cl3™ cation [30].

Based on the current progresses, we could summarize that two
distinct species that enable reversible magnesium deposition/
stripping are known: 1) The Mg,Cl3* and/or MgCl1* in organo/
non-organo haloaluminates, organoborates, and in the carbo-
ranyl electrolyte and 2) the MgBH,4" in the borohydride elec-
trolytes. For any of the electrolytes reported thus far, there is no
evidence that support Mg2" presence.

As described above, for future material design of magnesium
battery electrolytes, it is of significant importance to discern the
electroactive species in both the bulk and at the interface
between the anode and electrolyte. This is expected to be more
beneficial than solely relying on optimizing the compositions/

ratios of the reagents.

2.2 Solid magnesium electrolytes

As explained above, the solvents known to support optimum re-
versible Mg deposition/stripping are volatile as they are ether-
based. To overcome this challenge, one strategy would be trap-
ping the solvent, used to solvate the magnesium ions, within a

polymeric matrix. The electrolyte formed in this case is referred
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to as a gel electrolyte. This concept was previously applied to
Li-ion battery electrolytes [5] and was adopted later for
rechargeable Mg batteries [10]. Nonetheless, demonstrating a
viable gel electrolyte for rechargeable magnesium batteries is
not trivial as it requires using magnesium reagents/salts that
enable reversible magnesium deposition/stripping, while being
chemically inert towards the polymeric matrix selected. The
electrolyte would also need to have an acceptable conductivity
of the magnesium ions at room temperature. Another strategy,
which is far more challenging, is to create a solvent free solid
state medium that enables magnesium ion conduction, under
practical conditions, through magnesium ion diffusion, i.e.,
solid state magnesium salts. While few reports exist on the for-
mation of gel electrolytes for magnesium batteries, reports on
magnesium ion conduction in the solid state media are scarce.
In fact, until recently, magnesium ion conduction at values in
the order of 1073 mS cm™! occurred only at temperatures
exceeding 500 °C. A review of the developments related to both
strategies, with focus on those that demonstrated viable elec-

trolytes is presented below.

2.2.1 Organic solid/semi solid electrolytes: The immobiliza-
tion of magnesium electrolyte in polymeric matrices such as
poly(vinylene difluoride) PVDF and poly(ethylene oxide) PEO,
was reported by Chusid et al. [36]. The group impregnated
magnesium organohalo-aluminate salts, such as
Mg(AICL,EtBu), dissolved in tetrahydrofuran and tetraglyme,
in both PEO and PVDF matrices. These complex solutions were
found to be inert towards the polymers used and reversible
magnesium deposition/stripping from these gel electrolytes was
shown. The best electrochemical performance reported was for
the Mg(AICl,EtBu),/tetraglyme/PVDF gel as high specific
conductivity (3.7 mS cm ™! at 25 °C) was measured. This study
not only showed the possibility to prepare gel electrolytes that
are compatible with magnesium metal but also allowed for re-
versible Mg intercalation into the Chevrel phase MogSg
cathode. Other gel polymer electrolytes were reported [47-49].
Examples include those incorporating dispersed inorganic
oxides such as nano fumed silica. The oxides were added to
improve the mechanical and electrochemical properties
(1 mS cm™! reported at room temperature) [49]. Unfortunately,
all these gel electrolytes used magnesium salts known to be
incompatible with the magnesium metal. A very recent study
proposed using coordinatively unsaturated metal-organic frame-
works (MOFs) as nano media to immobilize magnesium pheno-
late and/or Mg(TFSI),/triglyme electrolytes (phenolates were
found to be more soluble in triglyme than in tetrahydrofuran)
[50]. As the phenolates were strongly interacting with the
MOF’s crystallites, addition of Mg(TFSI), (i.e., weakly coordi-
nating anion) was necessary to achieve a good conductivity
(0.25 vs 0.0006 mS cm™! in just phenolates/MOF). No results
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addressing the compatibility with magnesium metal or oxida-
tive stability were provided. It may be possible that this system
is incompatible with the magnesium metal due to the passi-
vating nature of Mg(TFSI),.

2.2.2 Inorganic solid state magnesium ion conductor: Until
very recently, the observation of magnesium ion conduction in
inorganic salts occurred only at temperatures exceeding 500 °C
[51,52]. Recently, Matsuo et al. [53] studied the possibility of
magnesium ion conduction in the high temperature phase of
magnesium borohydride using first-principles molecular
dynamics simulations FPMD [53,54]. The magnesium ions,
present in the center of a tetrahedral cage surrounded by the
BH4 ™ anions, were found to have limited mobility. This was
attributed to the strong coulombic interactions with BH4~
resulting from the small cage size. They proposed that
increasing the cage size, by partial substitution of BH4 with the
larger AIH4~, may enable magnesium ion migration, however,
this was not experimentally demonstrated. Another study of
borohydride-based solid state electrolytes was reported by
Higashi et al. [37]. Guided by their first-principles calculations
based on density functional theory (DFT), they experimentally
investigated the conduction of magnesium ions in both
Mg(BHy), and Mg(BH4)(NH;). The selection of these com-
pounds was motivated by the ionic bonding nature of the
magnesium ions, judged from the calculated Bader charge on
the magnesium, and presence of cavities large enough to enable
magnesium ion conduction through the hopping mechanism.
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They measured a conductivity of about 1073 mS cm™! at 150 °C
for Mg(BH4)(NH,), which is three orders of magnitude higher
than that of Mg(BH4),, presumably due to the shorter distance
between the two nearest Mg atoms (3.59 A in Mg(BH4)(NH,)
vs 4.32 A in Mg(BHy)5). In addition, reversible magnesium
deposition/stripping was demonstrated for the Mg(BH4)(NH,)
electrolyte as shown in Figure 7. Interestingly, the oxidative
stability of the Mg(BH4)(NH,) salt was found to be in excess of
3 V vs Mg at 150 °C, which is higher than that reported for
liquid Mg(BHy),—ether systems at room temperature [27]. The
high ionic conductivity in Mg(BH4)(NH>), albeit at 150 °C, re-
versible Mg deposition/stripping and high voltage stability
provide opportunities for developing practical Mg solid state
electrolytes based on novel borohydride salts.

2.3 Perspectives on future developments of magne-
sium battery electrolytes

Unlike in the the case of rechargeable lithium and sodium
batteries, the development of electrolytes for rechargeable
magnesium batteries has been faced with a distinct and an
unavoidable challenge. This is thanks to the formation of a
passivation layer upon magnesium metal exposure to numerous
salts/solvents. Generally speaking, the battery system imposes
several stringent requirements on the electrolytes as they repre-
sent the bridge linking the anode with the cathode. Not only
they are required to highly perform in the proximity of two
electrochemical environments operating at two opposite

extremes, but also provide acceptable bulk transport properties
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Figure 7: a) Crystal structure of Mg(BH4)(NH>). Atomic sizes are depicted by sphere radii. b) Mg zigzag structure from the crystal structure a).
c¢) Cyclic voltammograms of Mg/Mg(BH4)(NH,)/Pt and, d) deposition/stripping charge balance (first cycle). Reproduced with permission from [37].
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that allow them to respond swiftly to the power demands of the
system. Additionally, it is essential that the electrolytes have
acceptable safety properties which include high thermal
stability, low volatility, low flammability, low toxicity, and low
reactivity with ambient air. Therefore, developing electrolytes
possessing the aforementioned traits, no doubt, represents a key
challenge. Since the first rechargeable magnesium battery was
demonstrated in the early nineties, the R&D efforts have
primarily focused on the creation of electrolytes that are highly
compatible with the magnesium metal, followed by applying
innovative strategies to improve other electrochemical prop-
erties. A main focus was increasing their stability against elec-
trochemical oxidation, so that a competitive, high voltage
battery system could be ultimately enabled. Over the past two
decades, the technical advancements made on magnesium
battery electrolytes resulted in state of the art systems that
primarily consist of organohalo-aluminate complexes
possessing electrochemical properties that rival those observed
in lithium ion batteries. These are represented by a highly re-
versible performance, high bulk conductivity, and wide electro-
chemical windows. However, despite these scientific feats,
these electrolytes had several drawbacks which include their
corrosive properties, nucleophilicity (for those Grignard based),
air sensitivity and the use of volatile solvents.

Over the past two years, motivated by the desire to overcome
the challenges with the known electrolytes, several new elec-
trolytes that are compatible with the magnesium metal have
been proposed. It is interesting to see that in previous and most
recent electrolytes, the familiar monomeric and dimeric Mg—Cl
active species were found. One important challenge with these
same species is the slow transport properties. Another is the
presence of chloride ions making them prime suspects in the
corrosion issue. Hence, we believe that the discovery/design of
new electroactive species is needed. Recent development in this
direction is manifested in the borohydride electrolytes, where
opportunities for increasing the oxidative stability are being
explored and were demonstrated using closo-borane anions.
Another common property among magnesium electrolytes is
their air sensitivity. New approaches offered lowered sensi-
tivity to air using alkoxides and phenolates. It would be interest-
ing to determine their long term durability and see future
designs that build on these systems, which are hopefully non-
corrosive. In order to overcome the challenges with the liquid
systems, solid electrolytes could be an ideal choice. The
discovery of magnesium compatability and conduction in
magnesium amide borohydride inspires confidence in this direc-
tion.

Indeed, the portfolio of magnesium battery electrolytes has

widened and we hope that the current research will fuel the next
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wave of innovations. This could be driven by further under-
standing of the properties of the electrolytes and their behavior
in a battery system. Topics we suggest include: 1) Discerning
the electroactive species and their interactions with both the
magnesium metal and the cathode material. This may prove
powerful in paving the path for designing modified electrolytes;
2) Determining important electrochemical transport properties
in both the bulk and at the interface with the magnesium metal;
3) Understanding the extent of the air stability, thermal stability
and long term durability of the electrolyte; 4) Understanding the
effects of a battery environment on the electrochemical stability
window. For example, examining the oxidative stability on the
cathode material rather than solely using metals/glassy carbon
electrodes; 5) Lastly, developing corrosion resistant substrates,
such as pretreated surfaces, as this may be helpful in over-
coming the corrosion issue. However, we think that this effort
may be worthwhile when electrolytes become demonstrated
with very competitive performances.

Would future electrolytes help magnesium metal one day
become the “ultimate battery anode”? There is no clear answer
at this time. However, the numerous breakthroughs and scien-
tific advancements made so far make one hopeful that at least it
may have come one step closer.

3 Rechargeable Mg battery cathode

Much effort has been devoted to development of Mg batteries
and their cathodes over the past 70 years. Some cathode ma-
terials have been practically investigated for a reserve-type Mg
battery system, which were typically used together with Mg and
Mg—-Al-Zn (AZ) alloy as anode, and electrolytes based on
either sea water or magnesium perchlorate (Mg(ClOg4);) solu-
tions. The reserve battery requires high energy density, high
power output, long lifetime and superior low temperature
performance. Therefore, typical examples of cathodes for such
Mg batteries, which have been summarized in the battery hand-
book so far were AgCl, CuCl, PdCl,, Cuyl,, CuSCN, MnO; and
air [1]. These batteries could be operated as primary batteries
which fulfilled the aforementioned requirements, however they
could not be operated as secondary batteries enabling us to
recharge them. One of the reasons considered for the non-
rechargeability was the water passivation of the anode surface.
As the metal was exposed to water, a blocking layer such as
Mg(OH), was formed accompanied with hydrogen gas genera-
tion. To recharge the battery, applying large overpotential was
necessary due to the formation of highly resistive blocking
layer, and finally the interface between anode and electrolyte,
which determines the battery performances, could not be fully
recovered. Due to the major hurdles with the anode, the chal-
lenges of Mg battery cathode may have been masked. Actually,
a proper understanding of the cathode reaction and a further
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enhancement of the cathode performance are vital to realize the
rechargeable system. Nowadays, the studies on rechargeable
Mg battery cathodes have gained more momentum in order to
improve the primary battery characteristics such as voltage,
capacity, cycle life and so on. Currently, traditional cathode ma-
terials which are briefly summarized below have been inten-
sively reconsidered recently, while other candidates, which are
not described in this review, have been addressed. For example,
Mg 5Tiz(POg)3 [55], Mg, MnSiOy4 [56-58], WSe [59], sulfur
[24,60] and oxygen [61-63]. In order to discover the next gener-
ation Mg battery cathode, the most important challenges are
overcoming the negative impact arising from divalent Mg2"
jons and also maintaining higher mobility of Mg2™ ions in the
diffusion pathway. So far, despite the research efforts to over-
come these challenges, the very slow diffusion of Mg?* ions
and the structural instability remain as key hurdles in the devel-
opment of working high voltage cathodes. Here, we strongly
focus on the recent progresses of representative cathode ma-
terials for rechargeable Mg batteries.

3.1 Cobalt-based cathode materials

Since the 1990s, a variety of non-aqueous electrolytes have
been adopted to evaluate and improve the rechargeability of the
battery. It was believed that the non-aqueous electrolytes
consisting of either magnesium perchlorate in acetonitrile
solvent or magnesium organoborate in tetrahydrofuran solvent

were capable of overcoming the issue resulting from water-
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containing systems. Gregory et al. surveyed some candidates
among many cathode materials by chemical intercalation exper-
iments using typical electrochemical methods [12]. Based on
XPS analyses it was reported that ZrS, as a host material was
able to receive Mg. Also, they proposed that RuO, and Co304
were hopeful candidates expected to capture Mg ions. These
materials were also studied by Sutto et al. to demonstrate the
redox capability in a different non-aqueous electrolyte system
[64,65]. According to their discussion, Co304 did not allow for
a sufficient magnesium insertion because of i) strong interac-
tions between Mg2" cations and oxygen atoms in the host lattice
and ii) a drastic change of host structure and particle size after
magnesiation. The initial capacity of 74 mAh g~! was observed
at around 1.5-2.0 V against Mg and a capacity retention of 60%
after 30 cycles was reported. As such, the magnesiated Co304
did not show the high capacity obtained in the Li system.
Recently, Ichitsubo et al. studied disordered MgCo,04
(precisely, (Mg;—Co,)(Mg;-,Co,)O4) which is a semicon-
ductor with high electrical conductivity [66]. Compared with
spinel-phase Co30y, the disordered spinel, MgCo,0, increased
the open circuit voltage (OCV) by about 2.0 V at the initial
stage just after a constant voltage charge as shown in Figure 8.
One reason for this increase could be resulting from an
enhanced Mg?" ion diffusion compared to the ordered structure.
The disordered spinel Mg ¢7Ni; 330, also showed high OCV
based on the same principle [66]. Unfortunately, the high initial
voltage (over 3.0 V vs Mg) observed for these spinel materials
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Figure 8: The OCV values of the test cells after constant voltage charge: positive electrode, (a) ordered Co304 and (b) disordered MgCo,04; nega-
tive electrode, Mg; electrolyte, Mg(ClO4) in acetonitrile. Reproduced with permission from [66]. Copyright 2011 The Royal Society of Chemistry.
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could not be maintained during the rest time following charging
as a continuous voltage decay was observed. This meant that
these cathode materials possessed high polarization due to slow
diffusion of Mg2+ in the host lattice. Thus, even for these ma-
terials it was not possible to discharge the battery at a higher
voltage over 3.0 V vs Mg. Although these cathodes did not
enable stable high voltage performance, the introduction of the
disordered structure into the Mg battery cathode is indeed a
good idea to neutralize the local charge density occurring
between inserted MgZ" ions and the host lattice, and to further-
more accelerate intrinsic Mg2" ion diffusion.

3.2 Vanadium-based cathodes

Other well-researched materials for Mg battery cathodes are
V,05 and a series of vanadate oxides [67-72]. Novak et al.
proposed a water-containing V,05 cathode system in an organic
electrolyte such as Mg(ClOy), in propylene carbonate [68,69].
It was expected that V,05 was capable of accommodating
2 mol of Mg2" ions, which is equivalent to the V>*/V3" redox
reaction. However, according to their report, the electrochem-
ical insertion of Mg?" ion into V,05 was dependent on the
amount of water in the electrolyte. Additionally, the maximum
content of Mg2" jons was observed to be less than 0.6 mol. This
is because chemically bounded water was present in the channel
of the V,05 host which prevented further magnesiation.
Although the observed capacity was much lower than the
expected value, hydration of Mg2" ions is expected to mitigate
difficulty of their electrochemical insertion into the host lattice
as explained in a previous review [69]. Imamura et al. followed
this approach and used V,05 xerogel and its carbon composite,
where the V,05 xerogel with 50 nm in thickness was coated on
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the carbon support [70,71] (Figure 9a). It was reported that in
the wide operation range, the xerogel enabled achieving high
content of magnesiation of up to x = 1.84 in Mg,'V,0s, resulting
in a high capacity of about 600 mAh g™! in the potential range
from —1.0 to +0.3 V vs Ag/Ag*. On the other hand, Amatucci et
al. demonstrated the electrochemical performance of V,05 in
the non-aqueous media with negligible amount of water [72]
(Figure 9b). Nano-sized V,0s5, which had a particle size distrib-
ution of 20-50 nm, brought about a higher discharge capacity
and a narrower hysteresis with a higher working voltage than
micron-sized V,05. In both Imamura’s and Amatucci’s
approaches, using a thin layer and nanoparticles allowed for a
short diffusion length of Mg2" ions, thereby improving the Mg
battery performance. Although the possibility of H,O asso-
ciated intercalation for V,05 has only been suggested, these
approaches could be eventually one of the important ways that
help accelerate Mg2* ion diffusion in the lattice.

3.3 Molybdenum-based cathodes

A big success in developing a cathode for Mg batteries was
presented in 2000 by Aurbach et al. They discovered an excel-
lent material, the Chevrel phase (CP) MogSg, as a rechargeable
Mg battery cathode [20]. The CP cathode was proven to have a
very stable performance with less than 15% capacity fade over
2000 cycles at 100% depth of discharge. Note that practical
rates of 0.1-1.0 mA/cm? and wide temperature ranges from —20
to +80 °C were used. As described in previous articles
[7,20,73], these promising properties are enabled by the
following features of the CP cathode; 1) electroneutrality
derived from delocalized Mog metallic cluster, 2) plenty of sites
per cluster where Mg2" ions can be accommodated for solid-
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Figure 9: (a) Discharge curves of VoOs/carbon composites in the Mg(ClOg4),/acetonitrile electrolyte solution at various current densities. Reproduced
with permission from [70]. Copyright 2003 ECS-The Electrochemical Society. (b) Charge—discharge curves of nanocrystalline V505 in the Mg(ClOg4),/
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state diffusion, 3) high electronic conductivity. One of the
drawbacks of the CP cathode is that the kinetics of Mg2* ion
diffusion was strongly dependent on the composition and oper-
ating temperature [23]. During initial magnesiation, 20-25% of
Mg2* ions were trapped in the CP lattice and were not extracted
unless the temperature was elevated. Moreover, when the CP
cathode was tested at a low temperature around 15 °C, the
capacity of about 80 mAh g! observed at 1/10 C rate,
decreased to about 40 mAh g™! at 1 C rate. An effective coun-
termeasure to promote fast kinetics of the CP cathode was the
partial substitution of MogSg by Se. It was observed that the
Se-substituted CP cathode showed an excellent accessibility of
MgZ" ions, resulting in a higher capacity at higher rate and at
lower temperature. Unfortunately, the CP cathode families
showed relatively low working voltages at around 1.2 V vs Mg
and relatively low capacities of around 110 mAh g™!. To make
the magnesium battery more practical, a Mg cathode with high
energy density is strongly desired. Recently, it was reported that
graphene-like MoS; also worked as a Mg battery cathode [74-
76] (Figure 10a). Chen et al. found that this material exhibited
an operating voltage of 1.8 V and a reversible capacity of about
170 mAh g~! by combining with Mg nanoparticles as an anode.
Additionally, in a similar way, TiS, has been considered as a
common cathode material even in Mg batteries [77]
(Figure 10b). The operating voltage of TiS, was not high
enough compared with MogSg, and it suffered from limited rate
and temperature performances. However, a higher capacity of
about 180 mAh g~! vs Mg was obtained by the state of art
nanotechnology. Therefore, transition metal sulfides as proto-
typical intercalation host materials may bring in a new break-
through for Mg battery cathodes.
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3.4 Manganese-based cathodes

Finally, the remaining attractive materials as Mg battery
cathode was MnO, and its polymorph [78-82]. MnO, is widely
regarded as a common cathode material in primary batteries
including either Zn or Mg anodes, in lithium-ion secondary
batteries and furthermore in metal—-air batteries. The unique
MnO; polymorphs have been used as Mg battery cathodes
coupled with either a magnesium organohaloaluminate elec-
trolyte solution or magnesium perchlorate non-aqueous elec-
trolyte solution. In 2011, Zhang et al. presented the redox capa-
bility of 0-MnQO, during magnesiation and demagnesiation [81]
(Figure 11a). a-MnO; with 2x2 tunnel structure showed a high
initial capacity of about 240 mAh g~! and could be repeatedly
discharged and recharged. Unfortunately, this cathode had
severe capacity fading due to a drastic structural deformation
from the tetragonal phase to the orthorhombic phase during
magnesiation. While this is known to occur in all manganese-
based cathodes for lithium-ion batteries, such structural insta-
bility during magnesiation is thought to be a key trigger that
severely deteriorates a-MnO, in non-aqueous Mg batteries.
Very recently, Ling et al. proposed an alternative manganese
material for a Mg battery cathode, which was called a post-
spinel compound, MgMn,04 with 2x2x1x1 structure [82]
(Figure 11b). Theoretical calculations predicted that the above-
described structural stability was significantly improved by
controlling the tunnel size and shape for Mg2" ion diffusion. As
a result, the post-spinel compound facilitated Mg insertion/
extraction reaction more than a-MnO, with bigger tunnel size,
and then had a relatively high operation voltage. In addition, the
cooperative hopping of Mg2" ions in the tunnel 2x2x1x1 was
estimated to aid faster diffusion, resulting in a low diffusion
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barrier (=400 meV) that is comparable with that for LiMn,0Og4,
a typical lithium-ion battery cathode. Thus, the structural modi-
fication for Mg2" ion diffusion is also one of the approaches
which could be used to achieve fast kinetics in the cathode and
minimize the interactions of strongly bounded Mg2" ions with
host tunnels.
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Figure 11: (a) Charge—discharge curves of a-MnO, in organohaloalu-
minate/tetrahydrofuran electrolyte solution. Reprinted with permission
from [81]. Copyright 2012 Elsevier. (b) Predicted voltage for electro-
chemical insertion of Mg into the post spinel, MgMn,04 which was
drawn in the inset. Adopted with permission from [82]. Copyright 2013
American Chemical Society.

3.5 Perspectives on rechargeable cathodes

In order to establish the non-aqueous Mg battery as a system, it
is noteworthy that the cathode strongly governs the battery
performance. High energy density of the cathode is an indis-
pensable requirement for Mg batteries to become a reality. To
realize this, two approaches can be generally followed; one is
having a high voltage operation, while the other is having a high
capacity operation. In the latter, despite the fact that either
sulfur or oxygen cathodes have to be truly demonstrated for Mg
battery, they may offer potential high capacity future cathodes.
However, it is expected that these cathodes would have chal-
lenges similar to those encountered in the Li battery system. An
important point would be whether the typical issues present in
the Li—air and Li—sulfur systems could be solved using the Mg
system. Herein, we focus on the cathode materials for high
voltage operation. Generally, oxide-based materials should be
suitable to meet such a request, since oxide-based materials are
theoretically able to show higher redox potential as demon-

strated in lithium-ion batteries. However, in terms of the Mg2*"
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ion mobility, oxide materials currently have the issue of slug-
gish diffusion. This resulted in an overall battery performance
that was not so promising compared to that using the sulfide

materials.

To the best of our knowledge, there have been a couple of key
solutions to overcome this undesirable situation. First is to
discover an appropriate host structure with faster kinetics as
was already discussed above. From the viewpoint of the guest
ion size relative to the host structure, MgZ" as a guest ion does
not have an issue because the ionic radius of Mg2* (0.74 A) is
close to that of Li* (0.68 A). However, when considering the
interaction between the guest ion and the host structure, the
divalent nature of Mg2" jons notably suppresses fast diffusion
observed in the monovalent Li* system, because of the: 1)
tightly bounded attraction between MgZ" and the host and 2)
strong repulsion between MgZ" ions. As a result, sluggish diffu-
sion of MgZ" ions causes poor magnesiation and non-dynamic
situation which means that mobile ions are stuck either in the
diffusion pathway or on the surface. Structural designs that
promote Mg2* ion diffusion is thought to be the best way to
discover promising Mg battery cathodes operating at high
voltage.

Another key challenge is how to control the charge transfer
resistance observed at the cathode/electrolyte interface, which
should become more apparent after the sluggish diffusion issue
is fully overcome. In fact, the charge transfer resistance has
been carefully studied in lithium-ion batteries and was found to
have a significant role that determines the battery performance.
A surface film formed on a cathode active material should allow
for transporting Mg2" ions, but sometimes it may act as a
blocking layer, thus hampering the charge transport. Even
though the solvated Mg?" ions can go through the surface film,
a desolvation process needs to take place before the ions could
migrate inside a host structure. Probably, Mg?" ions would have
a stronger solvation than Li" ions, therefore the charge transfer
resistance is expected to be considerably higher. In a practical
setup, this is an important factor necessary to promote further
magnesiation. As it has been the case for state of art tech-
nologies such as those in lithium-ion batteries, Mg battery elec-
trolytes will also need to be optimized for such high voltage
operation of the cathode. The cathode/electrolyte interface will
have to be considered so as we do not lose the superior electro-
chemical properties especially those for the high voltage cath-
odes.

Finally, for high voltage battery operation, close attention needs
to be paid to the corrosion of the current collectors. In any envi-
ronment having an electrolyte salt (e.g., magnesium perchlorate

and magnesium organoborate) dissolved in an organic solvent,
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the corrosion of current collectors must be suppressed in order
to properly monitor the cathode properties in a battery setup. In
particular, high voltage systems need to be understood in a suit-
able electrolyte environment with wide electrochemical
window. Further progresses in Mg battery cathodes are needed
and should go hand-in-hand with the developments of non-
corrosive and electrochemically stable electrolytes.

Conclusion

Indeed, current state of the art rechargeable magnesium battery
technologies are far from reaching its promised potential, where
several hurdles, particularly resulting from the absence of
appropriate electrolytes and high capacity/voltage robust cath-
odes remain. Nonetheless, we are hopeful that an improved
understanding of the chemistry/physics of these batteries and
future innovative ideas may after all allow for battery engi-
neering and system optimization per application needs. This
may enable commercialization of these batteries, sooner or
later.
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The advantages of liquid fuel cells (LFCs) over conventional hydrogen—oxygen fuel cells include a higher theoretical energy

density and efficiency, a more convenient handling of the streams, and enhanced safety. This review focuses on the use of different

types of organic fuels as an anode material for LFCs. An overview of the current state of the art and recent trends in the develop-

ment of LFC and the challenges of their practical implementation are presented.

Introduction

Fuel cells are considered to be one of the key elements of the
“hydrogen economy”, in which hydrogen generated from
renewable energy sources would be widely used as a clean
energy carrier [1]. They do not produce greenhouse gases and
other pollutants during their operation, and they have a higher
efficiency entitlement (no Carnot cycle limitation) and lower
maintenance (no moving parts) than internal combustion
engines [2]. The total reaction of hydrogen oxidation in a fuel
cell is described by Equation 1 and the cell has an open circuit
potential (OCP) of 1.23 V under ambient conditions.

H, + 1/2 0, & H,0 (1)

There are three major types of hydrogen/air fuel cells differing
in the types of ions (protons, hydroxyl, and oxygen anions)
transported through the membrane (Figure 1). In all cases the
structure of the fuel cell is similar and consists of a cathode and
an anode with a current collector (bipolar plate), a gas diffusion
layer, and a catalyst layer. The electrodes are separated by an
ion-conducting insulating membrane (Figure 1). Bipolar or field
plates separating the individual cells in the stack should have a
high corrosion resistance, good electronic and thermal conduc-
tivity, and be designed to evenly distribute reactants and prod-
ucts. It is worth noting that the bipolar plates have an impact on
the cost structure comparable with the impact of catalytic elec-
trodes [3].
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Figure 1: The electrochemistry and major components of liquid fuel
cells with proton (a), alkaline (b) and solid oxide (c) ion-exchange
membranes.

In a solid oxide fuel cell (SOFC) the electrolyte conducting the
negative oxygen ions (Figure 1c) is usually a rare-earth metal
oxide doped zirconia, e.g., yttria stabilized zirconia (YSZ) or
ceria that operates at high temperature (700-1000 °C). Liquid
fuels may be used directly in SOFCs without reforming. For
example, toluene, n-decane, and synthetic diesel fuel were fed
to a SOFC at 700 °C to generate a power density of about
100 mW/cm? [4]. Recently, a much higher power density (about
600 mW/cm? at 750 °C) has been demonstrated by using a
multi-functional anode and iso-octane as fuel [5]. The main
issue is the formation of carbon deposits on the anode, which is
thermodynamically favorable under the reaction conditions [6].
At these temperatures organic fuels exist as vapors and there-
fore direct organic fuel SOFCs will not be discussed in this

paper.

The most widely used fuel cells are based on proton exchange
membranes (PEM), through which protons are transported
(Figure la). The chemistry of anode and cathode reactions in

the PEM hydrogen—oxygen regenerative fuel cell (RFC) is

Beilstein J. Nanotechnol. 2014, 5, 1399—-1418.

described by Equation 2 and Equation 3, respectively.
Commonly used PEMs are generally based on sulfonated fluo-
ropolymers such as Nafion® 117 [7] that are stable and conduc-
tive up to 85-90 °C. Composite membranes based on both fluo-
rinated and non-fluorinated materials, e.g., polysulfone poly-
mers and inorganic proton conductors are used to achieve
higher operating temperatures and a lower humidity [8]. Solid
inorganic proton conductors (e.g., sintered zirconium phos-
phate) allow for increasing the working temperature up to
150-250 °C [9]. Only platinum group metal (PGM) electrocata-
lysts are stable enough in the low-pH environment of PEMs.
Platinum is the best electrocatalyst for both hydrogen oxidation
reaction (HOR) and oxygen reduction reaction (ORR), but it is
very expensive. To reduce the Pt loading and therefore the cost
for the electrocatalyst, Pt-containing alloys and structured
nanoparticles, e.g., “core—shell” materials with less expensive
metals are being investigated.

H, <> 2H" +2¢” (E° ) V) @
1/20, +2H" +2¢” <> H,0 (EO —41.23 v) 3)

Alkaline fuel cells are based on the transport of hydroxide ions
through an anion-exchange membrane (AEM); the anode and
cathode reactions are shown in Equation 4 and Equation 5, res-
pectively (Figure 2b). They have the advantage of a lower redox
potential for ORR in basic media (Equation 5). First such cells
were developed at GE and used composite electrodes (a Pt
black mixed with Teflon) and an AEM impregnated with 30%
KOH [10]. An advantage of AEM fuel cells is that it is possible
to use non-PGM electrocatalysts while classic PGM-oxide cata-
lysts are less corrosion stable [11]. In general, AEMs have a
lower conductivity and oxidative stability than PEMs [12]. The
lower conductivity may be compensated for by the larger
number of cationic sites, resulting in a high OH™ conductivity
and power density. For example, an alkaline fuel cell utilizing
a poly(vinylbenzyl(trimethylammonium hydroxide)) ion-
exchange membrane showed a conductivity of 0.043 S/cm and
current density of 0.72 A/cm? at 0.6 V. Unfortunately, it was
stable only up to 70 °C [13]. The sensitivity of AEMs towards
nucleophilic attack in the working pH ranges and their reactiv-
ity with CO, from air, which requires a scrubber or a closed

system, limits their application.

Hy+20H” &2M,0+2¢7 (E°=-083V) @)
/20, +H,0+2¢” 200 (E* =+040V) ()
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In general, in fuel cell systems oxygen is supplied by pumping
air through the cathode, and hydrogen is stored on-site. Several
types of hydrogen storage are currently considered: compressed
gas, liquid hydrogen, metal hydrides (thermal release) or chem-
ical hydrides (hydrolysis) [14].

The transportation and use of hydrogen as a fuel is limited by its
physical properties (as the lightest element it has extremely low
volumetric energy density) and safety issues (flammability and
the formation of explosive mixtures with air). Hydrogen trans-
portation is very expensive, therefore only few hydrogen
fueling stations have been built so far, mostly in Europe (about
30) and the US (about 15). Though more fueling stations are
planned, implementation of the hydrogen infrastructure will
require an enormous capital investment. Compressed gas
hydrogen (CGH;) storage in pressurized tanks (350 or 700 bar
for mobile and 120 bar for stationary applications) is currently
considered as the only practical option. It is the simplest
method, which does not require expensive infrastructure and
controls, but the system energy density is low, and there are
safety hazards associated with high pressure and extreme flam-
mability of hydrogen gas. Hydrogen can be stored in liquid
form (LH;) in cryogenic tanks. This method has a higher energy
density than CGH,. However, hydrogen liquefaction requires
substantial energy (up to 30% of the lower heating value) and
there are boil-off losses [15]. Hydrogen can be reversibly stored
in metallic hydrides, e.g., intermetallic phases ABs and AB3
[16], or complex hydrides, e.g., metal borohydrides M(BHy),,
[17]. However, good hydrogen release kinetics and reversibility
are inversely correlated with the storage capacity. Dehydro-
genation of metal hydrides requires substantial thermal energy,
which is technically challenging due to their low thermal

conductivity.

The dehydrogenation of methylcyclohexane to toluene for both
transportation and seasonal hydrogen storage was proposed
20 years ago [18]. Later the less volatile decalin/naphtalene
couple with 7.3 wt % hydrogen content and a density of
64.8 kg-H,p/m?® was also suggested [19]. In these systems, dehy-
drogenation can be done at ambient pressure, the heat transfer is
not challenging, and the generated hydrogen is CO-free. A
feasibility study of these systems showed the production cost of
hydrogen to be $5.33/kg with the ratio energy generated/energy
consumed of about 4 [20]. However, the hydrogen release from
these compounds requires expensive PGM catalysts and high
temperature (280 °C) resulting in large catalytic dehydrogena-
tion reactor space and high cost requirements. The use of
extended m-systems containing nitrogen atoms, such as N-alkyl-
carbazoles [21], enables a reduction in the heat and temperature
of dehydrogenation (up to 200 °C), but the hydrogen content is
lower. If all the heat is generated by the electrochemical oxi-
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dation of hydrogen, the overall system efficiency would be
reduced from 55% to 44% which is still higher than the effi-
ciency of internal combustion engines [22]. Alcohols constitute
another class of liquid organic hydrogen carriers (LOHCs).
Their hydrogen content is lower, but they can be dehydro-
genated to aldehydes or ketones at much lower temperatures
(80-90 °C) although side reactions, such as dehydration, are
possible [23]. The rate of H, generation from LOHCs is high
enough to satisfy the demands of mobile applications, and the
stability of the dehydrogenation catalyst exceeds several
hundred hours [24]. The selectivity of dehydrogenation/hydro-
genation reactions, a very important factor for energy storage,
was reported to be over 99% for different classes of LOHCs and
a promising cycling behavior was demonstrated [23,24]. The
use of LOHCs, such as cycloalkanes, for hydrogen storage
allows for the use of the existing liquid fuel infrastructure with
relatively small modifications. However, in spite of the progress
made in the last years, current technology is not yet close to
meeting the revised targets of the United States Department of
Energy (DOE) [25].

Review

Fuels for liquid fuel cells

Liquid-feed fuel cells can use different types of liquid fuels.
Organic compounds that are liquids at ambient conditions can
be used both neat and in the form of a solution. However, they
are more often used in solution because of their flammability,
toxicity and, most importantly, high crossover rates. Solid
organic and inorganic compounds, e.g., NaBHy, can be used as
a solution. Water is a natural solvent for organic and inorganic
fuels, because it is produced at the cathode side, and it is the
ion conducting medium in the majority of ion exchange
membranes. Some of the proposed organic fuels are produced
from renewable biomass, e.g., ethanol by fermentation of
sugars, glycerol by transesterification of fats and oil triglyc-
erides (biodiesel process), and furfural by hydrolysis of ligno-
cellulose and agricultural byproducts (corncobs, wheat bran,
etc.), which makes them especially attractive. In addition to
individual compounds, mixtures can be used to improve elec-
trode kinetics. Hydrazine, for example, was mixed with formic
acid and methanol for that purpose [26].

In early works on liquid fuel cells several attempts to use hydro-
carbons such as diesel and jet fuel were made. However, elec-
trooxidation of hydrocarbons in low- and intermediate-tempera-
ture fuel cells turned out to be very difficult, and later the
research focus was shifted to the oxidation of methanol in direct
methanol fuel cells (DMFCs). Methanol has a higher energy
density than liquid hydrogen and high theoretical fuel cell effi-
ciency (Table 1). It was proposed as the basis for the “methanol

economy” [27] as an alternative to the “hydrogen economy”
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based on hydrogen gas [1]. Alcohols with higher molecular
weights, which contain C—C bonds, have an even higher energy
density (Table 1) but their electrooxidation in fuel cells is not
complete due to difficulty of activation of the C—C bonds and
yields multiple intermediate products along with CO, [28-30].
Polyoxomethylenedimethyl ethers (CH30(CH,0),CHj;
(n = 1-8)) have been proposed as a fuel alternative to higher
alcohols [31]. They have low vapor pressure and negligible
toxicity, and undergo fast hydrolysis in the presence of acidic
catalysts to release a mixture of methanol and formaldehyde
that is oxidized several times faster than pure MeOH [31].

In addition to alcohols, other organic compounds such as alde-
hydes (e.g., furfural) and acids (e.g., formic acid) may be used
as liquid fuels for fuel cells. They have a high energy density
(Table 1) and solubility in water. Aqueous solutions of sugars
(glucose, sucrose, and lactose) were used in implantable bio
micro fuel cells [32] but their energy density is too small to be
used in large scale applications. Aqueous solutions of some
inorganic compounds containing significant amount of
hydrogen such as ammonia, hydrazine, alkali metal borohy-
drides MBHy4 (M = Na, K) are also used as fuels. Theoretically,

Beilstein J. Nanotechnol. 2014, 5, 1399-1418.

boron-nitrogen heterocycles proposed for hydrogen storage
[33,34] can be used for this purpose.

In most cases the electrooxidation of fuels in fuel cells results in
the formation of thermodynamically very stable and kinetically
inert products. For instance, the electrooxidation of primary
alcohols and formic acid generates CO,, and the oxidation of
hydrazine releases N,. Such products cannot be directly
converted back to starting fuels in a reverse reaction, and their
regeneration requires an off-board multi-step process that is
usually very energy demanding. For example, sodium borate
can be regenerated to NaBH4 via ballmilling with MgH, [35].
Another approach, which is a focus of the “Energy Frontier
Research Center for Electrocatalysis, Transport Phenomena,
and Materials for Innovative Energy Storage”, is to use partial
electrooxidation of LOHC fuels to extract hydrogen (as protons
and electrons) and form a stable dehydrogenated molecule, e.g.,
an aromatic or carbonyl compound (Equation 6) [36,37]. The
overall reaction in the cell is described by Equation 7. The
energy density of these systems is lower than those based on the
full oxidation, but potentially they can be used for energy
storage via electrochemical hydrogenation of the spent fuel

Table 1: Theoretical energy density and fuel cell efficiency for liquid fuels for fuel cells.

fuel anode products number of electrons E% V energy density, Wh/L n, %
neat solution

liquid Hy H,O* 2 1.23 2350 — 83.0
Hy gas (70 MPa) H,O* 2 1.23 1300 — 83.0
formic acid CO;, + Hy,O 2 145 2103 1190 (10 M) 105.6
formate CO;, + H,O 2 145 — 145 (1 M) 105.6
methanol COy + HyO 8 1.17 5897 305 (2 M) 96.7
ethanol CO;, + HyO 12 1.14 6307 9153 M) 97.0
ethanol C,yH40 2 0.95 872 109 (3 M) 89.1
ethylene glycol CyH20, 4 0.87 1652 168 (1 M) 103.7
ethylene glycol (COOH), 8 1.09 4180 546 (2 M) 89.8
ethylene glycol COy + HyO 10 0.87 5800 168 (1 M) 86.0
2-propanol CyH5CHO 2 1.02 695 105(2M) 98.1
2-propanol (CH3),CO 2 1.07 750 114 (2 M) 98.2
glycerol CO;, + Hy,O 14 121 5965 — 95.1
1,4-butanediol C4HgO2 4 113 1361 — 89.9
2,4-pentanediol CsHgO» 4 127 1105 — 111.8
furfural CO;, + Hy,O 10 1.16 3915 — 76.3
cyclohexane CeHsg 6 1.06 1578 — 941
decalin C1oHs 10 1.09 1893 — 93.1
dodecahydro-N-ethylcarbazole Cq4H13N 12 1.18 1715 — n/a
ammonia N2 3 117 — 1704 (35 wt %) 88.7
ammonia borane NH4BO, 6 162 — 655 (2 M) 83.7
hydrazine hydrate N2 4 1.56 4269 873 (4 M) 100.2
sodium borohydride NaBO, 8 164 — 2940 (30 wt %) 934
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(Equation 6 reverse). This approach is much simpler because it
does not require an additional dehydrogenation catalyst nor a
heat exchanger, and it has a higher energy density compared to
hydrogen-on-demand designs that include the thermal decom-
position of LOHCs in a catalytic reactor [38]. The spent (dehy-
drogenated) LOHC fuels can be re-hydrogenated either
on-board (electrochemically) or off-board (electrochemically or
chemically at a central plant). In the latter case, the fuel cells
can be recharged by using the existing infrastructure for the
delivery of liquid fuels.

LH, <> L+nH" +ne” (6)
LH, + n/40, < L+n/2H,0 0

The theoretical open circuit potential (OCP) of electrochemical
cells based on the reaction in Equation 7 is in the range of
1.06—1.11 V if the dehydrogenation product is an aromatic or
carbonyl compound but only about 0.9 V if the product is an
olefin [39]. For practical fuels, this results in theoretical energy
densities of 1600-2200 Wh/L, which are comparable with that
of liquid hydrogen (2540 Wh/L). In addition, the theoretical
efficiency of organic fuel cells is higher than that of hydrogen
(93-95% vs 83%) [39]. The partial electrochemical oxidation of
fuels can also be used to produce valuable chemical products,
e.g., acetaldehyde from ethanol or fine chemicals from glycerol,
along with energy generation (“the chemical co-generation
process”™) [40,41].

Direct hydrocarbon fuel cells

Saturated hydrocarbons are attractive fuels for LFCs due to
their extremely high energy density (9-10 kWh/L for full oxi-
dation), abundance, low costs and the existing infrastructure.
Early works on direct organic fuel cells were aimed at the use of
liquid hydrocarbons (octane, decane, and, eventually, diesel
fuel) as a fuel in phosphoric acid fuel cells. Linear hydrocar-
bons produced a higher current density on a Pt/PTFE anode in
95 wt % phosphoric acid at 175 °C while the addition of
aromatic or branched hydrocarbons increased the anode overpo-
tential [42]. On the other side, the presence of allyl hydrogen
atoms in additives reduced the overpotential. A cell with a
porous Pt/PTFE anode and cathode catalysts running on decane
showed a maximum power density of 21 mW/cm? (O, cathode)
and 17 mW/cm? (air cathode) [43]. The addition of iso-alkanes
to the fuel decreased the cell performance to about a third. Elec-
trooxidation of hydrocarbon fuels in the presence of phosphoric
acid requires a very high Pt loading (50 mg Pt/cm?2), which
makes this approach unfeasible. Lower hydrocarbons, e.g.,
propane [44,45] and cyclohexane [46,47] were used as fuels for
PEM fuel cells but in the vapor form.

Beilstein J. Nanotechnol. 2014, 5, 1399-1418.

Direct alcohol fuel cells

Both monohydric and polyhydric alcohols have been proposed
and used as fuel for LFCs in aqueous solution. The most exten-
sively studied DMFC technology based on the reaction in Equa-
tion 8 has been reviewed in multiple papers [48-56], and will be
discussed here only for comparison properties.

CH;0H +20, — CO, +2H,0 ®)

Thermodynamic analysis of fuel cells based on C{—Cs alcohols
showed that these cells have OCVs that are only 10-100 mV
lower than hydrogen fuel cells but exhibit a higher theoretical
efficiency [57,58]. By combination of parameters such as effi-
ciency, OCV and specific energy, only MeOH and EtOH can
compete with hydrogen as a fuel at temperatures below 75 °C
while in the intermediate temperature range (up to 300 °C)
C,—Cj alcohols are preferred [58].

Direct ethanol fuel cells

Ethanol is a renewable, inexpensive feedstock and as a fuel has
a very high energy density and theoretical cell efficiency if fully
oxidized to CO, and water (Table 1). Therefore, ethanol based
LFCs are considered for mobile applications [59]. However,
breaking the C—C bond is extremely difficult and the CO, yield
is usually low [57]. This has been explained by the higher
energy barrier of the key step of CO formation due to the pres-
ence of surface O and OH species [60]. In acidic media two
reactions (Equation 9 and Equation 10) are dominant. The for-
mation of acetaldehyde occurs at lower potentials (<0.6 V vs
RHE) while acetic acid is produced under consumption of a
water molecule at higher potentials (>0.8 V vs RHE) [61]. The
product of another two-electron oxidation reaction, ethane-1,1-
diol, is formed in substantial quantities when Pt/C is used as a
catalyst and is also present as a minor product in the presence of
bimetallic catalysts [62]. The selective oxidation of EtOH to
ethylacetate, without the formation of CO,, takes place in
sulfuric acid solution at a reduced SO,-treated porous Pt black
anode [63].

C,H;OH — CHyCHO + 21+ 2¢7 (0 =4028 V) (9

C,HsOH + H,0 — CH;COOH +4H "+ 4e~

(EO —1+0.06 V) (10)

The kinetics of ethanol electrooxidation on Pt-based anodes in
acidic media is much slower than that of hydrogen and results
in high fuel cell overpotentials (usually 0.3-0.6V) [64]. This is
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partially compensated by lower ethanol crossover through
acidic membranes and lesser cathode poisoning [65]. PtRu and
PtSn catalysts were much more active than pure Pt [57].
Double-layered anode catalysts consisting of 45 wt % Pt3Sn/C
and PtRu black electrocatalysts showed an improvement of
about 40% in power density (up to 96 mW/cm?) and a higher
yield of acetic acid [66]. The addition of Ni to binary Pd-Sn
alloys increases the electrocatalytic activity [67]. Intermetallic
phases of Pt with In, Sn, Pb, Bi, and As were studied as electro-
catalysts for the oxidation of ethanol [68]. In contrast to its inac-
tivity towards MeOH oxidation, the PtBi phase was electrocat-
alytically active in EtOH oxidation while the PtBi, phase and
other PtM, phases with a ratio Pt:M (M = Sn) different from 1

were inactive [68].

Low overpotentials for the oxidation of EtOH were achieved
with Pt,,(SnO,)/C (n =1, 3, 9) electrocatalysts. A fuel cell using
2 M EtOH, a Nafion® 117 membrane and a Pt/C cathode cata-
lyst reached a peak power density of 127 mW/cm? for n =3 at
100 °C [69]. Acetaldehyde and acetic acid were the major prod-
ucts, and the yield of CO, was below 7%. Acetic acid is not
electroactive under the fuel cell conditions while acetaldehyde
can be used as a fuel although it generates half the power [69].
Addition of acetaldehyde to ethanol impairs the performance of
the fuel cell.

Apart from the development of more active catalysts that are
less sensitive to CO poisoning, another approach is to increase
the operation temperature. To this end, a composite silica/
Nafion® membrane was used at 145 °C to reach a maximum
power density 110 mW/cm? with 1 M EtOH feed [70]. Under
these conditions CO, becomes the major product along with a
smaller amount of acetaldehyde. Contrary, a vapor-fed fuel cell
with H3POy4-doped polybenzimidazole (PBI) membrane and
similar catalysts produced mostly acetaldehyde at a higher
temperature (170 °C) [71,72].

Higher primary alcohols starting from 1-propanol exhibit even
slower kinetics in acidic media and, therefore, are not consid-

ered as promising fuels [71,73].

The operation of alkaline ethanol LFC has potential benefits
compared with PEM LFC including faster kinetics of both
ethanol oxidation and oxygen reduction in basic media and
lower fuel crossover due to a reversed electro-osmotic effect of
anion movement in the membrane. The major product of EtOH
electrooxidation in alkaline solution is acetate (Equation 11)

C,H;OH +50H" — CH;COO +4H,0 +4¢

(EO - 0743 v) an
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The product distribution of electrochemical ethanol oxidation in
basic media depends on the catalyst. A Pt catalyst generates
acetate that converts to ethylacetate at higher EtOH concentra-
tions along with some CO,. Acetate is formed at a Pd catalyst
with very high faradaic efficiency while ethylacetate is the only
product at a Ag catalyst [74]. The addition of a base (NaOH or
KOH) in the concentration of at least 1 M to ethanol solutions is
necessary to provide good conductivity. It was found that for
2 M fuel and 3 M KOH the current density was similar for
methanol or ethanol but the ethanol cell exhibited a
slightly higher voltage [75]. A cell with a non-platinum
HYPERMEC™ (Acta) anode and cathode catalyst and
Tokuyama® AEM using 3 M EtOH and 5 M KOH showed
an OCV of about 900 mV and a peak power density of
60 mW/cm? [76]. Replacing the cathode catalyst with Pd3Au/
CNT increased the power density to 185 mW/cm? [77].

A thermally stable PBI membrane doped with 2 M KOH was
used as AEM in a direct ethanol LFC to expand the operational
temperature range [78]. The cell, equipped with a 45% PtRu
anode catalyst and a 40% MnO,/C cathode catalyst, achieved a
maximum power density of 30 mW/cm? using a 2 M EtOH/2 M
KOH fuel mixture, but the cell performance quickly degraded
(more than 50% after 200 h) [78].

A cell with hydrogen peroxide as the oxidant and a non-
platinum anode showed 44% increase in power density
(160 mW/cm? at 80 °C) compared to a similar cell with an air
cathode [79]. In an innovative cell design proposed by T. Zhao
at el. [80], anode (ethanol in a basic media) and cathode (H,O,
in an acidic media) are separated by a cation exchange
membrane. The cell, equipped with 15 pm Nafion® N211 PEM
and PtNi/C electrocatalysts, reached a peak power density of
360 mW/cm? at 60 °C, which is a substantial increase compared
to the state-of-the-art direct ethanol fuel cells. A high theoreti-
cal OCP (2.52 V) is rendered by both the oxidation of ethanol to
acetate and the neutralization reaction that gives sodium sulfate
as a by-product (Equation 12). Though the highest cell voltage
was measured for a fuel concentraion of 5 M , the cell optimal
performance was reached for 3 M EtOH and 5 M NaOH [80].

CH;H,0H + 5NaOH + 2H,0, +2H,S0,4

— CH;COONa + 2Na,S0, + 8H,0 (12)
Direct isopropanol fuel cells
Isopropanol (IPA) is relatively inexpensive, has a low toxicity
and is miscible with water. Electrooxidation of IPA on different
catalysts in both acidic [81,82] (Equation 13) and alkaline [83-
87] (Equation 14) media has been studied. In both reactions
acetone is the single oxidation product but at high potentials the
formation of CO, was detected [88]. At low current densities,
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the formation of Hj as a result of IPA dehydrogenation on a Pt
catalyst was reported [89]. In acidic solutions only Pt and PtRu
are used as electrocatalysts [81,82], while in alkaline solutions
the catalyst selection is wider. At high pH values Pt is not the
most active electrocatalyst, and Pd is at least at par or even
superior [83,84]. Although Au is less active than Pd and Pt in a
pure form [83], its addition to Pd in the ratio of 1 to 4 increases
the catalyst activity and stability for IPA oxidation [85]. Ni
metal supported on carbon catalyzed the IPA electrooxidation
[28], which was attributed to the formation of surface f-NiOOH
species [87].

CH3;CHOHCH; — CH;COCH; +2H" +2¢”
0 (13)
(£ =+0.13 V)

CH3CHOHCHj +20H —> CH;COCH;+ 2H,0 + 2¢”

(£=-067V) 19

A fuel cell with a Ni/C anode catalyst and a Nafion® 117 PEM
showed a higher OCV for 2 M IPA in water than for MeOH but
the current density was low (about 1 mA/cm?) and the cell
voltage dropped with time [28]. It is noteworthy, that at 80 °C
the Ni/C catalyst was more active than the Pt/C catalyst, but
exhibited a worse fuel cell performance, presumably due to the
catalyst poisoning [28]. The use of PtRu anode catalysts, a Pt
cathode catalyst and a Nafion® 112 PEM resulted in a higher
peak power density (80 mW/cm?2) and relatively low crossover
current (approximately 30% of that for MeOH) [90]. It was
found that the cell performance was best with 1 M IPA at 60 °C
[90]. A similar cell equipped with a sulfonated poly(ether ether
ketone) (SPEEK) membrane using neat IPA as a fuel delivered
97 mW/cm? at 60 °C but a stable performance was observed
only for low current densities (10 mA/cm?) [91]. The crossover
of neat IPA through the SPEEK PEM was about the same as for
the 1 M solution due to lower swelling [91]. A similar LFC
operating on 2 M IPA at 90 °C exhibited a high OCV (0.86 V)
and achieved a peak power density of 128 mW/cm? [89]. The
cell voltage was ca. 200 mV higher, and the electrical effi-
ciency (59%) was 27% higher than that of the cell operating on
methanol. However, the cell performance sharply dropped when
the current density exceeded 200 mA/cm?2, which is attributed to
catalyst poisoning by acetone or products of deep oxidation of
IPA [89].

The use of neat IPA with liquid 5 M KOH electrolyte and
commercial Pt/C catalyst provided a peak power of 22 mW/cm?
[92], which was higher than for a cell with a PtRu catalyst
and a PVA/TiO; membrane using 2 M IPA/2 M KOH fuel
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(16 mW/cm?) [93]. A mixture of methanol and 2-propanol that
has a low electrooxidation onset and higher oxidation current

densities than single alcohols was proposed as a fuel [94].

1-Methoxy-2-propanol was used as a fuel in a PEM fuel cell
showing a high OCV (0.71 V) but the cell performance
degraded faster than with IPA [95].

Direct ethylene glycol fuel cells

The theoretical energy density of ethylene glycol (EG) is
comparable to those of methanol and glycerol (Table 1),
However, the complete electrooxidation of EG to CO, and
H,O, a ten-electron process, has not been achieved [96]. The
electrochemical oxidation of EG on Pt yields a mixture of prod-
ucts: glycolic acid and CO; in acidic media, and glycolate,
oxalate and carbonate in alkaline media [97]. Glycol aldehyde
and oxalic acid were also detected in HC1O4 solution [98]. The
catalyst is poisoned by intermediates that have been identified
as CO-like species [99]. The electrochemical oxidation of EG
on Pt—Sn catalysts is a four-electron process, which corre-
sponds to the formation of glycolic acid, a major product deter-
mined by chromatography (GCMS) [100].

An acidic EG fuel cell using a 100 um nanoporous proton-con-
ducting membrane and a Pt—-Ru anode catalyst demonstrated a
peak power density of 300 mW/cm? for the anolyte containing
2 M EG and 3 M H,SOy4, which was higher than a cell with a
Nafion® 115 membrane [101]. Replacing the sulfuric acid with
triflic acid decreased the anodic overpotential and increased the
maximum power density to 320 mW/cm? at a lower acid
concentration (1.7 M) [102]. In a 10-cell stack with the same
membrane fed with 0.5 M EG in 1.7 M triflic acid solution, the
power density was 120 mW/cm? and two major by-products
(glycolic and oxalic acids) were identified [103]. Discharging
without EG feeding consumed the by-products almost
completely; this shows the possibility of a complete EG oxi-
dation to CO, [103].

A basic EG fuel cell with a 28 um Tokuyama AEM was tested
with a PANi/C anode catalyst and a non-Pt cathode catalyst at
different concentrations of EG (0.5-3 M) [104]. It was found
that 1 M EG was the optimal EG concentration. The maximum
power density reached with 7 M KOH was 67 mW/cm? at
60 °C [104]. The use of an alkali-doped polybenzimidazole
membrane resulted in the increase of the maximum power
density for the same fuel composition to 80 mW/cm? (at 60 °C)
and 112 mW/cm? (at 90 °C), which was 2—3 times higher than
for the same cells fueled with MeOH and EtOH [105]. An
interesting concept of an EG fuel cell using a LaSr3Fe301
ceramic disk as a membrane and ORR catalyst was demon-
strated in a cell with 10 wt % EG, 10% KOH and FeCoNi/C
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anode catalyst to give oxalic acid as a major product
(Equation 15) and a power density of 27 mW/cm? [106].

HOCH,CH,0H +80H™ — (COOH), +6H,0 +8¢"

(EO —0.69 V) (1

Direct glycerol fuel cells

Glycerol as a nontoxic fuel for fuel cells was proposed in 1964
[107]. Glycerol is the major product in biodiesel production by
transesterification of plant oils and animal fats. Although it is
used as a raw material in the chemical industry and animal feed,
its market is saturated thus limiting the expansion of biodiesel
[108]. Having a high energy density (Table 1), glycerol is a
promising fuel. However, as in the case of other C, and higher
alcohols, the total oxidation has not been demonstrated.

The electrooxidation of glycerol in acidic media on a Pt/C elec-
trode gives a mixture of products with glyceraldehyde as the
major one. The addition of bismuth as a saturated solution redi-
rects the reaction towards 100% selective formation of dihy-
droxyacetone [109]. The bulk electrolysis of glycerol in 0.1 M
NaOH on Ni/C and NiCo/C anodes gives formate, glycolate and
glycerate as major products [110]. The electrooxidation of gly-
cerol on the Au/C anode in alkaline LFC yields predominantly
salts of tartronic, glyceric, mesoxalic and oxalic acids with a
faradaic efficiency of 53—-58% [111]. The electrooxidation of
glycerol on an optimized Ru—Ni catalyst was 3—4 times faster
than the oxidation of ethanol [112].

A direct glycerol fuel cell fed with glycerol (1 M) in KOH
(4 M) using a polybenzimidazole (PBI) membrane impregnated
with KOH and PtRu/C and Pt3Sn/C anode catalysts showed a
peak power density of 18 mW/cm? at 60 °C, which decreased as
the temperature increased to 90 °C [113]. Pd-based electrocata-
lysts showed a much higher activity than Pt-based ones, e.g.,
PtRu, which is widely used in DMFCs [114]. An active alka-
line fuel cell running on 5% glycerol and using Pd catalyst
supported on multi-wall carbon nanotubes generated
80 mW/cm? peak power at 80 °C. The product mixture included
formate and carbonate [114].

The use of crude glycerol from the biodiesel process in an AEM
fuel cell has been reported [115]. The use of dealloyed PtCo
nanoparticles on a carbon nanotube support surface in such a
cell allowed for a peak power density of 268.5 mW/cm? at
80 °C with the anode catalyst loading of 0.5 mg Pt/cm? [116].

Fuel cells with other oxygenated fuels
Abundant and energy dense sugars are natural fuels for bio

(microbial or enzymatic) fuel cells using whole cells or isolated
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redox enzymes to catalyze the oxidation [117]. These cells
demonstrate very low power densities and will not be discussed
in this paper. PGM catalysts exhibit low catalytic activity in
electrooxidadion of carbohydrates. The oxidation of glucose in
1 M KOH in alkaline liquid fuel cells with a PtRu electrocata-
lyst generates gluconic acid (two-electron process) and 1.
4 mW/cm? peak power [118]. The use of a Pt/C anode with a
cobalt phthalocyanine cathode in an alkaline cell with a
Tokuyama membrane provided a maximum power density of
2.3 mW/cm? in 0.5 M glucose/0.5 M KOH solution [119].
Increasing the KOH concentration to 7 M, in combination with
a PdNi anode and a non-platinum HYPERMEC™ cathode
(Acta), resulted in a substantial increase in power density to
38 mW/cm? at 60 °C [120]. Sorbitol and xylose were also used
as fuels but demonstrated slightly slower kinetics [121,122].
The performance of the fuel cells with carbohydrate fuels
significantly decreased with time, which was partially attrib-
uted to sorbitol and glucose crossover-poisoning the Pt/C
cathode [121].

L-Ascorbic acid (AA, also known as vitamin C) has been
proposed as a fuel for liquid-fed fuel cells because it is benign,
renewable, inexpensive, and highly soluble in water (330 g/L)
[123]. PGM catalysts are not necessary for the anodic oxidation
of AA, e.g., a polyaniline-based anode produced 4.3 mW/cm? at
70 °C with liquid fuel of I M AA in 0.5 M HpSOy4 [124]. The
use of treated carbon black (Vulcan X72) produced a four-fold
increase of the peak power density [125]. Dehydroascorbic acid
was the only electrooxidation product detected [125], which
sets the theoretical energy density of 110 Wh/L at the maximum
concentration in water. The acidic nature of AA as a fuel
reduces its crossover through acidic membranes. Unfortunately,
the low power of such fuel cells makes them useful only to
long-term portable or implantable applications.

Direct formic acid fuel cells

Formic acid has a high OCP (Table 1), and the fact that it is
liquid at room temperature and non-toxic in diluted solutions
makes it an attractive fuel candidate [126]. The crossover flux
of formic acid through PFSA membranes is less than that of
MeOH [127], which allows for the use of much higher concen-
trations (10x%). It results in higher energy densities compared to
DMEFC in spite of the higher theoretical energy density of
methanol (Table 1). Electrooxidation of formic acid is described
by Equation 16. A parallel undesirable reaction pathway leads
to the formation of adsorbed CO species, which are then
oxidized to the final product, CO, [128]. All known anode elec-
trocatalysts contain Pt or Pd, though the pure metals cannot be
used due to surface poisoning with CO. It was shown that add-
ition of Ru (up to 50 mol %) decreases the quasi-steady-state

level of adsorbed CO [128]. Replacement of ruthenium with
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gold in the bimetallic catalyst increases catalytic activity that
results in higher cell voltage [129]. A series of intermetallic
phases of Pt with In, Sn, Pb, Bi, and As was identified as
promising electrocatalysts for oxidation of formic acid with
PtBi, being the most active [68]. The use of a PtyMo alloy
increases the reaction rate by more than one order of magnitude
compared to pure Pt supposedly due to the formation of hydrous
molybdenum oxide that reduces the surface poisoning by
adsorbed CO [130].

HCOOH —> CO, +2H" +2¢~ (EO - 022 V) (16)

Palladium-based electrocatalysts deliver higher power densities
compared to platinum-based ones. Fuel cells with a Pd black
anode catalyst and 3 M HCOOH reached a peak power density
of 375 mW/cm? at 50 °C [131]. The power density is inde-
pendent of the formic acid concentration up to 10 M, which
allows for high energy densities (Table 1). Unfortunately,
limited life-testing data indicates that the catalyst deactivates
within several hours, and the rate of deactivation increases with
the acid concentration. However, the loss of activity is revers-
ible, and it can be restored by pulsing the potential [131]. In
contrast to Pt, the addition of a second component (Ru, Au)
decreases the catalyst performance of Pd black [132]. The use
of a Pd/C catalyst results in lower power densities
(145-170 mW/cm? depending on the loading), but a more stable
performance [133]. The alloying of Pd with Sb [134] and Bi
[135] in carbon-supported catalysts increased the power density,
which reached 260 mW/cm? for Pd—Bi/C catalyst with 5 M
HCOOH. A similar effect was achieved by deposition of
bismuth on the Pt nanoparticles by irreversible adatom adsorp-
tion [136]. It was claimed that the addition of Ni to Pd/C
improves the catalyst performance and stability [137]. Different
type of supports have been tried to replace traditional carbon
support, e.g., Vulcan XC-72. The addition of more corrosion-
resistant ZrC to XC-72 carbon (1:1) provided a narrower
particle size distribution and a better dispersion on the surface
and resulted in a higher activity during formic acid oxidation
[138]. Nanocomposite-based on Pd/MnO,/nanolamella-
graphene sheets showed an activity that was about six times
higher than that of a traditional Pd/C catalyst [139]. Although
the peak power density for supported Pd-based catalysts is
lower than for Pd black, the palladium utilization and specific

power density (mW per mass unit) are much higher.

The flux of formic acid across Nafion® membranes increases
with concentration. It is only about half of that of MeOH, but
the resulting crossover current is much lower (by about a factor
of 6) due to the smaller number of participating electrons (8 vs

2, compare Equation 8 and Equation 16) [140]. Due to their
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high power density, low crossover and an the insufficient
stability of the electrocatalysts, the development of direct
formic acid fuel cells currently targets small scale portable
applications including microcells [126].

The electrooxidation of the formate anion in alkaline media
(Equation 17) combined with ORR reaction (Equation 5) is
used in a formate alkaline fuel cell [141]. A fuel cell equipped
with an AEM demonstrated a high OCV (0.93 V) and a high
peak power density (125 mW/cm? for a 1:1 mixture of KCOOH
and KOH at 60 °C). It was shown that the formate oxidation
reaction does not depend on the pH value in a range between
pH 9 and 14, so formate fuel can be used without added
hydroxide [142]. However, the power density increases with the
KOH concentration and drops substantially without the base. A
concentration of 1 M KOH seems to be optimal [141]. This
limits the energy density of this system (Table 1). The increase
of the working temperature to 120 °C and of the KCOOH
concentration to 6 M in a similar cell with a Ag cathode cata-
lyst resulted in higher power density (160 mW/cm?) [143].
Alkaline media is favorable for faster electrooxidation kinetics
of the formate anion, and formate salts are non-hazardous and
easy to transport. However, the reaction (Equation 17) gener-
ates alkaline metal carbonates as a waste, which decreases the
attractiveness of this approach.

COOH ™ +30H —C0;> +2H,0+2¢~ (EO =-1.05 V) (17)

The mixture of formic acid and formate was proposed as a fuel
for a direct fuel cell [144]. In the presence of formate the oxi-
dation potential of formic acid was shifted in the negative direc-
tion and the oxidation current increased. In this case only

formic acid was oxidized.

Inorganic fuel cells

Direct ammonia fuel cells

The nitrogen hydrides, ammonia and hydrazine, are attractive
fuels for direct fuel cells because potentially they can be cleanly
oxidized to water and nitrogen [145,146]. Ammonia cannot be
used directly in acidic PEM fuel cells due to a sharp drop in
membrane conductivity (ammonium salt formation) and cata-
lysts poisoning [147]. In an early work, a fuel cell using
aqueous potassium hydroxide and PTFE-bonded Pt black
supported on graphite electrodes, combined with an air cathode,
demonstrated power densities of 50 mW/cm? at 0.5 V at 120 °C
[148]. A fuel cell with a Cr-decorated Ni anode, a MnO,/C
cathode, and an Amberlite—based membrane using 35%
ammonia solution showed a peak power density of about
9 mW/cm? at room temperature, which was nevertheless higher

than that for hydrogen fuel under the same conditions [149].

1407



The main challenge of direct ammonia fuel cells is the develop-
ment of robust anode electrocatalysts. It was found that PtRu/C
is much more active than individual metals but still achieves
only current densities below 30 mA/cm? [150]. Accumulation
of adsorbed nitrogen species on the catalyst surface causes cata-
lyst degradation. Another drawback of these cells is the
ammonia flux through the anion exchange membrane [150].

Direct hydrazine fuel cells

The concept of a direct hydrazine fuel cell was developed in the
1960s [151,152]. Hydrazine can be electrochemically oxidized
as the hydrazonium cation NoHs" in acidic and neutral (due to
hydrolysis) media (Equation 18) or as a neutral molecule in
basic solutions (Equation 19). The overall cell reaction gener-

ates only nitrogen and water, with a standard OCP of 1.56 V.

N,H* > N, +5H" +5¢” (EO - 033 V) (18)
N,H, +40H™ >N, +4H,0 + 4~ (EO —_1.16 V) (19)

Theoretically hydrazine fuel has a very high energy density
(Table 1) but the need to use diluted solutions limits the energy
density, e.g., to 340 Wh/L for 10 wt % hydrazine hydrate solu-
tions used in a PEM fuel cell [153]. A cell with 60 wt % Pt on
carbon catalyst and Nafion® 117 membrane showed a high
OCV (about twice as high as with MeOH) but the higher
internal resistance limited the power density to about
100 mW/cm? [153]. It was found that the catalytic decomposi-
tion of hydrazine on Pt generates both hydrogen and ammonia
(via two different pathways), which reduces the OCV. In add-
ition, a substantial flux of hydrazine and ammonia through the
PEM, causing degradation of the cathode, was observed [153].
These issues shifted the research focus exclusively to alkaline
hydrazine fuel cells in the subsequent years [154].

The search for hydrazine oxidation electrocatalysts is compli-
cated because of the competing reactions leading to a decompo-
sition of hydrazine, which are catalyzed by the same catalysts
[155]. Platinum in alkaline media is less active than Ag, Ni and
Co, and this opens a pathway to PGM-free fuel cells [156]. The
activity of Ag and Pd nanoparticles on carbon was comparable
[157]. Nickel-Obased electrocatalysts are the most active for
hydrazine oxidation. An alloy with the composition Nig ¢Cog 4
was about 6 times more active than the pure Ni catalyst [155].
The design space of binary Ni-M (with M = Mn, Fe, Zn, La)
and ternary Ni-Mn-Fe and Ni—Zn-La compositions was
explored by using the combinatorial approach. The compos-
itions Nig g7Zng 13 and Nig gLag | prepared by spray pyrolysis
were the most active showing power densities of 486 and
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459 mW/cm?, respectively [158]. The enhanced electrocat-
alytic performance of the latter may be explained by the forma-
tion of a LaNis coating on the surface [159]. More than 2000 h
of continuous operation at 70% efficiency were demonstrated
with a cell with a nanotextured Cu—Ni anode, although with a
low current density (14 mA/cm?) [160].

The use of hydrogen peroxide as an oxidant (Equation 20) in a
direct hydrazine fuel cell fuel cell delivers a high OCP (2.13 V),
which can be even higher when the anode is basic and the
cathode is acidic. Thus, a cell, with Ni-Pt/C anode and Au/C
cathode catalysts, 10 wt % hydrazine/15 wt % NaOH anolyte
and 20 wt % hydrogen peroxide/5 wt % H;SO4 catholyte, had a
high OCV (1.75) V and showed a very high peak power density
(1.02 W/em? at 80 °C) [161]. A higher temperature improves
the performance of the cathode but has little effect on the anode
[161]. An electrocatalyst consisting of dealloyed nanoporous
gold leaves demonstrated activities toward both hydrazine oxi-
dation and hydrogen peroxide reduction that were about 22
times higher than a commercial Pt/C electrocatalyst at the same
loading [162].

Hy0, +2H +2¢” 5 2H,0  (E°=176V) (o)

In an attempt to increase the conductivity and stability of the
AEM, a composite membrane of a hydroxyl conducting quater-
nary ammonium polymer confined in a pre-treated PTFE matrix
was prepared through in situ polymerization. It had a conduc-
tivity of 0.049 S/cm at room temperature, which resulted in a
peak power density of 110 mW/cm? [163].

The main drawback of direct hydrazine fuel cells is the high
toxicity of NoHy and its derivatives [164]. Less toxic hydrazine
derivatives such as carbohydrazide (N,Hj3),CO have been
proposed to solve this issue [165]. Carbohydrazide has 71% of
the capacity of hydrazine, it is miscible with water, and it can be
electrochemically oxidized in the presence of inexpensive

cobalt porphyrines [165].

Direct borohydride fuel cells

The high OCP and energy density of direct fuel cells with
anodes that contain borohydride (tetrahydroborate, BH4 ") salts
make them attractive for portable applications and stimulated
recent research in this area [166,167]. Only borohydrides of
alkali metals (except Li) are stable towards hydrolysis at high
pH values. Electrooxidation of the borohydride anion in alka-
line media is an eight-electron reaction (Equation 21). When
coupled with ORR (Equation 5, net reaction in Equation 22),
the theoretical cell OCP is very high, about 400 mV higher than
the OCP of a fuel cell with a hydrogen anode (Table 1).
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However, the observed OCV of the direct borohydride fuel cell
is much lower, presumably because it is a mixed potential of the
reaction in Equation 22 and the thermodynamically favorable
reaction in Equation 4, in which hydrogen is generated by the
competing hydrolysis of borohydride (Equation 23) [166]. If
hydrogen is oxidized fast, e.g., by using active porous elec-
trodes, the total number of transferred electrons is still eight as
was shown by rotating disk electrode experiments on an Au
electrode [168].

BH, +80H™ — BO, +6H,0+8¢" (EO —-1.24 V) @1

NaBH, +20, — NaBO, +2H,0 (22)

BH,™ +H,0 — BH;OH +1/2H, 23)

The electrooxidation of borohydride anions is a multi-step elec-
tron transfer process with competing parallel chemical reac-
tions, and its mechanism is not fully understood [169]. The
number of electrons removed from the BH,™ ion depends on the
anode electrocatalyst, the concentration of sodium borohydride
and the ratio [OH ]:[BH4 ]. For a ratio of about 4.4, the reac-
tion is described by Equation 21, while for lower ratios the reac-
tion in Equation 23 takes place predominantly, which leads to a
decrease in the number of electrons [170]. It was shown that on
a Pt/C catalyst the borohydride anion is oxidized by an eight-
electron reaction at concentrations below 1.5 M, and by a six-
electron reaction under Hj evolution at concentrations above
2 M at a more negative electrode potential (—1.38 V) [171]. The
electrode potential increases even further (E®=-1.65V) fora
four-electron reaction but this increase does not compensate for
the loss of capacity [172] Non-PGM cathode catalysts for direct
borohydride fuel cells based on Ni, Co and Mn oxides show
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activities comparable or sometimes higher than conventional
Pt/C, with LaNiO3 being the most active [173].

Charge neutrality during electrooxidation of BH, ™ ions (Equa-
tion 21) can be achieved in two ways: (1) by the movement of
cations (Na™) across a cation exchange membrane (CEM)
(Figure 2b,c), or (2) by the movement of anions (OH™) across
an anion exchange membrane (AEM) (Figure 2a). Therefore
two basic designs using CEM and AEM are known in the litera-
ture [166,167]. AEM-based designs offer simpler processes
where borohydride, borate and alkali metal ions are confined in
the anode compartment, stabilizing the pH of the anolyte.
However, AEMs are not stable in concentrated alkali especially
at elevated temperatures [12,13]. Another issue of direct boro-
hydride fuel cells with AEMs is crossover of BH, ™ ions to the
cathode, which substantially reduces the cell efficiency and
poisons the cathode catalyst.

A fuel cell with a Laves phase AB;, Zr—Ni based alloy and Pd/C
as the anode catalyst, a Nafion® NRE-211 membrane and Pt/C
as the cathode catalyst delivered a power density of
290 mW/cm? at 60 °C [172]. The NaBH, utilization was only
51% but increased with lower temperatures. Combining a boro-
hydride electrolyte with a mixed anode (Zn + LaNiy4 7Alg 3) and
a MnO; cathode catalyst allowed for an increased cell capacity
(up to 1800 mA/g for the anode) and an increased peak power
compared to a Zn/air cell [174].

Replacing the ion exchange membranes with a fiber separator
made of inexpensive polymer materials (polypropylene or
polyamide) and allowing the free movement of all ions resulted
in substantial increase in the power density compared to
Nafion® CEMs. A cell with non-PGM catalysts (LaNiO3 in the
cathode and Co(II) oxide in the anode) delivered a peak power
of 663 mW/cm? at 65 °C [173].

8e 8e 8e , 8e 2e, 2¢e
NaBO, 20, NaBH, 4 H,0, RR'CHOH % 0, +H,0
+ 6 H,0 '+ 4H.0 +8NaOH\ +2 NaOH
NaBH, _ NaBO, / 8OH  RR'C=0 / 2 0H
+8OH 8O0H" L 6H,0 > +2H,0 >
+ 8 Na* » 8 NaOH + 2 Na* » 2 NaOH
a b C

Figure 2: The electrochemistry of a borohydride liquid fuel cell with hydroxyl (a) and cation (b) exchange membranes and an alcohol fuel cell with

cation exchange membrane (c).
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Another promising modification of the direct borohydride fuel
cell is an all-liquid cell with hydrogen peroxide cathode. The
standard electrode potential of the H,O, cathode is 530 mV
higher than that of the oxygen cathode, with a similar depend-
ence on the pH value. A cell based on the reactions in
Equation 21 and Equation 24 has a high OCP (2.14 V) and a
high theoretical energy density (2580 Wh/kg), as well as a
simpler heat management compared to fuel cells with gas elec-
trodes. The charge is balanced by the transport of Na* ions
across a CEM.

H,0, >20H 426" (E°=095V) @4

The all-liquid direct borohydride cell with a mischmetal
MmNij 55Al 3Mng 4Co( 75 anode and a 60 wt % Pt/C cathode
catalyst showed a peak power density of 350 mW/cm? at 70 °C
when fed with 10 wt % NaBHy in 20 wt % NaOH to the anode
and 15 wt % H,0; (pH 0) to the cathode [175]. The cell voltage
at maximum power was 1.2 V and decreased with increasing
catholyte pH value. Therefore, to obtain a steady cell perfor-
mance it is necessary to maintain a high pH in the anolyte and a
low pH in the catholyte, thus consuming also a base and an acid
(Equation 25) [175]. The cell performance was optimized with
8 wt % NaBHy in the anolyte and with 2 M H,O; in 1.5 M
H,SOy in the catholyte [176]. A similar composition of fuel
(10 wt % NaBHy in 20 wt % NaOH, 15 wt % H,O, in 1 M
sulfuric acid) produced 410 mW/cm? at 80 °C [177].

NaBH4 +8NaOH + 4H202 + 4stO4

25
4 NaBOz +14H20+4N32SO4 ( )

The sputtering of metals on a carbon cloth provides well-
dispersed nanoscale particles with high catalytic activity
resulting in a peak power density of 680 mW/cm? at 60 °C, with
Pd and Au as anode and cathode catalysts, respectively [178].

Direct ammonia borane fuel cells

Ammonia borane NH3BH;3 (AB) has 19.6% hydrogen, is easily
soluble in water and reasonably stable towards the hydrolysis in
the absence of catalysts, which makes it a promising fuel for
liquid-fed fuel cells [179]. AB is electrochemically oxidized
in alkaline media to environmentally benign products (Equa-
tion 26). An AB fuel cell has OCV 1.616 V and theoretical
specific energy 2113 Wh/kg at the maximum concentration. In
practice, solutions containing a base have a lower specific
energy, of about 30% of the theoretical value (Table 1). In prin-
ciple, ammonia, one of the products of the reaction in

Equation 26, can be oxidized in alkaline media [146] thus
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increasing the cell capacity. However, the large potential diftfer-
ence (450 mV) and slow kinetics make this difficult.

NH;BH; +60H™ — BO,™ + NH," +4H,0+6¢” (26)

Similarly to sodium borohydride, the hydrolysis of AB
decreases the cell voltage and coulombic efficiency [179]. A
fuel cell using 46.6 wt % Pt on Vulcan XC-72 reached a
maximum power density of 185 mW/cm? [180]. Gold electro-
catalysts having low activity towards hydrolysis turned out to
be more efficient catalysts than platinum. Thiourea, a known
hydrogen evolution inhibitor, was also used as an additive to
increase the coulombic efficiency [181]. Nanoporous gold elec-
trodes prepared by extracting Ag from an AgAu alloy catalyze
the oxidation of AB at a potential more negative by 280 mV,
and current densities 5 times higher than those obtained with a
pure Au disk electrode [182]. It was found that smooth Cu
metal is as good an electrocatalyst as Pt nanoparticles for the
oxidation of AB [183]. Nanostructured Cu with petal-like struc-
tures possessed a much higher electrocatalytic activity and
when used as an anode in a fuel cell with a commercial air
cathode provided a power density of about 1 W/cm? with an
OCV of 1.26 V at room temperature [183].

The recent development of inexpensive Cu electrocatalysts is a
substantial progress towards the use of AB as a fuel in practical
fuel cells. However, there are a number of issues to be solved
including low efficiency due to hydrolysis, fuel and products
crossover, product crystallization in MEA and the high cost of
AB. Although a one-pot method for the conversion of the
thermal decomposition products of AB back to AB by a treat-
ment with hydrazine was recently developed [184], the regener-
ation of AB from borate will remain a complex multi-step
process including the formation of NaBH4. Therefore, there are
serious doubts that AB fuel cells would be more practical than
the more simple borohydride fuel cells, which have a higher
energy density [185].

Regenerative organic fuel cells

The direct use of organic hydrides in LFCs as virtual hydrogen
carriers that generate stable organic molecules, protons and
electrons upon reversible electrooxidation (Equation 6 direct
and reverse) could provide an attractive alternative to hydrogen
gas or metal hydride storage coupled with conventional
hydrogen-air fuel cells [36,37]. The overall reaction is described
by Equation 7.

This ‘virtual hydrogen’ scheme proposed by the Energy Fron-
tier Research Center for Electrocatalysis, Transport Phenomena,
and Materials, which was funded by DOE and is led by General
Electrics (GE) avoids the release of hydrogen gas thus
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by-passing issues associated with hydrogen storage, transporta-
tion and safety. Compared to a hydrogen-on-demand design that
includes thermal decomposition of organic hydrides in a
catalytic reactor [38], this approach is much simpler, does not
require additional dehydrogenation catalysts, heat exchangers
and has higher energy density [36,37].

This concept of regenerative fuel cells (RFC) was demon-
strated for vaporized organic fuels such as cyclohexane/benzene
(OCV =920 mV) [186] and isopropanol/acetone (OCV of the
cell =790 mV) [46] couples by using a Pt/C electrocatalyst. The
power density was low (15 and 78 mW/cm?, respectively) but
may be improved by Pt alloying, e.g., with Ni [47]. An attempt
to use a neat liquid fuel (NV-ethyldodecahydrocarbazole, dodec-
ahydrofluorene) while using a PtRu catalyst resulted in a high
OCV but very low current density [187]. Therefore, the devel-
opment of effective and selective electrocatalysts for liquid
organic fuels and compatible PEMs remains a major challenge.

A concept of a thermally regenerative fuel cell has been
proposed by Ando et al. [188,189]. In this approach power is
generated by electrochemical hydrogenation of acetone to IPA
at the positive electrode and the dehydrogenation of IPA at the
negative electrode by using low-grade heat. In another version,
hydrogen that is generated through the thermal catalytic decom-
position of IPA (Equation 27) serves as a proton source in the
reactions in Equation 2 and Equation 13 (reverse) [188]. The
OCV of cells based on the reaction in Equation 27 with
Nafion® 117 PEM was close to theoretical but the voltage
sharply decreased with the current density showing a peak
power density of only about 650 pW/cm?2 [188]. When IPA was
used as hydrogen source, the cell power was very low (less than
20 mW). The cell efficiency peaked at IPA concentrations of
50-70%. The hydrogenation of acetone at the cathode was the
rate-determining reaction. Replacing the PtRu/C electrocatalyst
with PdRu/C or PdFe/C [190] or addition of sulfuric acid to the
catholyte [191] increased the cell OCV by a factor of 2 to 4.
The electrochemical hydrogenation of acetone dissolved in
water and cyclohexane in a polymer electrolyte reactor showed
that hydrogen evolution was a competing reaction with a similar
reaction rate [192]. In a cell with a PtRu catalyst and a Nafion®
117 PEM, a maximum rate and current efficiency was achieved
at an acetone concentration of about 3.5 M [193]. Increasing the
cell temperature increases the reaction rate and current effi-
ciency (up to about 60%) [193].

CH3CHOHCH3 <> CH3COCH3 + H2 (27)

These reactions were successfully implemented in a vapor-fed
IPA-based fuel cell with an air cathode [46,194], and they could
be used potentially in a RLFC.
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Current trends and outlook

Fuel cell design

There are three major types of low temperature LFCs based on
the type of ion exchange membrane: proton exchange (PEM),
cation (alkali metal) exchange (CEM) and anion (hydroxyl)
exchange (AEM). Recently, novel concepts of two layered
(acidic—basic) [80] and three layered (basic—acidic—basic) [195]
membranes have been proposed. PEM LFCs dominated in the
literature but recently AEM LFCs got more attention [196]. In
alkaline media the alcohol fuel oxidation rate is higher, and the
overpotential for the ORR is lower [197]. In addition, OH™ ions
and fuel molecules move in the opposite direction in an AEM,
therefore potentially reducing the fuel crossover rate. However,
these advantages are offset by the low conductivity of AEMs (at
least an order of magnitude lower than that of PEMs) and by
their lower stability [198]. Direct comparison of LFCs running
on MeOH, EtOH and iPrOH in alkaline (0.5 M KOH) and
acidic (0.1 M HCI10Oy,) solutions with Fumapem® FAA-2
(FumaTech) and Nafion® 115 (DuPont) membranes, respect-
ively, while using the same PtRu catalyst showed that despite
their higher current densities in alkaline solutions, the peak
power density of the acidic cells was more than one order of
magnitude higher than that of alkaline cells [199]. In a
membrane-less fuel cell based on laminar flow, which is consid-
ered for small-scale portable applications, the OCV and current
density was indeed higher in alkaline media (but still low
compared with the AEM cell design) [200]. Noteworthy, for
ethanol LFCs with an air cathode the highest power density was
reached with an AEM [77]. Unfortunately, the conductivity of
AEMs cannot be increased by operating at higher temperatures
because of the low chemical stability of these membranes
towards bases. Another disadvantage of alkaline LFC, espe-
cially targeting the full oxidation like DMFC, is the formation
of alkali metal carbonates and bicarbonates that crystallize in
the electrolyte-filled pores thus blocking the ion transport.
However, only AEMs could be used with nitrogen and boron
hydride fuels. DMFC with a sodium conducting CEM
(Nafion®) have been proposed, but they showed very low
power densities (9 mW/cm?) [201]. Recently, a cell using 2 M
EtOH in 2 M KOH with a KOH-modified Nafion® 112
membrane and a PtRu anode catalyst showed a peak power
density comparable with ethanol-powered LFCs with Nafion®
PEM [69], PBI/KOH [78] and Tokuyama [77] AEMs. Even
better performance was demonstrated for a LFC running on 3 M
EtOH in 5 M NaOH with a NaOH-modified Nafion® 112
CEM, a PdNi/C anode catalyst and a FeCo HYPERMEC™
cathode catalyst [202]. Compared to the analogous cell with a
Tokuyama A201 AEM it showed a higher power density (135
vs 115 mW/cm?) and a stable discharge behavior at 90 °C
[202]. This finding opens a possibility to run alkaline LFCs at
higher temperatures. The formation of a base at the cathode of
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CEM LFCs is an issue that needs to be solved (for example by

recycling the base to the anode).

Although oxygen is easily obtained from the atmosphere and
there is no need for oxidant storage, sluggish kinetics of the
ORR prompted search for a fuel cell cathode with better
kinetics. Hydrogen peroxide cathodes allowed for the highest
power densities for LFCs (vide supra). A bromine cathode has a
much smaller overpotential compared to O, and is used in
hydrogen—bromine fuel cells [203]. Another liquid cathode
comprising a water soluble oxidant, e.g., iron [204] or vana-
dium [205] complexes and a catalyst such as a polyoxometalate
was proposed by ACAL Energy. The reduced catholyte is reoxi-
dized in a separated regeneration unit by air oxygen, which

serves as the ultimate oxidant.

Electrocatalysts

The anodic oxidation of fuels in LFCs remains the main chal-
lenge. Known anode electrocatalysts for LFCs are either too
expensive or have low activity, and chemical and thermal
stability, or are not selective enough. Pt is the most active elec-
trocatalyst known for oxidation of organic fuels, but it is
poisoned by reaction products. To overcome these shortcom-
ings, several approaches are currently investigated, including
decreasing the high loading of PGM metals (e.g., by increasing
the dispersity or by the use of core—shell structures) or replacing
platinum with less expensive PGMs (Pd) or base metals (in
alkaline LFCs), while adjusting the electronic structure by
adding adatoms, alloying, and using active or constraining
supports.

In PEM LFCs the alloying of platinum with other metals, such
as Sn, Ru, Ni, Co, etc. leads to more stable catalysts for alcohol
oxidation with Pt—Sn alloys being the most active [206]. In
alkaline media, an unsupported PdInj catalyst synthesized by
the sacrificial support method had an increased surface area
(40 m%/g) and demonstrated a very high activity in the oxi-
dation of ethylene glycol and glycerol [207].

The anode catalyst support may play an important role. Pd
nanoparticles supported on a Ni-Zn phase on carbon showed an
excellent electrocatalytic activity in the oxidation of ethylene
glycol and glycerol with peak current densites of 3300 and
2150 A/g Pd, respectively [208]. A Pd catalyst supported by
multi-wall carbon nanotubes (MWCNT) showed superior
performance compared to that on the conventional Vulcan
XC-72 support, which was attributed to both a higher disper-
sion of Pd nanoparticles and to intrinsic properties of the
support [114]. Nitrogen doping of porous carbon nanospheres
increases the activity of Pt nanoparticles towards methanol elec-

trooxidation [209]. Polystyrene spheres (diameter 700 nm) were
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used as a support for AuNi catalysts to form a three-dimen-
sional core—shell structure with improved fuel diffusion into the
catalyst layer, which showed a high activity in glycerol elec-
trooxidation in alkaline medium [210]. A study of the electroox-
idation of glycerol and EG on Au and Pt nanoparticles
supported on different carbon surfaces suggested that
oxygenated species formed on their surface serve as additional
oxygen suppliers for the oxidation of intermediates adsorbed on
the metal particles [211].

Oxidation of fuels on cathode catalysts and the resulting adsorp-
tion of intermediate products on the surface due to the crossover
effect reduce their activity in the ORR by a factor of 3 to 7; this
emphasizes the importance of the development of stable ORR
electrocatalysts. It was found that some elements (Ru, Co, and
Mo in acid media and Ag, Au in alkaline media) in binary and
ternary compositions improve the resistance of the catalysts to
poisoning [196].

Fuel development

Inorganic fuels such as hydrazine and sodium borohydrides are
fully consumable as the intermediate products are oxidized
more easily than the fuel. The only fully consumable organic
fuel is methanol, and its disadvantages (high crossover rate
leading to the use of diluted solutions, catalyst poisoning by
reaction intermediates, toxicity, etc.) are well documented [48-
55]. Among MeOH, EtOH and iPrOH fuels, the latter demon-
strated the highest current and power densities on a PtRu elec-
trocatalyst in both alkaline and acidic LFCs [199] with the
exception of fuel cells with a PBI/PA membrane [71]. Contrary
to alkaline LFCs, in acidic LFCs replacing methanol with
C,-alcohols leads to a sharp decline of the power density [212].
The power densities in LFCs running on 1 M alcohol solutions
with a PtRu anode catalyst follow a similar order: isopropanol >
methanol > ethanol > n-propanol > n-butanol [73]. The elec-
trooxidation rate of different alcohols on a Pd electrode
decreased in the row n-propanol > isopropanol > ethanol >
ethylene glycol > glycerol > methanol, while on a Pt electrode a
different order was observed: isopropanol > ethanol > glycerol
> ethylene glycol > n-propanol > methanol [213]. In LFCs with
a PA/MWCNT anode catalyst glycerol (5 wt %) delivered
higher power density that was higher than that of 10 wt % EtOH
but lower than that of 10 wt % MeOH [114].

For fuels containing C—C bonds, a complete electrochemical
oxidation to CO, and H,O seems to be unachievable at prac-
tical current densities, at least at the operational temperatures of
conventional PEM fuel cells and with the known electrocata-
lysts. Another approach is a partial electrochemical oxidation
of the fuel to compounds that are stable under the working

conditions of the cell. For example, ethanol in alkaline media
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can be selectively converted to acetic acid, which is isolable as
alkali metal acetate [114], isopropanol to acetone [88], and
cyclohexane to benzene [186]. Clearly, a partial oxidation
yields a lesser system energy density compared to complete
oxidation. Nevertheless, in many cases the energy density is
still much higher than that of conventional batteries. The
use of polyhydric alcohols such as diols may substantially
increase the energy density compared with monohydric alco-
hols [214]. Thermodynamic analysis and DFT computation
show that the most energy-dense fuels for RLFCs are acyclic
compounds and nitrogen-containing saturated heterocycles,
especially those with five-membered rings [39]. Electrochem-
ical oxidation of the former is very difficult and was only
done in the vapor phase. The latter can be electrochemically
oxidized by using inexpensive Ni catalysts [215]. However,
they are incompatible with highly acidic PEMs, and the
electrochemical oxidation of these compounds in alkaline media
leads to the formation of oxygenated species [216]. Polyhydric
alcohols having a lower energy density but being compatible
with both PEMs and AEMs seem to be a reasonable compro-

mise.

The electrochemical hydrogenation of carbonyl compounds and
organic acids on Pt, Pd and Raney Ni electrocatalysts is well
known [217] and it can be potentially used in RLFCs. The main
challenge is the low selectivity due to the competing hydrogen
evolution reaction. If the electrochemical hydrogenation was
too slow or uneconomical (e.g., poor efficiency), the dehydro-
genated or oxidized fuel could be regenerated ex situ through
the well-known catalytic hydrogenation with molecular
hydrogen in the gaseous or liquid phase. These hydrogenation
processes are well developed for the hydrogenation of aromatic
compounds to the related cyclic aliphatic compounds, acetic
acid to ethanol, diketones to diols, etc. In this scheme the spent
fuel would be collected at refueling stations, sent to a central-
ized plant for regeneration, and shipped back to the refueling
stations in its hydrogenated form by using the existing infra-
structure.

Conclusion

The development of cost-competitive LFCs would eliminate a
major hurdle in the broad implementation of hydrogen fuel
cells: the high cost of transportation and the absence of an infra-
structure for hydrogen delivery. In the case of an implementa-
tion of LFCs, the existing liquid fuel infrastructure could be
used. So far, the most developed organically fueled LFCs,
DMFCs, have only reached power densities lower (by large
factors) than those achievable by hydrogen fuel cells, even
when using much higher Pt loadings [48-56]. Only LFCs using
expensive (NaBHy) or toxic (N,Hy) fuels exhibit power densi-
ties comparable with hydrogen powered fuel cells. Therefore,
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the development of highly active and robust electrocatalysts is

critical.

RLFCs based on electrochemical dehydrogenation/hydrogena-
tion have a lower energy density compared with cells based on
the complete oxidation of fuels, but they are very attractive for
energy storage applications. A variety of organic fuels with
tunable properties can be used, but the development of cata-
lysts capable to selectively catalyze electrochemical dehydro-
genation and hydrogenation reactions, as well as compatible
ion-exchange membranes, is necessary. Fuels forming aromatic
structures or carbonyl bonds through the extraction of hydrogen
from the C—H or the O—H bonds, respectively, may provide
much higher energy densities. Currently, oxygenated fuels seem
to be the best compromise between energy density, easiness of
electrooxidation and compatibility with existing acidic
membranes. It is also possible that basic nitrogen-containing
heterocyclic compounds that have good thermodynamics and
high energy densities could be used with basic membranes.

Research efforts should be focused on development of inexpen-
sive, selective and active electrocatalysts and minimizing the
fuel crossover in ion-conducting membranes. Increasing of the
LFC working temperature above 150 °C may ease the require-
ments for the electrocatalyst by increasing the fuel electrooxida-
tion rate, while reducing electrocatalyst poisoning by intermedi-
ate products. For that purpose the development of new ion-con-
ducting membranes that have a high conductivity at a low rela-
tive humidity is necessary.
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Abstract

The performance of high-temperature polymer electrolyte membrane fuel cells (HT-PEMFC) is critically dependent on the selec-
tion of materials and optimization of individual components. A conventional high-temperature membrane electrode assembly (HT-
MEA) primarily consists of a polybenzimidazole (PBI)-type membrane containing phosphoric acid and two gas diffusion elec-
trodes (GDE), the anode and the cathode, attached to the two surfaces of the membrane. This review article provides a survey on
the materials implemented in state-of-the-art HT-MEAs. These materials must meet extremely demanding requirements because of
the severe operating conditions of HT-PEMFCs. They need to be electrochemically and thermally stable in highly acidic environ-
ment. The polymer membranes should exhibit high proton conductivity in low-hydration and even anhydrous states. Of special
concern for phosphoric-acid-doped PBI-type membranes is the acid loss and management during operation. The slow oxygen
reduction reaction in HT-PEMFCs remains a challenge. Phosphoric acid tends to adsorb onto the surface of the platinum catalyst
and therefore hampers the reaction kinetics. Additionally, the binder material plays a key role in regulating the hydrophobicity and
hydrophilicity of the catalyst layer. Subsequently, the binder controls the electrode-membrane interface that establishes the triple
phase boundary between proton conductive electrolyte, electron conductive catalyst, and reactant gases. Moreover, the elevated
operating temperatures promote carbon corrosion and therefore degrade the integrity of the catalyst support. These are only some
examples how materials properties affect the stability and performance of HT-PEMFCs. For this reason, materials characterization
techniques for HT-PEMFCs, either in situ or ex situ, are highly beneficial. Significant progress has recently been made in this field,
which enables us to gain a better understanding of underlying processes occurring during fuel cell operation. Various novel tools
for characterizing and diagnosing HT-PEMFCs and key components are presented in this review, including FTIR and Raman spec-

troscopy, confocal Raman microscopy, synchrotron X-ray imaging, X-ray microtomography, and atomic force microscopy.
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Introduction

Fuel cells are among the enabling technologies toward a safe,
reliable, and sustainable energy solution. Yet, the lack of clean
hydrogen sources and a sizable hydrogen infrastructure limits
the fuel-cell applications today. Due to their elevated operating
temperatures, between 150 and 180 °C, HT-PEMFCs can
tolerate fuel contaminants such as carbon monoxide (CO) and
hydrogen sulfide (H,S) without significant loss of performance
[1-5]. These are typical byproducts of the steam reforming
process, which produces hydrogen from hydrocarbon fuels such
as methanol or natural gas. So it is an appealing concept to
couple a HT-PEMFC stack directly with a fuel processor [6,7].
These so-called auxiliary power units (APU) use the fossil fuel
resources more efficiently and help to reduce the emission of
CO,. This might also be a good strategy for the wide deploy-
ment of fuel cells before the hydrogen infrastructure is estab-
lished. The efficiency of the fuel cell system can be further
increased by reusing the exhaust heat produced during elec-
trical power generation.

The water management in low-temperature polymer electrolyte
membrane fuel cells (LT-PEMFCs) operating between 60 and
100 °C is highly complex. A lot of research effort has been
devoted to this subject [8-10]. The most commonly used
membrane material for this type of fuel cell is perfluorinated
sulfonic acid (PFSA) polymer, which functions only in a highly
hydrated state. On the other hand, water droplets which are
building up underneath the gas diffusion layer (GDL) and the
flow channels can partially block the gas supply of the cell.
Therefore balancing the water content is a delicate task for
LT-PEMFCs. In comparison, HT-PEMFCs are far more
forgiving regarding the water management. Acid-based PBI-
type membranes exhibit a high proton conductivity even in an
anhydrous state. Therefore, additional humidification of the gas
feeds is not needed. Operating above the water boiling tempera-
ture leads to further simplifications as there is only a single
phase, the water vapor, present in the catalyst layer. This means
that the transport of water in the membrane, electrodes and
diffusion layer is easier. Consequently, the structure of the gas
diffusion electrode and the design of the flow field plate have
only minor effects on the cell performance [11-13] and can be
greatly simplified.

The reaction kinetics should also benefit from higher operating
temperatures. The exchange current density (jy) increases expo-
nentially with temperature. However, the specific adsorption of
the phosphoric acid electrolyte is known to hamper the oxygen
reduction reaction activity on the cathode side. Moreover, the
low solubility and diffusivity of oxygen in concentrated phos-
phoric acid has a negative effect on the ORR [14,15]. These
problems are specific to phosphoric acid and not intrinsic to
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HT-PEMFCs. Alternative electrolytes such as ionic liquids or
solid acids might solve the problem and accelerate the oxygen
reduction reaction kinetics.

The benefits of operating the fuel cell at elevated temperatures
include improved catalyst activity, higher tolerance to impuri-
ties such as carbon monoxide in the hydrogen fuel, and much
simplified thermal and water management of the system. Hence,
there are good reasons to develop fuel cell systems that can
operate above 120 °C. At this moment, however, no commer-
cial HT-PEMFCs have been developed to meet the reliability
and cost requirements. Both academic and industrial research
laboratories are working intensively to get HT-PEMFC tech-
nology ready for the market. Great progress has been made over
the recent years in the field of HT-PEMFCs, which has been
documented in many review articles [4,13,16-20]. The focuses
of these investigations were mainly proton-conducting mem-
branes and other materials of the HT-MEA. The techniques
available for characterizing these materials were not discussed.
Appropriate diagnostic tools are needed to understand the
fundamental principles of fuel cell operation at elevated
temperatures. Very recently, many advances have been made in
this field. This came relatively late because material testing at
high temperatures is generally very challenging and the pres-
ence of corrosive liquids such as phosphoric acid complicates it
even further. Many standard test methods and procedures for
LT-PEMFCs cannot be simply adopted for HT-PEMFCs.
Adequate tools and tests must be developed to characterize
HT-PEMs and their components accurately.

The first part of this review gives a brief summary of materials
currently used in HT-PEMFCs. We then present an overview of
advanced analytical tools, including novel imaging and spectro-
scopic techniques, which had been used to characterize
HT-PEMFC materials either in situ or ex situ. We focus mainly
on fuel cells based on phosphoric-acid-doped PBI membranes
as these are the closest to commercialization. But many charac-
terization techniques discussed here are applicable to other
types of HT-PEMFCs as well.

Review

Materials for HT-PEMFCs
Phosphoric-acid-doped polybenzimidazole-type
membranes

Nafion® (DuPont), the most prominent member of the PFSA
membrane group, exhibits an extremly high proton conduc-
tivity of up to 0.1 S-cm™! under fully hydrated conditions. This
can be explained by the molecular structure of Nafion shown in
Figure 1. The polytetrafluoroethylene (Teflon®)-like molecular
backbone gives Nafion its mechanical and chemical stability,
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while the sulfonic acid functional groups (-SO3 H™) provides
charge sites for proton transport. Nafion polymer chains aggre-
gate and create voids and channels with walls covered by
sulfonic acid functional groups. In the presence of water,
protons (H*) detach from the sulfonic acid groups and combine
with water molecules to form hydronium complexes (H30%). To
function properly, Nafion needs to be 100% humidified. At
temperatures above 100 °C and under ambient pressure, water
will evaporate instantly from the membrane. Under such condi-
tions the Nafion membrane is a complete insulator.

SO;zH group (not ionized)

SO3 group (ionized)

Hydronium

Water molecules

Teflon backbone

Figure 1: lllustration of the proton-conduction mechanisms of Nafion.
Nafion polymer chains self-align into a micro channel structure. The
sulfonic acid functional groups along the channel wall enable hydro-
nium conduction.

To avoid this problem in HT-PEMFCs, water is replaced with a
less volatile liquid such as phosphoric acid (H3POy4). Phos-
phoric acid is thermally stable at temperatures even above
100 °C. The proton conductivity mechanism is proton hopping
between H4PO," ions, H3PO4 molecules, and H,PO,4~ ions
(Figure 2). In 1995, Savinell and co-worker [21,22] proposed to
use PBI impregnated with phosphoric acid as a potential elec-
trolyte for HT-PEMs, which is still one of the most promising
concepts so far. PBI (poly[2,2'-(m-phenylene)-5,5'-bibenzimida-
zole)) itself is an aromatic heterocyclic polymer. The aromatic
backbone provides excellent thermal stability with a glass tran-
sition temperature of 430 °C, good chemical resistance, and
high mechanical strength. To achieve adequate proton conduc-
tivity for fuel cell operation (more than 0.05 S-cm™'), however,
PBI needs to be doped with acid because its intrinsic conduc-
tivity is very low (about 1072 S-cm™1) [17]. During the doping
process the membrane takes up a large amount of phosphoric
acid. The proton conductivity of the fully doped PBI membrane
at 200 °C (0.07 S-em™!) [23] is almost as high as that of fully
hydrated perfluorinated membranes and far less dependent on
the relative humidity, thus allowing its use in HT-PEMFCs
without humidifying the gas reactants.
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Figure 2: lllustration of the proton conducting mechanisms in phos-
phoric acid (Grotthuss mechanism). 'Excess' proton or protonic defect
diffuses through the hydrogen bond network of phosphoric acid.

A HT-PEMFC based on phosphoric-acid-doped polybenzimi-
dazole membranes shares many common features with the clas-
sical phosphoric acid fuel cell (PAFC), which also utilizes phos-
phoric acid as the electrolyte. Unlike the electrolyte system used
in a PAFC, silicon carbide (SiC) soaked in acid, the acid-doped
PBI membrane is essentially solid and is therefore easier to
handle. It is also more tolerant towards pressure differences
between cathode and anode and the leaching of phosphoric acid
from the PBI polymer during fuel cell operation is less of a
concern.

Besides PBI, there exist a great number of synthetically modi-
fied PBI polymers, which can be used as a possible host matrix
material for phosphoric acid. Their properties and synthesis are
described in many articles and reviews [4,17,19]. Poly(2,5-
bibenzimidazole) (AB—PBI) is an important member of this
class of materials. It is similar to PBI but does not have the
connecting phenyl ring. The chemical structures of PBI and
AB-PBI are presented in Figure 3. When fully doped, both
polymer membranes show similar fuel cell performances.
AB-PBI is the only commercially available membrane material
for HT-PEMFCs. Membrane sheets (fumapem® AM) can be
ordered from FuMA-Tech GmbH, Germany. This certainly
adds to its popularity and explains why its properties have been
so intensively studied [12,24].

m-PBl [
N N
* \ \ *
N N
H
n

-

Figure 3: Chemical structures of m-PBI (poly[2,2-(m-phenylene)-5,5-
bibenzimidazole]) and AB-PBI (poly(2,5-benzimidazole)). m-PBI and
AB-PBI are the two most prominent members of the PBI family. These
are aromatic heterocylic polymers containing benzimidazole units.

=z

Iz
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Doping strategies for PBI-type membranes: The polymer
matrix needs to incorporate a large volume of phosphoric acid
to achieve sufficient proton conductivity. The acid doping of the
membrane can be performed in various ways. One method is
simply immersing the PBI-type membrane sheet into hot phos-
phoric acid [25]. The immersion time in the acid and the acid
bath temperature defines the doping level of the membrane
(Figure 4). For instance AB-PBI membranes (FuMA-Tech),
doped at 120 °C, can absorb phosphoric acid up to 2.5 times
their own weight, which corresponds to a chemical formula
AB-PBI-5H3POy4. Notably, the acid up-take during the first few
minutes in the acid is particularly large. This causes the
membrane to swell considerably. The thickness doubles during
the doping process, from 50 um of the pristine material to
approximately 100 pm when it is fully doped [26]. The inter-
action between acid and polymer host can be explained by the
chemical nature of the PBI-type membranes. The polymer bears
basic N-sites, which react with strong or medium-strong acids.
The basic N-sites of the PBI-type polymer act as proton accep-
tors like in a standard acid—base reaction, and in this process ion

pairs are created.

The enormous acid up-take affects the mechanical integrity of
the membrane. Specifically, non-cross-linked polymers tend to
dissolve in the hot phosphoric acid. For these materials another
method is needed to incorporate the acid into the membrane.
Wannek and co-workers [24,27] came up with a different proce-
dure. During MEA assembly, the dry membrane sheet is at-
tached to gas diffusion electrodes loaded with the appropriate
amount of acid. The actual membrane doping process occurs
then during fuel cell operation as the acid diffuses from the gas

diffusion electrodes into the membrane.

Beilstein J. Nanotechnol. 2015, 6, 68—83.

Highly doped PBI membranes can also be manufactured by
polymerizing the monomers directly in polyphosphoric acid.
The polyphosphoric acid is then hydrolyzed to phosphoric acid,
which causes a sol-gel transition of the polymer—electrolyte
system creating thereby a membrane film [17]. With this
method, mechanically stable membranes with acid contents of
more than 95 wt % or up to 70 phosphoric acid molecules per
PBI repeat unit can be manufactured [28]. It is an elegant ap-
proach to have acid doping and membrane formation in one

single step.

Proton conductivity: As soon as phosphoric acid gets in
contact with the membrane material it starts to neutralize the
basic sites of the polymer matrix. The PBI polymer chain has
two basic nitrogen atoms per repeating unit (Figure 3) with a
maximal capacity to trap two phosphoric acid molecules. Addi-
tional acid absorbed during the doping process accumulates in
the free volume of the polymer chain network. It is mainly this
so-call “free acid” that contributes to the proton conductivity of
the membrane. The proton transport occurs through the
Grotthus mechanism. Phosphoric acid has an amphoteric nature
and could act as either a proton donor (acidic) or a proton
acceptor (base). It forms a dynamic hydrogen bond network; in
which protons can readily transfer though the formation and
cleavage of covalent bonds. Figure 5 illustrates this dynamic
hydrogen bond network between PBI and phosphoric acid.

As shown in Figure 6 the conductivity of highly doped PBI is
nearly as high as that of Nafion. Since the transfer of protons
occurs by “hopping” though the hydrogen bond network, the
conductivity of the acid-doped PBI is governed by an acti-

vation mechanism that obeys the Arrhenius law [29]. In
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Figure 4: Doping process of an AB-PBI membrane in hot phosphoric acid at various temperatures. The weight increase of AB-PBI membranes corre-
lates with the phosphoric acid solution temperature and immersion time (left). Schematic drawing of an AB-PBI membrane immersed in hot acid

(right). Reprinted with permission from [34]. Copyright 2014 Elsevier.
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contrast, the proton conductivity of Nafion is attributed to the
vehicle mechanism, which has a weaker temperature depend-
ence. Moreover, the conductivity of acid-doped PBI is less
dependent on the relative humidity, although there is a notice-
able effect.
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Figure 6: Interaction between PBI polymer host and phosphoric acid.

Chemical structures of the proton transfer path along phosphoric acid
molecules.

The impact of the doping level on the conductivity has been
investigated quite extensively [29-33]. At an acid-doping level
lower than two acid molecules per repeating unit, proton
transfer most likely happens only between protonated and non-
protonated N-sites on neighboring polymer chains, resulting in
very low conductivity values. The reported conductivity is
approximately 1077 S-cm™! for dry PBI at 30 °C [29]. Increas-
ing the temperature or the humidity level improves the conduc-
tivity only marginally. At high acid-doping levels between four
and six acid molecules per repeating unit, the conductivity
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mechanism is similar to that of a concentrated phosphoric acid
solution described in the previous section. The measured

conductivity is approximately 0.07 S-cm™! at 200 °C [32,33].

The conductivity depends not only on the doping level (the
amount of acid) but also on the acid distribution within the
membrane. For instance, AB-PBI (fumapem® AM) should
remain in the hot acid bath for several hours to ensure that
the acid percolates throughout the polymer network and
interact with nearly every basic N-site of the polymer host. A
membrane doped this way not only exhibits a higher conduc-
tivity but also retains the acid better during fuel cell operation
[34]. The doping time required to achieve a uniform acid
distribution depends on the properties of the polymer defined by
the production process, for example, crystallinity, degree of
crosslinking, and solvent residues. But this has not been investi-
gated thoroughly.

The conductivity of PBI-type membranes is also affected by the
dehydration reaction of phosphoric acid. At temperatures above
140 °C, the conductivity of phosphoric acid decreases under an-
hydrous conditions due to the formation of pyrophosphoric acid
(H4P,07), which is produced by condensing two phosphoric
acid molecules and extracting a water molecule:

As a consequence, at 160 °C the cell resistance of PBI-type
HT-PEMFC under open circuit conditions is significantly
higher than with an electrical load, which helps to produce
water through the fuel cell reaction. The product water rehy-
drates the membrane in the MEA and shifts the equilibrium
between phosphoric acid and pyrophosphoric acid towards the
better conducting phosphoric acid [35].

Gas diffusion electrodes

Conventional PEM electrodes are usually prepared by spreading
a catalyst layer, a suspension of carbon-supported platinum
catalyst, solvent, and binder onto a GDL, followed by a drying
step. There exist a wide range of catalyst layer deposition tech-
niques, for instance, spraying [12], decal transfer [36], painting
[37], rolling [38], sputter deposition [39], and doctor blade
coating [27]. Some of these methods are adapted for the fabrica-
tion of GDEs for HT-PEMFC:s. In particular, spraying [12] and
doctor blade coating [27] are the most common techniques used

in research.

The deposition method can affect the morphology, specifically
the macro structure, of the GDE significantly. For instance, the
catalyst layer fabricated by doctor blade technique shows a
complete network of shrinkage cracks, which go all the way
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though the catalyst layer. The clots are completely discon-
nected from each other. The situation is different for sprayed
GDEs, where only small hairline cracks on the electrode surface
were observed. Despite their different appearances, the sprayed
and coated electrodes exhibit similar cell performances.

The absence of liquid water in the system is one of the most
important differences compared with LT-PEMFCs. The distrib-
ution of the polymer binder in the electrodes and the macro
structure of the electrode in general have strong effects on the
performance of the LT-PEMFC cell because they are critical
for water management. The fact that sprayed and coated
HT-PEMFC electrodes lead to more reproducible MEA perfor-
mance than typical handmade LT-PEMFC electrodes indicates
the robustness of the HT-PEMFC against structural variations
due to electrode preparation [12]. Still the fabrication technique
might have an effect on the long-term stability of the cell. The
large shrinkage cracks are the main pathway of the phosphoric
acid from the membrane though the GDL and out of the cell

[40]. However, to conclude this long-term tests are needed.

Catalysts: Similar to LT-PEMFCs and PAFCs, carbon-
supported platinum is the main catalyst material used in PBI-
phosphoric acid fuel cells. A difference is the noble metal
loading of the GDEs, which is approximately 1 mg/cm?2, much
higher than the typical Pt loading reported for LT-PEMFCs
(0.1-0.4 mg/cm?). The high noble-metal loading is mainly
accounted to the pure utilization of platinum because the elec-
trolyte partially floods the catalyst layer. In addition, the anion
adsorption impedes the ORR in concentrated phosphoric acid.
To reduce the noble-metal loading of a fuel cell, platinum alloy
catalysts such as PtNi and PtCo may be used. However, the
stability of these Pt alloy catalysts is questionable partially
because, under fuel cell operating conditions, transition metals
such as nickel and cobalt are expected to form oxides or hy-
droxides that tend to dissolve from the electrode surface. Never-
theless, carbon-supported platinum/transition metal alloy cata-
lysts are often used in conventional LT-PEMFCs as well as
PAFCs. There is strong experimental evidence that platinum
alloys outperform pure platinum catalysts [41-44]. There are
many explanations in the literature why platinum alloys exhibit
better oxygen reduction reaction kinetics. In brief, the enhanced
catalytic activity of platinum alloys has been credited to various
structural changes of platinum caused by alloying, which may
result in shortening of the interatomic Pt—Pt distance [43]. Other
researchers have suggested that the alloy layer beneath the plat-
inum skin increases the d-band vacancy of the platinum itself
improving, therefore, the oxygen reduction reaction [20]. A
great deal of research on this subject was carried out from
1970’s until the early 1990°s within the framework of the phos-
phoric acid fuel cell (PAFC) development, but there are only a
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few publications in the context of PBI-based HT-PEMFCs
[45.,46].

Rao et al. [45] prepared carbon-supported Pt—Co alloy nanopar-
ticles of various Pt/Co atomic ratios (1:1, 2:1, 3:1 and 4:1).
Theses catalysts were evaluated in HT-PEMFCs. Improved
performance was observed for Pt/Co atomic ratios of 1:1 and
2:1. These HT-PEMFCs, operating at 180 °C and 50 mA/cm?,
were stable over 50 h of fuel cell operation. Mamlouk and
co-workers [46] tested commercial catalysts besides Pt/Co and
also included Pt/Fe and Pt/Ni. All platinum alloys in this study
had a composition of 1:1 in atomic ratio. They claimed only the
Pt/Ni catalyst exhibited a better catalytic activity compared with
the conventional platinum catalyst. However, both papers did
not include long-term fuel cell tests so the stability of such alloy
catalysts in HT-PEMs is yet to be evaluated.

Catalyst supports: Similar to LT-PEMFCs, high-surface-area
carbon blacks (e.g., Vulcan-XC72 and Ketjen black) are often
used as catalyst supports, despite the fact that operating the fuel
cell under dynamic conditions (potential cycles) or at high
potentials leads to severe corrosion of theses carbon materials, a
drawback well-known from the PAFC research. Carbon nano-
tubes are a promising alternative for catalyst support because of
their higher corrosion resistivity [47].

Matsumoto et al. [48] fabricated a catalyst material by wrap-
ping individual carbon nanotubes in a PBI polymer layer
covered with platinum nanoparticles. A schematic drawing and
TEM images of this innovative catalyst concept are shown in
Figure 7. The PBI wrapper serves as an ionomer and binder of
the catalyst layer simultaneously. The polymer also glues the
platinum nanoparticles onto carbon nanotubes, preventing
agglomeration and detachment from the substrate. GDEs based
on this type of material were prepared simply by vacuum filtra-
tion of a suspension of isopropanol and polymer-wrapped
carbon nanotubes. The GDL, a carbon paper, was used as a
filter. The GDEs were incorporated into MEAs for cell perfor-
mances testing. The single cells achieved a peak power of over
100 mW/cm? at 120 °C with a relatively low platinum loading
(0.45 mg/cm?) for both the cathode and the anode.

Binder: The polymer-wrapped carbon nanotube catalyst
concept elegantly incorporates the binder PBI into the GDE.
Similar to the selection of materials for membranes, various
types of PBI can be used as binders and ionomers in the cata-
lyst layers of HT-PEMFCs. However, PBI materials are incon-
venient to handle since they are only soluble in solvents with a
high boiling point [49]. Some groups managed to overcome
these difficulties and incorporated PBI within the catalyst layer
[48,50,51]. However, there is no clear evidence that the PBI
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Figure 7: Left: Schematic drawing of an electrocatalyst composed of Pt nanoparticles loaded on the PBIs-wrapped carbon nanotubes (left). Reprinted
with permission from [48], Copyright 2011 Royal Society of Chemistry. Right: TEM images of Pt nano-particles loaded on the PBls-wrapped carbon
nanotubes (right). Reprinted with permission from [49]. Copyright 2013 Wiley-VCH.

binder actually improves the cell performance. In HT-PEMFCs,
since an ion conductor (molten phosphoric acid) is already
present in the GDE, an insulator such as PTFE could serve as a
suitable binder [12,24]. PTFE not only glues the catalyst parti-
cles together and, hence, keeps the catalyst layer mechanically
intact with its hydrophobic nature; it also controls the wetta-
bility of the GDE, which affects the infiltration of phosphoric
acid into the GDE. Both the molten acid and the reactant gas
need access to the active sites of the catalyst. A complete
network of three phase boundaries is created, consisting of
proton conducting electrolyte, electron conducting catalysts,
and reactant gases. This network can be fine-tuned simply by
varying the PTFE content of the catalyst layer. As shown in
Figure 8, the PTFE content controls the acid migration from the
doped membrane to the catalyst layer and has therefore a
significant effect on the cell performance. In case of MEAs
employing fumapem® AM (AB-PBI-5H3POy), the optimal
PTFE content for HT-PEMFC electrodes was found to be 5%
[52]. The optimum value may vary for different membrane

types and doping degrees.

Nafion, the traditional binder in LT-PEMFC, is not practical for
HT-PEMFCs operating at elevated temperatures. This is
because under anhydrous conditions, Nafion is nonconductive
and tends to encapsulate the platinum nanoparticles, resulting in
blocking of the catalyst sites for hydrogen oxidation and oxygen
reduction. It is even possible to prepare electrodes for high-

temperature MEAs without any polymeric binder. The absence
of binder material seems to affect the mechanical stability only
little. MEAs built from binderless electrodes demonstrated a
stable cell performance over 900 h of operation [53].

Characterisation techniques for HT-PEMFCs
Optical spectroscopy

Raman and infrared spectroscopy — Acid-doping process of
PBI membranes: Raman and infrared (IR) spectroscopy are
powerful tools to study the effects of acid-doping on PBI-type
polymers because they are highly sensitive to molecular struc-
tural changes that occur during the acid-base proton exchange

reaction between PBI and phosphoric acid as shown in Figure 5

H3PO, +[-C=N-]— H,P0O; + [-C=N-]".

They are also sensitive to molecular interactions between
membrane components. Raman spectra of pristine and acid-
doped PBI materials with various doping degrees have been
recorded and relevant bands have been assigned [26,54-56].
Typical examples of such spectra are presented in Figure 9a
[55]. The Raman band at 1000 cm™! was assigned to the meta-
benzene ring vibration, which remains roughly unchanged as
the acid content in the membrane increases. In contrast, the
band at 1539 em™!, which is associated with the symmetric
stretch of the imidazole group, becomes stronger and shifts
towards 1570 cm™! with increasing acid content. During acid-

—>|

Gas diffusion layer

Catalyst layer

Doped membrane

Figure 8: Schematic diagram illustrating the difference in the amount of phosphoric acid migration from the doped membrane to the catalyst layer with

different PTFE content (a) high (b) medium and (c) low.
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Figure 9: (a) Raman spectra of pristine and phosphoric acid-doped PBI. (b) Ratio of relative intensities versus acid doping level expressed in 1 M
H3POy4 per polar group (%) for the peaks 1570 and 1000 cm™" for PBI/ H3PO4. Reproduced with permission from [55]. Copyright 2014 Royal Society

of Chemistry.

doping of the PBI polymer, the imidazole group becomes grad-
ually protonated, which causes this Raman blue shift and
increase of intensity. Once the protonation reaches saturation
(two per repeating unit of PBI), the intensity of this band
becomes constant. This is confirmed by plotting the ratio of the
band intensity of 1570 cm™! to that of 1000 cm™! against the
acid-doping level, as shown in Figure 9b [55]. The protonation
of the basic N-sites does not occur homogenously within the
polymer matrix. Specifically, for the commercial AB-PBI
membrane material (fumapem® AM), the process could take
several hours until the acid reaches all areas of the membrane
sheet. This slow doping process can be monitored by confocal
Raman microscopy. The integrated intensities of the bands at
1570 cm™! and 1611 cm™! were used as indicators for the inter-
action between the AB-PBI host and the phosphoric acid
dopant. These two peaks overlap and cannot always be resolved
individually in the spectra of the ABI-PBI samples. For conve-

nience, both were selected for creating the integrated Raman
intensity maps (the peak at 1611 cm™! is less sensitive to in-
creasing doping levels). Figure 10 shows the integrated Raman
intensity maps for AB-PBI membrane sheets doped for 1 and
6 h in 120 °C hot phosphoric acid. With 6 h of doping time the
color distribution of the map is more uniform compare to the
one of 1 h indicating that after 6 h finally all basic N-sites have
been protonated throughout the whole membrane matrix [34].

The gradual protonation of the N-sites by transferring protons
from phosphoric acid to the imidazole groups of PBI with in-
creasing acid content can also be observed with infrared spec-
troscopy [29,54,57,58]. IR spectra of the pristine and acid-
doped PBI films are shown in Figure 11. The most relevant
region of the spectra is from 2000 to 4000 cm™! since the N-H
stretching modes appear in this range. According to Muso et al.
[58], there are three distinguishable bands at 3415, 3145, and
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Figure 10: (a) Schematic drawing of confocal Raman microscopy mapping. Confocal Raman maps of phosphoric-acid-doped AB-PBI membranes.
The membrane sheets were immersed in a 120 °C hot phosphoric acid bath for (b) 1 h and (c) 6 h. The Raman images show an increasing homo-
geneity of the phosphoric acid distribution in the membrane with prolonged doping time. Reproduced with permission from [34]. Copyright 2014

Elsevier.
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Figure 11: IR spectra of pristine and phosphoric-acid-doped PBI. Reprinted with permission from [29]. Copyright 1999 Elsevier.

3063 cm™! visible in the pristine sample. The narrow peak at
3063 cm™! corresponds to the stretching modes of the CH
groups of the polymer backbone, whereas the other two are
attributed to the various N-H stretching modes. The relatively
sharp peak at 3415 cm™! is assigned to the stretching vibration
of isolated, non-bonded N—H groups, and the broad peak
located at approximately 3145 cm™! is linked to stretching
vibration of self-associated, hydrogen-bonded N---H [56].

Once the PBI material is doped with phosphoric acid, a very
broad absorption band appears in the wave number range
between 2400 and 3000 cm™!, which is consistent with protona-
tion of the N-sites on the imidazole groups of PBI. The inten-
sity of this new band increases with the doping level, while the
absorption of both the N-H groups at 3415 and the N-H--*N
groups at 3145 cm ™! decreases [4]. The adsorption bands of the
acid anion (H,PO4") between 400 and 1300 cm™! in the
IR-spectrum can also be used as markers for the degree of
protonation of PBI. Specifically, the area of the peak at
1630 cm™! [29] is sensitive to the acid content in the membrane.
The value increases with the doping levels until it reaches a
maximum corresponding to transfer of two protons from phos-
phoric acid to the two imidazole groups of the repeating unit of
PBI.

Di Noto and co-workers [54] investigated IR-spectra of pristine
and doped AB-PBI. They also examined the lower spectral
range from 400 to 2000 cm™!. The presence of the band at
942 cm™! (attributed to HyPO4™ ions) suggests that when the
AB-PBI is exposed to H3POy4, an acid-base proton transfer
reaction occurs. As the amount of acid in the membrane
increases, the AB-PBI bands are gradually masked by those of

phosphoric acid. The phosphoric acid band at 998 cm™!
continues to grow as the amount of acid in membrane exceeds
the number of imidazole sites and free phosphoric acid accumu-
lates in the membrane. While the presence of both H3PO,4 and
H,PO,4 bands in the spectra of the acid-doped AB-PBI mem-
branes suggests that an acid—base reaction has occurred, evi-
dence of both these species is also present in the phosphoric
acid spectrum due to the dissociation equilibrium that exists in
aqueous phosphoric acid.

IR studies of the adsorption of phosphoric acid species on
platinum: IR spectroscopy has been used as a tool to study
electrochemical interfaces and to characterize adsorbed species
on catalytic surfaces. Habib and Bockris [59] were the first who
applied this technique to investigate the adsorption of phos-
phoric acid on platinum. Their goal was to determine the acid
species, molecule or anion, which adsorbs onto the surface,
depending on the electrode potential. The measurements were
carried out in 1 M perchloric acid as the base electrolyte with
various small concentrations of added phosphoric acid. They
observed in their IR spectra a peak at 1074 cm™! associated
with a P-O stretch vibrational mode of H3PO4 molecules
adsorbed on the platinum surface. The IR adsorption peak inten-
sity varies parabolically with potential. Between 200-700 mV
vs NHE the signal increases until it reaches its maximum and
then decreases again. Based on this result, the authors specu-
lated that the adsorbed species are most likely H3PO4 mole-
cules because they are displaced by water or oxides at the plat-
inum surface at higher potentials. This would not be the case if
they were H,PO,4 ™ anions. Additionally, at pH 0 only about 1%
of the H3PO,4 molecules dissociate into HyPO,4 ™ ions, resulting

in a rather small concentration of anions.
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In 1992, Nart and Iwasita [60] conducted similar experiments
and reached very different conclusions. Their FTIR instrument
had much improved signal-to-noise ratio and spectral resolu-
tion. Furthermore, they measured the FTIR spectra with both s
and p polarisations of light to exclude artifacts due to absorp-
tion of phosphoric acid in solution. The base electrolyte per-
chloric acid was replaced with hydrofluoric acid to prevent IR
band interference. Nart and Iwasita found that both H3POy4
molecules and HyPO4 ™ anions could adsorb onto the platinum
surface depending on the potential. They also suggested
possible orientations of the adsorbates. At low potentials, the
undissociated H3PO4 molecules are likely to adsorb on plat-
inum through the non-protonated oxygen atom under the Cs,,
symmetry. Only one IR peak at 1050 cm™! associated with the
P-O stretch vibration appears in the spectra. The adsorbed
H3PO4 molecules are ionised to HyPO4  anions as the potential
increases. The onset of ionisation depends on the pH of the
solution. At 900 mV, the adsorbed H,PO,4~ anions undergo a
symmetry change. Below 900 mV, the H,PO,4 anions adsorb to
the surface through the two oxygen atoms that are not bonded to
hydrogen, presenting a Cj,, symmetry. Above 900 mV, the
dihydrogen phosphates change to a single coordination with a
lower Cy symmetry. The probable orientations of the HyPO4~
anions at different potentials are shown in Figure 12. This
geometry change is most likely prompted by co-adoption of
oxide spices on the platinum surface. In the IR spectra the
absorption band at 1000 cm™!, which corresponds to the
P—(OH), stretch vibration, decreases at higher potentials and
indicates this symmetry change.

(a)

Cay Cs

Figure 12: The H,PO,4™ ion under Cy, and Cs symmetries. These are
the most probable orientations of H,PO,4~ at low and high positive
potentials, respectively. Reprinted with permission from [60]. Copy-
right 1992 Elsevier.

So far all studies had been conducted on model systems that
used single crystal electrodes [61] or polycrystalline films at
low electrolyte concentrations. They help us understand funda-
mental aspects of the interactions between phosphoric acid and

the catalyst, but these model systems are far away from real-
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istic conditions in HT-PEMFCs. The exact nature of the adsorp-
tion of phosphate species on platinum, especially in a practical
fuel cell environment at elevated temperatures and much higher
acid concentrations, is still not well understood. Neophytides et
al. [62] constructed an electrochemical cell for in situ FTIR
measurements of HT-PEMFC MEA from room temperature up
to 150 °C. The MEA consisted of a phosphoric-acid-doped pyri-
dine-based aromatic polyether membrane and platinum film
electrodes. The experimental setup and cell design were vali-
dated by using CO adsorption on nanoparticles of the platinum
film and electrochemical stripping. Yet there has been no
published data on the issue of phosphoric adsorption from this
setup.

X-ray absorption spectroscopy to investigate the
adsorption of phosphoric acid species on platinum
Very recently, Kaserer et al. [63] published a study on the cata-
lyst poisoning effect of H3PO4 in HT-PEM by using in
operando X-ray absorption spectroscopy (XAS) incorporating
the Ap technique. The goal of this study was also to investigate
phosphoric acid adsorption on platinum in a real fuel cell. The
technique is capable to determine adsorbates on the platinum
catalyst particles by examining the X-ray near edge structure
(XANES). For these analyses, the XANES measurements were
taken from —20 to 50 eV relative to the Pt L3 edge at 11.564 eV.
The Pt L3 absorption edge from a platinum foil was used as a
reference. The Ap signals were generated by using the subtrac-
tive method Ap = psample — Hfoil-

With various cell potentials, different adsorbates were observed
on the platinum nanoparticles as shown in Figure 13. Three
potential regions were identified with distinctly different
species covering the catalyst surface. At cell potentials lower
than 300 mV, hydrogen is adsorbed. In the potential region
between 300 and 400 mV, phosphoric acid species start to
displace hydrogen and adsorb on platinum. Between 400 and
700 mV only little coverage of phosphoric acid is measured.
The authors believed that the platinum surface is still fully
coved with phosphoric acid in this potential range and specu-
lated that phosphoric acid molecules or anions are very mobile
on the surface and invisible to the Ap technique. Only in the
presence of other adsorbates (hydrogen and oxygen) does phos-
phoric acid adsorb in an ordered manner and become detectable.
From 700 to 800 mV co-adsorption of oxygen and phosphoric
acid species were observed. Above 900 mV only oxygen is
present on the platinum surface.

These experiments provided new evidence that at higher
temperatures phosphoric acid still blocks platinum atoms, thus
hindering the oxygen reduction reaction. The technique,

however, cannot distinguish between various adsorbing species,
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namely the phosphoric acid molecule or two different types of
anions, on the platinum surface. Additionally, over a wide
potential range (400—700 mV) the conclusion could only be
drawn indirectly due to lack of measurement sensitivity.

To elucidate the origin of the reduced poisoning of Pt-alloy
catalysts in the presence of phosphoric acid, Mukerjee and
co-workers [64] conducted in situ X-ray absorption spec-
troscopy experiments. Similar to the previously described study
[63], they investigated adsorbates on the catalyst surface by
interpreting the X-ray near edge structure (XANES). They also
applied the Ap technique. The difference is that the measure-
ments were carried out at room temperature while using per-
chloric acid as the base electrolyte with added small concentra-
tions of phosphoric acid. Commercial carbon-supported Pt and
Pt/Ni nanoparticle catalysts were used in this study. The authors
concluded form their Ap data analysis that phosphate species
remain adsorbed up to a higher potential on Pt/Ni than on Pt,
which prevents the adsorption of OH™ from the water acti-
vation. As a result more catalytic active sites are available for

the oxygen reduction reaction.
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The measured surface coverage of phosphoric acid on platinum
as a function of the cell potential is very different from what
was observed in [63]. Similar to the FTIR measurements from
Iwasita et al. [60], they observed an increase of phosphoric acid
adsorption starting from 0 mV. The maximum coverage in their
experiments was found at a lower potential. Above 400 mV the
phosphoric acid adsorption decreases. In their XANES data
phosphoric acid is present on the platinum surface at all poten-
tials, but this is not the case at elevated temperatures and higher
acid concentrations as reported by Kaserer et al. [63].

Synchrotron X-ray radiography and tomography —
acid distribution in HT-PEMFCs

Synchrotron X-ray radiography had been successfully applied
to LT-PEMFCs for visualization of liquid water profiles under
different operating conditions. It was also straightforward to
extend the same technique to the studies of phosphoric acid
concentrations and distribution changes in HT-PEMFCs [65-
68]. In one of the first studies, Maier et al. [65] selected an
in-plane experimental set-up to image the cross-section of an
HT-PEMFC during load cycles. The cell hardware was modi-
fied to allow for a better transmission of X-rays. The attenua-
tion coefficient of phosphoric acid is approximately 7 times
higher than that of water. Hence, a beam energy of 30 keV was
selected, higher than what is commonly used to visualize water
in LT-PEMFCs, as a good compromise between signal inten-

sity and selectivity to H3POy.

Maier et al. [65] obtained radiographs of a HT-PEMFC during
load cycle changes. The normalized radiographs of the cross-
section of the MEA at different current densities are displayed
in Figure 14. After changing from OCV to a current density
j = 140 mA/cm? the membrane thickness increased by approxi-
mately 20%. A further increase in current density to 300 mA/
cm? and 500 mA/cm? did not lead to a significant additional
swelling of the membrane. After returning to zero current, the
membrane thickness was restored to the original value before
the load cycle. The swelling of the membrane can be explained
by hydration of the membrane. This is also consistent with the
observation that switching the fuel cell from OCV to a current
density of j = 140 mA/cm? increases the transmission in the
membrane. The changes of transmission (“grey value” in the
X-ray radiograph) though the MEA are shown in Figure 15. The
water production in the cell also increases the transmission of
both anode and cathode catalyst layers. While the pores of the
GDL get filled with hydrated phosphoric acid the transmission
there decreases.

Recently, the same group reported [67] in situ X-ray radiog-

raphy in the through-plane viewing direction, which allows to

visualize structural changes of the electrodes during load cycles.
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Figure 14: Normalized radiographs of the cross section of the

MEA at different current densities j: a) 0 mA-cm™2 (OCV before),

b) 140 mA-cm™2, ¢) 300 mA-cm™2, d) 550 mA-cm~2 and e) 0 mA-cm™2
(OCV after). Inset: Non-normalized enlarged radiographs of the
membrane and parts of the catalyst layers at OCV and

j=140 mA-cm ™2 (A, anode; M, membrane; C, cathode). Reprinted with
permission from [65]. Copyright 2010 Elsevier.
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Figure 15: Changes of the transmission through the MEA (grey
values) compared to steady-state conditions at OCV for different oper-
ating conditions: at OCV (solid line), 140 mA-cm~2 (dashed line),

300 mA-cm™2 (dotted line) and 550 mA-cm™2 (dot and dash line).
Reprinted with permission from [65]. Copyright 2010 Elsevier.

For this study, the electrodes were prepared by coating and the
catalyst layer exhibited a network of shrinkage cracks. The indi-
vidual clots were clearly visible in the radiographs. During
operation the membrane swelled, driving phosphoric acid and
product water into the catalyst layer. This process was moni-
tored by the change in the local transmittance of the cell during
load cycles. The effect was more pronounced beneath the
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channel area because of the lower local compression rate of the
MEA, which permitted stronger membrane deformation. The
redistribution of phosphoric acid caused structural changes of
the catalyst layer in the channel area. It was found that part of
the electrode structure was displaced irreversibly after cell oper-
ation at load conditions that might lead to structural aging of the
electrodes.

The simultaneous changes in the MEA structure and the phos-
phoric acid concentration make the quantitative analysis of
X-ray radiographs challenging [40]. With additional 3D infor-
mation, X-ray tomography is more effective in the localization
and quantification of the acid electrolyte within the GDL and
catalyst layer. It is necessary to establish a grayscale value
reference for comparing the tomogram with known phosphoric
acid concentrations. An important outcome of this research is a
better understanding of acid loss during operation. Initial results
indicate that the cracks in the catalyst layer and the micro
porous layer (MPL) form the main pathway for phosphoric acid
to escape from the interior of the MEA to the adjoining flow
field.

X-ray tomography — morphologies of MEAs and GDEs: 3D
X-ray tomography instruments are now commercially available.
They are highly popular for studying internal structures of com-
plex material assemblies. Fuel cell components such as MEAs
and GDEs are certainly of such nature. Diedrichs et al. [69]
used this analytical tool to investigate the impact of mechanical
compression though the flow field of the bipolar plates on high-
temperature MEAs. A sample holder was constructed with a
serpentine flow field contact area for which the contact pres-
sure could be adjusted between 0.5 and 2.5 MPa. From the
X-ray tomography cross section images the changing thickness
of the MEA was determined with increasing compression. The
MEA bent itself into the flow field cannels, and bulges could be
clearly seen in the X-ray tomography images. Beneath the
channel area the MEA thickness increased with higher contact
pressure, while the opposite occurred beneath the land area.
Further compression led to irreversible structural damages of
the MEA. The evaluated MEA manufactured by BASF utilized
carbon paper as the GDL material. The rigid carbon fiber pene-
trated the soft membrane material, which resulted in small
pinholes. Scanning electron microscopy (SEM) images showed
broken GDL fibers piercing into the membrane and confirmed
the observation made by X-ray tomography.

The same analytical tool has also been used to study the
morphology of various GDEs [12] with the catalyst layers either
sprayed or coated onto the GDLs. The impact of fabrication
techniques on the macrostructure of the GDEs is presented in
Figure 16.
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Figure 16: 3D rendering of the X-ray microtomography data for the electrode cross section (a) coated electrode (b) sprayed electrode. 3D rendering
of the X-ray microtomography data for the electrode surfaces (c) coated electrode (d) sprayed electrode. CL, MPL, and CF stand for catalyst layer,
microporous layer, and carbon felt, respectively. Reprinted with permission from [12]. Copyright 2014 Elsevier.

The coated catalyst layer showed a complete network of
shrinkage cracks. The cracks went all the way though the cata-
lyst layer. The clots were completely disconnected from each
other. The scenario was quite different for the sprayed elec-
trodes on a rough surface, where fine hairline cracks were
present. Compared with the coated catalyst layer with its
straight segments, the sprayed one appeared much more hetero-
geneous, e.g., it contained voids and void clusters of different
shapes and sizes. The catalyst layer was partially delaminated
from the MPL due to the fact that the solvent of the suspension
drops on the surface had quickly evaporated after less than one
minute for each layer. The 3D rendered image of the sprayed
GDE in Figure 16 shows that the catalyst ink penetrated the
MPL and filled up an exemplary large crack of MPL.

Neutron radiography — acid distribution in
HT-PEMFCs

A substantial advantage of neutron imaging over X-rays is that
there are no constraints to cell hardware due to the high trans-
mission of neutrons though end- and bipolar plates, which are
usually made of stainless steel and graphite. The attenuation of
the neutrons originates mainly from hydrogen and hydrogenous
compounds such as phosphoric acid. The first neutron radiog-
raphy study of the acid distribution in HT-PEMFCs was
published recently [70]. One of the challenges of this technique
is a suitable reference for separating the attenuation due to
phosphoric acid from contributions from other cell components.
The authors [70] addressed this issue with isotope exchange
between 'H (protium) and 2H (deuterium, D), a technique used

earlier to study water transport in LT-PEMFCs. The deutera-
tion and reprotonation of the phosphoric acid was achieved by
supplying the cell with gases that were humidified with heavy
water and light water, respectively. The process could be
performed in less than 20 min.

The authors captured neutron radiographs of non-operating cells
in both though-pane and in-plane imaging directions. The
in-plane images showed that acid was present in both GDLs
and, to some extent, in the flow channels and manifolds as well.
The acid appeared to accumulate between the fiber bundles of
the carbon cloth. To validate the technique, the authors also
quantified the amount of acid of the cell using both viewing
directions. Despite some minor discrepancy between though-
pane and in-plane imaging directions, the quantitative analysis
agreed quite well with the actual amount of acid in the cell.

Atomic force microscopy (conductive mode) — PTFE
distribution and content of the catalyst layer
Conductive atomic force microscopy (AFM) can probe the local
conductivity of a sample surface. Mack et al. [12] used this
technique to measure the surface conductivity of HT-PEMFC
electrodes by applying a constant potential between the AFM
tip and the sample.

The spatially resolved current distribution maps of sprayed and
coated GDE surfaces are presented in Figure 17. The bright
regions of the map with high surface currents represent catalyst
rich areas, whereas darker regions represent PTFE agglomer-
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Figure 17: Locally resolved current maps of (a) coated and (b) sprayed gas diffusion electrode measured with the conductive AFM. The scan area is

1 um x 1 pm. Reprinted with permission from [12]. Copyright 2014 Elsevier.

ates and gas pores with much lower conductivities. The average
surface conductivity of the sprayed electrode is higher than that
of the coated one. The PTFE distribution within the electrode is
sensitive to its preparation technique. During spraying the small
droplets of the catalyst ink dried instantly on the GDL, which
resulted in a homogeneous PTFE distribution in the catalyst
layer. In contrast, the drying process of the coated electrode
took up to 12 h, during which the light PTFE particles could
migrate to the top region of the catalyst layer and form a
nonconductive “skin” on the electrode surface. This PTFE-rich
layer affects not only the surface conductivity but also the
wettability of the catalyst layer. The high PTFE content created
a hydrophobic electrode surface, which slowed down the phos-
phoric acid uptake during the start-up period of the MEA.

Mack et al. [52] also evaluated the surface conductivity of cata-
lyst layers with 10% and 40% PTFE contents. Less PTFE
content in the electrode led to an improved surface conductivity
due to fewer PTFE agglomerates in the surface layer. The
hydrophobic nature of the PTFE binder controls the phosphoric
acid wettability of the GDE and, in particular, the triple phase
boundary between gas reactant, electrolyte and catalyst. Atomic
force microscopy was proven suitable for investigating the
PTFE distribution in the catalyst layer, which has a profound
effect on the start-up and steady state performance of the cell.

Conclusion

Phosphoric acid-doped PBI-type fuel cells are so far the most
promising candidates for practical high-temperature operation
under ambient pressure. For commercial deployment, however,
the performance and long-term stability of the high-tempera-
ture MEAs still need significant improvement. To achieve this
goal, the MEA developers will rely on suitable analytical tools
to evaluate single cells and their components. Great progress
has been made in recent years. A broad range of characteriza-
tion techniques are now available for the development of low-

temperature PEM fuel cells. This has been the decisive factor

behind the success of low-temperature MEA development
thanks to a much better understanding of the underlying
processes occurring in the MEA during fuel cell operation. We
anticipate a similar trend in HT-PEMFC development.
Advanced analytical tools suitable for HT-PEMFC will help
optimize the MEA design and select the appropriate component
materials that will withstand the harsh conditions of high-

temperature operations.
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Abstract

The thermal behavior of lithium ion batteries has a huge impact on their lifetime and the initiation of degradation processes. The
development of hot spots or large local overpotentials leading, e.g., to lithium metal deposition depends on material properties as
well as on the nano- und microstructure of the electrodes. In recent years a theoretical structure emerges, which opens the possi-
bility to establish a systematic modeling strategy from atomistic to continuum scale to capture and couple the relevant phenomena
on each scale. We outline the building blocks for such a systematic approach and discuss in detail a rigorous approach for the
continuum scale based on rational thermodynamics and homogenization theories. Our focus is on the development of a systematic
thermodynamically consistent theory for thermal phenomena in batteries at the microstructure scale and at the cell scale. We
discuss the importance of carefully defining the continuum fields for being able to compare seemingly different phenomenological
theories and for obtaining rules to determine unknown parameters of the theory by experiments or lower-scale theories. The
resulting continuum models for the microscopic and the cell scale are numerically solved in full 3D resolution. The complex very
localized distributions of heat sources in a microstructure of a battery and the problems of mapping these localized sources on an
averaged porous electrode model are discussed by comparing the detailed 3D microstructure-resolved simulations of the heat distri-
bution with the result of the upscaled porous electrode model. It is shown, that not all heat sources that exist on the microstructure
scale are represented in the averaged theory due to subtle cancellation effects of interface and bulk heat sources. Nevertheless, we

find that in special cases the averaged thermal behavior can be captured very well by porous electrode theory.

Introduction
The main challenge for establishing an ab initio multiscale = which those devices are operated [1]. There is no commercial
simulation approach for batteries or electrochemical storage battery which is produced from pure active materials for the

devices in general is the extremely complex chemical context in  electrodes and from a pure mixture of salt and solvent for the
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electrolyte alone. Usually, it is necessary to add soot to the
slurry for electrode production in order to counteract the poor
electronic conductivity of the active materials of negative elec-
trodes. The active material is not used as one block (except in
thin film batteries) but is ground into a powder or artificially
designed into complex nanostructures in order to increase the
available surface for insertion or conversion reactions. To
ensure the mechanical stability of the electrode, binder has to be
added, which in turn is not without consequences for the elec-
trochemical properties of the batteries. Therefore the nano- and
micrometer-scale structure of the battery is as important as the
material itself to obtain a “good” electrode, where “good” is
defined with respect to the envisioned application and not with
respect to the materials properties. Analogous modifications are
necessary to obtain a good conducting electrolyte that is stable
under high voltages and chemical compatible with the chosen
electrode materials. Thus, additives are used in order to enhance
the ionic conductivity and to improve the chemical compati-
bility. Also the properties of the solid electrolyte interphase
(SEI) on the negative electrodes, which is essential for the long
time stability of a battery [2], are strongly influenced by the
composition of the electrolyte. Therefore it would not be
possible to design with simulations an optimal electrolyte
without considering, e.g., the impact of the electrolyte on the
electrochemical reaction kinetics at the interface of electrolyte
and active particles or the complex chemical reactions leading
to the growth of the SEI, plating and electrochemical reactions
initiated in the bulk of the electrolyte at high potentials.

A successful strategy for the development of predictive theo-
ries and simulation tools has therefore to guarantee that the
theoretical concepts on the different spatial scales from atom-
istic to cell scale have sufficient overlap to ensure the possi-
bility of a systematic upscaling procedure. This argument
addresses the problem of identifying a representative volume
element, which is small enough for being able to use the simula-
tion techniques on the fine scale but big enough for the results
to be usable on the large scale. This necessary condition
requires the development of systematic rigorous theories on
each scale from quantum chemistry for the atomistic scale, over
particle-based models utilizing classical force fields to
continuum theories. But even within continuum theories it is for
practical reasons important to distinguish between microstruc-
ture-resolved and porous-electrode theories to develop consis-

tent theories for both scales.

The knowledge of the material parameters and their depen-
dency on composition or atomistic structure is the starting point
for a rational design of energy storage materials [3]. Density
functional theory with all its approximations [4,5] if combined

with statistical mechanics methods is in this context the most
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successful method to simulate material properties of electro-
chemically active materials [3,6]. The combination with statis-
tical methods is important to bridge the gap between zero-
temperature DFT simulations in vacuum and the properties of
the studied materials at finite temperatures in contact with
different phases. Standard DFT simulations usually concentrate
on individual electronic processes without considering the inter-
play with the environment or competing electronic processes,
which might be statistically and thus macroscopically much
more significant [7]. In ab initio thermodynamics, DFT is
combined with ideas from statistical mechanics in order to
obtain the Gibbs free energy of bulk and interfaces at finite
temperatures. Especially for the calculation of differences of
Gibbs free energies, which are relevant for the determination of
stable equilibrium configurations, the accuracy is higher than
might be expected from the absolute accuracy of the DFT simu-
lation, which usually contain many simplification and assump-
tions on the structure of the solution [4,5]. By using cluster
expansions [8] it is possible to combine DFT with kinetic
Monte Carlo (KMC) simulations to obtain collective diffusion
coefficients for lithium ions at concentrations beyond the dilute
limit [9]. To obtain the collective diffusion coefficient is crucial
since there is a difference between the self-diffusion coeffi-
cients and the collective diffusion coefficient [10]. As will be
shown below, it is the collective diffusion coefficient that is
relevant for the transport of lithium ions in the solid active
particle as well as in the liquid electrolyte. The collective diffu-
sion coefficient can be written as a product of a thermodynamic
factor, which can be obtained from the chemical potential, and a
kinetic coefficient, which is a measure of the energy barriers
caused by the local environment of the Li ions. They may
depend in solids on vacancy distributions as well as on the local
lithium-ion concentration itself [9,11-13]. The diffusion coeffi-
cients for liquid electrolytes might more easily obtained from
molecular dynamics (MD) simulations once the force fields for
the interaction between the molecules are known [14,15].

Information on interface properties can be obtained from MD
simulations and from DFT simulations [15]. MD simulations
are especially relevant to study the solvation properties of the
ions [15-17], which are important to understand contribution of
solvation forces to the intercalation kinetics. The actual barriers
for intercalation can be addressed by DFT simulations [18].

The change in mechanical properties upon intercalation is very
important to understand degradation phenomena in batteries.
Usually the change in the behavior of cells can be simulated by
using macroscopic continuum models [19-21]. But knowledge
of the change in the specific volume of the material as function
of Li concentration and the change in the elastic constants is

necessary to parameterize the continuum models. This informa-
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tion can be extracted from DFT simulations [22,23]. Phase
changes, initiated by the intercalation of lithium ions, require
additional information on the stability of phases [24] and inter-
face properties. The evolution of electrochemical active inter-
faces can be described by phasefield theories [25,26], which
provide an approximate continuous description of the dynamics
of interfaces [27]. They need as input the interface free ener-
gies between the phases. This interface free energy is acces-
sible to DFT simulations [28,29]. On the basis of this informa-
tion the intercalation properties of phase separating materials
can be modeled [30]. Also, predictions for the stress [31]
induced by the phase front and its influence on the intercalation
dynamics [32] are possible. It should be mentioned that there
are still many unsolved issues and not completely consistent
predictions for the intercalation properties of phase-changing
many-particle electrodes [33-37].

The production of heat in batteries is a very important informa-
tion for the proper prediction of degradation phenomenon.
Since heat is a thermodynamic concept it has to be dealt with on
the macroscopic scale. From atomistic simulations the
determination of Gibbs free energies, entropies and insertion
properties (e.g., kinetic barriers, chemical potential of adsorbed
species, solvation energies) are obtained. The relation of these
quantities to the actual heat production has to be derived from
systematic thermodynamic theories [38-41]. Most of the litera-
ture on heat transport in lithium ion batteries uses phenomeno-
logical porous electrode theories [42-49], which are not based
on a systematically derived thermodynamic consistent theory.
In [45], the porous electrode theory is derived with the help of
volume averaging applied to the phenomenological pore scale
model. Full 3D simulations of thermal effects in electrode
microstructures do, to the best of our knowledge, not exist;
except for [50] in which the heat sources in a microstructure of
a LiCoO; cathode are obtained with the help of phenomenolog-
ical expressions for the heat sources and the current distribution
in the electrode [51].

A general overview about multiscale modeling and simulation
strategy, including an overview about available software
concepts in the context of electrochemical storage and conver-
sion devices is given in [52].

We will concentrate in our article on the systematic derivation
of fully coupled transport equations for ion, charge and heat
transport in lithium ion batteries on the nano- and micrometer-
scale as well as on the cell scale . The cell-level equations will
be obtained from an analytical upscaling procedure to ensure
the consistency with pore-resolved theory. Where possible, we
will point out the necessary input from ab initio atomistic scale

theories. The microscopic as well as the cell-level theory are
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simulated for a virtual microstructure and its homogenized
effective porous electrode description . The comparison of the
averaged results of the microscopic simulation exhibit remark-
able agreement with the simulation of the porous electrode
theory, but we find very strong fluctuations around the average.
Especially for the prediction of degradation phenomena these
fluctuations might be crucial.

Non-equilibrium thermodynamics

To make contact with theories on atomistic scales, it is neces-
sary to formulate the continuum theories in terms of quantities
that have a well defined physical meaning and can either be
obtained by simulations on atomistic scales or from inde-
pendent experiments. Even if information about energy barriers
and reaction rates can be obtained from density functional
theory for the system under investigation, additional modeling
steps are necessary to obtain the relevant parameters for the
kinetic models used in mesoscopic reaction—transport theories
[53,54]. Especially the formalism of ab initio atomistic thermo-
dynamics, which combines DFT simulations with strategies
from statistical mechanics [3,6,7], allows one in principle to
determine Gibbs free energies, reaction rates and relevant trans-
port coefficients for materials used in electrochemical applica-
tions. The transport equations on the continuum scale have to be
based on the same quantities. Only then, the information
obtained from the quantum scale can be transferred to the
continuum scale. Very often continuum scale equations are not
derived, but formulated on phenomenological grounds. This ap-
proach leads to “effect driven” theories, which try to include the
known phenomena (e.g., diffusion, electroosmosis, Peltier
effect, double layer properties [53]) without considering the
possible existence of an underlying coherent theoretical struc-
ture. Such a structure may require relations between transport
coefficients in order to ensure positive entropy production and
may reveal information about the nature of the considered
continuum fields, which are essential to make contact to atom-
istic scale simulations and to experiment or influence the form
of the charge distribution in the double layer [27]. Only a
rigorous derivation within a systematic theoretical framework
can reveal such a structure. In order to demonstrate the impact
of the chosen continuum fields on the structure of a continuum
theory we re-derive the equations for coupled transport of ions,
charge and heat in a lithium ion battery by using the framework
of rational thermodynamics [39,40]. This derivation recovers
the equation in [41,55] and shows in the isothermal case the
equivalence with the seemingly different theory of [27]. The
theory is valid for transport on pore-scale-resolved battery
structures. The cell-level equations, which are consistent with
the derived microstructure theory are then derived by using
systematic volume averaging. It is shown that some of the re-

versible heat sources of the bulk and the interfaces cancel each
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other in the averaged macroporous theory. The cancelation is
also demonstrated by explicitly simulating the coupled trans-
port on the microscale and analyzing all heat sources in the bulk
and the interfaces. Since heat sources lead to thermal stress,
there are possible sources for degradation on the microscale that
cannot be detected on the macroporous scale. The cancelation
also demonstrates the importance of a consistent formulation of
interface condition and transport equations. The usual “effect
driven” procedure, in which bulk equations and interface condi-
tions are formulated completely independent of each other, may
easily miss such cancelation effects. A generic starting point for
the derivation of the transport equations is a mixture of a posi-
tively charged and a negatively charged species, and a neutral
component. This mixture is able to represent an electrolyte
consisting of a salt, dissolved in a solvent as well as transport of
Li ions and electrons in an active particles consisting of a
neutral host lattice. Different derivations are necessary for ionic
liquids (mixture of positive and negative charges only) and
solid electrolytes (ionic conductors). In a liquid electrolyte these
are positive cations, negative anions and a neutral solvent. In
conventional Li ion batteries under normal operating conditions,
mass convection can be excluded as transport mechanism, but
will always be a possibility in a systematic theory. Especially, if
there are side reactions leading to film growth or convective gas
transport after electrolyte degradation, convective transport
might be initiated as a consequence. In general, it is sufficient to
consider transport driven by electric fields and gradients in
concentration, temperature and stress. In our derivation, we
follow closely the notations used in [40] and neglect stress
gradients for simplicity.

Transport theory

First, the general transport theory for a bulk system consisting
of three interacting species (negative, positive and neutral
species) in a electric field will be derived, before we discuss the
boundary conditions at the interfaces between different chem-
ical environments (electrolyte and active particles). Starting
point of the derivation are the conservation equations for the
three mass densities p,, the momentum g and the energy density
¢ of the system in an electric field. Although we will set the
barycentric velocity v to zero at the end of the derivation, it is
necessary to include at least a stationary velocity field, in order
to obtain the coupling to electro-mechanical stresses. The mass

conservation of the species can be written in the form

Pa =—paV'v—V~(MaNa). (1)

N, is the molecular flux and M, the molar density (kg/mol) of
the species a. The convective or total time derivative A for

some variable A is in the usual form given by
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A=A, +VVA, 2)

where A, is the partial derivative 0A/0¢ Since the total density
p= qua is conserved, i.e., p+pV-v =0, the requirement

%MaNa =0 3)

has to be fulfilled. The equation for the momentum density has
the very general form

pg=V-c+pb. “4)

Here b is an external force density, ¢ is the stress tensor and
(V'G)i =00 (the Einstein summation convention for the
repeating index is used). The equation for the energy density €
is given by

pé=V(0'v)+pb'v+pQH—V(q+€><H). ®)

QH is the local heat production, q is the heat flux, and £ and H
are the Galilei invariant electrical and magnetic fields,

E=E+vxB, (6)

H=H-vxD, 7

which couple the electric field and magnetic field with the
dielectric displacement D and the magnetic induction B. We
may eliminate the force b from Equation 5 by using Equation 4

and obtain

pé:G:K+pg-v+pQH—V(q+€><H), (8)

where x;; = 0v;/0x; is the (non-symmetrized) strain rate tensor
and o:x:= z,-j%'%j- The Maxwell equations in the Galilei

invariant approximation can be written as

VD=pp ©)
VxH=T+D (10)
VxE=—-B (1)
VB=0 (12)
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D=¢,E+P (13)

H=B/uyg—vxegE—M. (14)

We introduced the Galilei invariant current J =j—gqv, the
magnetization M=M+vxP and the flux derivative
A=A+ A(V-v)—(A-V)v. The free charge density py is related
to the molar density ny by p, = Zquana, with z, being the
charge number (i.e., the multiples of positive or negative
elementary charges) and F the Faraday number. P is the polariz-
ation due to bound charges.

In order to derive constitutive equations, we make use of the
inequality for total change of the entropy density

>0.

q_“aNocj_pQH _R s

s+ V-
p(T T T

Here R is the yet unknown entropy production and i, is the
chemical potential of species a. An expression for i, will be
derived shortly. By eliminating the heat production QH from
Equation 15 and some reformulations of V(Sx H) we obtain

R=—p(bH—psT—P~€+r:K+

_ N (16)
J'S—M—M‘VT —V'(uaNa ) )

Here oy is the specific free energy density (with respect to the
total mass) and the electromechanical stress tensor is given by

(neglecting all contributions from magnetic fields)

1
T:6+|:580E2:|[—80E®E—8®P. (17

The electromagnetic specific (Helmholtz) free energy, oy, is
given by

o =8—TS—%V2—|:%80E2+5‘P:|/;). (18)

The constitutive equations follow from Equation 16 and the
form of the material law for the free energy ¢y. The influence
of magnetic fields on batteries is usually neglected. For the
purpose of this article, we are also not interested in the calcula-
tion of mechanical strain of active particles. Therefore, the free

energy density can be written as
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oy =0 (Po.T.€). (19)

If phase-changing materials are described, this free energy may
also be interpreted as free energy functional. For instance, in the
case that the free energy also depends on the spatial derivatives
of the densities as in phase-field theories for batteries [30,56].
The total derivative of the free energy (Equation 19) is given by
Coy Pg + pa('i]."+ pa(’ic‘) .
op oT o€

PPy =p (20)

o

With this and the equation for the free energy, Equation 16 can
be transformed into

R= —p((a;‘.;;{+sz—p(a(;‘.;;+ Pjg

aq)HIJ:Kn
0

o

+V [p%MG—uaJNa n
Py

=

@n

- N
N jg_(q_:aa)m
=2 NV, -
o

The requirement, that the entropy production R of Equation 21
has to be strictly positive leads to the relations

oy
L 22
7 (22)
ooy
P=—p—H 23
P e &9
opy
P=p.p (24
a aap“ :
ooy
—p2PH s
Mo papa a (26)
0< j’E—qTD'VT—ZNa'VHa : @7)

[0
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Here p is the pressure and o is obtained from Equation 17 and
the necessary condition t + p/ = 0 imposed by the positivity of
the entropy production R. We also introduced the purely diffu-
sive heat flux qp =q — zauaNa. If the velocity is allowed to
change in time it can also be shown that the momentum density
g is given by

g=v+gyExB. (28)

The momentum equation (Equation 4) can be written (by using
Equation 4, Equation 25 and Equations 10-14) as

pg=-Vp+ppE+(PV)E+pb. (29)

In most of the battery literature the momentum equation (Equa-
tion 29) is not used, although it implies, that large gradients in
the pressure are to be expected for strong electric fields. This,
for example, is the case in the double layer. Since the chemical
potentials of the ionic species and the solvent are, in general,
dependent on the pressure, they will in turn exhibit large gradi-
ents leading to a non-negligible contribution to the variation of
the ion concentration [27]. For incompressible systems, i.e.,
p = const, the chemical potential depends linearly on the pres-
sure and can be written as function of the pressure and mass or
particle fractions y, = ny/n [27] with n= zana being the total
molar density:

p
Mq:M;+f(T’y(x’5)' (30)
The energy equation (Equation 8) leads to
Tps=TJ-E+pO-Vqp— Y Ny Vi, . 1)

o

Due to the constraint in Equation 3 there are only two inde-
pendent fluxes and since the total density p can be safely
considered to be constant, there are only two independent densi-
ties. The form of the constitutive equations depends on the
choice of independent variables. This freedom seems to lead to
different theories [27,55,57]. Our systematic derivation offers
the possibility to formulate the transformation rules between the
different set of independent fields, in order to analyze the simi-
larities and differences of the theories.

If we choose as independent densities the molar densities ¢ and
c—, the corresponding fluxes are N and N_. The electric current
j is written as j = zyN4 + z_N_ and the electric field as
E =-V®. In addition, if we assume that there are no bulk heat
sources QH =0 (i.e., no side reactions in the bulk), the resulting

transport equations for v = 0 and the entropy production are
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¢ =-V:N, (32)
i ——V'N_ 33)
. ~el
Tps=-V-qp— D, Ny Vi (34)
a=t
R=-3 Nyvid - by
aVHg T > (3%5)

a==*

where [ip =y — (Mi/MO)“O is the effective chemical poten-
tial for the ions and anions and plil =4 + 2z, FO is the electro-
chemical potential. To guarantee the positivity of the entropy
production, R, the fluxes and heat current are written in a form
that gives R a strictly positive quadratic form. This can be
achieved by choosing

Ny =-=Y B.gVii§ —v,VT

P (36)

o D) ~el Y
=R =% vgViig ——VT.
T gﬁ pYHR ~ 7 37

This is the form of constitutive equations used in [27,58] for
isothermal systems (i.e., VT =0). Specifically we obtain the
well-known result that the fluxes are proportional to a combina-
tion of the electrochemical potentials and in addition to a term
proportional to the gradient of the temperature. Choosing the
mobility matrix to be a symmetric positive matrix guarantees
the positivity of the entropy production for every solution of the
transport equations. Specifically we get B, > 0, B__ > 0 and
B B _> Bff. In dilute solution theory, the mobility B, is set
to zero, i.e., Bfilme =0. If temperature variations are included
we obtain further conditions on the heat conductivity, A (A >0),
and the off-diagonal terms v.. Very often the constitutive equa-
tions are formulated in terms of chemical potentials fi,, elec-
trical or Galvani potentials @. This form can be easily obtained

from Equation 36 and Equation 37:

~ LK
Ny =-> By gViig———Vd-v,VT 38)
ft z F
. LK . LK
]:—qu)—Z+FV].l+ —FVM7 —BKVT (39)
+ _
dp _ ~ Y
T——Z VBVH[}_BKV‘D_?VT (40)
[
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The conductivity k and the transference numbers are given by

the components of the mobility matrix

x=F*(2B,, +:*B_+22,2 B, ) 1)
F2

ty z—(ziBJ_FJ_r +Z+Z_B+_). 42)
K

Note that 7. + £~ = 1. The Seebeck coefficient f is defined by

b F(Z+V+K+ z_v_) . 3)

It is related to the Peltier coefficient I through I1= Tf.

Since the ionic fluxes Ny and the (free) current j are not inde-
pendent of each other, Equation 38 can also be brought into a
more condensed form, obtained in [41,55] by using the defini-
tions in Equation 41 and Equation 42 for £, and « and intro-

ducing the chemo-electrical potential of the positive ions
~el
e=0g /(Z+F)'

F?2? t
2= (det B)Vp+—

K z,

N, = j—(v+ - I;KBJVT (44)

Zy

j= —KV(p—MVM—KBVT

P 45)
K
qTD - —(v+ —BFJVM—KBV(\D—%VT (46)
~ Z, .
M= fy - 47)
(p:Ci)+u/(Fz+):CD+p+/(Fz+). (48)

To use ¢ is the choice in most of the electrochemical literature,
naming it usually “electrical potential”. This might be consid-
ered as an unfortunate semantic inaccuracy but it has in fact
consequences for the relation to free electric charges. The latter
are determined by ® through Equation 10 and not by o.

It is possible to obtain the formulation in Equation 44 and Equa-
tion 45 directly from the entropy law by choosing the flux N
and the electric current j together with the molar density ¢4+ =
p+/M; =: ¢ and the free charge density pr = F(z4c4+ + z_c_) as

primary variables.
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In this formulation it can be easily seen as well that the diffu-
sion coefficient D at vanishing current j is proportional to the
determinant detB=B,, B__— Bf_ of the mobility matrix B.
The requirement of positive entropy production mentioned
above is therefore the equivalent of having a positive collective
diffusion coefficient.

The transport of the anions is ruled by the same diffusion coef-
ficient as the diffusion of cations, which can be easily seen from
Equation 44 and Equation 45 and N_ = (j — z4N4)/z;. This
shows that the relevant diffusion coefficient for the transport of
ions in the electrolyte is not the self-diffusion coefficient, which
would be different from the diffusion coefficient of the anions,
but the unique collective inter-diffusion coefficient. It cannot be
determined directly by using, for example, nuclear magnetic
resonance (NMR) measurements. However, there are simple
approximations to determine the inter-diffusion coefficients
from the measured self-diffusion coefficients [10,59].

For the experimental determination of the diffusion coefficient
is is important to distinguish between the diffusion coefficient
at vanishing electrical current and at vanishing gradient of the
electrical potential. Only the coefficient at vanishing electrical
current, i.e., the one obtained from Equation 44 is experimen-
tally accessible. In DFT calculations the diffusion coefficient is
written as a product of a thermodynamic factor a7 and a kinetic
coefficient [9,10]. The thermodynamic factor ay is the thermo-
dynamic derivative of the chemical potential with respect to
concentration ap = op/dc and from the relation for the flux
(Equation 44), we see that the kinetic coefficient is related to
the determinant of the mobility matrix B.

By using the obtained expressions for the fluxes and the elec-
tric current we finally obtain the equation for the electric charge
pr, the molar concentration of positive ions ¢ := ¢4 and the
entropy density:

¢ = v-(B++w)+v{ s véj+v~(v+w) (49)

Fz,

Pr =V~(de>)+v{ < WJW-(KBVT) (50)

Fz,

Tps=-V-qp-N,Vu—jvd. (51)

The electric charge density pg is coupled to Coulomb’s law
(Equation 10) and to the pressure equation (Equation 29). The
entropy production is given by
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R :—N+Vu—jVCB—qTDVT. (52)

The different potentials ®, ® and ¢ have different physical
meanings. Only the potential @ is relevant for the calculation of
electrical charges, e.g., in the double layer with the help of
Coulomb's law (Equation 10). The chemical potentials p, fi,
and i, are defined through Equation 26, once the materials law
for the free energy density ¢y is defined.

Charge neutral systems

Most of the battery literature deals with locally charge-neutral
systems, i.e., pg = 0. This assumption is based on the observa-
tion that in a battery, under normal operating conditions, the
potential differences required for charge separation exist only in
a very thin layer around the active particles in the form of a
double layer. To include the double layer, it is either necessary
to solve the equations derived above without further assump-
tions on charge neutrality [27], or specific models for the
double layer [60] or the form of the charge distributions around
the active particles [61] are necessary. On a scale above a few
nanometer one can safely assume, that the electrolyte is a
charge neutral system, i.e., pg = 0 and c— = (z4/z_)c,. This also
applies to the active particles. The shielding is even more
effective due to the high mobility of the electrons in the active
particles. If we only deal with a binary salt, we have zy =z_=1,
i.e., ¢ = c+ = c— at each point of the bulk of the electrolyte and
the active particles. As a consequence it follows from
Equation 26, that py = p_. The chemical potentials become a
function of the temperature, the electric potential and the Li ion
concentration, only. The pressure dependence can safely be
neglected since it is only relevant in the double layer [27]. Also
the possible dependence of the chemical potential on the elec-
trical potential is usually not considered, since it is assumed that
only short-ranged chemical forces are contributing to the chem-
ical potential. No assumptions of this kind are necessary within
the framework of rational thermodynamics. In the end,
the form of the chosen materials law for the free energy oy
(Equation 19) determines whether the chemical potential is
dependent on the electrical potential or not. For example the
chemical potential would depend on the electric field if the
contribution of the polarizability of the electrolyte or the active
particle to the free energy density depends not only on the elec-
tric field but also on ion concentrations. This would be the case
in ion-conducting solid electrolytes. Neglecting these effects we

Vu= 8_;1 Ve+ a_u vT
Oc oT

may write

(53)
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and introduce a new effective heat flux Q

op

=q+N,T| — 54
0-arna{®) »

to obtain the constitutive relations Equation 44 in the form

t Dck
N, =-DVc+——j-—2LvrT
+  F J T (55)
t ou

j=«kE—-«x——| — |Vc—BxVT 56
! z F ( oc j g (56)

Q:—kVT+BTj+ch[a—uj N, - b il- 6
oc z F

The diffusion coefficient D, the heat conductivity A and the
Soret coefficient ky are given by

2.2
D=£a—qu = det B (58)
oc) «x
op ou\D 2 2 2
A=y+|— —| — |=kpc” —xT 59
Y (6T)V+ ((%jT r¢” —xTB (59)
Dcky ou KB,
=v, | |B,, - 60
T W’(@Tj . Fz, (60)

Using Equations 55-57, the expression for the entropy produc-
tion (Equation 52) simplifies to

: 2
N, — i‘]
2 2 +
VT 0 ( Fz ©1)
R= }\‘u _|_J_ + _H N T T .
T Kk \ 0Oc
From the requirement of a strictly positive entropy production
we can easily conclude that each term in Equation 61 has to be
positive and obtain the well-known fact that the transport coef-
ficients heat conductivity A, electric conductivity k and inter-
diffusion coefficient D have to be positive. The equations of

motion reduce to
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¢=V{DVe)- v{

t+ . DckT ]
+V- vT 62
Fz, J] ( T 62)

o=v-(deS)+v{&(a—“]w]w-(nﬁvr) (63)
Fz, \ oc

Tps=-V-qp-N,Vu-jvd. (64)

The equation for the temperature follows from the entropy
equation (Equation 64) by using

0;c, (65)

. : 0
Tps = pcpT+Té
T

where ¢, is specific heat per unit mass. With the thermody-
namic relation

Os

Os| __on
oc

ror

c

and the continuity equation (Equation 62) it was shown in [41]

that the equation for the temperature is given by

( : 2

S

i2 t Rz

cpthT:V'(kVT)+J—+[a—“j—+
K

oc D (66)
VT +Tv{[a—“jm1)w] .
oc) T

The Thomson coefficient py is defined by the so called
Thomson relation pp =7 (6B/8T ). Terms of order o(k%V'VT)
are neglected. Temperature inhomogeneities are caused by four
different types of heat sources and equilibrated by thermal
conduction. The four heat sources are Joule’s heat, heat of
mixing, Thomson effect and the Soret effect (in the order of
their appearance in Equation 66). Since usually k7 is very small
we can safely neglect its contribution in most applications and
obtain the approximated equation

j2 ou 2
¢,p0,T = V~(7NT)+?+(%]D(Vc) —ur§VT. (67)

Interface conditions
The equations derived above are valid in the electrolyte as well

as in the active particles. The value and the physical mecha-
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nisms underlying the transport coefficients are different. Diffu-
sion mechanisms in solids are different from those in elec-
trolytes. Conduction in electrolytes is due to ion transport, but
mostly of electronic nature in the active particles. These differ-
ences require different atomistic simulation techniques for the
determination of the transport coefficients, but the form of the
macroscopic equations is not affected by these differences. To
couple the transport in the electrolyte and the active particles
the formulations of interface conditions sometimes also called
jump conditions are necessary. They are usually derived from
the transport equations and models for processes on the inter-
face, such as surface diffusion or electrochemical reactions on
the interface, by using a pill box argument [39]. In this argu-
ment the transport equations are integrated over a small volume
element, which includes the two sides of the interface. The
thickness of the volume element is reduced to zero after the
integration such that all volumetric contributions vanish
compared to the surface contributions from the fluxes across the
surfaces and the processes on the surface. To use the transport
equations for the derivation of the interface conditions also
guarantees that they are based on the same physical fields that
are also used in the transport theory. In our case we need inter-
face conditions that describe the intercalation and de-intercala-
tion of ions, as well as the heat produced during this process.

Interface conditions for ionic flux and electric current
For cell-scale simulations, it is very difficult, if possible at all,
to spatially resolve the processes involved in intercalation and
de-intercalation numerically. Therefore it is common to use
phenomenological global expressions for describing intercala-
tion, although in reality this is a complex process that involves
at least three steps: desolvation and adsorption on the external
surface of the active particle, transfer of the Li ion from the
external surface into the host material and shielding of the
charges by lattice deformations and reorganization of the elec-
tronic charge density distribution. These elementary steps were
identified experimentally [62,63] for the intercalation of Li in
graphite. In this still very simple model no distinction is made
between the various possible types of chemical bonds after
intercalation. For instance, in [63] three different bonding states
have been identified for the Li ions within various types of
graphite. These different types of Li—graphite bonds are
reflected by different chemical potentials and possibly different
transition states for the respective intercalation step. For the
actual intercalation step from the surface into the host material,
it is possible to derive a Butler—Volmer-type expression from
very general considerations by using only the mass action law
and assuming the existence of a transition state [56,64-66]. A
more realistic description of the intercalation will require the
incorporation of at least the desolvation—adsorption step

mentioned above. The extensions of the simple Butler—Volmer
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theory obtained through this can be easily incorporated in a
generalized interface condition. In [64] the current density
across the interface i5, was derived from thermodynamic argu-
ments, and a Butler—Volmer equation with modified expres-
sions for the exchange current amplitude was obtained:

S o, F - F
s =lo| €Xp| — Mg [=eXp| — Mg | (68)

0, and a; with a, + o, = 1 are transfer coefficients, respectively.

They quantify the fraction of the overpotential to the anodic and
the cathodic charge transfer, respectively. It was shown in [64]
that the sum of the transfer coefficients has to be 1 as a conse-
quence of the law of mass action and requirement of positive
entropy production during the transition from electrolyte to
active particles. The overpotential is the difference between the
electrochemical potentials of active particle and electrolyte,
which vanishes in equilibrium:

He =Ky

z F

Ny =0, -0, (69)

The same interpretation of the overpotential is also obtained in
[56]. We can reformulate the overpotential (Equation 69) into
the more conventional form

Ny = CDS — ¢, _UO > (70)

where Uy is the half-cell open circuit potential of the respective
electrode relative to a Li metal electrode

Hii —Hg

U =
0 z F

(71)

Also the electrochemical potential of the electrolyte ¢, is
defined relative to the chemical potential of Li metal:
He —HLi

L

=0
P, 2 F

(72)

e

It is important to note, that as a consequence of introducing the
open circuit voltage U, there appears the difference of the elec-
trical potential of the active particle and the electrochemical
potential of the electrolyte in the definition of the overpotential.
Both are measurable quantities, whereas the electrical potential
of the electrolyte is not directly measurable. The amplitude i in
Equation 68 deviates from the usual definition [67] due to ther-
modynamic reasons [64]

i =kc®acla . (73)
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k is a reaction rate, which depends on the activation energy of
the transition state for the ionic transfer from the electrolyte to
the active particle. The full set of interface conditions for ionic
flux and electric current follows from the assumption of conti-
nuity of ionic flux and electric current and the fact that only
ions are transferred and, therefore, the whole electrical current
across the interface is carried by the lithium ions. Side reac-
tions leading to a degradation of the electrolyte [68] would lead
to an additional electrical current due to electron transfer
between active particles and electrolyte. With the normal n
pointing from the solid into the electrolyte we obtain

Jym=ig (74)

Jem=ig, (75)

N, m= Zse (76)
+

Npem=—*% (77
+

Thermal interface conditions

Under isothermal conditions, the values of the concentrations
and potentials of the electrolyte and the solid particle at the
interface can be determined from the interface conditions
(Equations 74-76). If heat flux is considered the value of the
temperature on the interface also has to be determined in order
to be able to calculate the gradient of the temperature on the
electrolyte side and solid side of the interface. The additional
interface conditions can be derived by applying the pill box
argument to the equations for the heat transport. We integrate
the entropy balance equation (Equation 64) over an infinites-
imal small volume element, which contains the whole thickness
of double layer and use the jump discontinuity of the chemical
potential and the electrical potential at the interface to obtain
with Equation 74 and Equation 76

deps' - ”dA {n(QS -Q,)

se _ _
+Z+F (HS M€+Z+F(q)s cDe):| (78)

e T[aus _%]_
o F \or or

In the limit of vanishing thickness of the pill box, the left hand

side of Equation 78 vanishes. If the weak temperature depend-
ence of the chemical potential of Li metal is neglected, we
finally obtain from Equation 57, Equation 71, and Equation 72
the expression in Equation 79.
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6[U0+ He J
z F
e )P Pe)r = (79)
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+

The transference number of Li ions in the active particle was set
to zero, since the whole electrical current in the active particles
is assumed to be given by the flux of electrons. Formulated
differently, the mobility of electrons is much larger than the
mobility of ions. With this condition for the jump in the gradi-
ents of the temperature, in addition to Equations 74-76, the
values of all concentrations and potentials, and the temperature
on the surface can be determined. On the right hand side of
Equation 79 are the interfacial irreversible and reversible heat
sources. The first is the irreversible interfacial Joule heating,
followed by the reversible Peltier effect and the reversible Soret
effect. The Peltier coefficient is defined by

8(U0 4 He j
z F

oT

O=T(B,—B.)+T 0)

In addition to the partial derivative of the open-circuit potential
[69] also the differences in the Seebeck coefficients of the two
phases and the thermal derivative of the chemical potential of
the electrolyte are contributing to the Peltier coefficient. It can
either be measured directly [70] or may be deduced from
measurements of the open-circuit potential, the Seebeck coeffi-
cients of the two phases [71] and the thermodynamic deriva-
tives of the chemical potential of the electrolyte.

Porous electrode theory: Volume aver-
aging

The microscopic equations derived above allow one to study the
spatial scale from about 10 nm up to a few hundred micrometer
and are therefore suitable to analyze transport processes in the
microstructure of a battery cell. The active particles and the
electrolyte are treated as geometrically separate domains within
this approach. Since the diameters of active particles range from
a few micrometers down to tens of a nanometer, computation-
ally resolving a cell of a few hundred micrometers thickness
and lateral dimensions in the range of tens of a centimeter
becomes very difficult, if possible at all. Therefore the preferred
approach for simulating whole cells is the porous electrode

theory, pioneered by Newman and coworkers [72-75]. A porous
electrode theory for materials with phase transitions was formu-
lated in [76]. To derive the porous electrode theory that corre-
sponds to a given microscopic theory several methods of
increasing complexity can be applied [77-79]. The most simple
and straightforward approach is volume averaging. In this ap-
proach, the microscopic transport equations are integrated over
a complex porous microstructure and the Gauss Theorem is
used to derive the equations for the separate domains and the
contribution of the interfaces to the transport [80]. This method
does not constitute an analytical proof that the averaged solu-
tion of the microscopic equations does converge in a strict
mathematical sense towards the solution of the averaged set of
equations. Here, further analytical work or numerical conver-

gence studies will be necessary.

If a quantity 4 is averaged over one phase, say the electrolyte
phase V., in a representative volume element (RVE) of volume
V="V;+V, we obtain

1
(b, ==, 4av. 81)

Central is the following theorem for the average of divergence
terms, say <V~A>:

AndA,

<VA>V9 :V(A)VY + aVS

(82)

where dA is an infinitesimal area element and 7 is the outward
surface normal.

The volume-averaging method for isothermal systems is
discussed in detail in [61,77,78]. For non-isothermal systems
volume averaging was used to homogenize heuristic micro-
scopic equations [45]. The terms proportional to VT in the
ionic flux and electric current will give rise to a contribution of
the volume-averaged temperature gradient and of the jump of
the temperature gradients at the interfaces between electrolyte
and active particles. As will be shown below the contribution of
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these terms to the ionic fluxes and currents can be neglected
compared to the volume-averaged gradients of the electrochem-
ical potential and the jump of the electrochemical potentials at
the interface. We therefore concentrate on the derivation of the
volume-averaged temperature equation, consistent with the
microscopic equation, derived above:

2
cppa—T =v-(vT)+
O &

2
oy
B F
S () L A (83)
— aC

D
(Iv)

+TV/ ca—uk—T N+—t+—J ,
oc T F

V)

(TIT)

where the terms correspond to heat conduction (I), Joule heating
(IT), the Thomson effect (III), heat of mixing (IV) and
Soret—Dufour effect (V). The technical details can be found in
the Appendix. The final result for the volume averaged heat
equation is
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Interestingly, all surface terms due to the coupling of heat and
ion transport (terms proportional to k7) from the Soret—Dufour
effect and due to heat—current coupling from the Thomson
effect cancel exactly with the corresponding terms from the
contribution of the heat conduction. What remains is the surface
Joule heating and the Peltier effect (last line of Equation 84).

Comparison of microscopic and meso-
scopic heat transport

There are many papers in literature, which present models and
simulations of thermal effects on cell-level based on experi-
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mental investigations [44,49,81-84]. In this paper, we are not
interested in fitting parameters to experimental results. Instead,
we want to stress the intrinsic fundamental differences and
similarities of models on two different spatial scales. Specifi-
cally, we will show that there are important phenomena on the
microscopic scale which cannot be represented, in principle,
through homogenized theories, but which may be very impor-

tant for predictions of degradation phenomena.

In order to demonstrate these fundamental differences between
microscopic and homogenized models, mostly based on porous
electrode theory (we call it the mesoscopic approach), with
respect to thermal aspects, we performed numerical computer
simulations on a generic model system with two different micro
structures and compared the results to meso-scale simulations of
two corresponding setups.

Simulation details

In order to demonstrate the qualitative features of the micro-
scopic electrochemical model, no measured electrode structure
was used but rather a computer-generated random geometry
with typical properties. To simplify the geometry further both
electrodes have an identical structure. Two cases with different
base particles were considered: one with spherical active parti-
cles of radius 5 pm and one with prolate spheroids of random
orientation with half-axes of 5 um and 16.8 um. In both cases
the porosity € was set to 0.5 such that the capacity of each elec-
trode is equal. The geometries are shown in Figure 1. The left
and the right electrode are the anode and the cathode, respect-
ively. They are connected to current collectors through which
electrons enter. Note that although electrodes are equal, their
interface area with electrolyte differs slightly since they are at-
tached to the collector plates on opposite sides. The simulation
was set up such that the virtual cell is almost empty and a
constant current was applied to charge the cell. Details on the
parametrization are summarized in Table 1. Note that no
temperature-dependence of the parameters was considered here.
In particular, there is no contribution of 0Uy/0T in the Peltier
term (see Equation 80 and the last term of Equation 84), which
might underestimate the contribution of this term.

To solve the PDE system of the thermal micro-model
Equation 62, Equation 63 and Equation 66 for the unknown
quantities concentration c, potential ® and temperature T the
finite-volume method [85] was employed. To this end the simu-
lation domain of Figure 1 is discretized into a regular grid of
cubic control volumes (CVs). In this discretization the unknown
quantities are only defined in the center points of the CVs.
Separate integration of the transport equations over the volume
of each CV i and application of the Gauss theorem turn the PDE

system into a large algebraic system that can be solved numeri-
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Figure 1: Geometry used for the microscopic simulation. It consists of an anode (blue), a cathode (red) and current collectors (brown). The space
between particles and electrodes is filled with electrolyte. Geometry (a) consists of spherical particles of radius 5 um, geometry (b) of a prolate spher-
oids of half-axes with 5 ym and 16.8 um. The thickness of each electrode is 100 ym, the separator region 40 ym and the cross section area 60 x 60

pm?2.

Table 1: Summary of generic parameter set used for the microscopic simulations. Subscripts s, e, cc, A, and C denote solid, electrolyte, current
collector, anode, and cathode, respectively. For the thermal equation this study chooses identical parameters for all materials species. Quantities

marked with an asterisk differ in the meso-simulations. &P

quantity / unit value
Dsa/cm?s™! 10710
Os,4/ Slem 10
Occa ! Slem 10
k! A cm25mol™15 0.002
Cmax,4 / molicm3 24681 - 1076
co,a / mol/cm?3 2639 - 1078
co,e / mol/cm3 1200 - 107®
Dg ! cm2s™! 1.622- 1076
A/ Wi/(cm K) 0.006
o / kg/lcm3 0.001
ky/1 1
iappl / Alcm? 0.00318

quantity / unit value
Dsc/cm?s™ 10710
osc ! Slcm ‘0.38
Occ.c/ Slem ‘0.38
k! A cm25mol™18 0.2
Cmax,c / mol/cm? 23671-1078
co,c / mol/iem® 20574 - 1078
te /1 0.39989
Ke / Slcm ‘0.02
cp 1 Jl(kg K) 4180
B/VIK 0.0002
To/K 298

8Ug,a(soc)/V = -0.132 + 1.41 x exp(-3.52 x soc)

bUp,c(s0¢)V=4.06279 + 0.0677504 x tanh(-21.8502 x soc + 12.8268) - 0.105734 x ((1.00167 — soc)™0-379571 - 1.576) - 0.045 x exp(-71.69 x soc®)

+0.01 x exp(-200 x (soc - 0.19))

cally by a computer. Time evolution is discretized by using the
simple backward Euler scheme with a time step of 20 s. One
time step consists of the following three steps:

1. Due to the strong coupling between concentration and
potential the system Equation 62 and Equation 63 is
solved monolithically.

2. Solution of the temperature system Equation 66.

3. In order to improve accuracy and maintain conservation

properties step 1 is repeated with the new temperature.

Since the equations describe a nonlinear PDE-system a
nonlinear solver must be used for each of the above steps. We
employ a simple Newton algorithm in combination with the
algebraic multigrid solver SAMG [86] to deal with the nonlin-
earities. This approach is implemented in the software BEST

[87] (based on the CoRheoS framework [88]), which was
applied to perform the simulations.

The geometry used for the mesoscopic simulations is shown in
Figure 2. Except for the current collectors that have now a
thickness of 40 um the thicknesses of electrodes and separator
are the same as in the case of the microscopic scale. The lateral
dimensions were increased to 260 pm but the applied current
was scaled proportionally. The parametrization was chosen such
that meso- and micro-simulations can be compared (Table 2).
To this end the effective transport properties required in the
meso-case instead of bulk values are computed from the micro-
structure by using the software GeoDict [89].

As described in the previous section, the meso-model used here

is a 3D + 1D model, i.e., three spatial dimensions for the
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Figure 2: Geometry for mesoscopic simulations with the porous-elec-
trode model.

Table 2: Parameters used for the mesoscopic simulations that differ
from the case of microscopic simulations (cf. Table 1). Due to the
different structures of spherical and ellipsoidal micro-geometries the
effective transport parameters are different. Subscripts e, s, AC and
Sep denote electrolyte, solid, anode/cathode and separator, respect-
ively.

quantity / unit

value (sphere) value (ellipsoid)

Deac/cm?s™ 0.474 - 107 0.438 - 1076
De,sep | cm?s™ 1.622-1076 1.622 1076
0s.a/ Slem 1.246 1.82
osc/ Slem 0.047 0.069
Ke,ac ! Slcm 0.00584 0.0054
Ke,sep / Slcm 0.02 0.02
re/ um 4.89 5.93

unknown quantities electrolyte concentration, electrolyte poten-
tial, solid potential and temperature and, in each electrode CV,
another virtual dimension for the concentration within a
representative spherical particle (solid concentration) to mimic
the diffusion into the active material. As in the micro-model a
finite volume discretization is used for both the 3D cell geom-
etry and the 1D domain representing a microscopic particle.
Here, each 3D electrode voxel contains its extra dimension for
the representative particle which is spatially discretized into 10
control volumes. The solution process of each time step with

fixed step size of 15 s is as follows:

1. Solve the coupled system for the unknown quantities
electrolyte concentration, electrolyte potential, solid
potential in the 3D domain.

2. Solve the solid particle diffusion problems for the
unknown solid concentration in the 1D domain for each

electrode voxel individually.
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3. Solve the temperature equation for 7 (in the 3D domain).
4. Repeat step 1 to improve accuracy and maintain conser-

vation properties.

Steps 1 and 3 are solved implicitly with a simple Newton
method and an algebraic multigrid solver [86] whereas step 2
uses an explicit forward Euler discretization based on the same
time step and is thus fast to solve. However, due to the time-
step limitations for explicit schemes the step size here can auto-
matically decrease based on the given parameters to ensure
stable convergence.

Despite the fact that on the microscale the basic particles are
spherical and ellipsoidal, the porous electrode theory mimics
the solid diffusion process always by a sphere of a certain
radius. This radius 7 is related to the specific interface area a
and the electrode porosity € by a = 3¢/r. Here we chose the ap-
proach to determine a from the micro-geometry and compute
the corresponding radius » but we note that there are also other

reasonable approaches to fix r.

Results and Discussion

The simulation yields a three-dimensional field of lithium ion
concentrations. Of interest is, for instance, the ion concentra-
tion in through-plane direction. A projection of the Li concen-
tration of the electrolyte phase onto this axis is shown in
Figure 3. The data from the microscopic simulations shows
considerable scatter reflecting the inhomogeneous, random
structure. There are even CVs that remain at their initial concen-
tration of 1.2 mol/L since they are surrounded completely by
active particles. Due to the electroneutrality condition they have
to stay at their initial concentration. The porous electrode ap-
proach treats the complete electrode region as homogeneous
effective medium. For this reason (and of course due to the
application of symmetric boundary conditions) the concentra-
tion profile does not show any scatter and agrees reasonably
well with the microscopic average. However, a quantitative
agreement is only obtained in the separator region for the
sphere-based micro-geometry. Especially in the electrodes far
away from the separator there is a deviation of about 5%. Since
the porous electrode model is in some sense a simplification of
the microscopic approach its results must be scrutinized more
carefully. The concentration within the electrolyte depends on
the effective parameters for diffusion and ionic conductivity. In
this study they were computed by performing a simplified trans-
port simulation in the same microstructure that was used for the
microscopic battery simulations. Due to the limited geometry
size that was used it is likely that the effective parameters are
not very exact. Furthermore, it is questionable whether the
meso-approach is justified at all here since we use it on a

similar scale. As pointed out in [79] the necessary condition of
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Figure 3: Distribution of electrolyte concentration in dependence of position in through-plane direction at a capacity ratio of 0.42 for (a) spherical parti-
cles and (b) prolate spheroids. Each panel compares results of the micro-simulation with a corresponding meso-scale simulation.

scale separation for using homogenization is not fulfilled in real
lithium ion batteries. Very often electrodes have a thickness of
the order of only ten particle diameters, which is not sufficient
to justify the assumption of scale separation. Therefore it seems
reasonable that for the ellipsoidal base particles the concentra-
tion in the separator region does not match well because in this
case also the representative sphere of the meso-model is
different from the actual micro-particle (ellipsoid). Thus, it is
important to determine the effective properties as well as the
representative particle size with great care. This is very relevant,
for instance, for a prediction of the limiting current, at which
the electrolyte is locally depleted of ions.

The concentration distribution within the active material is indi-
rectly expressed through the cell potential (differences between
current collector potential at cathode and anode). For the four

simulation cases the cell-potential is shown in Figure 4a.
Comparing the microscopic cell potentials it is interesting to
note the higher voltage for the ellipsoidal geometry compared to
the spherical geometry. This is explained by the different inter-
face areas: While the ellipsoidal micro-geometry has an inter-
face area of 0.18 mm?, it is 0.22 mm? for the one based on
spheres. Since in both cases the same current is applied a higher
overpotential (and therefore cell potential) is required for
smaller interface areas. Although the meso-simulation shows
the same behavior the corresponding micro and meso simula-
tions differ slightly. Since the lithium diffusion within active
particles is modeled in the meso-case only by single, represen-
tative particles, the exact influence of the actual interface shape
and connectivity between particles is neglected. Thus, it cannot
be expected that both methods show a better agreement without

more careful adjustment of parameters, in particular of the
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. ! |
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. ! .
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Figure 4: (a) Comparison of cell potential during charging simulations on micro- and meso-scale for the two base particles considered here, sphere
and ellipsoid. (b) Comparison of heat production shown in a similar way as in (a).
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radius 7 in the meso-model. However, even then it is not clear
that this will lead to the same results also in other application
scenarios, e.g., with a different applied current.

Thermal effects are of particular interest in this model compari-
son. Because the meso-model neglects structural details the
current and the ion flow are very different compared to the
microscopic model. In the latter, the current can be strongly
localized due to the connective properties of the electrode struc-
ture. Thus, it is very surprising that a comparison of the total
heat power per volume is very similar for both simulation
approaches (see Figure 4b). Additionally, as before, we recog-
nize a difference of heat production between spherical and ellip-
soidal base particles. To understand this we need to analyze the
different sources of heat.

The microscopic model allows one to study the heat sources
with spatial resolution. As an example we show in Figure 5 the
heat production caused by the Soret effect in bulk and at the
interfaces. Since it is a reversible heat source, positive and
negative contributions dependent on the local current directions
are possible. It is clearly visible that heat sources can be
strongly localized depending on the micro-structure. This is true
also for other sources of heat. By computing the total power per
volume for the different heat sources their relative magnitudes
can be compared as function of state-of-charge during charging.
Figure 6 shows the result for the microscopic simulation with
ellipsoidal base particles. A very interesting feature is the time-
dependence of the Soret heat: Although it oscillates strongly
with a large magnitude and is very inhomogeneously distrib-
uted in space (cf. Figure 5) the total interface and bulk contribu-
tions cancel each other exactly such that the Soret effect is of no
importance for the total heat production in this case. Respon-
sible for the shape of the Soret curves is the derivative of the
open-circuit potential (OCV) (cf. last terms in Equation 57 and
Equation 79). After averaging those terms vanish for the meso-
scopic model (cf. second last term of Equation 84). What
remains is the divergence of the purely diffusive ion flux which

interfaceSoretHeat [W/cm?]
0.7 9

070 14
o

4
5.07z-Axis (x10

W60
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is very small in the separator and has opposite signs in the elec-
trodes. In a symmetric setup such as the one studied here with
sufficiently small temperature gradients these (the last terms in
Equation 57 and Equation 79) basically cancel. That is why the
Soret contribution in the meso-simulations is of the order of
1075 mW/em3.

80 | L s

bulk Joule heat

bulk Soret heat

bulk heat of mixing
interface Joule heat
interface Pellier heat
interface Soret heat
total heat

meso results

heat production / mWiem®

T T T T T T T T
0 0.2 0.4 0.6 0.8
normalized theoretical capacity

Figure 6: Heat production for ellipsoid-based micro-structure due to
different heat sources. Thick lines show the results from the micro-
simulation while the thin black lines are the results of the corres-
ponding meso-simulation.

We realize from Figure 6 that the only significant contribution
to the total heat production comes from the irreversible Joule
heat created at the interface between active particle and elec-
trolyte, i.e., basically the product of overpotential and
Butler—Volmer current nig, (cf. last line of Equation 84). We
further note the good agreement between micro- and meso-scale
simulations. In particular the interface Joule heat as most rele-
vant heat source can be captured in the meso-model quite well,
although there is a deviation at the end of the charging process.
Similar to the cell potential (cf Figure 4) also the interface Joule
heat crucially depends on the overpotential. Therefore, the same
reason as discussed before explains the difference.

soretHeat [W/cm?]
00 032 063

4
5.0 z-Axis (x10

s

Figure 5: Cut through the ellipsoid-based micro-geometry showing heat production at a normalized capacity of 0.5 by (a) the interface Soret effect

and (b) the bulk Soret effect.
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From the above discussion one would expect that the overpo-
tentials of micro- and meso-model are the same. In Figure 7a
we study the overpotential at a fixed time as a function of the
position in the through-plane direction. Comparing the overpo-
tentials for each CV in the microscopic case (grey dots) a very
large scatter is observed that is larger for the anode (left). The
anode has a lower rate constant than the cathode and hence a
larger overpotential. The large scatter is of course an expres-
sion of the complex microstructure and for better comparability
we compute a running average of the data (red curve). In the
homogeneous mesoscopic simulation the overpotential curve is,
by construction, much smoother and it agrees well with the
microscopic data. Due to the strong relationship between the
interface Joule heating with the overpotential the same holds for
this heat source shown in Figure 7b. From both figures it can
thus be concluded that the meso-approach is capable of repro-
ducing the average or global heat power. However, one should
note that this is because it is the interface Joule heat that plays
the dominant role. So as long as the geometry is such that over-
potential and Butler—Volmer current density can be described
well on the mesoscopic scale the respective simulation can
compute the correct amount of heat. If other sources of heat that
rely on the actual distribution of current or ion flux become
more important, either due to different material parameter
combinations or geometric properties, it is unlikely that a meso-
simulation can reproduce the results of the full microscopic ap-
proach.

Many processes, e.g., the intercalation rate or degradation
effects, depend on the local temperature. Having realized from
Figure 5 and Figure 7 that heat sources are inhomogeneously
distributed in the realistic microscopic geometry it is of interest
whether the resulting temperature exhibits a similar behavior.
Therefore Figure 8 shows the cell temperature as a function of

PCY: P AP R AP RVI SRV R

Beilstein J. Nanotechnol. 2015, 6, 987—1007.

the through-plane position for different times during the
charging. There is no spatial temperature variation visible (even
on changing the scale), only a global increase of 7. This is not
surprising since the thermal diffusivity A/c,p = 0.0014 cm?/s
and the cell thickness of 0.00246 cm lead to thermal diffusion
time scale of less than 0.5 s. The energy produced in any point
inside the cell is thus spread out very quickly such that no
appreciable gradient can develop. This is particularly true for

the strongly localized interface Joule heat sources.

One finding of the presented numerical experiments is that it is
mainly the Joule heating at the interface between active ma-
terial and electrolyte that determines the amount of heat
production. However, we have to repeat in this context that a
temperature dependence of the parameters was not considered
here, which in particular affects the reversible Peltier term
(Equation 80). Some studies claim this term to be also of rele-
vant magnitude at least for low currents [50]. A reliable experi-
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Figure 8: Spatial variation of temperature in through-plane direction for
the microscopic ellipsoid case.
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Figure 7: (a) Spatial distribution of the overpotential in through-plane direction for the ellipsoid-based microstructure at a capacity ratio of 0.42. Due to
the strong variation of the data in the microscopic simulations (grey), a running average (red) is compared to the overpotentials of the mesoscopic
simulations (black). (b) Similar as in (a) we compare the Joule heat at the interface between active particles and electrolyte.
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mental determination of 0Uy/0T is, therefore, an important
prerequisite for further computations including this effect, but

they are not trivial since Uy only very weakly depends on 7.

In summary, we found that the mesoscopic simulation ap-
proach was able to quantitatively reproduce the amount of
energy produced during charging with a constant current from
the microscopic approach. Although this was at first surprising
since the scatter of concentrations, potentials or currents in the
meso-model is much weaker, this result could be explained by
the fact that there is only one dominant source of heat, namely
Joule heating at particle—electrolyte interface. This heat term
does only depend on overpotentials and intercalation currents
that are reproduced in this approach reasonably well. As long as
the solid-diffusion behavior, which influences the overpotential,
is captured correctly and as the interface Joule heating is the
dominant effect one can expect that the thermal results of the
meso-model are as trustworthy as a full microscopic simulation.
While the former was easily obtained in this study because the
basic particles were of very simple spherical or spheroidal
shape of equal size the latter might be different for other cases
(e.g., other materials with different parameters or geometries).
When the active particles exhibit a broad size and shape distrib-
ution, as in reality, more care is necessary to adjust their size
and the solid diffusion constant in the meso-model. That such
an adjustment would be sufficiently universal to allow for
predictive simulations for a wide range of application scenarios
(e.g., different load cases) can be doubted. Other studies state at
least that the mesoscopic simulation approach underestimates
the total amount of generated heat [50] when compared to the
micro-approach. The latter takes structural influences into
account and is thus less dependent on parameter adjustments or
data fitting. Therefore more realistic results can be expected
from the micro-approach. On the other hand, micro-scale simu-
lations are computationally much more expensive if a reason-
able realistic and representative micro-structure (e.g., from
measurements) is used.

Conclusion

Fully seamless multiscale simulations from atomistic to cell
scale are not yet possible nowadays. There are unresolved
issues on each scale, although tremendous progress for electro-
chemical storage applications have been achieved. In the main
part of our paper, we addressed the problem on how the
continuum scale, which stretches for battery cells from the
nanometer to the centimeter scale can be systematically be
brought in contact with the atomistic scale. We believe that
systematic methods from non-equilibrium or rational thermody-
namics may well be the tool to establish the connection with
MD and DFT simulations, if all these methods are combined

with methods from statistical mechanics to ensure the proper
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averaging strategies for obtaining the transport coefficients and
thermodynamic derivatives [90]. In addition to giving a short
overview over the available atomistic scale simulation tools, we
concentrated on the problem of systematically deriving the
coupled equations for ion, charge and heat transport in inser-
tion batteries on the particle and pore resolved nano- and
microscales of electrodes and upscaling these equations to the
cell scale. In the derivation we presented a careful discussion on
how the resulting form of the transport equations is influenced
by the choice of the macroscopic fields and how the seemingly
different models in the literature can be transformed into each
other. The accuracy of the upscaling procedure was investi-
gated numerically by comparing a fully 3D microstructure
resolved model of a battery cell with the homogenized or
upscaled representation of this cell. For the chosen microstruc-
ture the numerically thermal and voltage behavior of the cell
under load was found to be astonishingly similar to the directly
simulated results of the analytically averaged equations. This
result cannot be considered to be true in general. We except that
the differences can be much bigger for less homogeneously
chosen microstructures. But even for the investigated homoge-
nous microstructures huge fluctuations (larger then 100%)
around the average for, e.g., overpotentials and Joule heating
terms are found. As a consequence we may conclude that the
probability for the occurence of degradation phenomena may be
hugely underestimated. For example the occurence of plating
depends on the local potential at the interface of the electrolyte
and active particles. Since overpotentials are strongly underesti-
mated, a porous electrode model cannot accurately detect the
sites in the battery cell where, e.g., plating is likely to occur,
that is where the total potential drops below the redox potential
of Li/Li". The same is to be expected for the initiation for ther-
mally induced degradation of the electrolyte due to the underes-
timation of the local heat production. Although the temperature
is basically constant on the microstructural scale, it is, in add-
ition to the temperature, the locally available energy on very
short time scales, which is relevant for overcoming reaction
barriers of degradation mechanisms. Therefore, the local fluctu-
ations in the heat sources may be relevant for the identification
of critical structural properties of electrodes. For the design of
optimal cells a combination of cell-scale simulations with pore-
resolved simulations will be necessary to identify the best
global behavior as well as the optimal structure on the nano-and
micrometerscale, once the optimal material parameters have
been identified with DFT- and MD- simulations.

Appendix

To obtain the volume-averaged transport equation for heat
(Equation 84), the volume averaging technique is applied to
each term of Equation 83, where the convention is adopted that

the normals always point from solid to electrolyte phase.
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Heat conduction Soret-Dufour effect
The mathemiatical expression for the Soret—Dufour effect is
given in Equation 89. Adding up all the contribution and

VAAVT)), =e VA VT), +e, V(A VT . . . . . .
< ( )>V sVilhs >VS eVihe >Ve assuming that there is no direct inter-particle transport of ions,

+i aV(QLSVT_;LeVT).ﬁdA ie., <N+s>VS =0, we obtain the volume-averaged heat equa-
v tion (Equation 84).
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Abstract

Research devoted to room temperature lithium—sulfur (Li/Sg) and lithium—oxygen (Li/O5) batteries has significantly increased over
the past ten years. The race to develop such cell systems is mainly motivated by the very high theoretical energy density and the
abundance of sulfur and oxygen. The cell chemistry, however, is complex, and progress toward practical device development
remains hampered by some fundamental key issues, which are currently being tackled by numerous approaches. Quite surprisingly,
not much is known about the analogous sodium-based battery systems, although the already commercialized, high-temperature
Na/Sg and Na/NiCl, batteries suggest that a rechargeable battery based on sodium is feasible on a large scale. Moreover, the natural
abundance of sodium is an attractive benefit for the development of batteries based on low cost components. This review provides a
summary of the state-of-the-art knowledge on lithium—sulfur and lithium—oxygen batteries and a direct comparison with the analo-
gous sodium systems. The general properties, major benefits and challenges, recent strategies for performance improvements and
general guidelines for further development are summarized and critically discussed. In general, the substitution of lithium for sodi-
um has a strong impact on the overall properties of the cell reaction and differences in ion transport, phase stability, electrode
potential, energy density, etc. can be thus expected. Whether these differences will benefit a more reversible cell chemistry is still
an open question, but some of the first reports on room temperature Na/Sg and Na/O, cells already show some exciting differences

as compared to the established Li/Sg and Li/O; systems.
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Review

1 Introduction

Rechargeable lithium-ion batteries (LIBs) have rapidly become
the most important form of energy storage for all mobile
applications since their commercialization in the early 1990s.
This is mainly due to their unrivaled energy density that
easily surpasses other rechargeable battery systems such as
metal-hydride or lead—acid. However, the ongoing need to store
electricity even more safely, more compactly and more afford-
ably necessitates continuous research and development. The
need for inexpensive stationary energy storage has become an
additional challenge, which also triggers research on alternative
batteries. Major efforts are directed towards continuous
improvements of the different Li-ion technologies by more effi-
cient packaging, processing, better electrolytes and optimized
electrode materials, for example. Although significant progress
has been achieved with respect to the power density over the
last years, the increase in energy density (volumetrically and
gravimetrically) was relatively small [1]. A comparison of
different battery technologies with respect to their energy densi-

ties is shown in Figure 1.

Li/O,
Na/O,
Li/S,
Na/S,
HT-Na/S
Li-ion
Na-ion

NiMH _
- practical
B theoretical ]

T T T
1500 3000 4500 6000

Pb-acid

r T T T
0 200 400 600

Gravimetric energy density / Wh/kg

Figure 1: Theoretical and (estimated) practical energy densities of
different rechargeable batteries: Pb—acid — lead acid, NiMH — nickel
metal hydride, Na-ion — estimate derived from data for Li-ion assuming
a slightly lower cell voltage, Li-ion — average over different types,
HT-Na/Sg — high temperature sodium—sulfur battery, Li/Sg and Na/Sg —
lithium—sulfur and sodium—sulfur battery assuming Li>S and Na,S as
discharge products, Li/O, and Na/O; — lithium—oxygen battery (theo-
retical values include the weight of oxygen and depend on the stoi-
chiometry of the assumed discharge product, i.e., oxide, peroxide or
superoxide). Note that the values for practical energy densities can
largely vary depending on the battery design (size, high power, high
energy, single cell or battery) and the state of development. All values
for practical energy densities refer to the cell level (except Pb—acid,

12 V). The values for the Li/Sg and Li/O, batteries were taken from the
literature (cited within the main text) and are used to estimate the
energy densities for the Na/Sg and Na/O; cells. Of the above tech-
nologies, only the lead acid, NiMH, Li-ion and high temperature Na/Sg
technologies have been commercialized to date.
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Ultimately, the energy density of a practical battery is deter-
mined by the cell reaction itself, that is, the electrode materials
being used. The need for a proper cell design and packaging
considerably reduces the practical energy density of a battery
compared to the theoretical energy density. The cell reaction of
Li-ion batteries is not fixed and different electrode materials
and mixtures are used depending on the type of application.
Graphite/carbon and to a lesser degree Lig/3Ti5304 (LTO) serve
as the negative electrodes. Recently, silicon has been added in
small amounts to graphite to increase the capacity. Layered
oxides (the classic LiCoO,, LCO) and related materials
(LiNilfxfyMnxCOyOZ, NMC; LiNi0.8C00'15A10‘0502, NCA;
olivines, LiFePOy4, LFP; spinels, LiMn,04, LMO) are applied
as positive electrodes. The underlying storage principle of all
these electrode materials is a one-electron transfer per formula
unit. In this process, the de-/intercalation of one Li-ion is linked
to a change in the transition metal oxidation state by one
(C03+/4+, FeZt3* Mn3+/4+, etc.), as illustrated in Figure 2a.
However, since the positive electrode materials often suffer
from stability issues at too low lithium contents, only a fraction
of the theoretical capacity can be achieved in practice (with LFP
being an exception). For example, only 0.5 electrons per
formula unit can be reversibly exchanged for LCO. The elec-
trode reaction for LCO can therefore be written as

disch:
Lig sC00, +0.5Li* +0.5¢” % LiCoO,. (1
charge

The amount of charge that can be stored during this process is
therefore limited and the capacities of positive insertion-type
and intercalation-type electrode materials are around
120-180 mAh/g. Employing graphite as a negative electrode
(372 mAh/g), the theoretical energy densities of single cells for
current Li-ion technology are limited to around 350400 Wh/kg
and 1200-1400 Wh/L. Roughly about one fourth to one half is
achieved in practice due to the additional weight and volume of
the current collectors, separator, electrolyte, cell housing, and so
forth.

Significantly higher energy densities can only be achieved by
using electrode reactions such as multielectron transfer and/or
lighter elements. A broad range of so-called conversion reac-
tions has been studied which are based on the full reduction of
the transition metal [2]. The general electrode reaction can be

written as:

M, X, + (b-c)Li" +(b-c)e” == aM + bLi X, (2)
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Figure 2: Operating principles of (a) a lithium-ion battery, (b) a metal-oxygen battery (non-aqueous electrolyte) and (c) a metal—sulfur battery during
discharge. (A = Li, Na). A lithium-ion battery is based on intercalation compounds as electrodes. The exact cell reaction depends on the materials
used. In this example, the reaction equation is formulated for the classical LIB with graphite as the negative and LiCoO5 as the positive electrode. The
same concept can be applied for a sodium-ion battery. Metal-oxygen and metal—sulfur batteries perform best with a lithium or sodium metal as the
anode. The positive electrode consists of a porous support, usually carbon. In a metal-oxygen battery, this support enables the reduction of atmos-
pheric oxygen and accommodates the insulating discharge products of LioO2, NayO,, NaOo, or ideally, LioO and NayO. In metal-sulfur batteries, the
support hosts the insulating end members of the cell reaction, which are sulfur (before discharge) and ideally Li»S and Na,S (after discharge). The
sketch in Figure 2 illustrates the most frequently studied cell concepts for metal-oxygen and metal—sulfur cells. Other concepts, for example, solid

electrolytes or liquid electrodes, are also currently being studied.

where M is either a transition metal (Cu, Co, Fe, etc.) or Mg,
and X is an anion (F, O, S, etc.). The overall success has been
limited as conversion reactions typically show large irre-
versible capacities during the first cycle and a large hysteresis
during cycling. This irreversible capacity is mostly caused by
the need for complete lattice reconstruction and the corres-
ponding formation of new interfaces.

The most appealing multielectron transfer systems are the
lithium—sulfur battery and the lithium—air (or more precisely,
the lithium—oxygen battery) in which a non-metal is the redox-
active element. Both batteries combine very high theoretical
energy densities with the advantage of using abundant and thus
resource-uncritical elements. Both systems have been inten-
sively studied over the last years. For example, more than 250
publications appeared in the field of lithium—sulfur batteries in
2014 alone and about 200 publications in 2014 are concerned
with lithium—oxygen batteries. The cell concepts are entirely
different from conventional Li-ion technology, as depicted in
Figure 2. Here, elemental sulfur and atmospheric oxygen are
reduced at the positive electrode to form Li,S and Li;O, during
discharge, which is expressed by:

1/8Sg + 2Li* +2¢” & Li,S 3)

0, + 2Li" +2¢~ == Li,0,. 4

Moreover, the cells ideally operate with metallic lithium as the
negative electrode. No heavy transition metals participate in the
cell reaction and theoretical energy densities of 2613 Wh/kg for
the Li/Sg and 3458 Wh/kg for the Li/O, cell can be calculated.

Perhaps the most important conceptual differences between
these cell systems and Li-ion batteries are (1) that the redox
centers (oxygen and sulfur) are lighter and spatially more
concentrated, allowing for higher energy densities and (2) that
the redox-active (molecular) species are mobile in liquid elec-
trolytes and new phases form and decompose during cycling. In
intercalation compounds, the redox centers (transition metal
cations) are immobile as they are pinned to the fixed positions
of the crystal lattice and are, therefore, spatially diluted.
However, due to the poor conductivity of sulfur, Li,S and
Li»O,, the non-metal redox materials also require a suitable
conductive support structure. For the Li/Sg and Li/O, batteries,
this means that significant complexity is added, as a series of
transport steps and nucleation/decomposition processes take
place that will depend on the morphology, microstructure and
surface chemistry of the conductive support. Side reactions with
the metallic anode and dendrite formation further complicate
the cell chemistry, and therefore, the cycle life of both cell
systems remains insufficient to date. The Li/O; cell particularly
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suffers from additional side reactions related to electrolyte
decomposition at the positive electrode. Many challenges there-

fore must be tackled in order to develop practical systems.

Research on sodium-ion batteries (NIBs) has recently been
revived and is largely motivated by the natural abundance of so-
dium [3-10]. The sodium content in the earth’s crust and water
amount to 28,400 mg/kg and 11,000 mg/L compared to 20 mg/
kg and 0.18 mg/L for lithium [11]. Additionally, the number of
known sodium compounds is much larger as compared to
lithium, and thus combinations of electrode materials that
enable the development of batteries based solely on low cost
elements (or that provide specific advantages that complement
Li-ion technology in special applications) are expected. It is
interesting to note that sodium-ion and lithium-ion batteries
were studied in the 1970s and 1980s. However, due to the
success of the lithium-ion battery (and probably the insufficient
overall quality of materials, electrolytes and glove boxes [3]),
research on sodium-based batteries was largely abandoned. The
only exceptions were the high temperature systems Na/Sg and
Na/NiCl; [12-15].

Although one would initially assume very similar cell
chemistries for otherwise identical LIBs and NIBs, the behav-
ior is in most cases quite different. The reason is related to the
larger size of the sodium ion that affects the phase stability, the
transport properties and the interphase formation. The basic
characteristics of multielectron transfer reactions involving so-
dium-based conversion reactions have been recently summa-
rized and appear quite attractive. However, similar challenges
compared to lithium-based conversion reactions are also found
[10].

The intriguing question is whether the chemical differences
between sodium and lithium could help to solve some of the
challenges known for the Li/Sg and Li/O, cells. Although an
unavoidable penalty with respect to the energy density is paid
when replacing lithium by sodium, the theoretical value for a
room-temperature Na/Sg battery with Na,S as a discharge pro-
duct (1273 Wh/kg) and a Na/O, cell with Na,O, as a discharge
product (1600 Wh/kg) are still very high compared to LIBs.
However, to date, only very little is known about the room
temperature chemistry of Na/Sg and Na/O, cells. Only around
thirty studies have been published as of 2014 in total. Although
there is some dispute about the stoichiometry of the discharge
products in these cells, it has been demonstrated that Na/O,
cells can be cycled with much better performance as compared
to the analogue Li/O; cell. Replacing lithium by sodium might
therefore be an effective strategy to improve the reversibility of
high energy battery systems, notwithstanding the reduced theo-
retical energy capacity.
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Some general differences between lithium and sodium cells are

immediately apparent:

1. The lower melting point of sodium (7, N, = 98 °C) as
compared to lithium (T, 1; = 181 °C) and its generally
higher chemical reactivity pose additional safety issues
for cells using metal anodes. On the other hand, cell
concepts with a molten anode might be easier to realize
given the advantages of better kinetics and prevention of
dendrite formation.

2. Sodium is softer than lithium, making handling and
processing more difficult. On the other hand, avoiding
dendrite formation by means of mechanical pressure can
be easier.

3. Sodium is less reducing than lithium, meaning that more
substances are thermodynamically stable in direct
contact with the metal. This can be an important advan-
tage when designing cell concepts including solid ion-
conducting membranes. Many Li-ion conducting solid
electrolytes degrade exposed to direct contact with
metallic lithium [16]. Moreover, by employing beta-
alumina, an excellent Na-ion conducting solid elec-
trolyte is commercially available.

4. The total number of known sodium compounds is larger
compared to lithium, so cell reactions might require
more intermediate steps or stop at a different stoichiom-
etry. Two notable exceptions exist that might be of
advantage for sodium cells. Aluminium forms binary
alloys with lithium but not with sodium. Therefore,
aluminium instead of the more expensive copper can be
used as a current collector for the negative electrode in
sodium batteries. Another exception that might have
practical relevance is that sodium, in contrast to lithium,
does not form a stable nitride when exposed to N, atmos-
phere. This has an immediate impact on Li/O; and
Na/O; cells when operated under air.

5. The larger sizes of the sodium atom and ion compared to
lithium (+82% for the atom and +25% to +55% for the
ion, depending on the coordination) lead to larger
volume changes during cycling. Sodium-based elec-
trodes might therefore degrade faster and the formation
of stable interfaces might become more difficult. But the
smaller size of the lithium ion corresponds to a larger
charge density, and the lithium ion polarizes it environ-
ment stronger than the sodium ion. This causes severe
differences in chemical bonding and ion mobility.

6. The solubility of sodium and lithium compounds in
solvents are different. The discharge products and/or
interphases (SEI formation) can therefore dissolve to
different degrees and electrolyte solutions might have

different properties.
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2 Lithium—oxygen (Li/O») and
sodium—oxygen (Na/O») batteries

This section is organized as follows. Firstly, the basic operating
principles and energy densities of Li/O; and Na/O, cells are
discussed. Secondly, the state-of-the-art knowledge on Li/O,
cells is summarized. As several reviews have been published in
this field, we will only briefly highlight important achieve-
ments and discuss recent developments. Thirdly, the available
literature on the Na/O; cell is summarized and similarities and
differences to the analogue Li/O, cell are discussed. Li/Sg and
Na/Sg batteries are discussed the same way in chapter 3. The
section will end with a brief summary and outlook.

2.1 Operating principles and general remarks

The operating principle of a lithium—oxygen battery is depicted
in Figure 2b. The major difference compared to Li-ion batteries
is that the battery is designed as an open system that enables
uptake and release of atmospheric oxygen at the cathode during
cycling (hence the name “lithium—air battery”, which is
misleading as mostly pure oxygen gas is used). During
discharge, lithium is oxidized at the negative electrode and
oxygen is reduced on the positive electrode. Similar to a fuel
cell cathode, the positive electrode is a porous, electron-con-
ducting support (gas diffusion layer, GDL) that enables oxygen
transport, oxygen reduction (ORR) and oxygen evolution
(OER) during cell cycling. Carbon-based materials are mostly
used for this purpose. Considering the basic principle of this
cell concept, some challenges are immediately obvious: (1) The
implementation of special membranes is necessary to prevent
contamination of the cell by unwanted gases from the atmos-
phere (Nj, CO,, and also H,O for the case of non-aqueous
systems) and to protect the metal electrode from oxygen expo-
sure. At the same time, drying out of the cell due to solvent
evaporation must be avoided. (2) The gas transport must be fast
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enough to enable sufficiently fast discharging and charging.
(3) The cell needs to provide enough free volume to accommo-

date the discharge product.

The reaction product depends on the type of electrolyte used. In
aqueous electrolytes, water becomes part of the cell reaction
and dissolved LiOH is formed during discharge, which precipi-
tates as LIOH-H,O once the solubility limit is reached. The
need to protect the lithium anode from direct contact with water
is experimentally challenging, so most research has been
devoted to lithium—oxygen batteries with an aprotic electrolyte.
Some possible discharge products can be directly predicted
from the Li—O phase diagram shown in Figure 3a. Under
ambient conditions, the thermodynamically stable phases are
lithium oxide (LipO) and lithium peroxide (Li;O,). As these
compounds are insulators, GDLs with a high surface area are
used to improve the kinetics. Two other cell concepts that have
been studied to a lesser extent are cells with a mixed aprotic/
aqueous electrolyte and cells based on solid electrolytes. A so-
dium—oxygen battery can be designed exactly the same way
but the phase diagram (Figure 3b) shows that in addition to
Na;0, and Na,O, sodium superoxide (NaO;) can also be
formed (although possibly only kinetically stable under ambient
conditions). The relative stability of NaO, was recently calcu-
lated by two groups with somewhat controversial results (see
the section The sodium—oxygen (Na/O,) battery for more
details). Sodium ozonide (NaOj3) has been frequently reported
as being unstable under ambient conditions and hence is not
considered. Different discharge products may form in alkali-
metal-oxygen cells. As will be discussed later in more detail,
the discharge products in aprotic electrolytes are Li,O, in Li/O;
cells, and Na;O, and NaO; (and Na;0,-2H,0) in Na/O, cells.
It is an open and interesting question whether the relative
stability of the different alkali oxides is correctly represented in
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the phase diagrams, as the influence of water may have been
overlooked. It is well known that even small amounts of water
can stabilize oxide phases, which are otherwise absent in the
phase diagram [17].

The theoretical cell voltages and energy densities of the
cell reactions are summarized in Table 1. We note that also
potassium-oxygen batteries are being studied [20,21]. The
energy densities however, are lower. The values for energy
densities vary depending on whether the weight of oxygen is
included or not, but all metal-oxygen batteries are superior
compared to Li-ion batteries in terms of theoretical energy
capacity. This is also the case for cells with NaO; as a discharge
product, although they are based on one-electron transfer. It is
important to note that all values in Table 1 are theoretical
values. As the concept of metal-oxygen batteries requires many
additional design-related components (e.g., gas diffusion layer,
membranes to minimize oxygen diffusion towards the metal
anode and to minimize access of other detrimental gases from
the atmosphere) the weight penalty for reaching a commercial
product will be much higher as compared to LIBs. The esti-
mated values of the practical energy density vary greatly.
Values of 1700 Wh/kg at the cell level and 850 Wh/kg at the
battery level have been suggested by Girishkumar et al. [22],
while Christensen et al. estimated around 1300 Wh/kg for the
cell level [23]. PolyPlus, one of the leading companies working
on lithium—air batteries, project 600 Wh/kg and 1000 Wh/L,
respectively [24]. Recently, Gallagher et al. comprehensively
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studied the use of Li—air batteries for electric vehicles (EVs)
and predicted values of around 250-500 Wh/kg and
300450 Wh/L on the system level. The authors concluded that
Li—air batteries will not be a viable option for commercial auto-
motive applications [25], which then also would exclude Na—air
systems. An additional challenge for electric vehicle applica-
tion is that the current densities of lithium—oxygen cells (usually
below 1 mA/cm?) are still too small and an improvement by one
to two orders of magnitude is necessary, as the target current
density should be in the range of 8-80 mA/cm? [23,26].
Although these estimates depend on the assumptions made, it is
clear that the competition between lithium—oxygen batteries and
LIB technology will depend on the application. In any case, the
limits of such a technology will only be fully apparent once a
meaningful prototype has been built. The only report of a fully
engineered cell reported in the literature is given by PolyPlus
for a primary, aqueous, lithium—air battery. Their cells with a
total capacity of about 10 Ah achieved 800 Wh/kg at a current
density of 0.3 mA/cm? [24]. Given the fact that research on
rechargeable lithium—oxygen cells is still at a more funda-
mental level, possible applications should therefore not be
restricted to EVs.

For sodium cells, the theoretical energy densities are smaller
compared to the analogue lithium systems. Therefore, the devel-
opment of a high energy device might be more challenging
unless the sodium cell chemistry provides specific advantages
which might include: (1) faster kinetics of the oxygen electrode

Table 1: Theoretical cell voltage, E°, gravimetric and volumetric energy density, Wi, and charge density Qy, for lithium—oxygen and sodium—oxygen
batteries with a metal anode. Values for the gravimetric energy densities are given without and including the weight of oxygen. All other values given
refer to the discharged state. Thermodynamic data derived from HSC chemistry for all compounds in their standard state at 25 °C. Calculations for the
aqueous systems are simplified and assume formation of hydrated hydroxide with all water resulting from the electrolyte.

Cell reaction

Disch
4Li + 0,+ 2H,0 % 4LIOH -H,0
arge

Disch.
2Li+ L0, 2, i 0
2 Charge

. Discharge .
 ——
i+ Oy == 02

Disch
4Na + O,(g) + 2H,0 % 4NaOH -H,0
arge

1 Discharge
2Na + =0, (:)g Na,O
2 Charge

Discharge
P ——————
2Na + 02 (W Na202

Discharge

Na +0, m———2—> NaO,

Li-ion (average cathode vs Li/Li*) 3.8

E°/IV Wi/ Whikg

3.40

2.91

2.96

2.77

1.95

2.33

2.27

Qi / mAhlg  Win/Wh/L  Qy / mAh/cm3

2684 /2172 639 3280 1634

11229 / 5216 1794 10501 3606

11421/ 3456 1168 7983 2698

1486/ 1281 462 - -

2273 /1687 867 3828 1968

2717 /1602 689 4493 1936

2643 /1105 488 2431 1074

530 140 2300 600
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in the case of NaO; as a discharge product, (2) a higher toler-
ance against atmospheric nitrogen as no stable nitride exists,
(3) cell concepts with a molten sodium electrode [26], or (4) the
availability of beta-alumina as a solid electrolyte that might
enable cell concepts including solid membranes.

Considering all of these aspects, lithium—oxygen and
sodium—oxygen batteries are very attractive means for energy
storage in theory, but the development of practical cells is an
ambitious goal. Even in the best scenario, such materials are
unlikely to be developed for EV applications. However, the
major showstopper for the development of rechargeable
alkali—air devices is that the cell systems usually suffer from
severe side reactions that hinder stable cell cycling for a
large number of cycles. As will be discussed below, the sodi-
um—oxygen cell indeed shows some promising advantages over
the lithium system but several fundamental challenges must be
understood and solved before the development of a practical
battery might become feasible.

®*=100%

®*<100%
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2.2 Classification of voltage profiles

The basic properties of a cell reaction can be easily discerned
from diagrams showing the voltage profiles (discharge/charge
curves) as their shape provides direct information on the
complexity, reversibility and efficiency of the cell reactions. At
moderate currents, most of the Li/O, and Na/O, batteries show
quite similar discharge curves: the discharge voltage is more or
less constant and comparably close to the theoretical cell poten-
tial. The discharging stage ends with a sudden potential drop
(“sudden death”). The charging curves, however, vary signifi-
cantly and heavily depend on the cell configuration (sodium or
lithium cell, type of electrolyte, use of catalysts, type of GDL,
etc.). So in order to more easily discuss the experimental
results, the classification of the voltage profiles according to the

shape of the charging curves is useful (Figure 4).
The starting point of the matrix is the ideal cell reaction, classi-

fied as Type 1A. The voltage profile is characterized by negli-
gible overpotentials for discharge and charge and a Coulombic
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Figure 4: Matrix for classifying voltage profiles of metal-oxygen batteries. Type 1A is the ideal case. Frequently observed are Type 1B, 2C, 3B and

3C. The coulombic efficiency is calculated as ® = Qcharge/ Quischarge X 100%.
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efficiency of @ = 100%, that is, the charging voltage is close to
its theoretical value and charging ends with a sudden increase in
cell potential as soon as all discharge products are decomposed.
Based on this ideal cell reaction, the following matrix can be
derived.

Type 1: The combined overpotentials (sum of the overpoten-
tials during discharge and charge) approach zero, meaning that

kinetic limitations are negligible.

A: Coulombic efficiency = 100%. The cell reaction is
completely reversible. B: Coulombic efficiency < 100 %. The
reaction is only partially reversible. Possible reasons are that
some of the discharge product became electrochemically inac-
tive, lost contact to the electrode, or underwent irreversible side
reactions with other cell components. C: Coulombic efficiency
> 100 %. Either electrochemical side reactions or a so-called
shuttle process (chemical shortcut) between both electrodes
takes place. A shuttle process can be intentional (e.g., over-
charge protection in LIBs) or unintentional (e.g., polysulfide
shuttle in lithium—sulfur batteries). Unless it is intentional,
Coulombic efficiencies exceeding 100% are always a sign of
undesired side reactions. Note that in this case the Coulombic
efficiency of the desired cell reaction is also below 100%.
Values exceeding 100% simply arise from the fact the shuttling/
side reactions give rise to additional external currents leading to

charging capacities exceeding the discharge capacities.

Type 2: Considerably high combined overpotential occurs and
the cell kinetics are sluggish. Various processes can contribute
to overpotential, but using catalysts or optimizing the transport

properties might be effective strategies for improvement.

Type 3: The voltage continuously increases during charging
and might exhibit additional plateaus. Such a behavior indi-
cates a more complex electrode reaction. In most cases, this is a
strong indication of undesired side reactions. Additional
plateaus during charging can originate from the electrochem-
ical decomposition of side products stemming from undesired
side reactions between cell components and the discharge pro-
duct. For example, Li,O, can react with the electrolyte to form
Li,CO3, which decomposes during charging at high voltages.
Another possibility is that the cell discharge was incomplete
(e.g., the discharged state is a mixture of Na;O, and NaO;) and
the different discharge products decompose at different poten-
tials during charging.

The matrix certainly includes some simplifications: side reac-
tions might be time dependent, the voltage profile can change
during cycling, overpotential increases with current density, etc.

However, the matrix allows for a straightforward classification
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of the large number of different experimental results published.
Briefly, the more different the voltage profile is from the ideal
case (Type 1A), the more challenges that have to be tackled to
achieve a reversible cell reaction. So far most metal-oxygen
batteries show the following behavior when cycled at moderate
rates: Type 1B is found for Na/O, cells with NaO, as discharge
product. Type 2C, 3B, and 3C are found for Li/O; and Na/O,
cells with either Li,O,, NayO,, or Nay0,-2H,0 as a discharge
product.

It is important to note that values for the capacity, Q, of
metal-oxygen cells are presented differently as it is usually
done. The common way in battery research is to state the
capacity in mAh per gram of active material, that is, per gram of
LCO or sulfur, for example. This is possible because the elec-
trode contains all active material and the battery is a closed
system. In open metal-oxygen batteries, the active material
(oxygen) is not part of the electrode and the discharge product
forms as a new phase during discharge. Therefore, capacity
values are usually given in mAh per gram of carbon support. As
the absolute amount of carbon used is usually very small, the
reported capacity values can reach very high numbers, easily
exceeding 1000 mAh/g. Stating this value only, however, is
clearly not sufficient to judge the performance of the cell and
may easily mislead the uninformed reader [22,27]. At a
minimum, carbon loading (mg/cm?), electrode size and thick-
ness of the carbon layer (if known) and the total amount of
charge should be stated. Given this, the charge density
(mAh/cm?) and areal capacity (mAh/cm?) can be calculated and
benchmarked against commercialized LIB materials (approxi-
mately 1-4 mAh/cm? and 350-600 mAh/cm?). A comparable
problem is that the common definition of the C rate cannot be
applied to metal-oxygen cells without further assumptions, and
therefore, discharge and charge rates are usually given as
current density (calculated by using the cell cross section).

2.3 State-of-the art and recent developments

2.3.1 The lithium—oxygen (Li/O3) battery: In 1969, A. E.
Lyall filed a patent application on “A room-temperature-oper-
ated fuel cell comprising an oxygen electrode, a lithium metal-
containing electrode, and an electrolyte comprising an inert,
aprotic organic solvent [...], which contains an inorganic or
organic ionizable salt [...]” [28]. Interestingly, the components
of this Li/O, battery are remarkably close to those utilized
today. The pioneering work on rechargeable, room temperature,
Li/O, batteries with a non-aqueous electrolyte can be summa-
rized as follows. In 1996, Abraham et al. reported on “A
polymer electrolyte-based rechargeable lithium/oxygen battery”
[29]. This cell could be re-charged at room temperature at least
three times at potentials as low as 3.8 V. In 2002, Read charac-
terized a Li/O; cell comprising different carbon materials and
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different electrolyte formulations [30]. This was the first work
to analyze and correlate the amount of consumed gaseous
oxygen with respect to the transferred electric charge, and found
that this value varies strongly depending on electrolyte compos-
ition. As will be discussed in the following sections, this kind of
characterization is crucial for both evaluating and under-
standing aprotic Li/O, cells. He interpreted this variation using
mixtures of Li,O, and Li,O which are formed during discharge.

Today’s strong interest in Li/O, batteries was most likely initi-
ated by the work of Bruce et al. who reported on a Li/O; cell in
2008 that could be efficiently cycled, resulting in capacities as
high as 3000 mAh/g,hon bY introducing a-MnO, nanowires as
catalyst in the oxygen cathode [31]. From 2008 onwards, the
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number of publications on Li/O, batteries rapidly increased.
The progress in Li/O; research and development is the subject
of numerous review articles [22,32-34]; therefore, we focus
here on a brief summary of, in our opinion, the major trends in
current research efforts.

2.3.1.1 Catalysts: As shown by Bruce et al., Li/O; cells with
liquid aprotic electrolyte can apparently be recharged, but rather
high potentials (>4 V vs Li/Li") for the decomposition of Li,O
(OER) are required. Hence, research focused on the preparation
and characterization of catalytically active materials for Li/O,
cells is aimed at higher discharge capacities and lower overpo-
tentials during cycling. Various metal oxide materials, mostly
manganese oxides (MnO,, Mn30,), but also others have been
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Figure 5: DEMS analysis of Li/O, cells with different electrolyte compositions, namely a mixture of propylene carbonate and dimethoxyethane,
PC:DME, (a—c) and pure dimethoxyethane, DME, (d—f). Furthermore, gold, platinum and manganese dioxide were tested as heterogeneous catalysts.
(a) and (d) show the galvanostatic cycling characteristics. (b) and (d) show the desired oxygen (O) evolution during charging, and (c) and (f) show
the corresponding carbon dioxide (CO2) evolution measured. Figure adapted with permission from [42], copyright 2011 American Chemical Society.
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proposed [9,31,35-38] as well as noble metals [39-41]. In 2011,
McCloskey et al. attentively figured out that catalysts such as
Pt, MnO; or Au also promote the decomposition of the aprotic
electrolyte rather than the oxygen evolution reaction (see also
Figure 5) [42]. Although both the functionality and the neces-
sity of heterogeneous catalysts in Li/O, cells remain unsolved,
the search for improved heterogeneous catalysts for improved
cyclability is still the subject of many new articles on Li/O,
batteries. The most promising catalyst material, ruthenium
nanocrystals, was reported by Sun et al., and the cells show a
type 3A hysteresis (see Figure 4) with a charge potential as low
as 3.5 V [41].

2.3.1.2 Electrolyte instability: Liquid aprotic electrolytes
containing carbonate-based solvents such as propylene
carbonate (PC), ethylene carbonate (EC), diethyl carbonate
(DEC), or dimethyl carbonate (DMC) have been applied in
almost all of the experimental studies on catalyst materials
between 2006 and 2010, because these compounds are well
used in LIBs. A comprehensive overview of the properties of
liquid lithium electrolytes is given in [43]. In the beginning,
only minor attention had been paid to clarify the chemistry
taking place in the cells, for example by analyzing all chemical
species being formed during cycling. In 2010 Mizuno et al.
reported an FTIR and TEM study of the reaction products in
Li/O, cells employing a PC based electrolyte [44]. They
concluded that, although the cell was cycled up to 100 times,
lithium carbonate (Li,CO3) and lithium alkyl carbonate species
(RO—(C=0)-0Li) instead of Li,O, were found as discharge
products. In the following, similar observations for various
carbonate-based solvents were reported by other groups as well
[45-48]. The experimental findings are supported by computa-
tional studies looking into molecule stability and possible
decomposition pathways for the solvents [49,50] and it is now
clear that carbonate-based electrolytes are not suitable for
aprotic Li/O; cells. In addition it was found that many elec-
trolyte salts are at least partially decomposed during cell cycling
as well [47,51-53]. From this perspective, it is of note that even
as early as 1991, Aurbach et al. reported the irreversible decom-
position of propylene carbonate (PC) in the presence of oxygen
during cyclic voltammetry experiments [54].

2.3.1.3 Stable electrolytes: The finding that the decomposition
of the carbonate solvents was responsible for much of the
capacity in Li/O; cells was a setback that quickly changed the
research focus to the stability and potential decomposition reac-
tions of the electrolyte components. Three different reactive
oxygen species may be involved in solvent decomposition reac-
tions: (a) molecular oxygen (Oy), (b) superoxide (05, “LiO;”)
and (c) peroxide species (O%f, Li;05). The individual role of
these different species in the decomposition reactions is
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still unclear. In a number of studies on different solvents
have been made including ionic liquids [55-57], sulfoxides
(DMSO) [58-60], amides [61,62], and others [62-64]. The
ether-based glyme solvents with the general structure
CH3-0—(CH,—CH,-0),—CHj3 with n = 1-4 are the current
state-of-the-art solvents [65-69], although they are not entirely
stable. A solvent with better performance still must be found.
Adams et al. recently reported on a chemically modified mono-
glyme (DME), 2,3-dimethyl-2,3-dimethyoxybutane, as a
promising solvent as it leads to a significantly lower CO, evolu-
tion (see DEMS) and lower overpotentials for both discharge
and charge [70]. Analogous to the lithium—sulfur batteries, the
use of lithium nitrate (LiNO3) seems to improve the cyclability
of Li/O; cells as well. In publications by Liox Power Inc., it
was shown that LiNOj3 leads to an improved stability of the
lithium electrode solid electrolyte interphase (SEI) formation
[61]. Kang et al. showed that it also leads to an improved
stability of carbon at the cathode [71].

2.3.1.4 Differential electrochemical mass spectrometry (DEMS)
studies: The electrolyte decomposition is a major drawback that
made DEMS studies inevitable in Li/O, cell research. Today,
this real-time analysis of the gaseous species being consumed or
released during cell cycling is a necessary standard technique.
In an ideally operating cell, only oxygen (O;) evolves during
recharge, but in reality, other products such as CO,, H,O or H,
are detected and give evidence for unwanted side reactions.
Therefore, DEMS or online electrochemical mass spectrometry
(OEMS) was introduced into the Li/O; battery field and is now
one of the most important, but seldom employed, diagnostic
tools of current research [46,72-77]. Figure 5 shows the poten-
tial of DEMS analysis when comparing different electrolyte and
oxygen electrode materials in an Li/O; cell [42]. Figure 5a,d
shows the galvanostatic cycling characteristics for a PC:DME
electrolyte and a pure DME electrolyte, respectively. For both
electrolytes, in addition to a pure carbon electrode, heteroge-
neous catalysts, such as Pt, Au and MnO, were also tested. It
was shown that the catalysts (especially in combination with the
PC:DME electrolyte) lead to a significant reduction of the
charge overpotential, and in the case of Pt, by almost 1 V in
comparison to pure carbon. However, the corresponding DEMS
data in Figure 5b,c clearly prove that only minor amounts of
oxygen (O3) but mainly CO, is evolved during the charging of
the cell. Thus, by means of DEMS, McCloskey et al. could
clearly prove that the improved rechargeability due to the
heterogeneous catalysts is not related to an improvement of the
Li;O, decomposition, but rather to the promotion of the elec-
trolyte decomposition. In contrast, in pure DME electrolyte,
oxygen evolution is indeed observed. However, in this case, the
catalyst materials had almost no impact on the charge overpo-

tential, but again only led to an increased evolution of CO,.
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2.3.1.5 Number of electrons per oxygen molecule, e /O,: As
already mentioned above, Read observed that in certain elec-
trolytes the oxygen consumption during discharge was too low
for the sole formation of Li;O, and proposed that Li,O is
formed in concomitance [30]. Looking back to these results,
one can now definitively assume that Read observed the partial
decomposition of the electrolyte during discharge rather than
the formation of Li,O species. Hence, it is of crucial impor-
tance to understand that for metal-oxygen cells the reversibility
cannot be proven by solely stating Coulombic efficiencies. It is,
as introduced by Read, the ratio between consumed or released
oxygen and the amount of transferred charge that gives the true
reversibility. For an ideal Li/O; cell, where Li»O, is reversibly
formed, two electrons are transferred for each reacting oxygen
molecule, or 2.16 mAh for 1 mL of gaseous oxygen at 298 K
and 10° Pa. Any deviation from this ratio is a strong indication
for (partial) malfunction and hence, this value is essential, espe-
cially when new electrolyte or electrode components are tested.
A simple but effective way to measure this ratio is the usage of
a pressure sensor and a hermetic gas reservoir as introduced by
McCloskey et al. [46,78] or via quantitative DEMS/OEMS,
which in addition allows for the identification and separation of
the gaseous reactants [42,60,66,68,74]. In addition to the
analysis of gaseous reactants, first attempts are also made to
quantify the amount of discharge product formed [67,78-80].
This will also be an important step towards true reversibility

evaluation.

2.3.1.6 Electrode materials: Obviously a Li/O; cell is a very
reactive environment and it seems likely that the different
oxygen species would also react with other components of the
oxygen electrode. Black et al. exposed battery components to
potassium superoxide dissolved in aprotic liquids and found that

O uo,

o electrolyte
decomposition

carbon

Beilstein J. Nanotechnol. 2015, 6, 1016—1055.

polyvinylidene fluoride (PVDF), a common binder material,
decomposes while lithium fluoride (LiF) is formed [81]. They
suggest that LiO,, a strong base that is formed as an intermedi-
ate in a Li/O; cell, extracts protons from the PVDF polymer.
From the thermodynamic point of view, carbon is also reactive
towards, for example, LiO, or oxygen at high oxidative poten-
tials, too. For this purpose McCloskey et al. employed a 13C
carbon electrode and monitored CO, species via DEMS evolved
during the charge process [82]. The appearance of 3CO, at the
end of the charge process was taken as evidence for carbon oxi-
dation. Similar findings were made by Thotiyl et al. (Figure 6)
who proposed that carbon oxidation can be avoided as long as
potentials remain below 3.5 V vs Li/Li" [83]. The same group
also investigated non-carbon electrodes, such as nanoporous
gold or titanium carbide (TiC) [60,84]. Both materials are
claimed to significantly improve the cycle performance
compared to carbon electrodes due to a higher chemical
stability towards lithium oxide species. On the other hand, the
solvent employed in their study (DMSO) is known to be
unstable in Li/O; cells [85,86]. Notwithstanding the above, the
understanding of electrode corrosion and the search for stable
electrode materials, either modified carbons or non-carbon ma-

terials, is of crucial importance for a reliable Li/O, battery.

2.3.1.7 Particle growth and dissolution: At first glance, the
chemistry of a Li/O, cell may appear quite simple, however,
due to worldwide research efforts within the last four years, it
was recognized that it is in fact, a very complex cell chemistry.
As a consequence it was necessary to refocus on fundamental
aspects such as the growth and dissolution process of Li,O,
particles during cycling on a microscopic scale. Various
morphologies of Li,O, deposits are reported in literature. On
the one hand, so-called Li;O, “donuts” or toroids are reported

Figure 6: Sketch by Thotiyl et al. illustrating their findings on the oxidation of the carbon electrode. At discharge at potentials below 3 V, mostly LioO»
is electrochemically formed and accompanied by electrolyte decomposition. During recharge at potentials between 3.0 and 3.5 V, CO, evolution is
mainly related to electrolyte decomposition. Lastly, at potentials higher than 3.5 V, oxidation of the carbon electrode takes place. Figure adapted with

permission from [83], copyright 2012 American Chemical Society.
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Figure 7: SEM image of toroidal LioO» nanoparticles on a carbon fiber
(10 ym in diameter) that form as a discharge product in lithium—oxygen
cells (C. L. Bender, JLU Giessen).

that form to a diameter of up to 1 um, depending on solvent and
cycling conditions (see Figure 7). On the other hand, thin film
coverage of the carbon electrode is found. It is reported that at
low current densities large toroid-like particles form and that at
high current densities Li;O; film formation takes place [32,87].
Interestingly, Read basically made the same observation in
2002 and concluded that large particles could only grow if the
oxide (LiyO5) is (a) soluble in the electrolyte (b) able to migrate
on electrode surface or (c) capable of catalyzing the oxygen
reduction [30]. Theoretical studies are particularly focused on
possibility (c¢) and look for electric transport in Li;O,. Since
Liy0; is an intrinsic wide band gap insulator, additional trans-
port mechanisms such as transport along metal-type surfaces or
hole polaron transport are proposed [88-91]. The assumption of
a soluble redox-active species (e.g., soluble O,7), as polysul-
fides in the case of lithium—sulfur or sodium—sulfur batteries,
has only very recently been seriously taken into account.
Viswanathan et al. suggest that Li;O, grows only to film
deposits of 5-10 nm in thickness because charge transport
through the Li;O, layer can only proceed by hole tunneling
[92,93]. In a very recent study they propose that the compa-
rably large donut structures can only be observed in the pres-
ence of water in the electrolyte, which leads to soluble super-
oxide species [94]. Their findings, however, are in contrast to
those of Zheng et al. who were able to operate a model all-
solid-state Li/O, cell, without any liquid electrolyte, in an envi-
ronmental SEM and observed the formation of large toroid
particles larger than 500 nm [95]. To conclude, even the disso-
lution process of Li,O, during battery operation is not fully
understood and continues to be a part of research efforts.

2.3.1.8 Electrolyte additives: The electrochemical activity of
Li,O, itself is quite poor without doubt, especially for the
charge process (OER). Hence catalysis is necessary especially
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when aiming for experimental current densities. The results of
heterogeneous catalysts until now did not fulfill the expecta-
tions. A new and promising concept is to add soluble and redox-
active molecules to the liquid electrolyte. In 2011 Liox Power
Inc. filed a patent application on such “soluble oxygen evolving
catalysts for rechargeable metal—air batteries” [96]. Those often
called redox mediators (RM) molecules possess a redox poten-
tial higher than that of Li;Oy (E°rym > E°Lio2 = 2.96 V vs
Li/Li"). During recharge of the battery the RM molecules are
oxidized at the oxygen electrode. Subsequently, the oxidized
RM molecules oxidize LiyO, chemically and hence catalyze the
OER. In 2013 Chen et al. reported on tetrathiafulvalene (TTF)
as RM with redox potentials, TTF/TTF" and TTF™/TTFZ", of
3.4 to 3.7 V. With TTF in a DMSO:LiClOy4 electrolyte the
Li/O, cells showed a Type 1C hysteresis and significantly im-
proved kinetics for the charge process. In addition ¢7/O, ratios
very close to two, as expected for Li,O, oxidation, were
claimed [97]. Also lithium iodide [98] and TEMPO [99] have
been recently studied as RMs with promising results (see
Figure 8). It is worth noting that redox mediators (also called
“relays”) are used also in other applications for the improve-
ment of poor electrode kinetics.

An interesting and complementary approach is to increase the
solubility of oxides species (e.g., Li;O3) in the liquid elec-
trolyte which would allow fast transport of oxide species to
active electrode sites. Lim et al. synthesized TFSI based cations
that are able to considerably increase the solubility of Li,O, in
DMSO [98], and Lopez et al. reported on hexacarboxamide
cryptands that are capable of incorporation of peroxide dian-
ions in solution [100]. As these approaches are quite new,
several questions such as long term functionality and stability of
the molecular additives in an Li/O, battery need to be investi-
gated. Nevertheless, we believe that major improvements are
possible due to chemical tailoring of the molecules with respect
to desired functionality.

In conclusion, several challenges for the development of aprotic
Li/O; cells with competitive performance remain. Within the
last few years more and more researchers focus on the chem-
ical processes taking place during operation of metal-oxygen
batteries, which surely will lead to deeper understanding of
Li/O, batteries and its potential in application. This is remark-
able, especially in the fast moving field of battery research, as
experimental mechanistic studies are usually time demanding
and require both a careful execution of experiments and the use
of complex and often expensive analytical methods.

2.3.2 The sodium-oxygen (Na/O;) battery: The

sodium—oxygen battery is based on the same cell concept as the
lithium—oxygen battery, however, only very little literature is
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Figure 8: lllustration of TEMPO as a redox mediator (RM) in an Li/O, cell reversibly catalyzing the Li,O, oxidation. Figure adapted with permission

from [99], copyright 2014 American Chemical Society.

available. Mostly aprotic electrolytes have been used and only
one study on a mixed aprotic/aqueous electrolyte has been
published. This may be due to the strong reactivity of sodium
with water. Although research on Na/O; cells started only in
2010 the number of publications now rapidly increases. To date,
more than 20 studies have been published altogether. The
currently most striking characteristic of aprotic Na/O, cells is
that, in contrast to Li/O; cells, a number of different discharge

products have been reported: sodium superoxide (NaO,), sodi-
um peroxide (Na;0,), sodium carbonate (Nap,COj3), hydrated
sodium peroxide (NayO,-2H,0) and sodium hydroxide
(NaOH). The underlying reason for this is not clear yet but it
might be also related to the different experimental conditions
used in the different studies. A summary of selected experi-
mental parameters and reported discharge products is shown in
Table 2.

Table 2: Literature overview on Na/O, cells summarizing experimental conditions and reported discharge products.

Discharge Max. dis.
Reference  Cathode composition Electrolyte 9 Verified by capacity Type?
product
/ mAh/g
Peled et al E-TEK air electrode, 10% Pt 0.1 M calixpyrrole, 1 M NaClO4 Na,0
[26] " support, XC72 coated with  in PEGDME/PC (90:10) + (aSZS ufne q - 2C
NayCO3 1 wt % Al,O3
Sun et al. Diamond-like carbon thin . . . NayO5
[101] film 1 M NaPFg in EC:DMC 1:1 (NaCOs) FTIR, SAED 3600 2C
NaoO, (02) / 1390 (02) /
Das et al. 1 M NaClQy in tetraglyme NayCOg, 183 (COp) /1
[102] Super P 0.75 M NaOTfin EMIM OTf  Na,C,05 "R XRD 3500 (40%
(02 + CO2) CO2)
Liu et al. 0.25 M NaPFg in DME
[103] Graphene nanosheets 0.25 M NaClOy in DME NayO5 SAED 9268 2C
Lietal Graphene nanosheets and
[104] ’ nitrogen-doped graphene 0.5 M NaOTf in diglyme NaoO, XRD 8600 3B
nanosheets
Liuetal.  NiCoyO4 nanosheets on Ni 4 \; Naci0, in DME NayOj FTIR, SAED 1762 3B
[105] foam
N62CO3
Kim et al. . 1M NaClO4in PC, 1 M Nay05 - FTIR, 2800 (PC) /
[106] Ketjenblack NaClO, in tetraglyme 2H,0 / Raman, XRD 6000 (4G)  2C
NaOH
Jian et al. 0.5 M NaOTf in diglyme, 0.5 M NayO; -
[107] CNT paper NaTFSI in tetraglyme 2H,0 Raman, XRD 7530 3B
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Table 2: Literature overview on Na/O, cells summarizing experimental conditions and reported discharge products. (continued)

. NagOo -
Yadegari et Carbon black N330 / NH3 or 0.5 M NaOTf in diglyme o0 litle  FTIR, XRD 2873 ac
al. [108] CO,, treated

Na02

';ta;m["j‘ggl Gas diffusion layer H2315 0.5 M NaOTf in diglyme NaO, Raman, XRD 300 1B
;a;m[?g? GDL H2315 0.5 M NaOTf in diglyme NaO, Raman, XRD 490 1B
Hartmann - Pressure
etal. [110] GDL H2315 0.5 M NaOTf in diglyme NaO, monitoring 280 1B
g";'c[’g';]ey P50 Avcarb carbon paper 0.2 M NaOTf in DME NaO, - - 1B
Benderet  GDL H2315, Ketjenblack, 0.5 M NaOTf in diglyme NaO, XRD 4000 B
al. [27] etc.
Zhao etal. Vertically aligned carbon 0.5 M NaOTf in tetraglyme NaO, SAED, XRD 4200 18138

[111] nanotubes (VACNTS)

aSee Figure 4 for graphical representations of the different types.

Figure 9 shows a literature timeline of all studies on
sodium—oxygen cells. Most of them report on the general cell
chemistry and performance improvements in terms of capacity
and cycle life. Some related studies including carbon dioxide
assisted cells or high temperature cells are also included. These
reports are shown in grey and will be discussed at the end of
this literature survey. Also two review papers by Das et al.
[112] and Ha et al. [113] have been very recently published.

Peled et al. were the first to publish an electrochemical cell
based on the reaction of sodium with oxygen in 2010 [26]. The
cell was adopted from a fuel cell design and consisted of a
molten sodium electrode, a polyglyme/PC (90:10) based elec-
trolyte with different additives and a Pt containing carbon elec-
trode. The cell operated at 105-110 °C. The high temperature
concept with molten anode was chosen for several reasons:
Counteracting the sluggish cathode reactions, lowering the cell
impedance, eliminating dendrites and minimizing interference
with water and carbon dioxide. On the other hand, the high
reactivity towards the electrolyte was an issue. The cell
discharged at 1.75 V (100 pA) and was charged at 3.0 V

review paper
theoretical and related studies
practical studies

(50 pA). The discharge product of a full discharge was assumed
to be sodium peroxide without further proof by analytical tech-
niques. Later on, the same group published a follow-up study
with the main focus on investigating SEI formation and sodium
plating/stripping in an ionic liquid based electrolyte [114].
Na,SO4 was added to the electrolyte as SEI former. Although
sodium plating/stripping was obtained for 300 cycles without
internal shortcuts, the efficiency with around 70-80% was still
unsatisfying. In general, these results underline that studying the
reversibility of the ORR/OER reactions in metal—air batteries is
not sufficient as also plating/stripping of the alkali metal needs
to be reversible in order to achieve a long cycle life. Cell
discharge using this IL based electrolyte at 25 pA/cm? was
characterized by a sloping decrease, charging (250 pA/cm?)
mainly occurred at about 3 V. As we will see in the following,
the overall cycling behavior of this cell is very different
from cells operating with a solid sodium anode at room

temperature.

In 2011, Sun et al. showed first results on an aprotic, room
temperature sodium oxygen cell (Figure 10a) [101]. In contrast

Peled Hartmann Kim Liu Hayashi Jian Lee McCloskey Liu Zhao Yadegari
et ‘al. et al. etal. etal. et7|. et al. etal. etal. etal. etal. etal
| l a———
2010 — 2011 —— 2012 — /2013 .\—- 2014
s

Das
etal. etal.

Sun
et al.

Peled Hartmann Li
etal.

Hartmann Kang Bender Das Ha Xu
etal. etal. etal. etal. etal etal etal.

Figure 9: Literature timeline of research papers on aprotic sodium—oxygen batteries (ranked after date of acceptance).
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Figure 10: Sketch of the first room temperature sodium—oxygen cell and its discharge and charge potentials during the first ten cycles (left), Figure
adapted with permission from [101], copyright 2012 Elsevier B.V. The voltage profile can be classified as Type 2C. Voltage profile of a
sodium—oxygen cell with graphene nanosheets as cathode and NaPFg in DME as electrolyte (Type 2C) (right). The discharge product was identified
as sodium peroxide. Figure adapted with permission from [103], copyright 2013 The Royal Society of Chemistry.

to Peled et al. they made use of a solid sodium foil as anode and
a diamond-like carbon thin film electrode as cathode. In accor-
dance with typical lithium—oxygen cells they used 1 M NaPFgq
in EC:DMC 1:1 as the liquid, aprotic electrolyte. The cell setup
was an H-shaped glass cell. Using transmission electron
microscopy, single area electron diffraction and Fourier trans-
form infrared spectroscopy sodium peroxide (Na,O;) and sodi-
um carbonate (Na,CO3) were proven as discharge products.
These products vanished during charge with overpotentials
exceeding 1 V similar to lithium—oxygen cells. Overall, the cell
performed just like a typical lithium—oxygen battery, however,
the discharge potentials were slightly lower (around 2.4 V), as
expected. In 2013, the same group (Liu et al., [103]) used
graphene nanosheets as cathode and NaPFg dissolved in mono-
glyme as electrolyte. This way, discharge capacities as high as
9268 mAh/g arpon Were achieved. Again, sodium peroxide was
described as the discharge product and large overpotentials
were observed (Figure 10b). In both cases, the voltage profile
can be classified as Type 2C.

In 2012 Hartmann et al. [109] reported a sodium—oxygen
battery with sodium superoxide (NaO,) as discharge product.
Unequivocal proofs for superoxide formation were provided by
X-ray diffraction, Raman spectroscopy and pressure moni-
toring. SEM studies revealed that, in contrast to Li/O; cells for
which nanoscopic Li;O; toroids are found, NaO, forms large
micrometer-sized cubic crystallites (compare Figure 7 with
Figure 11). The cells showed only very small combined overpo-
tentials of about 200 mV during cycling which was attributed to
the kinetically favored one-electron transfer. Shortly after,

similar findings were reported for potassium—oxygen cells.
Here, KO, forms during discharge and a very similar voltage
profile has been found [20]. The Coulombic efficiency of the
sodium superoxide cell in the first cycle was around 90%,
discharging and charging ended with a sudden voltage drop and
increase, respectively. The voltage profile can therefore be clas-
sified as Type 1B, meaning that the cell cycles more ideal than
Li/O; cells or Na/O, cells with peroxides as discharge products.
The achieved discharge capacity with 300 mAh/gcarpon Was
relatively low due to the high mass of the free standing elec-
trode. On the other hand, the absolute capacities were compa-
rably high. Cycle life, however, was poor and the capacity
faded to virtually zero within ten cycles. The study also
included a direct comparison in cycling behavior between other-
wise identical Na/O, and Li/O; cells. The latter showed a much
smaller discharge capacity and the expected large overpoten-
tials. Although the Na/O; cell with NaO, as discharge product
shows a much more reversible cell reaction compared to the
Li/O; cell, it should be noted that also the Na/O, cell is
not entirely free from side reactions either. Overall, this
study provided clear evidence that lithium—oxygen and
sodium—oxygen batteries can behave completely different.

Later on, the same group published a more comprehensive
study on their findings using a range of different methods
including DEMS, pressure monitoring, XPS, SEM, UV-vis
spectroscopy, XRD and Raman spectroscopy [78]. The reason
why NaO, grows to such large crystals is still not clear yet, but
precipitation of NaO, from a supersaturated solution was

suggested as a possible growth mechanism. XPS studies
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Figure 11: Discharge/charge curves (Type 1B) of a sodium—oxygen battery with NaO as discharge product. The main differences compared to Li/O,
cells are that only small overpotentials are observed and that the crystallite size of the discharge product is much larger (see SEM image on the right)

[109].

showed that the reason for the poor overall reversibility might
be due to decomposition of the conductive salt. Further, the

issue of dendrite formation in Na/O, cells was discussed.

Kim et al. studied the influence of the electrolyte solvent on the
discharge product in sodium—oxygen cells [106]. The electrode
was made of Ketjenblack, a typical high surface area carbon.
Capacities of 2800 mAh/g and even 6000 mAh/g were
reported for PC and tetraglyme, respectively. The voltage
profiles were of Type 2C. The discharge product was not the
same as reported in literature before. Using FTIR spectroscopy
and X-ray diffraction they found that sodium carbonate was the
major discharge product for carbonate based electrolytes and
hydrated sodium peroxide (Na;0,-2H,0) was the discharge
product for tetraglyme. The authors suggested that the water
molecules stem from the irreversible decomposition of the elec-
trolyte. But comparing this result to the study by Hartmann et
al. who found NaO, using diglyme as solvent, it becomes clear
that a direct link between ether solvents and formation of
Nay0,-2H,0 cannot be drawn. Indeed, the reason why different
groups find different discharge products is not clear yet.

Liu et al. studied the influence of nitrogen doping of the carbon
electrode on the performance of sodium—oxygen batteries [103].
Compared to a pure graphene cathode the doped one showed
considerably higher discharge capacities reaching up to
8600 mAh/g¢arbon- In both cases, NayO; formed during
discharge as evidenced by XRD. Galvanostatic cycling and
cyclic voltammetry revealed that nitrogen doping is effective in
reducing the overpotentials during discharge and charge. The
hysteresis, however, can be still classified as a Type 3B. SEM
was used to study the morphology of the discharge product as a
function of the discharge current. In line with what is known

from Li/O; cells, particles form at low currents whereas film

formation is observed at higher currents.

Only a short time later another high capacity cathode was
presented by Jian et al. [107]. They used a carbon nanotube
electrode in combination with two different electrolytes, namely
NaTFSI in tetraglyme and NaTfO in diglyme. Although the
latter showed a higher discharge capacity (7530 mAh/g
compared to 6000 mAh/g), the overall performance was similar.
During discharge hydrated sodium peroxide was formed as evi-
denced by XRD. Charging started at small overpotentials but
was quickly followed by a rapid increase in voltage. Only 50%
of the capacity could be recovered during charging. The perfor-
mance could be improved by shallow cycling at around 13% of
the full capacity, however, all voltage profiles can by classified
as Type 3B.

Additional physicochemical aspects of the Na/O; cell with
NaO; as discharge product were discussed by Hartmann et al. in
2014 [110]. Here, pressure monitoring was successfully
combined with the standard electrochemical methods galvanos-
tatic cycling and cyclic voltammetry. Furthermore, electro-
chemical pressure impedance spectroscopy (EPIS) was intro-
duced as a tool to study the transport properties within the cell.
With this, the experimental data were fitted by a quantitative
microkinetic model that is based relevant parameters and trans-
port process describing the cell. Further, solubility and diffu-
sion coefficients of oxygen in several solvents were determined
and operation of the Na/O, cell under mixed O,/N, gas atmos-
phere was demonstrated. Importantly, NaO, was found as
discharge product despite the addition of nitrogen gas. On the
other hand, the discharge capacity under synthetic air was much

lower compared to pure oxygen. This result underlines that

1031



metal—air batteries need to be studied also at lower oxygen

partial pressures when aiming at practical applications.

Around the same time two theoretical studies were published.
Lee et al. studied the phase stabilities of different possible
discharge products as a function of the oxygen partial pressure
and calculated that NaO, and respectively Li,O, are most stable
under standard conditions [115]. Surface energies were calcu-
lated and used to predict the Wulff equilibrium shape of the
different phases. The cubic crystallites predicted for NaO, are
well in line with what has been experimentally reported (see
Figure 11). Finally, it was calculated that the OER from super-
oxides is kinetically favored compared to peroxides. Kang et al.
studied the phase stabilities of sodium—oxygen compounds as a
function of temperature, partial pressure and, importantly, also
crystal size [116]. In contrast to the results of Lee et al., they
found that Na,O, is the most stable phase at standard condi-
tions in the bulk phase. In the nanometer regime, however,
NaO; becomes more stable due to its lower surface energy. The
threshold under standard conditions is approximately reached
for crystal sizes of ~6 nm in diameter. For the same reason, also
nucleation of NaO, is preferred over Na,O, at any oxygen pres-
sure and temperature. The authors state that NaO,, once nucle-
ated during discharge, may never transform to Na,O,.

The fundamental difference in cell behavior between otherwise
identical Li/O; and Na/O; cells was further pointed out by
McCloskey et al. [67]. They compared lithium—oxygen to sodi-
um-—oxygen cells with ether based electrolytes by means of
DEMS measurements. Ratios for n(e”)/n(O,) of around 2 and 1
were found for the different cells, respectively, indicating for-
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mation of Li,O, in Li/O, cells and formation of NaO, in Na/O,
cells. In line with other studies finding NaO,, the voltage
hysteresis showed a Type 1B behavior, that is, small overpoten-
tials during charging (=200 mV) and a sudden voltage increase
at the very end of charging. The Li/O; cell showed Type 3C
behavior, that is, an increase in voltage during charging
resulting in very high overpotentials of more than 1.5 V. Inter-
estingly, this significant difference in overpotentials is not seen
by cyclic voltammetry using a glassy carbon working electrode.
The authors suggest that the difference in overpotentials
between lithium and sodium based cells is due to the different
reactivity of the discharge products: During charging, Li,O,
reacts with the electrolyte and carbon cathode to form Li,COj3
leading to a continuous increase in overpotential. In contrast,
NaOj is less reactive and hence no Na,CO3 forms. As a conse-
quence, overpotentials during charging remain small.

Bender et al. discussed possible origins for the different
discharge products observed in Li/O, and Na/O, cells by
comparing tabulated thermodynamic data of the different
phases [27]. A graphical representation is shown in Figure 12
and is based on thermodynamic data of the bulk phases
(T =298 K, p =1 bar). The kinetic barriers shown are only a
guide to the eye as absolute values are not known. Three rele-
vant aspects can be seen: (1) In both systems, the peroxide is
thermodynamically most stable at standard pressure and should
therefore form as discharge product, (2) In the Na/O, system,
NaO, and Na,O, are thermodynamically quite close, whereas in
the Li/O; system, Li,O, and Li,O are very close. For Na/O,
cells this means that the cell voltages for NaO; (2.27 V) and
NayO; (2.33 V) formation are very close. Given the uncertainty
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Figure 12: The thermodynamic landscape of (a) sodium—and (b) lithium—oxygen cells. All values are calculated for the reaction 2A + 20, — A0y +
(2-y/2)O,, where y = 1,2,4. Figure adapted with permission from [27], copyright 2014 Wiley-VCH.
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of the thermodynamic data it becomes clear that the discharge
mechanism cannot be simply derived from the discharge poten-
tial. (3) The phase stability naturally depends on the oxygen
partial pressure, meaning that NaO, or LiO, might become
more stable than the peroxides at elevated pressures. For NaO,,
the threshold can be estimated to 133 bar, which well explains
why the chemical synthesis of phase pure NaO, from Na;O; in
autoclaves occurs at partial pressures and temperatures of
around 280 bar and 475 °C [117].

The authors suggested that as the energetic difference between
NaO, and Na;O, is so small (about 12 kJ/mol), slight differ-
ences in the kinetic properties might lead to either of them as
discharge products. A reasonable assumption for what controls
the kinetics of the cell reaction is the type of carbon electrode.
Indeed, the different groups reporting on Na/O, cells all used
different carbon materials which might explain the different
findings. The authors therefore tested a range of different
carbon materials but concluded that the type of carbon has no
influence on the nature of the discharge product as in all cases
NaO, was found as major discharge product. Overall, Type 1B
behavior was found in all cases. The achievable capacities,
however, were significantly affected by the type of carbon
(Figure 13, left). Furthermore, shallow cycling at around 33%
of full capacity enabled cycling of the cell for more than
50 cycles with a capacity of 1666 mAh/g using a Ketjenblack
electrode with 0.5 M NaOTf in diglyme as electrolyte.

Liu et al. substituted the commonly used carbon electrode by a
nickel based composite electrode consisting of nickel foam
covered with NiCo,O4 nanosheets [105]. NaClO4 in mono-
glyme was used as electrolyte. The pure nickel foam was shown

to be inactive. For the composite, however, a discharge capacity
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of 1762 mAh/g (at 20 mA/g based on the mass of the
nanosheets was found). A strong capacity fade was observed
during cycling. The voltage profiles can be classified as Type
3B/3C. IR spectroscopy and TEM/SAED were used to deter-
mine the discharge products. Sodium peroxide and, as a result
of side reactions, Na,CO3 were found. The electrodes after
discharge were further studied by SEM. Flat sheets with a diam-
eter of around 20 pm were found (Figure 13, right). Obviously,
this morphology is very different from the cubic particles
reported for cells with NaO, formation.

Another study discussing reasons for the different types of
discharge products reported in literature was published Zhao et
al. [111]. Vertically aligned carbon nanotubes grown on a steel
substrate were used as oxygen electrode, sodium triflate in
tetraglyme was used as electrolyte. Voltage profiles were of
Type 1B and consequently also NaO, in form of cubic particles
was observed as discharge product. The cell delivered a
capacity of more than 4000 mAh/g.,pon. Improved cycle life
was achieved with shallow cycling at 750 mAh/g (19% DOD).
More than 100 cycles have been achieved this way. Rate perfor-
mance was improved by electrochemically predepositing a thin
layer of NaO, at low currents (67 mA/g). This procedure was
applied to increase the overall number of nucleation sites for
product formation during subsequent cycles at higher currents.
By doing so, a capacity of around 1500 mAh/g was achieved at
667 mA/g, for example. An important feature of the study was
that the cells were not only cycled under static atmosphere in a
sealed container but additionally also under continuous gas
flow. Pure oxygen or an Ar/O, (80/20) mixture were used.
Interestingly, the authors found NaO, under static conditions
and Nay0,-2H,0 under continuous gas flow. The authors
suggest that humidity is likely to be introduced when applying a

Figure 13: Voltage hysteresis of different carbon materials for the cathode of a sodium oxygen cell (left), figure adapted with permission from [27],
copyright 2014 Wiley-VCH. SEM image of the oxygen electrode of a Na/O;, cell after discharge with Na,O, and Na,CO3 as discharge product (right),

figure adapted with permission from [105], copyright 2014 Elsevier.
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constant flow (presumably due to leakage or gas impurity).
Charging was followed by XRD and it was found that
Nay0,-2H,0 decomposes to form water, O, and NaOH leading
to higher overall potentials and a Type 3B behavior, see
Figure 14. It is important to note that a continuous gas flow is
closer to the operation mode of a practical cell operating with
atmospheric oxygen. Further studies are therefore needed to

clarify the source and impact of H,O on the cell reaction.

Yadegari et al. studied the relation between specific surface area
and discharge capacity using chemical activation of commer-
cial carbon black by NH3 or a CO, gas [108]. Sodium triflate in
diglyme was used as electrolyte. The results can be summa-
rized as follows: The longer the chemical treatment, the higher
the specific surface area, the higher the discharge capacity. The
major discharge product was Na,0,-2H,0 although small
amounts of Na,O, and NaO, were also detected by combining
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different methods. As the PVDF binder used in this study is
known to be unstable against the superoxide radical, the authors
suggested that the formation of the hydrated peroxide is related
to the binder decomposition. As a result of the complex mix-
ture of discharge products, the charging curves were character-
ized by several steps. Overall, all voltage profiles were of Type
3C. The morphology of the electrode after discharge showed
quite some similarities compared to the study by Liu et al. It
was further shown that the discharge rate influences the voltage
behavior during charging.

Overall comparison

For a better comparison of the published literature, we digital-
ized the voltage profiles and grouped them according the
different discharge products. The result is shown in Figure 15.
Groups finding sodium superoxide as discharge product find a
Type 1B behavior with low overpotentials and a sudden voltage
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Figure 14: Voltage profiles of Na/O, cells under static gas atmosphere and flowing gas atmosphere (Type 1B/3B). Figure adapted with permission

from [111], copyright 2014 The Royal Society of Chemistry.
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increase once the end or recharge is reached. Efficiencies are
typically above 80%. Groups finding Na;O,-2H,0 as discharge
product find a Type 3C behavior. Characteristic for this behav-
ior are increasing potentials and no defined end point of charge,
indicating a complex charging mechanism and side reactions.
Different sources for HyO have been suggested, but its origin is
still a matter of debate. Groups finding Na,O; as discharge pro-
duct usually observe voltage profiles with Type 2C or 3C
behavior. A sudden or sloping increase in potential during
charging and no defined end point of charge are observed in
these cases.

Related concepts

In addition to the studies discussed so far some other related
concepts have been suggested. Das et al. proposed a cell
concept that mainly aims at CO; capture while at the same time
generating electrical energy [102]. Their cells can be therefore
described as Na/(O, + CO,). The authors investigated the cell
discharge behavior under different gas ratios and found that a
50:50 mixture of O, and CO, yielded higher discharge capaci-
ties than the single gases. Na,CO3 and Na,C,04 were
suggested as discharge products. No charging curves were
shown as the cell was designed as primary cell. In a later study,
the same group used an organic/inorganic hybrid liquid elec-
trolyte in order to enable partial recharge [118]. The voltage
profiles are of Type 3C and show combined overpotentials of
up to around 2.5 V. The discharge product was found to be
NaHCOj3.

Hayashi et al. published results on a Na/O, battery with a mixed
aqueous/aprotic electrolyte. Both electrolytes were separated by
a Nasicon solid electrolyte [119]. Discharge capacities of about
600 mAh/g (based on the weight of Na and H,O) with NaOH as
the discharge product were achieved, which is only 30% lower
than the theoretical capacity of the cell reaction; however, no
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data on rechargeability was shown. The concept of combining
different types of electrolytes has been already applied for
Li/O; cells. But the authors point out that the much higher solu-
bility of NaOH in aqueous electrolytes compared to LiOH
might be of an important advantage. Clogging of the cathode by
precipitated hydroxide might be delayed and an even higher
energy density could be obtained.

3 Lithium—sulfur (Li/Sg) and sodium—sulfur

(Na/Sg) batteries

3.1 Operating principles and general remarks

The lithium—sulfur battery system has been studied for several
decades. The first patents and reports on lithium—sulfur batteries
date back to the 1960s and 70s [120-122]. However, a rapid
increase in research efforts and progress in development was
only achieved within the last 10 to 15 years. The number of
research publications is growing exponentially. The most
studied cell concept is based on lithium as a negative electrode
and solid sulfur as a positive electrode. Lithium sulfide (Li,S) is
the final discharge product and the only thermodynamically
stable binary Li—S phase, as shown in Figure 16a. The theoreti-
cal cell voltage of 2.24 V is comparably low but due to the high
capacity of sulfur (1672 mAh/g) the theoretical energy density
by weight (2615 Wh/kg) exceeds that of LIB by a factor of five.
The basic cell concept of a lithium—sulfur battery is depicted in
Figure 2c. The main challenges of the lithium—sulfur battery are
related to two intrinsic properties:

1. Sulfur and Li,S are insulators, and intimate contact to a
conductive support and sufficiently small particle sizes
are necessary to render a complete cell reaction. At the
same time, the support must accommodate the volume
change of 80% that arises from the difference in
molar volumes of sulfur (15.5 mL/mol) and Li,S
(28.0 mL/mol).
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Figure 16: (a) The Li-S phase diagram. (b) The Na—S phase diagram. Redrawn from references [129,130]. The Na—S phase diagram also depicts
the operating window of the commercialized high temperature cell and alternative cell concepts operating at low temperature — including room

temperature — that are on the research level.
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2. Formation of Li,S from sulfur does not occur directly
but via a series of polysulfide intermediates (Li,S, and
Li,S,, x > 2). Polysulfides of the stoichiometry Li,S, are
highly soluble in commonly used electrolytes, meaning
that the active material diffuses out of the positive elec-
trode and eventually reacts with the negative electrode or
deposits somewhere else in the cell where it remains
inactive. So cycling sulfur in a Li/Sg battery is essen-
tially based on dissolution and precipitation processes as
schematically illustrated in Figure 17. Despite several
efforts, however, it is still not well understood in which
amounts and stoichiometries polysulfides form. The
polysulfide solubility leads to a parasitic phenomenon
called the ‘‘shuttle mechanism’’ [123] (Figure 18) that
corresponds to a chemical shortcut of the cell. This effect
essentially leads to continuous self-discharging
during discharge, charge and rest. The degree of the
shuttle effect heavily depends on the experimental
conditions. Shuttling becomes stronger at small current
and/or higher temperatures [123,124]. Moreover,
also sulfur Sg itself is mobile and was found to diffuse
rapidly [125].

The complex cell reaction gives rise to a characteristic
discharge/charge profile as shown in Figure 19. Both the
discharge and the charge voltage profiles consist of two voltage
plateaus occurring at about 2.3 V and 2.1 V (discharge) or 2.3 V
and 2.4 V (charge), respectively. Within the higher discharge
plateau the soluble intermediate polysulfides are formed, corres-
ponding to reduction of SO to §70-3 (Sﬁ_), accounting for a
quarter of the overall capacity. Further reduction leads to forma-
tion and precipitation of insoluble species leading to an overall
two electron reduction of S with Li,S as end product. During
the following charge, Li,S is reconverted to Sg via intermediate

Li,S

Lis]e Lis
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S
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polysulfides, ideally The characteristic minimum between the
upper and the lower discharge plateau is attributed to the nucle-
ation of solid products [126,127]. The exact position of the
potentials also depends on the electrolyte solvent [128].

sulphur

Figure 17: Schematic illustration of the reduction processes at the
negative electrode during discharge of a Li/Sg battery. Reduction of
sulfur Sg proceeds over several soluble polysulfide intermediates
(Li»Sy) before the final precipitation of solid phases, Li»S and eventu-
ally Li»S; occurs. The cell discharge can be also followed by UV-vis
spectroscopy, as different polysulfides give rise to different coloration.
lllustration adapted from [124].

As a result of these effects, the Coulombic efficiency is low,
utilization of sulfur in Li/Sg cells is poor and the capacity
diminishes within a few cycles. Therefore special measures
have to be taken in order to improve the performance of Li/Sg
cells.

The most frequently applied strategy to improve the cell perfor-
mance is to use (nano)porous carbon materials as support that
provide high surface area and electronic conductivity and at the
same time prevent or delay the loss of active material towards

A
b

Figure 18: Schematic illustration of the polysulfide shuttle mechanism after Mikhaylik and Akridge [123]. Long polysulfides diffuse towards the lithium
electrode where they are reduced to shorter polysulfides. Subsequently, these shorter polysulfides diffuse back to the positive electrode where they
are oxidized. As a result, a cyclic process (“shuttle mechanism”) develops that corresponds to a chemical shortcut of the cell. lllustration adapted from

[124].
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Figure 19: Typical voltage profile of a lithium/sulfur cell. A similar
behavior can be expected for an analogous sodium/sulfur cell.

the electrolyte. Electrode mixtures are prepared by simply
mixing the carbon materials with sulfur or by infiltrating the
carbon matrix with molten sulfur above its melting point
(T, = 119 °C). A typical electrode for Li/Sg batteries then
contains typically around 50-70 wt % sulfur, 30-50 wt %
carbon and a small amount of binder. For comparison, the
amount of carbon as conductive additive for electrodes in
conventional LIBs is well below 5 wt %.

During the last 5-10 years, a large number of different sulfur/
carbon nanocomposite materials has been studied and often
considerable improvements in terms of sulfur utilization and
cycle life were achieved compared to cells with conventional
carbon materials. Overall, nowadays several tenths to
several hundreds of cycles with capacity values around
700-1000 mAh/g are realized and the combined overpotentials
in the first cycles are roughly around 200 mV. But whether the
improvements are really due to specific structural properties of
the nanocomposite is, however, not easy to answer considering
the complexity of the possible reactions in a lithium—sulfur cell.
It also turned out that the characterization of sulfur/carbon
nanocomposite materials may pose problems and results can be
misleading due to the high sulfur mobility [125]. The main
issue, however, is that the performance of Li/Sg cells is particu-
larly sensitive to the properties of the electrode (thickness,
sulfur content, sulfur loading, preparation method, etc.) and the
amount of electrolyte and lithium. In fact, quite reasonable
results can be obtained with commercially available carbon ma-
terials once the electrode preparation is optimized [131,132].
Assessing the achievements of the last years, in general, long
cycle life and high sulfur utilization has so far obtained only for
low sulfur loadings (often <1 mg/cm?) and large excess of both
electrolyte and lithium. Excess of lithium and electrolyte are
necessary as both continuously react with each other during

cycling. However, low loadings and large excess of lithium and
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electrolyte are no option for practical devices, and it will be the
key to competitive Li/Sg cells to bring cathodes with high sulfur
loading (about 5 mg/cm?) and a low electrolyte/sulfur ratio to
function [131,133-137]. Overall, to enable a high energy
battery, the electrolyte:sulfur ratio should be smaller than 5:1
(for comparison, the ratio of electrolyte and active material
in conventional LIBs is around 1:3) and the sulfur content
of the electrode should be at least 70% providing at least
2-4 mAh/cm? (i.e., the typical areal capacity for LIBs).

Besides the attempts to improve the cathode design, also a
number of other strategies are followed in order to improve the
performance of lithium/sulfur batteries (see section, The
lithium—sulfur (Li/Sg) battery). The cell concept shown in
Figure 2c is by far the most studied one but also other concepts
have been proposed. The high solubility of polysulfides can be
used to design cells with a liquid electrode (catholyte), for
example. Although this concept has been studied already many
years ago [121], it only recently regained attention [138]. On
the other hand, solid-state concepts are being considered [139-
141].

The theoretical energy densities of the lithium—sulfur battery are
summarized in Table 3. But from the above arguments it
becomes clear that experimental energy densities will be much
lower. No lithium—sulfur cell has been commercialized yet but
several companies announced (gravimetric) energy densities for
rechargeable cells significantly exceeding lithium-ion tech-
nology. Sion Power currently reports 350 Wh/kg on the cell
level but aims for over 600 Wh/kg and 600 Wh/L in the near
future [142]. Oxis Energy reports 300 Wh/kg (2014) and
predicts 400 Wh/kg (forecast in 2016) [143]. The rate capa-
bility of lithium—sulfur cells is thought to be competitive with
high-rate LIBs [144]. At moderate rates of C/10, the combined
overpotentials of Li/Sg amount to roughly 150-250 mV. By and
large, the lithium—sulfur cell as rechargeable energy store
appears to have a realistic chance for commercialization, but

will compete with continuously optimized LIB.

In contrast to the lithium—sulfur battery, the analogue room
temperature sodium—sulfur battery has been hardly studied to
date but the challenges for the construction of well functioning
cells will be quite similar. However, the theoretical energy
density of a Na/Sg cell is roughly 50% smaller compared to the
analogous Li/Sg cell, due to higher atomic mass of sodium. So
if only energy density is considered, the Na/Sg cell will not be
competitive with LIB technology both in terms of volumetric
and probably also gravimetric energy density. Besides, the even
larger volume change of the sulfur electrode during cycling
(170% for Na,S formation compared to 80% for Li,S forma-
tion) will pose additional problems.
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Table 3: Theoretical cell voltages, gravimetric and volumetric energy (Wh/kg, Wh/L) and charge (mAh/g, mAh/cm3) densities for lithium— and
sodium—sulfur batteries with a metal anode. Due to the large differences in their densities, the volumetric energy densities of metal—sulfur cells
strongly depend on whether they are in the charged or discharged state. Charge densities refer to the discharged state, that is, to the sulfides. Ther-
modynamic data were derived from HSC Chemistry for all compounds in their standard state at 25 °C or 300 °C. Densities at 300 °C are estimates. In
contrast to LIBs, metal-sulfur cells are usually assembled in the charged state. The theoretical capacity of the positive electrode is therefore usually
given based on the mass of sulfur only, so the theoretical capacity is Q, = 1672 mAh/g for full reduction of sulfur to form Li»S or NasS.

Cell reaction

oLi+ %Sg Discharge

Li,S
Charge

2.24

Disch
2Na + %SB %

Na2$
Charge

1.85

1 Discharge
2Na + —Sg (:>g Na,S,
2 Charge

(25 °C)

2.03

1 Discharge
2Na + —Sg (:>g Na,S,
2 Charge

(300 °C)
Li-ion (average cathode vs Li/Li*) 3.8

1.90

A look at the phase diagrams shows that different cell reactions
might occur in Li/Sg and Na/Sg cells, as several Na,S, com-
pounds are thermodynamically stable at room temperature. This
means that during cell discharge, polysulfides might not only
dissolve in the electrolyte, but may also precipitate as solids.
Whether the stability of solid Na,S, polysulfides is of advan-
tage or disadvantage for a reversible cell reaction remains an
open question, but — generally speaking — solid phases are likely
to have detrimental effects on the cell kinetics compared to
dissolved Na,S, species. It is worth noting that also Na,S3 has
been reported as stable phase, however, it turned out to be a
eutectic mixture of the stable polysulfides Na;S, and Na,S,
[130]. The Na-S phase diagram (see Figure 16b) also depicts
the high-temperature Na/Sg cell that operates with molten elec-
trodes and a solid electrolyte. As the polysulfides Na,S, have
high melting points, the cell reaction at around 300 °C is limited
to a narrower stoichiometric window, meaning that full reduc-
tion of sulfur cannot be achieved. The theoretical energy density
for high temperature Na/Sg cells is therefore limited. In prac-
tice, 200 Wh/kg has been achieved on the battery level.

Overall, one can look at the room-temperature Na/Sg cell from
two perspectives: (1) Compared to a Li/Sg cell, substituting
lithium by the more abundant sodium appears attractive, and the
same strategies for improving Li/Sg batteries (sulfur utilization,
cycle life) might apply for Na/Sg batteries. An advantage for so-
dium could be that sodium solid electrolytes are commercially
available, that would enable efficient protection of the metal
anode from polysulfides. On the other hand, the theoretical
energy densities are lower and the larger volume expansion

might lead to severe problems. (2) Compared to a high-tempera-

E°/IV Wi/ Whikg

2615

1273

626

583

530

Qe / mAh/g Win / WhiL Qe / mAh/cm3

1167 4289 / 2896 1914

687 2364 /1580 1245

308 1326 / 997 653

308 1124 / 845 653

140 2300 600

ture Na/Sg cell, decreasing the operating temperature would be
attractive because safety and corrosion issues are reduced. In
addition, if full reduction of sulfur to Na,S can be accom-
plished, an increase in system's energy density might be
possible.

A compromise could be to operate the cell at intermediate
temperatures below 200 °C [145-147]. Here, the sodium anode
(T = 98 °C) can be either solid or liquid, a NASICON-
membrane (Na Super Ionic Conductor) or beta-alumina
membrane is used as solid electrolyte and the cathode is based
on a mixture of sulfur or Na,S, in an organic solvent. Such an
approach has been already discussed in 1980 by G. Weddigen
[148].

3.2 State-of-the-art and recent developments

3.2.1 The lithium-sulfur (Li/Sg) battery: As mentioned
earlier, a considerable number of papers are currently being
published in the field of lithium—sulfur batteries. This summary
is intended to highlight the key strategies currently followed for
improving the performance of Li/Sg batteries. The same strate-
gies might be adopted to improve the performance of the
analogue room temperature Na/Sg battery, although research in
this field is still on an exploratory level. For a more comprehen-
sive and complete overview on lithium—sulfur batteries, the
authors refer to more specialized reviews [149-155].

The challenges of the Li/Sg system address all of its main com-
ponents. Hence, main approaches striving to find a solution for
these challenges, address (1) cathode composition and architec-

ture, (2) electrolyte composition and additives and (3) improve-
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ments or alternatives to the Li anode. Beyond the improvement
of the single components — both from fundamental and engi-
neering point of view — a comprehensive understanding of the
complicated redox chemistry of the Li/Sg system has to be
obtained. Therefore, the demand in analytics and simulation
studies of the electrochemistry is constantly growing. This
section will close with an outlook to new cell design approaches
to address the special chemistry of Li/Sg batteries.

3.2.1.1 Cathode: The ideal cathode of a lithium—sulfur battery
should provide the following features: (a) A high electronic
conductivity and fine dispersion of the active material to
achieve a complete active mass utilization and high rate capa-
bility. (b) A structure confining the active mass to prevent the
loss of polysulfides and hence the shuttle effect. (c) A flexible
structure to accommodate the volume changes during cycling.
(d) A sufficient active mass loading to compete at least with
current lithium ion batteries (LIBs). Points a—c can be addressed
by developing and engineering conductive supports. Mostly
porous carbon or carbon composite materials are used for this
purpose. Again, we emphasize that the sulfur loading on the
electrodes needs to be sufficiently high in order to achieve high
energy densities in practice. For example, a sulfur loading of
more than 2 mg/cm? and 100% sulfur utilization is necessary in
order to reach technically relevant areal capacities of about
3.5 mAh/cm?2. This aspect has been often overlooked in the last
years but needs to be considered when claims on the practical
rather than the academic relevance of new electrode architec-

tures are made.

A few of the recent approaches are highlighted in the following.
General remarks on the electrode preparation methods will be

given at first.

Electrode preparation and binders: Intimate contact between
carbon and sulfur is usually obtained by heating sulfur/carbon
mixtures above the melting point of sulfur, leading to melt infil-
tration of the porous support. Some more specific approaches
combine a first melting step followed by evaporation of excess
surface—sulfur [156] or deposition of sulfur over the gas phase
[157]. Apart from some binder-free cathode approaches (see
below), binders play a particularly important role when pre-
paring the final electrodes from the sulfur/carbon mixtures.
Beyond the ability to bond the cathode components and link
them to the current collector, binders have to be flexible enough
to accommodate the volume change. Furthermore, they should
favor a maximum dispersion of the active material and the
conductive agent and limit polysulfide dissolution. Established
binders for LIBs such as polytetrafluorethylene (PTFE) or
polyvinylidene fluoride (PVDF) have been used long time for
Li/Sg cells but may not provide sufficiently good properties.
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Polyethylene glycol (PEO, PEG) as one of the earliest alter-
native binders may improve cycle life [158,159] by electrolyte
modification through partial dissolution. As first published by
Sun et al. [160], gelatin as an environmentally benign and abun-
dant binder shows improved bonding and helps to improve the
dispersion of the active mass. It also may cause an improve-
ment of the redox reversibility [160] and the rate capability
[161]. Other binders, such as polyvinylpyrrolidone (PVP)/poly-
ethyleneimine (PEI) show similar abilities [162]. Furthermore,
the water-soluble binder SBR/CMC (styrene-butadiene rubber/
carboxyl methyl cellulose) favors a uniform distribution and a
network-like cathode structure [163].

Porous carbon structures: A straightforward approach to
achieve favorable conductivities is to mix the insulating active
material with porous carbons. Depending on the major pore
size, d, they are distinguished as microporous carbon
(d < 2 nm), mesoporous carbon (2 nm < d < 50 nm) or macro-
porous carbon (d > 50 nm). Especially microporous carbons
combine electronic conductivity with an ability to trap polysul-
fides as first published by Wang et al. in 2002 [164]. Zhang et
al. claimed that micropores can work as micro-reactors
confining the active mass in the cathode [165]. In more recent
studies by Guo and coworkers, an effective steering of the chain
length of the active material was obtained by pore sizes smaller
than Sg molecules of orthorhombic sulfur needing a space of
about 0.7 nm [166-168]. The shorter chain length polysulfides
show strong adsorption to the carbon matrix and the unfavor-
able transition between Sg and Sﬁ_ with intermediate polysul-
fides is hindered, resulting in high cycle life at a lower
discharge plateau of 1.9 V [153,169].

Especially for microporous supports, a sulfur loading exceeding
50% is difficult due to the limited overall porosity that is
provided by microporous carbons [165,169-171]. Also meso-
porous carbons are able to trap polysulfides and provide space
for a higher sulfur loading [127,170]. As published by Li et al.
[172], there is always a tradeoff between complete filling with
sulfur resulting in topmost energy density and partial filling
leading to better battery performance but lowering energy
output. Macroporous supports have been less investigated
despite of their high pore volume, as the open structure does not
seem to favor polysulfide confinement. However, when immo-
bilizing the polysulfides by providing strong interaction to the
matrix [170,173,174] or the use of a highly viscous electrolyte
[175], macroporous carbon frameworks may be useful. For both
meso- and macro-porous supports, nitrogen doping is promising
to improve polysulfide confinement [176]. Bimodal or hierar-
chical porous carbons were used as compromise to combine
confinement of sulfur in small pores while enabling also a

higher sulfur loading due to larger pores. Bimodal pore struc-
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tures were first published by Liang et al. [177]. Although
possessing a 3D structure (see below), it should be noted that
the CMK-3 ordered mesoporous carbon published by Ji, Lee
and Nazar [178,179] was a major starting point for studying
tailored, hierarchical carbon materials (see Figure 20).

A range of other special carbon nanostructures have been tested
for Li/Sg batteries. They are applied in pure form or in combina-
tion with conventional carbon materials such as carbon black or
activated carbon. Interwoven networks can be obtained by using
carbon fibers or nanotubes, for example [179,181]. Cao et al.,
Zhou et al. and others have reported on sandwich-like elec-
trodes with two graphene layers incorporating the active ma-
terial, one used as a lightweight current collector, the second
used as a barrier for polysulfides [33,182,183]. On the other
hand, graphene oxide sheets have been used for wrapping
poly(ethylene glycol) covered sulfur particles to obtain
confining structures [184].

To completely avoid polysulfide leakage, core—shell- or
yolk—shell-structures have been developed to confine the active
material inside their electronic and ionic conductive hull.
Hollow carbon spheres (void up to 500 nm) with porous shell
(up to 50 nm thickness) can be obtained via a hard template
nanocasting [157], for example. However, when dealing with an
active material that undergoes volumetric expansion and
constriction during cycling, closed structures can break. There-
fore “yolk—shell”-structures have been suggested that leave
enough room for expansion. The latter approach was published
by Cui and coworkers [180] comprising sulfur nanoparticles as
yolk inside a TiO, shell. The material showed excellent stability
for more than 1000 cycles and high Coulombic efficiencies, but
only low cathode loadings were reported.

Binder-free electrodes: As the additional weight of the binder
reduces the overall energy density of Li/Sg cells, binder-free
electrodes are studied as alternative. The preparation of binder-
free electrodes also avoids the use of often toxic solvents that
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are necessary for conventional electrode preparation. Elazari et
al. reported on a carbon fiber cloth that was able to maintain
mechanical strength and conductivity during cycling [170], for
example. Vertically aligned carbon nanotubes (VACNTS),
directly grown via CVD-process on a metal current collector
were published by Dérfler et al. [185]. The high void volume
inside the =200 um thick (94 vol %) films was especially favor-
able for high sulfur uptake, which was later on shown by Hagen
and Dorfler et al. [185,186]. Vertically aligned CNTs without a
substrate were produced by Zhou [187] using an aluminum
anodic oxidized template. Another attempt was published by
Manthiram et al., using self-interweaving MWCNTs as free-
standing electrodes [188]. Overall, binder-free electrodes might
be a viable alternative to standard electrodes. Areal loadings of
7.1 mg/cm? yielding areal capacities of about 5.5 mAh/cm?
(50% S utilization) were achieved, although at a low rate of
5/C, for example [185]. Lower loadings allow higher rates of up
to 3.5C with specific capacities around 700 mAh/g after 25
cycles [187]. However, reports of more than 100 cycles have
not been published yet.

Lithium—sulfide cathode: Li/Sg cells are usually assembled in
the charged state which is less ideal considering safety. Cell
assembly in the discharged state, that is, with Li,S as positive
electrode is intrinsically more safe and has another advantage:
The use of anode materials such as Si [189] and Sn [190] and
other alloys becomes feasible [189,191,192]. Beginning in the
1970s [193], numerous approaches for Li,S cathode formation
and investigation on the basic principles have been published.
As claimed by Yang et al. [194], when cycling Li,S as a
cathode material, the first charge is hindered by a potential
barrier originating from the slow charge transfer during the oxi-
dation of Li,S to Li,—,S, requiring a higher cut-off voltage up to
4 V. Beyond, the hygroscopic property of Li,S prohibits
handling in air. As stated above, Li,S is also an ionic and elec-
tronic insulator and requires conductive agents to function as an
electrode, hence, comparable approaches to the S composite
cathodes have been used [189,190,192,195]. More interesting is

/parria\

S dissolution

Figure 20: Schematic diagram of the interconnected pore structure of mesoporous CMK-3 impregnated with sulfur (left). TEM image of the impreg-
nated and the pristine (small inset) CMK-3. Figure adapted with permission from [178], copyright 2009 Macmillan Publishers Ltd. Process of forma-
tion of S—TiO, yolk—shell structures via core—shell formation and partial dissolution of sulfur (right) [180]. TEM image of the yolk—shell structure with
nanoparticles of 800 nm size and shell thickness of 15 nm. Figure adapted with permission from [180], copyright 2013 Macmillan Publishers Ltd.
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the direct chemical synthesis of Li,S electrodes without Li,S as
the starting material: It can be obtained by lithiating a
sulfur—carbon composite with stabilized lithium metal powder
in situ by compression [196] or with n-butyllithium [189].
Archer and coworkers have investigated two different novel
approaches towards Li;S—C composites: (1) The well-known
Leblanc process can be used to reduce sulfates with carbon
[197] and (2) Li,S builds strong crosslinks with the nitrile
groups of polyacrylonitrile (PAN) [198]. Both result in Li,S—-C
composites after carbonization and show promising results.
Recently, Lin and coworkers used the reaction of Li,S and P,S5
in THF to form a LiS—-Li3PS, core—shell structure [199].

3.2.1.2 Electrolytes: The electrolyte will probably play the most
fundamental role in the Li/Sg battery — potentially even more
important than the cathode microstructure, as the solubility of
polysulfides and hence the shuttle-effect are dramatically
affected by the solvent [121,200-202]. Furthermore, the elec-
trolyte has to be suitable for both the highly reactive Li anode
and the sulfur-composite cathode with its special requirements.
One important property is good polysulfide solubility to ensure
fast and complete reactions between Li and the sulfur
[155,200]. On the other hand, a high solubility will accelerate
shuttling and loss of active material. Most ether-based solvents
can dissolve polysulfides very well, most prominent examples
are 1,3-dioxolane (DOL) and 1,2-dimethoxyethane (DME),
tetracthylene glycol dimethyl ether (TEGDME, tetraglyme) and
sometimes ethers with longer chain length [200,203-205].
Carbonate-based solvents used for conventional LIBs will most
likely not be used in future Li/Sg batteries. This is due to their
reactivity with polysulfides and because they are less compat-
ible with lithium [205-208]. Nowadays, the most common
solvent is a binary mixture of a cyclic ether (DOL) and a linear
ether (DME), which was found to provide a good overall
compromise between sulfur utilization, rate capability,
temperature window and anode compatibility [209]. Lithium
bis(trifluoromethanesulfonyl)imide (LiN(SO,CF3),, LiTFSI) is
commonly used as a conductive salt. Aurbach et al. pointed out
the significance of LiNOj (lithium nitrate) as an electrolyte
additive [205,210-215] to build up a both relatively stable and
flexible SEI on the lithium anode that suppresses the polysul-
fide shuttle. However, LiNOj is progressively consumed during
cycling and decomposes at the cathode at potentials below
1.6 V [215]. Increasing the conductive salt concentration might
alleviate the polysulfide shuttle due to increased viscosity and
salting-out effects as stated by Suo et al. [216]. In their work on
“solvent-in-salt” electrolytes, an electrolyte with 7 M LiTFSI
was found to suppress both polysulfide dissolution and dendrite
growth. On the other hand, an increased viscosity generally
opposes fast kinetics. Recently, Cuisinier et al. reported on a

new “binary” electrolyte comprising a solvent—salt complex
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(acetonitrile(CAN),—LiTFSI) and hydrofluoroether (HFE) that
provide minimum solubility of polysulfides [217]. Hence, a
different electrochemical behavior occurs, still forming polysul-
fide intermediates but suppressing parasitic disproportionation,
enabling an earlier LiS formation. Based on the weak Lewis
acidity or basicity of ionic liquids (ILs) the solubility of PS is
limited as well [218]. Drawbacks of ILs are their high viscosity
and therefore lower conductivity resulting in low active mass
utilization. The combination with lower viscosity solvents such
as DME should be favorable [219] but at the cost of increased
polysulfide dissolution. Beyond liquid electrolytes, polymer
electrolytes are also used in Li/Sg cells that show favorable
properties with respect to polysulfide blocking but yet suffer
from low ionic conductivity [140,191,213,220]. Despite intense
research efforts, the ideal electrolyte has not been identified yet.
The possible cure could be to combine a fast conducting liquid
electrolyte with a solid lithium-ion-selective separator or solid
electrolyte membrane separating both electrodes, thus relying
on reliably protected lithium anodes (PLAs) [221,222].

3.2.1.3 Anodes: As the reduction of sulfur occurs at potentials
below 2.5 V vs Li/Li*, lithium metal is the preferred choice
as negative electrode in order to achieve reasonable cell
voltages. Moreover, the high theoretical capacity of lithium
(3860 mAh/g) is a good match with the high capacity of sulfur
(1672 mAhg™!). The well-known drawbacks of lithium elec-
trodes (chemical reactivity and dendrite formation) are tried to
be minimized by an ex situ applied protection layer or the in
situ formed solid electrolyte interphase (SEI) as noted in the
previous section. Both in situ and ex situ have to accommodate
the changes in volume and morphology during cycling without
fracture [223]. To obtain artificial protection layers (artificial
SEI), polymer films [224] and inorganic solid electrolytes
[221,222] have been applied on the Lithium metal surface.
More common is the use of electrolyte additives to favor the
formation of a stable SEI, as first published by Aurbach et al.
[210,225] referring to LiNO3. More recently P,Ss was
suggested as promising additive: A passivating layer mainly
consisting of Li3PS4 with rather high ionic conductivity is
formed throughout the reaction of P,S5 with LiyS, [226]. The
SEI formation in situ results from the reaction of lithium with
the electrolyte components. Therefore, a fraction of the anode
material is irreversibly lost and has to be provided as excess. An
alternative route to suppress dendrite growth was suggested by
Ding et al. [227]. Here, selected cations (Cs* and Rb") are
added that shield emerging lithium dendrites from further Li*
access, thus enabling a smoother lithium deposition.

The interest in non-lithium anodes such as Si [189] and Sn

[190] has been growing, but these — apart of being pre-lithiated
[228] — can only be combined with Li,S composite cathodes.
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Due to the severe volumetric expansion exceeding 300% from
Si to Lij5Siy, Si in anodes can only provide stable cycling
behavior when being nanosized [229]. Beyond, the theoretical
energy density of Li—Si/Sg cells is reduced to 1862.45 Wh/kg
(3299.25 Wh/L) and to 922.84 Wh/kg (2628.19 Wh/L) for
Li—Sn/Sg cells, respectively, due to the additional weight and
the reduced cell voltage. Also high capacity carbon materials
have been studied [230]. The supposed advantages of these
anode materials over lithium are improved safety and possibly
increased cycle life. But whether this can outweigh the lower
energy densities and the disadvantages arising from the
decreased cell voltage remains to be clarified.

3.2.1.4 Analytics: Despite the fact that the Li/Sg cell has been
investigated for a long time, a complete understanding of the
redox chemistry and all the electrochemical and chemical
processes has still not been achieved. This is foremost due to
two reasons: (a) In contrast to the rocking chair LIB, the cell
chemistry of Li/Sg cells is very complicated, and the reduction
of the Sg molecule to Li,S requires the transfer of 16 electrons.
(b) As the processes are particularly sensitive to — for example —
the electrolyte composition, often different studies are hardly
comparable [124,231,232]. Only recently, in situ methods have
been applied to achieve a more realistic overview on the real
cell reactions.

X-ray diffraction is generally a powerful tool to analyze cell
reactions in situ [127,233,234] and has been applied to follow
the crystalline solid phases appearing during cell cycling.
Unfortunately, some discrepancies still remain: The final

Specific Capacity (mAh.g”)
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discharge product Li,S is not detected (to be crystalline) in
some works ex situ [235] and in situ [233] while others show
evidence ex situ [236] and in situ [127,234]. Furthermore, the
re-oxidation to orthorhombic sulfur is detected by some groups
[233] via XRD, while others see evidence for a different
allotrope [127,234] or contradict the formation of elemental
sulfur from polysulfides [236-239] at all. One of the most recent
studies of in situ XRD is shown in Figure 21 (right), detecting
formation of crystalline Li,S at the beginning of the 2nd
discharge step and precipitation of monoclinic -sulfur at the
end of the charge step. Other methods are necessary to study the
soluble polysulfide intermediates. Barchasz et al. proposed a
possible mechanism for sulfur reduction in Li/Sg batteries by
combining high performance liquid chromatography (HPLC),
UV-vis absorption and electron spin resonance (ESR) [232].
Further UV—vis analysis was carried out by Patel et al. [240].
Cuisinier et al. published a study on sulfur speciation during
cycling using K-edge XANES (X-ray absorption near-edge
spectroscopy) [241]. They analyzed intermediate species and
followed dissolution and precipitation of redox end members
during cycling, finally proposing a cell reaction as denoted in
Figure 21 (left). Combination of in situ and in operando tech-
niques is a powerful tool to obtain a clearer qualitative under-
standing of the cell chemistry. However, challenges remain
because — as stated before — the redox chemistry highly depends
on the electrolyte, making different approaches hardly compa-
rable. To understand the cell chemistry from a theoretical point
of view, microkinetic models of the processes with special
focus on the polysulfide shuttling were published by Mikhaylik
et al. [123] and Kumaresan et al. [126]. Fronczek et al. used a
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Figure 21: Operando X-ray absorption near-edge spectroscopy (XANES) measurements (left) during first charge and second discharge at 10C rate.
The sulfur species denoted on top represent the proposed charge and discharge mechanism based on the measurements. Figure adapted with
permission from [241], copyright 2013 American Chemical Society. In situ XRD patterns (right) during discharge and charge at 20C rate with corres-
ponding voltage profiles (left). The * indicates packaging contribution to the patterns, red and blue lines indicate crystalline phases of sulfur and LiS,
respectively. Figure adapted with permission from [127], copyright 2013 The Royal Society of Chemistry.
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modeling framework based on computational fluid dynamics
(CFD) to develop a one-dimensional continuum model of a
Li/Sg cell with parameters based on this reference [126] to
simulate concentration profiles, voltage and current curves as
well as impedance behavior during cycling [231]. Kinetics play
a particular role in the Li/Sg battery especially because of the
divided appearance of fast reactions in solution and sluggish
solid state reactions as shown by transient galvanostatic inter-
mittent titration technique (GITT) studies [124]. Hence, both
cycling characteristics and performance are affected by the
cycling rate and temperature.

3.2.1.5 Alternative cell concepts: As the cell chemistry of Li/Sg
cells is very different from conventional LIBs, it is also worth
considering alternative cell concepts. Negative effects arising
from the shuttle effect can be obviated by separating both elec-
trodes with an additional membrane that conducts lithium ions
only. This way, polysulfides cannot reach the lithium electrode
as suggested by Visco et al, for example [242]. A range of
different membranes has recently been tested: lithium ion-
exchanged Nafion [243], Nafion-coated polymeric separator
[244], Al,03-coated [244] and V,0s-coated [245] separators,
and a commercial glass ceramic from Ohara Inc. [185,246].
Manthiram et al. introduced different electronically conductive
interlayers between cathode and separator to absorb and reacti-
vate dissolved polysulfides [152]. Obviously, the extra weight
and extra resistance of a membrane or layer decreases energy
density and rate capability, respectively. However, with the
current state-of-the-art, it might be the only reliable cure to the
shuttle effect apart from designing an all solid state sulfur
battery. This latter attempt may imply new challenges,
including (1) low ionic conductivity of solid electrolytes
compared to liquid electrolytes for most solid Li-ion conduc-
tors, (2) stability of the interface SE/Li-anode and (3) sluggish
interfacial kinetics at both electrodes. Additionally, as the ionic
contact of the active mass is no longer provided by the liquid
electrolyte, a reasonable fraction of finely dispersed ion
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conductor has to be introduced into the cathode architecture.
This leads to a further decrease in energy density. However,
with solid electrolytes approaching conductivities that are on
par with liquid electrolytes, that is, members of the thio-
LISICON (Li Super Ionic Conductor) and Li;S—P,S5 families
[247-252], all-solid-state lithium—sulfur batteries might be an
attractive option. Moreover, avoiding flammable liquid elec-
trolytes would be an important advantage with respect to battery
safety.

3.2.2 The sodium-sulfur (Na/Sg) battery: The large amount
of research publications on lithium—sulfur batteries is in stark
contrast to what has been reported on the cell chemistry of the
analogue sodium system. Altogether only a few publications on
the room temperature cell chemistry of sodium—sulfur batteries
are currently available but — similarly to the Na/O, battery — the
majority appeared within the last two years. An overview of the
available literature is shown in form of a timeline (Figure 22).

Assuming an ideal discharge process, that is, considering ther-
modynamically stable solids only, sulfur is subsequently
reduced to form different polysulfides (Na,S,, x =2, 4, 5) and
finally the end product Na,S. The theoretical cell potentials of
the different steps can be calculated from the corresponding
thermodynamic data (no data was found for Na,Ss):

Na +%38 —— Na,S, E°(25°C)=2.0332) V (5)

2Na + N32S4 —>(_ 2Na232

E°(25°C) =2.03(26) V (6)

2Na+Na,S, == 2Na,S E°(25°C)=1.68V (7)

Lee Hwang Bauer Yu
etal.

etal. etal. etal

Ryu Wenzel Xin
etal. etal.

Zheng
etal. etal

Figure 22: Literature timeline of research papers on room temperature Na/Sg batteries (ranked after date of acceptance). Experimental studies: all
journal publications in which full discharge—charge capacity profiles were shown for at least one complete cycle. The paper by Yu et al. [253]

describes a related concept based on a catholyte.
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The weighted average voltage of the different steps equals the
standard cell potential of the overall reaction. In cells with
liquid electrolytes, the reaction path is of course more complex,
as, similarly to the Li/Sg cell, the phase behavior becomes much
more complex as many polysulfides are highly soluble and
metastable phases exist. Na,S, and Na,S, however, are the least
soluble compounds in organic solvents so a solid state reaction

as stated in Equation 7 is expected at the calculated potential.

Before providing an overview of the current literature it is
worth noting beforehand that the overall understanding of the
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cell chemistry is poor and quite different results have been
reported with respect to sulfur utilization and cycle life. This is
probably also due to the fact that the experimental conditions
were very different (Table 4).

The first recent report on room temperature sodium—sulfur
batteries was published by Park et al. [254] who prepared a cell
using a PVDF/tetraglyme-based gel polymer electrolyte
with sodium triflate (NaCF3SOj3) as conductive salt
(6=15.1-10"*S/cm at 25 °C). The discharge profile was char-
acterized by two plateaus separated by a sloping potential

Table 4: Cathode- and electrolyte-compositions as well as discharge capacities of all sodium-sulfur cells with an elemental sodium anode that are

found in the literature.

Reference

Park et al. [254]

Wang et al. [255]

Kim et al. [256]

Ryu et al. [257]

Lee et al. [258]

Wenzel et al. [259]

Hwang et al. [260]

Xin et al. [261]

Bauer et al. [262]

Zheng et al. [263]

Yu et al. [253]

Cathode composition?

70wt % S
20wt% C
10 wt % PEO

70 wt % S/PAN-based
comp. (viz. 45 wt % S)
20 wt % CB

10 wt % PTFE

70wt % S
20 wt % CB
10 wt % PEO

60 wt % S
20wt% C
20 wt % PEO

60 wt % S/HollowC
comp. (viz. 27 wt % S)
20 wt % CB

20 wt % PEO

50 wt % S

40wt%C
10. wt % PVDF

70 wt % S/C-PAN comp.

(viz. 32 wt % S)
15 wt % CB
15 wt % PVDF

80 wt % S/(CNT@MPC)
comp. (viz. 32 wt % S)
10 wt % CB

10 wt % PVDF

425wt % S
425wt % C

12 wt % PVDF
3wt % PTFE (dry)

80 wt % HSMC-Cu-S
comp. (viz. 50 wt % S)
10 wt % CB

10 wt % CMC (in H,0)
60 wt % S

30 wt % CB

10 wt % PVDF

Electrolyte 1st dis. capacity / 10th dis. capacity /
mAh/g mAh/g

gel polymer: 490 105

NaCF3SO3

in PVDF-TEGDME (1:3:6)

1 M NaClOy4 1455 1110

in EC:DMC (2:1)

gel polymer: 390 120

NaCF3SO3

in PVDF/HFP-TEGDME (1:3:6)

1 M NaCF3S0O3 540 225

in TEGDME

NaCF3SO3 1200 600

in TEGDME

(4:1 mol %)

(a) 1 M NaCF3SO3 in DME:DOL 450 (a) 190 (a)

(1:1); (b) (a) + beta alumina 475 (b) 325 (b)

membrane

0.8 M NaClOy4 1115 1000

in EC:DMC (1:1)

1 M NaClOg4 1610 1100

in PC:EC (1:1 v/v)

(a) 1 M NaClO4 in TEGDME, (b) 340 (a) 210 (a)

(a) + Nafion coating on PP 400 (b) 370 (b)

separator

1 M NaClOy4 1000 690

in EC/DMC (1:1)

1.5 M NaClO4 0.3 M NaNOs in 900 600

TEGDME

@PEO: polyethylene oxide, NaCF3SOs3: sodium triflate, PVDF: polyvinylidene fluoride, TEGDME: tri- or tetraglyme, PAN: polyacrylonitrile, NaClO4: so-
dium perchlorate, CB: carbon black, PTFE: polytetrafluoroethylene, HFP: hexafluoropropylene, HollowC: hollow carbon spheres, CNT@MPC: carbon
nanotube core@microporous carbon shell particle, PP: polypropylene, HSMC: high surface area mesoporous carbon, CMC: sodium carboxymethyl

cellulose.
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region, indicative for a stepwise reduction of sulfur over poly-
sulfides. The first discharge capacity was 489 mAh/g and a
rapid capacity fading was observed for the subsequent cycles.
The authors concluded that a mixture of Na,S, and Na,Sj has
been formed during discharge and some sulfur remained inac-
tive. Similar results were obtained for a PEO-based polymer
electrolyte but at 90 °C [264]. Later on, the same group (Kim et
al. [256]) studied the cell with gel polymer electrolyte in more
detail. Again, a similar behavior was found with a capacity of
392 mAh/g for the first discharge followed by a rapid capacity
decay. Moreover, the impedance of the cell increased during
cell storage which was attributed to the growth of a passivation
layer between sodium anode and the gel polymer electrolyte.

Wang et al. [255] reported on a Na/Sg cell with liquid elec-
trolyte (NaClO4 in EC:DMC) with a high capacity of
1455 mAh/g (or 655 mAh/g¢atmode) and stable cycling over
20 cycles. The cathode material was prepared by heat treating a
mixture of PAN and sulfur under inert atmosphere [176]. The
sulfur induced the cyclization of the PAN polymer forming
Hj;S. The resulting composite consisted of heterocyclic struc-
tures and it was suggested that excess sulfur was finely
dispersed and eventually covalently bonded to the carbon. The
enhanced interaction between sulfur and carbon might explain
the high sulfur utilization and stability, at the same time it might
be the reason for the unexpected shape of the voltage profile
and the lower average cell voltage. No further characterization
of the discharge or charge products was provided.

In 2011, Ryu et al. [257] studied the performance of Na/Sg cells
in a liquid ether based electrolyte (NaCF3SO3 in tetraglyme).
Again, the discharge profile and capacity (538 mAh/g) were
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comparable to what the same group reported for the cell with
gel polymer electrolyte. The voltage profile is shown in
Figure 23. In order to provide further insight into the cell reac-
tion, electrodes at different states of discharge and charge
(points (a) to (e)) were characterized by differential scanning
calorimetry (DSC) (Figure 3b). As several Na,S, polysulfides
are thermodynamically stable, their presence in the electrode
might be confirmed over their melting points, as shown in the
phase diagram in Figure 16b. Notably, this is not possible for
the Li/Sg cell as Li,S is the only stable compound with a
defined melting point. The DSC curves indicate that the
elemental sulfur disappears during discharge (signal at 114 °C
disappears) and sodium polysulfides Na,;S4 and Na;Ss5 form
(signals 303 °C and 321 °C appear). After full discharge, these
polysulfides are absent. After charging, the melting points of
sulfur and Na,S5 reappear. Combined with results from XRD
the authors concluded that Na,S,, (4 > n > 2) forms during
discharge and sulfur and Na,S,, (5 > n > 3) during charge. The
ideal discharge product, Na,S, was not detected.

Lee et al. [258] studied the performance of a sodium—sulfur
battery with the same ether-based electrolyte (NaCF3SO3 in
tetraglyme), but using a cathode based on a composite of
hollow carbon spheres and sulfur. The cell showed a high initial
discharge capacity (1200 mAh/g with a low voltage cut-off
at 0.5 V) with the following 20 cycles achieving around
600 mAh/g. At the same time, the discharge potential was only
around 1 V (see Figure 24a). No further characterization on the
discharge products was provided. In another configuration, the
sodium anode was replaced by a Na—Sn—C composite electrode
and so presented the first room temperature sodium-ion sulfur
battery.
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(e) \
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(d)

plateau region
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Figure 23: (a) First discharge—charge curve of a Na/Sg battery with liquid electrolyte at room temperature and analysis points of sulfur electrode such
as (a) pristine, (b) discharged to 50 mAh/g sulfur in sloping region, (c) discharged to 200 mAh/g sulfur in plateau region, (d) fully discharged to 1.2 V
and (e) fully charged to 2.3 V. (b) DSC curves of the sulfur electrode with various cut-off voltage conditions as shown in (a). Figure adapted with

permission from [257], copyright 2011 Elsevier.
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Wenzel et al. [259] studied cells with an ether based electrolyte.
Similarly to the results from Ryu et al., an initital discharge
capacity of around 450 mAh/g and poor cycle life was found
(see Figure 24b). Both the sodium anode and the sulfur cathode
were studied by XPS. It was shown for the first time that —
although sulfur reduction was incomplete — the ideal discharge
product Na,S formed during discharge and disappeared during
charging (see Figure 24c). At the same time, a large amount of
polysulfides and Na,S was found on the sodium anode, indi-
cating a very strong shuttle mechanism — in line what can be
expected from Li/Sg cells. To prevent this shuttle mechanism,
an additional inorganic solid electrolyte membrane (beta-
alumina) was implemented. With this hybrid electrolyte system,
Coulombic efficencies close to 100% were found and some-
what higher capacities could be achieved during cycling. More
importantly, cycling at a reasonable rate of 0.1C was still
possible meaning that the solid electrolyte did not significantly
increase the cell resistance (Figure 24d). This is different from

Li/Sg cells, where so far only poor kinetics were found for cells

with free standing solid electrolyte membranes. We note that
the availability of commercially available sodium-ion conduct-
ing solid electrolytes with good transport properties in the bulk
and through the interfaces with liquid electrolytes offers add-
itional opportunities in designing catholyte based cells. Never-
theless the cells still suffered from strong fading which was
finally attributed to the decomposition of the PVDF binder in
the presence of polysulfides.

Hwang et al. [260] followed the approach by Wang et al. and
produced a composite based on heat treating a mixture of PAN
and sulfur; however, PAN nanofibers instead of powder were
used. Also here, a carbonate based electrolyte was used
(NaClO4 in EC:DMC). The cell showed a first discharge
capacity of 800 mAh/g and an excellent an cycle life.
On the other hand, the sulfur loading was quite small
(0.31-0.38 mg/ecm?). In line with the results by Wang et al., the
voltage profile shows an overall sloping behavior and partially
low voltages. The authors further showed that the sodium anode
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was free of sulfur after 500 cycles. This means that polysulfide
diffusion from the cathode to the anode can be effectively
suppressed by chemically binding sulfur to carbon.

Xin et al. [261] studied the performance of a nanostructured
composite consisting of CNTs covered with a microporous
layer. The material was designed to alter the reaction mecha-
nism in a beneficial way and had been tested for Li/Sg cells by
the same group in an earlier study [169]. The idea is that the
confinement of nanopores only allows the formation of small
compounds, thus, the formation of large Sg molecules and large,
highly soluble polysulfides is prevented. As a result, the cell
reaction is restricted to small S,_4 molecules and Li,S only,
thus improving cycle life and rate capabitlity. The concept also
leads to improvements in case of Na/Sg cells. An initial
discharge capacity of about 1610 mAh/g was found, followed
by stable cycling at 1000 mAh/g. Also here, a carbonate-based
electrolyte was employed (1 M NaClO4 in PC:EC) and the
voltage shifts to low values (more than half of the capacity is
achieved at voltages below 1.5 V).

Bauer et al. [262] used a polymer membrane to reduce the
shuttle mechanism in Na/Sg cells with ether-based electrolyte
(NaClO4 in TEGDME). The membrane was prepared by
coating a standard polypropylene separator with Nafion. The
initial discharge capacity was around 400 mAh/g, which is
similar to what other groups obtained when using ether based
electrolytes.

Zheng et al. [263] studied the performance of composite ma-
terials containing a high surface area mesoporous carbon, sulfur

(a)

Na anode =

Separator =) [

Interlayer w=p-

S cathode =

Beilstein J. Nanotechnol. 2015, 6, 1016—1055.

and copper nanoparticles. The copper nanoparticles were added
in order to trap soluble polysulfides by CuS, formation [263]
and a carbonate-based electrolyte was applied (NaClOy4 in
EC:DMC). The first discharge mainly occurs at very low
voltage platetau of around 1.0 V and reaches almost
1000 mAh/g. After this activation cycle, stable capacities of
around 600 mAh/g are achieved for more than 100 cycles, with
Coulombic efficiencies close to 100% and sloping potential
curves. Also here, the average voltage values during discharge
remain relatively small to what would be ideally expected for
the formation of Na,S. On the downside, the sulfur loading of
the electrode is very small. Although the copper content of the
electrodes is small (10%), the cycling behavior shows quite
some similarity to a conventional conversion between sodium
and CuS, for which an activation cycle and sloping potentials
are well known. Ideally, the conversion reaction of sodium with
CuS and Cu,S would occur at 1.58 V and 1.39 V, respectively
[10].

Yu et al. [253] suggested that the often observed capacity fade
in Na/Sg cells is due to the poor reversibility of the insoluble
discharge products Na,S,, (1 < n < 4). Therefore the group used
a cell design optimized for shallow cycling between sulfur and
soluble long chain polysulfides with the overall reaction
nS+2Na'+2 e =NayS, (4 <n<8) (see Figure 25). Essen-
tially, this approach is close to a catholyte concept. Evidence for
the cell reaction was provided by XPS and UV—vis measure-
ments. A comparable approach was successfully applied in
Li/Sg cells before by the same group [265,266]. Shuttling of the
highly soluble, long polysulfides towards the sodium anode was
delayed by implementing an additional nanostructured carbon

(c)

Density 04-05gcm’
Surface Area ~400m’ g~
Average ~60 nm
Pore size
Resistivity 0.010 - 0.040
Qe+cm

Figure 25: Room temperature sodium—sulfur battery based on shallow cycling between sulfur and soluble long chain polysulfides. An additional inter-
layer is used to reduce diffusion of polysulfides towards the sodium anode. Figure adapted with permission from [253], copyright 2014 American

Chemical Society.
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interlayer (thickness not reported) and using a concentrated
electrolyte including NaNOj3 (1.5 M NaClO4 and 0.3 M NaNOs
in TEGDME). LiNOj is a well-known anti-shuttling agent in
Li/Sg cells that protects the lithium anode. Overall, very stable
cycling of the cell at 250 mAh/g was achieved for 50 cycles.
The average discharge voltage during galvanostatic cycling was
around 2.25 V, however, charging curves were not shown so it

remains unclear whether the shuttle effect could be prevented.

Overall comparison: In order to compare the different experi-
mental results on Na/Sg cells, we digitalized literature data of
the first galvanostatic cycle (if available) and plotted them into
one diagram (see Figure 26). More data is summarized in

Table 4. Obviously some noticeable differences exist.

Results for cells can be grouped according to their voltage
profiles as follows:

1. Studies using solvents that are frequently used in Li/Sg
cells (DOL:DME, tetraglyme) found a discharge behav-
ior that is qualitatively quite similar to what is known
from Li/Sg cells, that is, one or two plateaus occur at
voltages not too far away from the overall expected cell
potential (1.85 V). Charging occurs at slightly larger
overpotentials compared the Li/Sg cell. The main differ-
ence, however, is that the achieved capacities are very
low. Although it was shown that the theoretical end pro-
duct Na,S forms during discharge, the reaction is incom-
plete and only about 350-550 mAh/g are found corres-
ponding to an overall composition of Na,S, (3 <x <5).
So solvents that work well for Li/Sg cells seem to
perform bad in Na/Sg cells. A notable exception is the
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work from Lee et al. [258] who used tetraglyme and
found a capacity of 1200 mAh/g. But here, discharge
mainly occurs at voltages close to 1 V only (cut-off
potential of 0.5 V).

2. Studies with carbonate based solvents showed much
higher capacities and often also superior cycle life. In
one study, the capacity was even close to the theoretical
value. At the same time, the voltage profiles of these
cells are very different from Li/Sg cells and usually ex-
hibit sloping potentials during subsequent cycling and
much of the capacity is obtained at voltages below 1.5 V.
Such low voltages are also undesired with respect to
energy density. One could argue that also the conductive
salt might have an influence, however, one can conclude
from results obtained for Li/Sg cells that this is less likely
[205].

Assuming bulk thermodynamics, it is interesting to note that the
lowest cell voltage possible is due to the reaction Equation 7:

2Na + Nazsz —)(— 2Nazs

for which £° = 1.68 V can be calculated (see above). This reac-
tion contributes to half of the theoretical capacity of sulfur
(836 mAh/g). During discharge, the cell voltage should there-
fore fall below this value at some point which is fulfilled for all
results shown in Figure 26. During charge, one should immedi-
ately exceed this voltage; however, this is not always the case.
It seems that cells with high discharge capacity partially charge
below this thermodynamically derived threshold. Assuming that
the thermodynamic data is correct, one has to conclude that

other reactions take place. In some cases, this unexpected

b) 3.0 . . . . . ; ; :
Wangetal. (0.1 mAh/cmz)
Hwang etal. (0.1C)
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Figure 26: Literature overview on different studies of Na/Sg cells with liquid electrolyte operating at room temperature. The comparison shows the first
cycle. The data was digitalized from the different publications. (a) Cells with ether-based electrolytes. (b) Cells with carbonate-based electrolytes. The
dotted line indicates the lowest cell voltage possible assuming bulk thermodynamics for the solid state reaction from NayS, to Na,S. This reaction

theoretically accounts for 836 mAh/g.
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voltage profile might be due to sulfur bound covalently to
carbon [255,260] or due to CuS, [255] formation, however, a
clear understanding is missing. Taking these results together,
many questions remain and further studies are needed to clarify
the link between voltage profile, cycle life, sulfur utilization,
and electrolyte composition. As it is well known from Li/Sg
cells that carbonate based electrolytes are unstable against poly-
sulfides [205,267], future studies should clarify whether side
reactions contribute to the high capacities reported for some
Na/Sg cells.

Moreover, all studies reporting capacities exceeding
1000 mAh/g were only achieved with small sulfur loadings
meaning that the sulfur content of the electrode was consider-
ably smaller than 50 wt %. In line with research on Li/Sg
batteries one has to emphasize the need to increase this value in
case an application should become feasible. Given the very
early state of research, however, the overall perspective for
Na/Sg cells is yet unclear, and further work is required to better
judge the practical potential.

Conclusion

Lithium—sulfur and lithium—oxygen cells have attracted enor-
mous interest in the last ten years, and the frequency of publica-
tions is still increasing. In the case of Li—sulfur batteries the
major challenges have been obvious already at the very begin-
ning (e.g., lithium dendrites, polysulfide shuttle) but still await a
proper and effective solution. While incremental improvements
can be recognized, it is unclear whether the Li—sulfur battery
can finally beat LIB technology with respect to energy capacity.
It is interesting to note that the majority of papers deals with the
design of carbon/sulfur papers rather than targeting the critical

issue of the anode.

In the case of lithium—oxygen batteries the current status is
different. After an initial phase of enthusiasm major drawbacks
(electrolyte decomposition, carbon instability, the need for pure
oxygen) have damped too optimistic expectations, and Li/O,
batteries are now again primarily the target of academic

research.

As both systems rely on multielectron transfer reactions at the
cathode, and as solid phases are being formed and dissolved
during cycling, the kinetics are slow compared to LIB and the
energy efficiency as also the power density are not competitive
yet. This may easily lead to a pessimistic outlook, but this
would not be an appropriate conclusion. Rather one should
consider lithium—sulfur and lithium—oxygen batteries as attrac-
tive targets which have already triggered numerous valuable
technical and chemical innovations — but which still require

major innovations in electrolyte and electrode design.

Beilstein J. Nanotechnol. 2015, 6, 1016—1055.

In contrast, (room temperature) sodium-sulfur and
sodium—oxygen cells have only very recently attracted interest.
Obviously, the lower theoretical energy capacity makes sodium-
based systems second choice at first glance. On the other hand,
sodium systems can provide some specific advantages that
might help to overcome the obstacles known from the analogue
lithium based cells. Several aspects have been discussed in this
review. The availability of Na beta-alumina as highly conduc-
tive room temperature solid electrolyte that is also chemically
stable in contact with sodium might be an important advantage
for designing future cell concepts, for example. Moreover, sodi-
um has the advantage to be much more abundant than lithium.

An intriguing example was also shown for the Na/O, cell,
where formation of NaO, as discharge product offers signifi-
cant advantages compared to the Li/O, cell with respect to
energy efficiency and reversibility. Comparing results on
metal-oxygen batteries is generally difficult as research groups
usually use different cell designs, materials and measurement
conditions. However, the shape of voltage profile (voltage
hysteresis) gives a first impression on the cell performance with
respect to reversibility and efficiency. We therefore suggest
using a simple 3 x 3 matrix that allows quick assessment of the
overall performance of metal-oxygen cells. The ideal voltage
profile corresponds to Type 1A which is not found for any of
the metal-oxygen cell yet. Most close to this behavior are
Na/O, cells with NaO; as discharge product and are classified
as Type 1B. Most other metal-oxygen cells show a Type 2C/3B
or Type 3C behavior. Still, very little is known about the
cell chemistry of sodium—oxygen cells and it is surprising
that different groups find different discharge products.
Giving a reasonable explanation for this is an important

research task.

Even less is known about the cell chemistry of room-tempera-
ture Na/Sg cells. The research overview showed that (with one
exception), the voltage profile seems to depend on the elec-
trolyte composition. In ether based electrolytes, the voltage
profile shows similarity to what is known from Li/Sg cells. But
although Na,S forms as discharge product, only low capacities
and poor cycle life is achieved. The situation is different when
carbonate based electrolytes are used. Much higher capacities
and improved cycle life have been reported. On the other hand,
the voltage profiles are much less defined and carbonates might
be simply instable against polysulfides as it is known from
Li/Sg cells. Clearly, there is a need to further understand the cell
reaction. At the current state, Na/Sg cells are not competitive
with Li/Sg cells.

In conclusion, given the relatively early state of research, (room

temperature) sodium—sulfur and sodium—oxygen cells already
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show some attractive properties and the recent increase in
research activity is a clear sign for the development of two new
independent research fields. At the same time, we emphasize
that just as for the analogue lithium-based systems, the road
towards practical systems is long and might not necessarily lead
to application — in particular in view of the energy densities
which may finally not beat the LIB. Aiming for low cost
stationary energy stores seems most attractive, especially
considering the Na/Sg system. Progress towards practical
devices will be only achieved when challenges of all cell com-
ponents, that is, anode, cathode and electrolyte, are addressed
and side reactions are minimized. Moreover, understanding the
of role impurities on the cell reactions need further attention.
Innovative approaches in both fundamental research and tech-

nical development are therefore needed.
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Abstract

After a general introduction into the Shockley theory of current voltage (J—F) characteristics of inorganic and organic semicon-
ductor junctions of different bandwidth, we apply the Shockley theory-based, one diode model to a new type of perovskite junc-
tions with polaronic charge carriers. In particular, we studied manganite—titanate p—n heterojunctions made of n-doped
SrTij—,Nb, 03, y = 0.002 and p-doped Pr;—,Ca,MnO3, x = 0.34 having a strongly correlated electron system. The diffusion length
of the polaron carriers was analyzed by electron beam-induced current (EBIC) in a thin cross plane lamella of the junction. In the
J—V characteristics, the polaronic nature of the charge carriers is exhibited mainly by the temperature dependence of the micro-
scopic parameters, such as the hopping mobility of the series resistance and a colossal electro-resistance (CER) effect in the parallel
resistance. We conclude that a modification of the Shockley equation incorporating voltage-dependent microscopic polaron para-
meters is required. Specifically, the voltage dependence of the reverse saturation current density is analyzed and interpreted as a
voltage-dependent electron—polaron hole—polaron pair generation and separation at the interface.

Introduction

At present, photovoltaic devices are mainly based on high
purity elemental or compound inorganic semiconducting ma-
terials with large electronic bandwidths. The doping of such
semiconductors allows for the variation in the electrical conduc-
tivity and character of the charge carriers. In this way, junc-
tions based on p- or n-doped materials can be tailored. In these

materials, the charge carriers are quasi-free, that is, the effec-

tive mass is relatively small, the mobility is large and the diffu-
sion length of excited electron—hole pairs can be in the 100 pm
range for indirect semiconductors [1].

The examination of photovoltaic materials with properties devi-

ating from conventional solar cells can lead to new strategies

for a wide variety of solar cells. In recent years, organic and

1467


http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:jooss@material.physik.uni-goettingen.de
http://dx.doi.org/10.3762%2Fbjnano.6.152

other narrow bandwidth semiconductors came into the focus of
research efforts [2-7]. They often result in new types of quasi-
particles such as polarons (i.e., bound states of charge and
lattice distortions). Polarons are present in organic semiconduc-
tors such as conjugated polymers [8] as well as some perovskite
oxides [9-11]. Perovskites have the general formula 4BX3,
where the 4 cation in a cuboctahedral site coordinates with
12 anions, and the B cation in an octahedral site coordinates
with 6 anions. New perovskite materials under evaluation for
photovoltaic systems reveal vastly different properties ranging
from narrow band gap manganite oxides perovskites with
hopping transport to broad band gap lead halide perovskites
[9,12-14]. For the lead halide perovskites the constituents are:
A = CH3NH3", B =Pb, and X = I, Br, Cl, mixed halides. The
constituents for manganite oxide are: 4 = rare earth, alkali

metal, mixed composition, B = Mn, and X = O.

The organic/inorganic halide perovskites exhibit good optical
absorption and favorable electrical properties, thus offering the
possibility for use in high efficiency solar cells [12-14]. Even
though the junctions made of halide perovskites exhibit high
open-circuit voltages, Voc = 0.9-1.15 V [15,16], and a large
carrier diffusion length, L > 1 um, for the mixed halide,
CH3;NH;3Pb;_,Cl, [17,18], these junctions seem not to be stable
in the long term [19,20].

On the other hand, the manganite oxide perovskites are strongly
correlated electron systems that exhibit a strong electron—pho-
non interaction. This leads to the formation of small polarons
[21]. The polaron-like character of the quasi-particles in
perovskite oxides provides at least two exciting issues related to
photovoltaic energy conversion [22]: the possibility of light
absorption by intraband excitations of charge carriers and the
harvesting hot carriers due to the rather long-lived excited states
[21,23]. Hence, such materials are suitable to study the
pathways of photovoltaic energy conversion beyond the
Shockley—Queiser limit [24] by reducing fundamental losses
due to long wavelength transparency and thermalization of
excess carriers generated by the short wavelength part of the
solar spectrum.

For this study, junctions of p-doped Pr;—,Ca,MnO3; (PCMO)
with x = 0.34 and n-doped SrTi;-,Nb, O3 (STNO) with
y = 0.002 were prepared. In PCMO, the charge carriers are
small polarons and doping with Ca leads to a variety of
different electronic and magnetic ground states. For a certain
doping range, Ca doping leads to field-induced electronic phase
transitions such as the colossal magneto-resistance (CMR) and
the colossal electro-resistance (CER). For the perovskite hetero-
junction Lag 35Pr( 33Cag 33MnO3 with 0.5 wt % Nb-doped
SrTiOs3, the influence of a magnetic field on the temperature-

Beilstein J. Nanotechnol. 2015, 6, 1467-1484.

dependent photovoltaic effect was reported [5]. In contrast,
STNO has a band gap of around Eg = 3.2 eV [25] and the
reported type of charge carriers in STO varies from large to
small polarons [26,27] or a mixture of both [28].

To gain more insight into the underlying mechanism of the
photovoltaic effect in perovskite-based materials, it is impor-
tant to analyze the properties at the interface. The electronic
interface structure of conventional semiconductor p—n junc-
tions is well-described in terms of electrochemical equilibrium
of quasi-free electrons [29]. Charge carriers are transferred
across the interface until a specific Fermi level of the carriers on
both sides of the interface is established. Consequently, an elec-
trostatic potential is generated, which modifies the band struc-
ture at the interface. The modified interfacial band structure is
successfully described by band bending of more or less rigid
electron bands. In heterojunctions, materials with different
bandgaps meet at the interface. In addition to band bending, this
leads to sharp discontinuities of the band structure at the inter-

face and is modelled in the framework of a sharp junction [30].

In many perovskite oxides, the band structure is determined to a
large degree by the correlation interactions [31]. Since these
correlations strongly depend on the charge density and the ma-
terial structure, the concept of bending rigid electronic bands at
an interface can break down because of the emergence of new
types of quasiparticles and order [32]. The nature of polaron
quasiparticles may change during their interfacial transfer
because of the variation of the electron—phonon interaction
across the interface. Under a large electric field, the polaron
may even dissociate as indicated by polaron simulations of
polymer junctions [33]. On the other hand, the concept of the
electrochemical equilibrium at the interface naturally takes into
account the spatial variation of the correlation interactions and
is quite successfully applied to the near-equilibrium interfacial
band structure of oxide junctions [22] (see Figure 4 later in this
article).

An additional important difference compared to conventional
semiconductors is the small electronic bandwidth of the conduc-
tion bands in transition metal perovskite oxides. Because of the
small electronic overlap between transition metal 3d and
oxygen 2p states, the width of the unnormalized conduction
band in the manganite Pr;—,Ca,MnOj; is of the order 1 eV [34],
in contrast to Si with a bandwidth of =20 eV. The renormaliza-
tion of the bandwidth by the electron—phonon interaction further
reduces the bandwidth to a few meV [35]. This small band-
width has strong impact on the matching of electronic states at
the interface. Even after establishment of electrochemical equi-
librium (which may be hindered by small charge transfer rates),

the electronic overlap of narrow bands can be very small. In
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other words, the orbital mismatch of the electronic states on
both sides of the interface may strongly affect the charge

transfer process.

The width of the space charge region (SCR) at the junctions of
conventional semiconductors can be well estimated in
the framework of rigid band concepts, taking Debye or
Thomas—Fermi screening into account. For the studied PCMO/
STNO junction, the extensions of the SCR at room temperature
calculated from the sharp junction model are dpcyp = 0.2 nm
and dgtno = 10 nm, respectively [22]. Since the width of the
SCR is on the order of one unit cell or even less, the rigid band
model is not applied. Nevertheless, the calculated values
roughly agree with the band bending region deduced from elec-

tron energy loss spectroscopy [22].

The strength of the electron lattice coupling also strongly
affects the mobility of the electrons or holes. Compared to Si,
where the mobility strongly depends on the doping level
(e = 675 cm?/V-s and pp, ~ 331 cm?/V-s for a doping level of
10'7 ¢cm™3 [36]), the mobility in polaronic materials is several
orders of magnitude smaller (=1 cm?/V-s in STNO, 1072 cm?/
Vs in PCMO down to 5 x 1077 ¢m?/V-s in hole-doped poly-
mers) depending on the polaron effective mass. In addition to
recombination rates, the mobility influences the diffusion length
of electron—hole-type excitations. In polymer—fullerene solar
cells, the diffusion length is significantly reduced down to the
10 nm range, which consequently reduces a typical device
thickness [2]. For perovskite oxides, no direct measurement of
the diffusion length has been reported so far.

From the experimental viewpoint, one of the main tools to study
photovoltaic devices is the temperature-dependent analysis of
current—voltage (J—F) curves measured across the charge sepa-
rating junction. Typical diode-like characteristics are observed
in the dark and under illumination. This provides a wealth of
information related to the underlying microscopic processes
such as excess carrier generation and recombination as well as

transport properties in the bulk and across junction interfaces.

However, the insight that the J-V curves provide into micro-
scopic processes is intimately linked to the applied analysis. It
is quite remarkable that for the limiting cases of quasi-free elec-
trons and small polarons, the analysis of J—V curves is
performed in the framework of the classical Shockley theory
[37]. This theory was originally developed for generation and
recombination currents of quasi-free electrons. In more recent
works, a Shockley-like equation describing a diode-like recti-
fying behavior has been derived from rate equations for genera-
tion, dissociation and recombination of polaron pairs at the

interface [38,39]. Such a scenario is typical for photovoltaic
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energy conversion in polymer systems with small polaron
charges. Hence, a more general description using Shockley's
equations for different p—n junctions having a different charge
carrier nature is needed. A simple equivalent circuit can be set
up, where in addition to the diode, a parallel resistance, Rp, and
a series resistance, Rg, is added. The temperature dependence of
the diode parameters and the resistance contributions in the dark
reflect the different underlying microscopic mechanisms and
the nature of the charge carriers. Rp and Rg may reveal the
typical small polaron fingerprints, the thermally activated
hopping mobility [40], the nonlinear current—voltage depend-
ence and the appearance of colossal resistance effects.

This article is organized as follows: First the key features of a
Shockley-type model for homo- and hetero-junctions with large
bandwidths and quasi-free electrons are introduced. Then we
summarize the Shockley-type model for small bandwidth
organic junctions with strongly localized charge carriers. The
one diode-based equivalent circuit is then applied to the
analysis of data sets collected from PCMO/STNO p-n hetero-
junctions. Despite the absence of a band gap above the charge
ordering temperature of 7cg =~ 240 K, photocarrier lifetimes in
PCMO are of the order of ns [41]. The diffusion length of elec-
tron—hole-type excitations at room temperature is determined by
EBIC. Finally, the Discussion section represents our analysis of
the microscopic parameters obtained by fitting the J—V curves
with and without illumination by using the Shockley-based one
diode model. The previously reported presence of a band
discontinuity at the interface [22] is confirmed in the dark and
under illumination, exemplifying the self-consistency of the
Shockley-based analysis. Furthermore, the temperature depend-
ence of the characteristic parameters of the equivalent circuit
provides insight into the transport mechanism in the junction
and across the interface. The observed differences between
simulated and measured J—V curves and the presence of a CER
effect in the shunt resistance show the need to modify the
Shockley equation with the introduction of bias-dependent

microscopic parameters.

Shockley equation for quasi-free electrons

Let us first consider a p—n homojunction made of a semicon-
ducting material with quasi-free charge carriers (e.g., doped
silicon). Bringing n- and p-type Si in contact leads to currents
that compensate for the different concentration of electrons and
holes in both materials (see Figure 1a). Thus, the electrons
diffuse from the n-type material to the p-type material (and
holes from the p-type to the n-type material), leaving a SCR
formed by immobile, ionized acceptors and donors on the p-
and n-side of the junction, respectively. This current is called
the recombination current density, Jre.. Thermally generated

electron—hole pairs can diffuse into the space charge region
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Figure 1: Schematic overview of electrochemical equilibrium (a) in large bandwidth inorganic semiconductors and (b) in low bandwidth organic solar
cells. In both cases a recombination and generation current can be defined. In the forward direction, the recombination current is always the domi-
nant contribution to the total current, whereas for the reverse direction, the generation current is the dominant contribution.

where they are attracted by the electric field, resulting in elec-
trons moving from the p- towards the n-region and holes
moving in the opposite direction. This current is called the
generation current density, Jgen. Thus the origin of Jge, and
Jrec are related to the differences in the chemical and electrical
potentials, respectively. In electrochemical equilibrium, there is
a balance of these two currents and no net charge current, Jc,
flows:

Jo = &gradne —G—hgradnh =0.
e e

(M

Here oy, is the contribution of electrons and holes to the elec-
trical conductivity, nes, is the electrochemical potential and e
the elementary charge. As a result, a voltage drop between the
n- and p-type materials, V},;, occurs. This is known as the built-

in voltage or diffusion voltage.

Under bias, the electrochemical equilibrium is modified and a
net charge current flows. The assumptions underlying the
Shockley model of the J~V curve of a junction are [37]: (a) the
voltage completely drops across the SCR; (b) a weak injection

condition; and (c) no recombination occurs in the SCR.

In the ideal case, the generation current is nearly independent of
the applied voltage, V, since the voltage has no effect on the rate
of thermally generated electron—hole pairs. On the other hand,
the recombination current is strongly affected by the applied
voltage and is proportional to the built-in potential. For

example, for the electrons from the n-region:

—e(i V)

b @

Jn,Rec oc exp

Here, kgT is the thermal energy. If the diode is biased in the
forward direction, the barrier for the recombination current
decreases and the current rises exponentially. For the reverse
direction, the recombination current decreases, whereas the
generation current is not influenced by the external electric
field. The obtained J—V characteristic for an ideal p—n homo-
junction can then be described within the Shockley theory [37]:

eV
J(V)=Jg| exp| — |1, 3
(r)=1Js p{ kBT} 3)
where the saturation current density, Jg, can be written as
D D
2 p
JS:Jn,Gen+Jp,Gen:e'ni ’ +—" 4
nDLp nALn

Here Dy, ; is the diffusion coefficient and L, j, is the diffusion
length for electrons and holes. Far from the junction, the density
of charge carriers for completely ionized donors and acceptors
in the conduction or valence band is given by np and np, res-
pectively. Since the temperature dependence of the intrinsic

charge carrier density, nj, is given by
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ni = NclNy -exp Tl ®

B

the saturation current is also temperature dependent

Js =eNpN Dy I T Fe Jo-e Fe 6
=e . -exp| ———— |= -exp| ———|,
STV npLy  naL, P T |70 T ©)

where Nc and Ny are the effective densities of states of the
conduction and valence band, respectively, and Jj is nearly
independent of the temperature.

Heterojunction

If two different semiconducting materials are used, for example,
a junction made of Ge and GaAs, the device is called a p—n
heterostructure. One of the main differences is the presence of
discontinuities in the conduction and valence bands, so-called
band offsets, which can be calculated by the difference in the
electron affinities, yp  as

AEc =%Xp ~%n

Q)
AEy = AE, - AEq.

Because the materials have different band gaps and Fermi ener-
gies, the total built-in potential, Vy;, is the sum of the partial
built-in potentials of the semiconductor 1 and 2, named Vy; |
and Vo

Voi = Vi1 +Vi2- ®)

A model for the electronic structure of the interface has been
developed by Anderson et al., assuming a sharp junction with
band discontinuities [30]. For the derivation of the J-V curve, it
is assumed that the transport mechanism is governed by injec-
tion over the barriers in the conduction and valence band.
Furthermore, there are no influences of interface states taken
into account that might give rise to additional space charges and
barriers. If we consider a narrow band gap, p-type semicon-
ductor 1, and a wide gap, n-type semiconductor 2, the J-V char-
acteristics can be written as

ely;
_ b2 exp eV —exp —i -9
kgT kgT kgT

Here the partial voltage decrease over semiconductor 1 and 2 is

given by V1 and V. If we consider a p—n heterojunction, where
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Vbi,1 > AEc, there is no barrier for the charge carriers in semi-
conductor 1 to reach the semiconductor 2 and the equation can

be reformulated as
e (Vi —AE() eV
J(V):A0~exp ——F—F || exp T -1, (10

with

1/2
Dp
AO:XaeNV,Z T— (11)

p

Here the assumption is made that the current is limited by the
rate at which holes can diffuse in the narrow band gap material.
X is the fraction of those carriers having sufficient energy to
cross the barrier, a is the junction area and Ny 5 is the effective
density of states of the valence band for the semiconductor 2.
This leads to a J—F curve of similar form to the ideal Shockley

equation curve.

Up to this point, no other transport mechanisms such as
tunneling through the interface barrier, recombination at the
interface, or a voltage-dependent barrier height have been taken
into account. If these processes are relevant for the J-V charac-
teristics, the temperature-dependent Jg (the exponential prefac-
tor in Equation 10) can be written as:

E
Js:JO'eXP{— B } (12)

where Ejp is the effective energy barrier for the transport across
the interface and # is the ideality factor described below.

Photovoltaic effect

Under illumination, additional charge carriers are generated and
are separated in the electric field of the SCR, resulting in a
photocurrent. The typical parameters characterizing the photo-
voltaic effect in solar cells are the short-circuit current density,
Jsc, and the open circuit voltage, Vgc. The analysis of the
temperature dependence of these parameters gives additional
information about the electronic structure of the p—n interface
and the transport mechanism across the interface. In inorganic
junctions, the temperature dependence of the open circuit
voltage is given by

Dl‘l
+—— 1|, (13)
”ALn

1
eVOC :Eg kaT~ln —'eNvNc’
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for Jg << Jgc. For a heterojunction, the low temperature limit of
Voc is given by the smaller bandgap, that is, £ is replaced by
min(Eg, Egp). In the presence of a band discontinuity, the
energy barrier/spike £g which is generated at the heterointer-
face determines the upper limit of Vg for 7= 0 K [42].

Equivalent circuit

A real photovoltaic device is often described by an equivalent
circuit. The simplest one is shown in Figure 2 and consists of
one diode, which represents the ideal J—J characteristics in
terms of the Shockley equation, an external power supply, a
current source for the photocurrent and two ohmic resistors.
These parasitic resistances describe losses, which reduce the
efficiency of a solar cell. The series resistor, Rg, consists of all
bulk, interface and cable resistances and the parallel resistor,
Rp, represents losses, for example, leakage currents across the
junction due to imperfections. Another important variable is the
ideality factor, n. For an ideal diode this is n = 1. Evaluating the
equivalent circuit yields the J—J characteristics in an implicit

form,

e(V-JR V —JR
J(V):Js(exp{ (nkBTS)}I}F %, S _Jsc. (14)

The analysis of data presented in this paper was performed

using the one diode model.

Figure 2: Equivalent circuit for the one diode model. The diode, D,
describes the part of the circuit that represents the ideal diode equa-
tion with an ideality factor n = 1. Rg and Rp represent the parasitic
resistances taking ohmic losses into account. Jgc represents the short
circuit current density.

Organic solar cells: ideal diode equation for

localized charge carriers, polarons

The J-V characteristics of organic solar cells formed by junc-
tions of conjugated polymers and fullerenes are commonly de-
scribed in the framework of the Shockley model [43] in combi-
nation with either one or two diode electrical circuits [44].

Since the nature of the charge carriers is fundamentally

different, the applicability of a Shockley-like equation is far
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from obvious. In contrast to inorganic p—n junctions, where the
current across the junction is due to drift diffusion and/or
recombination within the SCR, the current in organic hetero-
junctions is carried by hole and electron-type polarons. These
are formed after injection at the electrodes and can form polaron
pairs at the interface.

In contrast to Si, having a large mobility, the mobility in the
organic compounds is several orders of magnitude smaller.
Typical values at 7= 300 K are ji, = 2.0 x 103 cm?/V's in the
electron-doped fullerene C61-butyric acid methyl ester (PCBM)
and pp, = 5.0 x 10”7 ¢cm?/Vs in the hole-doped polymer poly(2-
methoxy-5-(3',7'-dimethyloctyloxy)-p-phenylenevinylene)
(MDMO-PPV) [2].

Absorption of photons leads to formation of tightly bound exci-
tons that have a very low probability of dissociation. The
exciton binding energy can be high due to the low dielectric
constant of the organic semiconductors and can exceed 1 eV.
Charge separation is typically hindered by a high exciton
binding energy, however, it can be facilitated at a heterojunc-
tion due to formation of a more loosely bound exciton—polaron
pair, which can dissociate or recombine at the interface [45].

The theoretical foundation of the Shockley equation in such
systems was given by Giebink et al. [38,39], who showed that
for a trap-free heterojunction under stationary state conditions,

the Shockley equation is

J(V)=Js {exp{];_ﬂ_r}

where 1 = kppd/kppd,eq and kppq and kppq eq denote the polaron

(15)

pair dissociation rate under transport and equilibrium condi-
tions, respectively. The polaron dissociation mainly affects the
reverse direction of the junction V' < 0, where the increased
electric field at the interface facilitates the polaron dissociation
and k,pq exceeds kppd,eq- This can typically be observed in
organic junctions as an increasing reverse saturation current
with increasing reverse bias. More generally, » > 1 can evolve
due to any bias dependence of the generation current. Such an
effect is disregarded in the Shockley model. However, in the
forward direction, kppq approaches kypd eq and Equation 15
reduces to the conventional Shockley equation with ideality
factor n = 1.

Disorder and polycrystalline structure have a strong impact on
the electrical transport in organic junctions, since the polarons
can be trapped at defects. Consequently, the absolute value and

the temperature dependence of Rg strongly depend on disorder.
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Since either the electron- or the hole-type polaron can be
trapped, the resulting two different bimolecular recombination
processes can be modelled as two different currents, which thus
gives rise to an effective two diode Shockley equation with two
reverse saturation currents and two ideality factors [38,39]. The
contributions of both currents depend on the balance of the
voltage drop across the junction as well as their characteristic

trap temperatures.

The origin of the open circuit voltage, V¢, has been controver-
sially discussed for many years. Indeed, it shows a linear
increase with decreasing temperature [43,46]. Currently, there
seems to be an agreement that the energy difference between
the HOMO of the donor and the LUMO of the acceptor modi-
fied by the polaron binding energy controls the low tempera-
ture limit [47]. The resulting open circuit voltage is described
by [38,39]

Kopr | kreceN N
eVoe = Epp —kgT-1In { PPT] Rec®VHOMOVLUMO , (16)

ppd ISC

where Epy is the energy difference between the HOMO of the
donor and the LUMO of the acceptor modified by the polaron
binding energy. The short circuit current density, Jgc, increases
with increasing temperature, reflecting the thermally activated
hopping conductivity of small polarons. It should be noted,
however, that this trend can be overlaid by temperature depen-
dent changes the in morphology of the active layer [44].

The dominating loss mechanisms of organic solar cells are still
under debate [48]. There seems to be some evidence that
genuine (intramolecular) recombination can be disregarded
compared to bimolecular recombination. The latter is due to
recombination of mobile electrons and holes at the interface.
The question of whether bimolecular recombination is typically
affected by localized states in the band gap (similar to
Shockley—Read—Hall recombination at deep traps in inorganic
semiconductors) or if it involves the recombination of free

carriers is highly debated (see, e.g., [45]).

Kirchartz et al. [49] introduced a voltage-dependent ideality
factor (for both with and without illumination), in order to study
recombination mechanisms in polymer—fullerene solar cells.
They concluded that in their devices, the recombination is a
trap-assisted recombination at lower voltages and surface
recombination at higher voltages. However, intramolecular
recombination of excitons at traps within single-blend com-
pounds depends strongly on the exciton binding energy. Theo-
retical estimates show that increasing the binding energy, Eg,

from values of =kg7 to 0.2 eV will increase the recombination
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rate by two orders of magnitude [2]. Typically, an experimental

value for Eg in polymer solar cells is in the range of 0.2-0.4 eV.

Modeling diffusion length determination by
EBIC

The charge carrier diffusion length, L, is an important para-
meter to determine the recombination-limited charge transport
processes in electronic devices [50]. It is connected to
the charge carrier lifetime, 1, and mobility, p, by the Einstein

relation:

kgT
L=+/Dt= |2t
e

)

While the lifetime is determined by recombination and relax-
ation processes, the mobility is inherent to the material system.
From the simple Einstein relation, the diffusion coefficient is
proportional to the mobility. This leads to typical diffusion
lengths in the pm and nm range for inorganic and organic semi-
conductors, respectively. This large difference is due to the fact
that the typical mobility in organic and inorganic semiconduc-
tors differs by several orders of magnitude. Given that the
mobility in the PCMO-STNO system is larger than that of
organic semiconductors, a diffusion length on the order of that
of organic semiconductors is expected. However, the situation
may be different for excited charge carriers in a correlated ma-
terial system as the applicability of the simple Einstein relation
is questionable: Here, the assumption of a non-degenerate
system in thermal equilibrium may not hold (see, e.g., [S1]). As
a consequence, it is necessary to directly determine the diffu-
sion length in a PCMO-STNO p-n junction.

An established technique to measure the charge carrier diffu-
sion length in devices with p—n junctions is by mapping the
electron beam-induced current (EBIC) across the sample
without any applied voltage (see, e.g., the review by Leamy
[52]). Injected high-energy electrons excite electron—hole pairs,
which are subject to diffusion in the sample. In the limit of
weak injection, diffusion is limited by minority charge carriers.
A typical experimental method for measuring the minority
charge carrier diffusion length, L, is to vary the beam accelera-
tion voltage, moving the excitation maximum perpendicular to
the p—n interface, or by preparing a wedge-shaped layer to vary
the depth of the interface in the sample. For a point-like source
generating electron—hole pairs with a rate, G, at a distance, W,
from the p—n interface, the resulting EBIC current is [50]

w
IEBIC =€GeXp|:—I:|. (18)

1473



If W and L are of similar size, varying W allows the L of the

minority charge carriers to be determined.

A more realistic diffusion model for charge carriers in solids
incorporates the extension of the generation volume produced
by a penetrating electron beam. This is especially important if
the extension of the generation volume is of the order of the
diffusion length. As the penetrating electrons suffer multiple
scattering events with ions and electrons constituting the solid,
they gradually lose their initial energy, frequently resulting in a
pear-shaped generation volume [53]. This shape mainly
depends on the initial electron energy, which is determined by
the beam acceleration voltage and the density of the solid. It can
be described by an analytical function [53] or simulated by a
Monte Carlo method [54].

In this work, we measure an EBIC linescan from a p-doped to
an n-doped region as a cross-section in order to extract the
diffusion length. This eliminates the influence of the sample
surface structure and layer thickness in addition to reducing the
generation volume. In order to take the generation volume into
account, the measured linescan must be compared to a simula-
tion. For this, we convolute a simulated generation volume with
a function describing the fraction of generated charge carriers
contributing to the EBIC signal. For the case without diffusion

processes, this function is given as

L —dy <x<d,
SCR — .
x, otherwise

(19)

where dj, and d), are the width of the space charge region on the
p- (negative x) and n-side (positive x), respectively. This is
equivalent to the assumption that all charge carriers generated
in the range of the strong electric field within the space charge
region are charge separated and contribute to the EBIC signal.
For the case of the diffusion lengths L, and Ly, excited charge
carriers in a certain area around the space charge region will
also contribute to the EBIC signal. Thus, the distance from the
space charge region can be exponentially weighted:

exp (dp+% , X <—d,

1, x>0

exp{(d“ - %J x>d,

Assuming a uniform generation function in both regions, and

Jscrip = (20)

using the convolution functions fgcr and fgcr+p, an integrated
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EBIC linescan, X/ggic, can be described for both cases. By
dividing these two factors, the integrated generation volume is

canceled out and leaves only:

L,+L,
d,+d,

D JTERIC.SCR+D
=1+ 1)
D Iepic.scr

which can be used as a robust estimate for Ly, + L, if the width
of the SCR is known.

Results
EBIC measurements

The measurements were performed at an electron beam acceler-
ation voltage of 2 kV, as the generation volume is smallest there
(see Figure 3a). Thus. it represents the situation closest to the
ideal case of a point-like electron—hole pair generation source.
Using even smaller acceleration voltages did not result in
measureable EBIC in our setup. A cross-section lamella of the
sample was prepared by means of a focused ion beam micro-
scope. An EBIC scan across the p—n interface is shown in
Figure 3b, together with a simulated EBIC linescan, taking into
account only the generation volume and the space charge
region.

The electron beam generation volume was calculated using the
CASINO implementation of a Monte Carlo simulation devel-
oped by Drouin et al. [55]. In the simulation, we use the SCR
width dpcvo = 0.2-2.5 nm (Figure 3b for dpcpo = 2.5 nm) and
dstno = 27 nm, as suggested by Saucke et al. for junctions of
the same materials [22]. As illustrated in Figure 3a, the differ-
ences in the generation volume on both sides of the junction are
negligible. Therefore, we assume the same generation volume
for PCMO and STNO.

Comparing the two linescans clearly shows the experimental
curve to be broader than the simulated one, which manifests the
contributions of excess carriers generated outside the space
charge region (i.e., the finite diffusion lengths in STNO
and PCMO). We then integrated both linescans and applied
Equation 21 using the simulated, /ggjc—s, and the experimental,
Iggic,s+1L- This leads to a combined diffusion length,
Lpcemo + Lstno = 21.4(2) nm. The noticeable asymmetry in the
experimental EBIC linescan indicates that a larger part of the

combined diffusion length can be attributed to Lgtno-

Current—voltage characteristics without

illumination
The measured current—voltage characteristics of the analyzed
manganite—titanate junction are summarized in Figure 4, where

J is the current density. For all measurements at different
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Figure 3: (a) Cross section of a simulated electron beam generation volume directly at the PCMO-STNO interface for electron beam acceleration
voltages of 2 kV (yellow, bright) and 10 kV (red, dark). (b) Measured EBIC signal for a 2 kV line scan across the PCMO-STNO interface and corres-
ponding simulation (see text), normalized to their maximum.
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Figure 4: Temperature dependence of the J-V characteristics for the PCMO-STNO junction: (a) in a linear and (b) in a semi-logarithmic illustration.
Over the whole measured temperature range the J—V curves show rectifying behavior. (c) Comparison of J-V curves with and without illumination.
(d) The open circuit voltage increases for decreasing temperature and the short circuit current breaks down at a temperature around 180 K.
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temperatures, the rectifying characteristic of the junction can be
recognized. By decreasing the temperature, a plateau evolves
for the reverse direction as well as for the forward direction for
|V] <0.2 V. Furthermore, the exponential increase of the current
is shifted to higher voltages in the forward direction.

In Figure 4c the J-V curves with and without illumination are
compared. A clear photovoltaic effect is visible for all measured
temperatures. Even at 300 K, without a band gap in the PCMO,
the photovoltaic effect is visible. The open circuit voltage, Vo,
increases with decreasing temperature, while the short circuit
current density, Jgc, is constant until the temperature reaches
values below 7' = 140 K. Below this temperature, Jgc breaks
down and decreases exponentially (see Figure 4d). In this work,
the collected data sets are analyzed within the one diode model
by two methods. Only the forward branch of the J-V curve is
used to determine the four parameters, Jg, n, Rg and Rp and the
resistance is treated as ohmic.

(i) Manual parameter identification: Here the equivalent
circuit is used, which is described in Figure 2, and the analysis
is illustrated in Figure 5a. The assumption is made that the

@ T

AU for determination |
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Figure 5: (a) lllustration of the manual parameter identification
method, (b) Comparison of the measured data and the two different
analysis methods for 300 K, 220 K and 140 K (open black symbols).
The red line shows the result of the manual parameter identification,
while the blue line is the result of the least squares fit.
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influence of the four parameters becomes dominant in different
regimes in the forward direction. For small values of the
voltage, the voltage mainly drops over the parallel resistance,
Rp. The parallel resistance can be determined by fitting the J-V
curve linearly in a small region around V' = 0. Since the influ-
ence of Rg is neglected, this value describes the lower limit of
Rp. In the intermediate voltage range, the current is governed by
the influence of the diode and thus the ideality factor as well as
the saturation current density can be extracted in this region.
Therefore, the J—V curves are plotted semi-logarithmically and
fitted linearly at the point with highest local slope in the
forward branch. The ideality factor can be calculated from the
slope and the saturation current is given by the ordinate inter-
cept. For high values of the applied voltage, the current is
limited by the series resistance, Rg. To determine the series
resistance, the difference between the linear extrapolated
curve from the linear fit and the measured curve is calculated by
Rs = AV/lax-

(ii) Parameter identification with least squares fit: The
second way to analyze the J-V curves is by performing a least
squares fit of the implicit Equation 14 for Jgc = 0 using a fitting
routine. Here the trust region, reflective algorithm implemented
in the program MATLAB was used. The four unknown parame-
ters were limited to physically conceivable lower and upper
limits. To find the best result within these bounds, the fit was
performed by using uniformly distributed starting points within
the bounds and the best parameter set was evaluated. Since the
slope of the J—V curve is very different for low and high volt-
ages, the sensitivity of the fit routine was adjusted accordingly.

Figure 5b shows typical results for both analysis methods for
measurement temperatures of 300 K, 220 K and 140 K. Both
methods correctly reconstruct the measured J—V curve in the
forward direction for 300 K and 220 K. At a measurement
temperature of 140 K, the manual parameter identification only
fits to the linear part of the J—V curve, where the influence of
the diode is dominant and overestimates the current in the low
voltage regime. In contrast to this, results from the least squares
fit are in good agreement with the whole forward branch. Both
methods do not include any breakdown mechanism in the
reverse direction. Thus, the reverse direction cannot be de-
scribed well in the framework of the one diode model without

any modification.

The results for Jg, n, Rg and Rp are plotted in Figure 6 for both
methods. With decreasing temperature, the saturation current,
Js, decreases exponentially over several orders of magnitude.
This is in good agreement with the theoretically predicted
temperature dependence (see Equation 12). For a wide tempera-

ture range, the ideality factor, n, increases slowly for values
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series resistance, Rg, (d) parallel resistance, Rp. While Jg decreases with decreasing temperature, n as well as Rg increases. Rg shows the charac-
teristic behavior of thermally activated transport and seems to be dominated by the PCMO resistance. Rp increases with decreasing temperature and

shows two different regimes of exponential increase with a different slope.

below 2 and strongly rises above n = 2 below 7 =~ 80 K. This
may indicate tunneling enhanced recombination at the interface
or in the SCR [56]. The resistance, Rg, shows the typical
temperature dependence of a thermally activated transport
process, where the resistance increases for lower temperatures
and therefore is mainly dominated by the PCMO bulk resis-
tance. In contrast to this, the parallel resistance shows two
different regimes of exponential increase with a different slope
in the semi-logarithmic plot. This is similar to the resistance
drop caused by the CER effect in PCMO [9].

Discussion

In the following, we discuss the temperature dependence of the
determined parameters of the one diode model, in order to gain
insight into the interfacial charge transfer and separation
processes of polarons. The polaronic nature of the charge
carriers is visible in the thermally activated hopping transport in
the series and the CER-like resistance drop in the parallel resis-
tance. Furthermore, the voltage dependence of the saturation
current is discussed. We compare our results to those obtained

from thin film electric transport measurements in lateral geom-

etry from the literature. For the analysis, we use the parameters
determined by the method of manual parameter identification.
While the fit was found to describe the whole J-V curve in the
framework of the one diode model, the manual method is more
sensitive to the evaluation of the different parameters in a
certain region of the J~J curve, and is thus expected to lead to
more accurate parameters.

Applicability of the Shockley-based one diode

model

The temperature dependence of the reverse saturation current is

given by Equation 12 and its energy barrier can be determined

by

Ep -1

n~1n(Js):—k—T +n-ln(J0) (22)
B

In Figure 7a the product of n-In(Jg) is plotted versus the inverse
temperature. From this, an energy barrier of Eg = 597.4(1) meV
was calculated. According to Saucke et al. [22] this energy
barrier is interpreted in the model for a heterojunction as evi-
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Figure 7: Determination of the energy barrier Eg: (a) from the diode
parameter analysis of the J—V characteristics without illumination

Eg =597.4(1) meV, (b) from the linear extrapolation (towards T = 0 K)
of the open circuit voltage Eg = 559.6(56) meV. The calculated energy
barrier determined by the J-V curves with and without illumination has
nearly the same value.

dence for the presence of an energy spike (band offset) in the
conduction band. The theoretical value of the band offset can be
approximately calculated by the difference of the work func-
tions of the p- and n-doped material. For the materials used,
these are W = 4.9 eV for PCMO [57] and W = 4.13 eV
for STNO [58]. Therefore, the expected barrier height is
AW =770 meV. The slightly smaller value of the experimen-
tally determined Eg compared to AW can be explained by a
slight interdiffusion of B-cations at the p—n hetero-interface on
the order of less than 1 nm [22], which may induce new states.

The energy barrier can also be determined from J-V curves
under illumination if the temperature dependence of the open
circuit voltage is taken into account, as shown in Equation 13
and Equation 16. Both equations are linear in temperature and
the slope is mainly influenced by the properties of the materials.
For example, one parameter in Equation 16 is the dissociation
rate of exciton polaron pairs. In this work, we focus only on the
intercepts of Equation 13 or Equation 16, which represent an

energy barrier in both cases. By fitting in the linear region of

Beilstein J. Nanotechnol. 2015, 6, 1467-1484.

Voc and extrapolating towards 7= 0 K (see Figure 7b), we
obtain an energy barrier of Eg = 559.6(56) meV, which can be
interpreted as the same barrier calculated from J-V curves in the
dark. The result that the same value for the energy barrier is
obtained from analysis of transport properties in the dark and
under illumination (Equation 22 and Equation 16, respectively)
confirms the consistency of the analysis and applicability of the
Shockley-based model as a first step.

Conventionally, in large bandwidth inorganic semiconductors,
an ideality factor with a value between 1 <n <2 is seen as evi-
dence for a contribution of Shockley—Read—Hall recombination.
Therefore, in many cases, an improved fit of the J-V curves of
p—n junctions can be obtained by using a second additional
diode with an ideality factor of n = 2. If the ideality factor
reaches values of n > 2, this could be an indication of tunneling
enhanced recombination at the interface or in the SCR occurs
[56]. Since these models and parameters are derived for quasi-
free electrons, they cannot be easily transferred to solar cells

made of oxides with strongly correlated electrons.

Another reason to introduce a second diode is given by Giebink
et al. [38,39]. They introduce a second diode in organic systems
in order to take the voltage dependence of different charge
carrier recombination mechanisms into account. Here, hole or
electron-type polarons can change their character from trapped
to mobile, respectively. In our model system, the last effect is
not taken into account, since the mobile carriers in the STNO
are always electrons for all voltage ranges.

Even if values for the ideality factor are between 1 < n < 2 for
higher temperatures, for our results, it is reasonable to consider
only one diode because the dominating part of the current origi-
nates from the SCR. At low temperatures, the ideality factor is
n > 2, which suggests the transition from thermionic emission to
tunneling across the interface [56]. Indeed, due to the lower
thermal population of phonon states, small polaron mobility at
low temperatures generally exhibits an increasing tunneling
fingerprint [59]. In order to improve the fit of the J~V curves for
polaronic systems, it seems to be more reasonable to take the
voltage dependence of the microscopic parameters into account,
such as a parallel resistance, Rp(V), rather than introducing a
second diode.

Thermally activated transport of small
polarons and correlation effects

In Figure 8 the Arrhenius plot of Rg/T is shown. At tempera-
tures below half of the Debye temperature, ®p/2 ~ 160 K, the
probability of polaron tunneling between neighboring sites
increases. Therefore, the measured resistance is below the

expected value in the model of thermally activated hopping in
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Figure 8: Determination of the activation energy, Ea rs, for thermally
activated hopping transport from the series resistance, Rs. At lower
temperatures the resistance is below the values expected in the ther-
mally activated hopping theory. Here the probability of polarons
tunneling to neighboring sites is enhanced.

that case [40]. Consequently, we only use the slope from the
temperature range 7 > Op/2 to determine the activation energy
of the thermally activated hopping of small polarons. According
to Bogomolov et al. [40], in the adiabatic limit, the resistivity

can be written as

EA
( ) 0 €xp T N (23)

B

with a prefactor, Ry. For the measured J-V curves, the acti-
vation energy is calculated to be Ep rg = 126.1(1) meV. This
value is in agreement with results found for PCMO in the litera-
ture, Ep 1it = 132 meV [9]. Thus, the bulk resistance of the
PCMO seems to be the dominating contribution to the series
resistance, Rg. The experimental value is slightly smaller
because of the large electric field on the order of £ = 107 V/m in
a cross-plane measurement geometry. This value considerably
exceeds that in lateral measurement geometries. A strong elec-
tric field leads to a reduction of the activation energy, Ea [9].

In Figure 9 the Arrhenius plot of Rp/T is shown. For
high temperatures, the obtained activation energy of
EARrp =392.6(1) meV for Rp is on the order of the polaron for-
mation energy in PCMO. The presence of two branches in the
Arrhenius plot in Figure 9, hints at the influence of the colossal
electro-resistance (CER) [9,60], which is caused by correlation
effects of polarons in manganite oxides. The reduced E,rp at
lower temperatures is due to an electric field-induced transition
to driven polaron states and a related reduction of the activation

Beilstein J. Nanotechnol. 2015, 6, 1467-1484.

300 150 20 45
16 —prrererrr——— — :
151E, = 392.6(1) meV . 1
14 ] - ]
13 ] - 2
12_- m - _-
11 -
10 s 3
g ]
8] ]
7] ]
6 2
5] ]
4] ]
3= -
. ]

In(R/T)

T T 1
0.015 0.020 0.025

T-1 [K-1]

T 1
0.005 0.010

Figure 9: Determination of the activation energy, Ea rp, of the ther-
mally activated hopping transport for the parallel resistance, Rp. At
high temperatures, the activation energy is on the order of the polaron
formation energy. The second regime can be modified by the influ-
ence of a strong electric field and can be seen as an effective Ea rp.

energy for polaron transport [9]. A similar effect has been
observed in PCMO-STNO junctions for the series resistance,
Rg [22]. In addition, current-induced melting of charge-ordered
domains is observed [61]. Since the CER in bulk PCMO
samples is visible in the temperature range, where the charge
ordered and disordered phase coexist and the formation of
percolation paths depends on the structure as well as on the
electrical pre-history, the determination of a critical electrical
field is hardly possible. We assume that in our devices, the
observed CER in Rp(7) stems from such polaronic processes at
the interface. This is additionally evidenced by the observation
of an interfacial colossal magneto-resistance (CMR) effect at
metal-PCMO interfaces [62]. In contrast to the observation of a
CER in Rg(7) by Saucke et al. [22], in the junctions studied
here, the dominating contribution of Rp could originate from a
higher interface resistance.

Bias dependence of the reverse saturation

current

A strong voltage dependence effect is visible in the reverse
saturation current. This can be discussed according to
Figure 10, where the expected simplified band diagram of the
manganite—titanate junction is shown for electro-chemical equi-
librium and with applied voltage in both forward and reverse
directions. We disregard here all changes of the electronic struc-
ture of the PCMO near the interface due to local variations of
the correlation interactions and the small screening length and
assume that the main voltage drop happens in the STNO. If the
diode is biased in the forward direction, the barrier for the

recombination current is decreased, whereas it is increased for

1479



forward direction
STNO

— E

v
X

reverse direction

Figure 10: Schematic band structure of a PCMO-STNO heterojunc-
tion (a) at zero bias, (b) in the forward direction and (c) in the reverse
direction.

the reverse direction. Therefore, the generation current should
be the dominating contribution to the total current measured in
the reverse direction. The energy barrier calculated from the
Arrhenius plot of n-In(Jg) has been interpreted as the presence
of a band offset in the conduction band. For this reason, the
transport in the reverse direction of the solar cells is governed
by thermally generated charge carriers in the PCMO, which
must overcome the barrier to diffuse into the STNO. If the
applied voltage in the reverse direction is high enough, the
barrier could be reduced or become narrower. In this way, ther-
mally activated as well as tunneling induced charge transfer is

facilitated, leading to an increasing saturation current.

Since the results from the least squares fit method describe the
influence of the saturation current on the whole J-V character-
istic more accurately, it is used to compare the reverse satura-
tion current calculated on the basis of the one diode model with

the measured J-V curves.
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In Figure 11a this comparison is shown for a temperature of
220 K. For the reverse direction, a significant difference
between the expected J (based on the determined Rp) and the
measured J is observed. Therefore, an additional voltage
dependence of the reverse saturation current exists that cannot
be described in the framework of the Shockley model. The
differences between the measured curve and the least squares fit

data can be expressed as the rate, , in Equation 15 given by

(a) 1000 T T T T T

3 & data 220 K /
100'! least squaresfit L

(D) 1es6,

1E14
1E12]
1E10]
1E81
1000000 §
10000 §
1007

1

0.01 T
1.0 -0.9

rate r

T T T M T T 1
07 -06 -05 -04 -03

VIV]

T
-0.8

T[K]
300 150 90 45

(c)

304 E
254 -

204 -

15 E,= 283.5(1) meV

In(r)atvV=-1V

10 4

5{ % .

T T T T T
0.015 0.020 0.025

T'[K"

T T T
0.005 0.010

Figure 11: (a) Comparison of J-V curves from the least squares fit
and exemplarily data at a temperature of 220 K, (b) extracted genera-
tion rate r as a function of the applied voltage for temperatures

40 K < T < 240 K, (c) determination of the energy barrier, Eg, for an
applied voltage of V= -1 V.
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In Figure 11b the rate, r, is plotted against the voltage, V. At a
temperature below 240 K and a voltage |V| > 0.7 V in the
reverse direction, the rate is clearly higher than one. For higher
temperatures or smaller voltages, this effect is too small. The
presence of a finite Rp clearly cannot describe the full bias
dependence of J in the reverse direction, since it determines
only the small voltage regime of the solid curve given by the
one diode model. In the forward branch of the curve for high
voltages, the series resistance Rg limits the current density and a
voltage-dependent Rp cannot be extracted. Thus, the influence
of a voltage-dependent parallel resistance should be only visible
in the large voltage regime of the reverse saturation current.
Since the forward direction of the J—V curve is not strongly
affected by the voltage dependence of Rp, we assume that the
dominant contribution to the current in the reverse direction
stems from a voltage dependence of Jg, where breakdown
mechanisms can be excluded. The measurements are performed
during the cooling down and heating of the solar cell and
deliver reproducible data (the data from heating process is not
shown here). In contrast to this observation, an electrical break-
down would irreversibly change the junction. In comparison to
the process introduced by Giebink et al. [38,39], here, the rate
may not represent a pure polaron pair dissociation rate. This is
because the strong electric field at the interface may increase
the polaron mobility, and thus also may influence the barrier
height of the band discontinuity at the interface. Since a finite
current density in the reverse direction can only be due to elec-
tron—hole polaron pair generation at the interface, we interpret
the rate r as being limited by the generation rate of polaron
pairs, which are separated in the SCR. The voltage dependence
of the polaron pair generation as well as the bias dependent
drop of E can both give rise to a rate » > 1. For PCMO, exciton
binding energies can be neglected because of the high dielectric
constant of € =30 [63].

By lowering the temperature the rates increase until a tempera-
ture of 80 K is reached. For 80 K and 60 K, a constant rate
is visible. At a temperature of 40 K, the rate drops by
several orders of magnitudes. The constant value of r at a low
temperature and the reduction below 60 K can indicate the
transition from thermally induced separation at the interface
to tunneling through the barrier. This is supported by the large
n values. We assume that the determined barrier height,
Eg =283.5 meV (see Figure 11c¢), in the reverse direction is
strongly decreased due to the buildup of a large electric field at
the junction interface.
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Previous studies of a PCMO-STNO junction show the recti-
fying character of the J—V curve can predict a p—n diode-type
band diagram for this type of junction [64]. In contrast to our
study, a lower doping level of Nb (y = 0.0002) was used, which
leads to a more extended space charge region in the STNO. The
rectifying J—V characteristic shows no noticeable breakdown in
the reverse direction up to very high voltages and an ideality
factor of n = 1.05-1.10 indicates thermally induced separation

processes across the junction.

In our study, a clear contribution of the series resistance in the
forward direction at higher voltages is attributed to the bulk
resistance of the PCMO thin film. Furthermore, the higher Nb
doping reduces the resistance contribution of the STNO bulk. In
addition, the space charge region in the STNO is much smaller
and therefore the probability for tunneling processes across the
interface at lower temperatures is increased. Both effects are an
important prerequisite for the analysis of the polaronic carriers
on the energy conversion in a correlated oxide solar cell.

Evaluation of the measured diffusion length
The sum of the diffusion lengths in PCMO and STNO
Lpcmo + Lstno = 21 nm measured by EBIC is closer to the
values found in polymer—fullerene solar cells than the ones
typical for inorganic semiconductors. In our simulation, we
neglect any surface recombination processes, which could
reduce the exponential decay width in the measured EBIC
linescan, leading to apparently smaller diffusion lengths. Conse-
quently, we interpret the result found here as a lower limit to the
real diffusion lengths.

The asymmetry in the measured EBIC signal suggests Lpcpo 1S
smaller than Lgtnp, coinciding with much smaller charge
carrier mobility in PCMO than in STNO. The small diffusion
length substantiates the importance of the polaron carrier model
for this material class. Furthermore, it suggests that a substan-
tial part of the current stems from excitations in the SCR. This
emphasizes the importance of conduction processes in or near

the SCR in manganite—titanate junctions.

Conclusion

In this contribution we have analyzed the current—voltage char-
acteristics of a PCMO-STNO junction in the framework of the
one diode model based on Shockley theory. The model seems to
be applicable for these types of junctions given the consistency
of the determined parameters and their reasonable temperature
behavior. However, modifications must be taken into account.
The microscopic interpretation of each of these parameters must
include the strong correlation effects of the involved materials
and their local change at the interface. Our EBIC measure-

ments show a relatively small diffusion length comparable to
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that of organic semiconductors with low mobilities. The series
resistance, Rg, reflects the thermally activated hopping mobility
of small polarons in PCMO. In addition, the CER-like behavior
of the parallel resistance, Rp, also points to strong correlation
effects. In addition, the absence of the CER-like behavior in Rg
is an indication that the main contribution of Rp originates from
the interface. The very strong voltage dependence of the reverse
saturation current can be explained by the generation and sep-
aration of electron and hole polaron pairs at the interface with a
voltage-dependent generation rate, . The dominate contribu-
tion to the current in the reverse direction is the generation
current in the SCR of PCMO and this current is both limited by
the electron—hole polaron pair generation and their separation
due to the interfacial energy spike of the conduction band. More
work must be performed in the future in order to develop a
microscopic understanding of the origin of the interfacial
energy spike, which may involve the effects of band offset,
orbital mismatch between states of different symmetry as well
as local correlation effects.

Experimental

An epitaxial thin film of p-doped Pr;_,Ca,MnO3 (PCMO,
x = 0.34) was deposited on single crystalline n-doped
SrTi;—yNb,03 (STNO, y = 0.002) to fabricate p—n heterojunc-
tions. The thin film was deposited via reactive ion beam sput-
tering from a stoichiometric target with a film thickness of
t = 100 nm. During the deposition, the process temperatures was
Tgep = 750 °C, the pressure of the Xe sputtering gas was
Pxe =1 x 107* mbar and the pressure of the oxygen back-
ground gas was poy = 1.4 x 107 mbar. Ohmic contacts were
provided by sputtered Ti contacts with a Au protection coating
on the STNO substrate and Au contacts on the PCMO. Here the
area of the contacts was 1 x 4 mm? and they were structured by
the use of a shadow mask at a process temperature of
T4ep = 200 °C. After deposition, the quality of the films was
checked by XRD techniques.

For electrical characterization, the sample was connected in a
two point geometry, where the resistances of the supply cables
were excluded in a cryostat with a Suprasil entry window. The
geometry is shown in Figure 12a. During the measurement, the
maximum current density flow through the junction was set to
J=2500 A/m? and the voltage range was between V' =+1 V.
For every measurement, the positive pole was connected to the
contact on the PCMO. To illuminate the sample, a Xe arc lamp
with a power density of p,p = 155 mW/cm? was used.

The EBIC measurements were carried out in a FEI Nova
Nanolab 600 dual beam focused ion beam microscope. Stan-
dard EBIC equipment from Gatan was used, including a Stan-
ford SR570 current amplifier. The cross section (see Figure 12b
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Figure 12: (a) Sketch of the sample geometry for the electrical
measurements in the cryostat, and (b) sketch of the sample geometry
for the cross-section EBIC measurement. The lamella thickness along
the beam direction was estimated from SEM measurements to be
about 330 nm at the PCMO-STNO interface.

for a sketch of the geometry) was prepared using a standard
focused ion beam TEM lamella preparation at 30 kV ion accel-
eration voltage, with the final cleaning of the surfaces at 5 kV.
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Thermal energy storage (TES) is capable to reduce the demand of conventional energy sources for two reasons: First, they prevent

the mismatch between the energy supply and the power demand when generating electricity from renewable energy sources.

Second, utilization of waste heat in industrial processes by thermal energy storage reduces the final energy consumption. This

review focuses mainly on material aspects of alkali nitrate salts. They include thermal properties, thermal decomposition processes

as well as a new method to develop optimized salt systems.

Review

Introduction

Thermal energy storage (TES) is achieved by different tech-
niques (Figure 1): sensible heat storage, latent heat storage and
chemical heat storage.

The term “sensible heat” indicates that the storage process can
be sensed by a change of the temperature. The relation of the
change in temperature and the stored heat is given by the heat
capacity cp.

In contrast to the storage of sensible heat latent heat cannot be
sensed: The energy which is absorbed or released is stored by a

phase transition which takes place at a constant temperature and

therefore appears to be latent. Materials used for latent heat
storage are called PCMs (phase change materials) because the
heat storage is achieved by a phase change.

Another technique to store heat is thermochemical heat storage
(TCS). TCS makes use of the enthalpy of reaction AH. In reac-
tions featuring a positive change of AH (endothermic reaction)
heat can be stored. The energy can be released by a backward
reaction (AH < 0) afterwards.

Because of the possibility to store the compounds separately

without the loss of energy thermochemical storage is appro-
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‘ Thermal storage system ‘

Sensible heat ‘ Latent heat ‘ [ Chemical heat
[ [ [ [
Solid Liquid Solid - Solid - Solid — gas reaction
Metal Water solid liquid Dissociation reactions
Stones Thermal oil Salt Water/ ice Adsorption processes
Salt Molten salt - Salt hydrates — -
Melting Paraffin Liquid — gas reaction
Liquid with solid range salt Absorption in alkaline or acid
filler material salt solutions
Water .
Water/ pebbles gas —gas react_|on
. . Methane reforming
oil/ cast iron = o
Molten salt/ stones Ammonia dissociation

Figure 1: Classification of heat storage media.

priate for thermal energy storage over large period of times.
TES is applied in the field of power generation, industrial
process heat, space heating/ cooling as well as the management
of thermal energy processes in vehicles. These classifications of
storage characteristics and applications result in specific opera-
tion parameters and designs of TES systems.

Several TES media exist such as water, metals, ceramics, stones

and salts. Table 1 gives an overview of sensible, latent and ther-

mochemical TES processes using salts.

Table 1: Overview of salt application.

Temp. level  Salt type TES type

<0 °C Water—salt mixtures PCM slurry

0-100 °C Melting of salt hydrates in PCM
crystallization water

40-300 °C Dehydration of salt hydrates TCS

40-150 °C Absorption in concentrated salt TCS
solutions

120-500 °C  Solid—liquid conversion in PCM
anhydrous salts

100-800 °C  Anhydrous molten salts Sensible

100-800 °C  Anhydrous solid salts Sensible

100-800 °C  Solid—solid conversion in PCM

anhydrous salts

The focus of this chapter is on salts in sensible and latent heat
storage systems. Salt systems differ by important properties
such as melting temperature and thermal stability which define
the lower and upper limits of usable temperature in sensible
heat storage systems. In latent storage systems the melting
temperature defines the temperature at which the heat is stored.
In thermal power plants the stored heat can be used to generate
steam which drives turbines to produce electricity. Because the

heat is generated at a specific and constant temperature and

because of the temperature dependent water to steam transition
the pressure of the steam can be adjusted to a level which is
required by the turbine. Besides the melting temperature
another important parameter for PCM applications is the
melting enthalpy H (e.g., kJ-kg™!) which in addition to the ma-
terial costs (e.g., €kg™!) determine the specific material invest-
ment costs (e.g., €kW™-h™). In case of sensible heat storage
the specific material investment costs (e.g., € kW™ 1-h™!) are
defined by the material costs, the heat capacity c;, and the usable
temperature range. The size of the sensible heat storage system
is given by the product of the heat capacity and the density. The
thermochemical properties depend on the ion system used.
What concerns the anions the most important ions are nitrates,
nitrate/nitrite mixtures, carbonates, chlorides, fluorides and
carbonates. The cationic part of state of the art fluids usually
consists of alkali/alkaline earth elements. The remainder of this

chapter considers the respective materials more into detail.

Sensible energy storage in anhydrous molten

salts/nitrates

For sensible heat storage at elevated temperatures (7> 100 °C)
molten salts are most suitable. Advantages of molten salts are
the high thermal stability, relatively low material costs, high
heat capacity, high density, non-flammability and low vapor
pressure. Due to the low vapor pressure pressurized vessels are
not required.

Compared to organic heat transfer fluids the melting point of
molten salts is higher. Thus one major challenge with molten
salts is to avoid freezing during operation. Hence, typically
auxiliary heating systems or the development of salt formula-
tions with low melting temperatures are required. A novel
method to identify the composition of salt mixtures featuring a
decreased melting temperature is presented at the end of this

section.
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Additionally limitations of molten salt storage may arise due to
storage media costs, the risk of corrosion and the difficulty in

hygroscopic salt handling.

For sensible heat storage in solar power plants, a non-eutectic
molten salt mixture consisting of 60 wt % sodium nitrate
(NaNOj3) and 40 wt % potassium nitrate (KNO3) is used. This
mixture is usually known as “Solar Salt”. Due to the increased
amount of NaNO3 as compared to the eutectic mixture the ma-
terial costs can be reduced. The non-eutectic mixture has a
liquidus temperature of about 240 °C and the temperature limit
of thermal stability is about 550 °C. For applications at higher
temperatures salts with other anions, such as carbonates, chlo-
rides and fluorides might be potential candidates. However
experience with oxyanion salts and halogen salts is currently
limited to theoretical studies [1,2].

Physico-chemical properties: thermal properties
Characterization of thermal energy storage in molten salts
requires data of salt properties in the liquid phase. For sensible

storage media the storage capacity is directly proportional to the

Beilstein J. Nanotechnol. 2015, 6, 1487-1497.

heat capacity which therefore is an essential parameter. Several
data exist which are summarized in the following. The data
show that the heat capacity is slightly increasing with tempera-
ture (see Figure 2).

Concerning the thermal conductivity several data exist which
are not consistent and therefore rather give a rough idea, as
shown in Figure 3. Even though the data differ in the different
publications the measurements show that the thermal conduc-
tivity increases with temperature. More precise data require
additional experiments.

As to the density there are consistent data from the literature in
the liquid range. Also the density of multicomponent nitrate
mixtures consisting of Ca(NOj3),, KNO3, LiNO3 and NaNO3
has been investigated [15]. It was shown that the temperature
dependent molar volume can be estimated by a linear volu-
metric additivity rule based on the values of the individual
constituents. However, only one literature source could be iden-
tified for the density in the solid range (Figure 4). Because
accurate information of the salt property behavior in the solid-

1.6 7
—a—Takahashi
g 7 —— Carling
> x —Jriri
>
S —»—Bradshaw 1987
g 15 1
8 —e—Rogers
§ Zavoico
&
—*—Wang
14 r . r )
200 300 400 500 600
temperature [°C]
Figure 2: Heat capacity of Solar Salt in the liquid phase [3-9].
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Figure 3: Thermal conductivity of Solar Salt reported by several groups [8,10-14].
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Figure 4: Density of Solar Salt in the liquid state [9,16,17].

phase is necessary for recovery processes from a freeze event,
the density of solid salt needs to be investigated further.

The viscosity is an important property for sensible storage
media used in heat transfer applications with molten salt
pumping. Figure 5 shows that the viscosity in the liquid range at
500 °C is in the same order of magnitude as the viscosity of
water at ambient temperature.

Physico-chemical properties: thermal decomposition
The thermal decomposition of nitrate salts is a complex process
which is dependent on the conditions, such as the cation com-
position, atmosphere, temperature and pressure. The cations
have a significant effect on the thermal stability as their polariz-
ation power differs strongly. With increasing polarization power
the distortion in the electron distribution in the anion is
increased and thereby the stability of the salt is decreased [20].
Because the polarization power increases with the charge of the
cation, the thermal stability decreases with the groups

(columns) in the periodic table. Within one group the charge
stays constant. Still the polarization power changes within one
group because the second parameter affecting the polarization
power is the radius. The higher the radius the lower is the
polarization power. Because the radius is increasing with the
period (rows) of the periodic table the stability increases within
the group of the periodic table.

Thermal stabilities can be described by the temperature depen-
dent equilibrium constant of decomposition reactions. Tempera-

ture dependent values are given for nitrates by Stern [21]:

1
M: alkali metal cation
1
M(NO3 )2 = MO + 2N02(g) + EOz(g)

M: alkaline earth metal cation

Kirst

—— Pacheco 1995
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Figure 5: Viscosity of Solar Salt [18,19].
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Figure 6 shows the temperature dependent equilibrium constant
K. For a value of K < 10723 the concentrations of the decompo-
sition products are very low. Hence the salt can be considered
stable.

Figure 7 shows the decomposition with an equilibrium constant
of K=1 x 10725 [21] versus the position of the elements in the
periodic table (periods and the two groups alkali earth and alka-
line earth metals). It can be shown that with increasing period in
the periodic table the stability is increasing. The figure also
shows that with increasing groups/charge of the cation the
stability is decreasing. This is the reason why salts from
groups > 2 are less suitable for heat storage application.

Development of new salt formulations with low
melting point

The application of the state of the art sensible storage material
“Solar Salt” is limited to processes with a lower operating
temperature of 270 °C approximately. In particular parabolic
through plants with molten salt as a heat transfer fluid in the
solar field require mixtures with lower melting temperatures to
avoid salt freezing and to simplify the solar field operation.
Therefore salt formulations need to be developed with a
reduced melting temperature. A new method has been presented

Beilstein J. Nanotechnol. 2015, 6, 1487-1497.

by the authors in another article to develop new salt formula-
tions [22] which is summarized in this section. Whereas com-
positions with low melting temperature have been identified by
time consuming high-throughput experiments previously, the
alternative method significantly reduces the number of experi-
ments to identify the compositions of minimum melting
mixtures.

The principle of the method is that the liquidus temperature of
salts can be reduced by an increased number of ions. In other
words, multicomponent salt mixtures can have lower liquidus
temperatures as compared to simple binary or ternary salt
systems. The liquid to solid phase transition of multicomponent
salt mixtures is most conveniently obtained by inspection of the
liquidus temperature in phase diagrams. The determination of
phase diagrams however gets more challenging the more ionic
species the salt mixture contains. Therefore the innovative
method was developed to find salts with lower melting tempera-
ture without the need to fully determine phase diagrams. The
method is based on liquid phase formation which is known from
several processes: Eutectic bonding is a method to combine
surfaces by eutectic alloy formation which occurs upon heating
above the eutectic temperature. Similarly liquid phase sintering
(LPS) is used in the field of high-temperature ceramics and

1 .
£ 120 T BalNOsk
% - KNO3
8 —+—NaNO3
€ 1E-40 1
£ Sr(NO3),
2 —>—LiNO3
'S 1E-60 A
g —4—Ca(NO3);
——
1E-80 - Mg(NO3),
1E-100 : . :
0 200 400 600 800

temperature [°C]

Figure 6: Temperature dependent equilibrium constant for alkali metal nitrates and alkaline metal nitrates.
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Figure 7: Relative decomposition temperature of nitrate vs position in the periodic table.
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metals. The innovative salt synthesis approach described in this
section utilizes the liquid phase formation at the contact surface
of different solid salts upon heating. The contact layer contains
the eutectic composition. Figure 8 and Figure 9 illustrate the
innovative salt synthesis approach.

temperature

liquid

Tsolidus

solid

v

eutectic composition fraction of B

Figure 8: Scheme of phase diagram with eutectic mixture.

A salt mixture of arbitrary non eutectic composition (for
example X on-ey) 1S slowly heated above the solidus tempera-
ture Tgolidus- A measurement system detects the liquid phase
above Tggliqus- The scheme of the phase diagram in Figure 8
shows that the molten salt composition is mainly the eutectic
composition X, at the temperature 7p,,. Following the detec-
tion of the liquid phase it is extracted via a filter and a valve. To
find the composition of the salt system with reduced melting
temperature, the extracted phase can be analyzed in terms of
composition by analytical standard methods.

Sensible energy storage in the liquid state
with solid filler materials

The nitrate salts discussed in the previous sections are state of
the art materials for the two tank concept. In the two tank

concept two containers exist, referred to as “hot tank™ and as

= Preparation of
pellet with A and B

Detection
system

= Slow heating: T= T,

Container 1 ——

= Liquid phase formation
+ detection
(by electric resistance)

= Extraction (by

vacuum) Container 2

new salt mixture-
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“cold tank”. The heat is stored when pumping cold salt from the
“cold tank” via a heat exchanger - providing heat by a heat
transfer fluid - into the “hot tank”. The heat is recovered by the
heat transfer fluid when hot salt is pumped from the “hot tank”
to the “cold tank” via the heat exchanger. A drawback of this
concept is the costs for the two tanks. In order to reduce the
costs a lot of research was performed to find alternative storage
concepts using other storage materials like concrete [23] or
using a single-tank molten salt concept [24]. The single-tank
molten salt concept provides a single storage tank by using the
different densities of the cold and hot molten salt caused by the
thermal gradient. Additionally cost reductions can result from
partially replacing the molten salt storage material by low-cost
filler material. This thermocline concept is described by [24].

Filler materials need to meet the following criteria:

* Inexpensive and widely available

* High heat capacity

» Low void fraction

* Compatibility with the heat storage materials such as
nitrate salts

¢ Non-hazardous

A thermocline system with low-cost materials has the potential
to reduce costs as compared to a two-tank molten salt storage
system. The material selection of the filler material was
supported by a geologist and a nitrate salt expert. Various
natural stones were tested in Hitec XL® (43 wt % KNO; +
42 wt % Ca(NO3), + 15 wt % NaNO3) and in Solar Salt
(60 wt % NaNO;3 + 40 wt % KNOj3) with a maximum tempera-
ture of 400 °C and maximum exposure duration of 1000 h in
Hitec XL® or 400 h in Solar Salt. The filler materials quartzite
rocks and silica filter sand did not show any decomposition
after 500 thermal cycles. Another advantage is the high avail-
ability.

The investigations were continued by Brosseau [25]. They
focused on quartzite rock. Isothermal tests with a test-duration

of one year were realized at temperatures of 450 and 500 °C.

«~—— Heater

« Evacuation system

Figure 9: Schematic of the novel experimental method and apparatus to synthesize new salt mixtures.
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Additionally, 10 000 thermal cycles in the temperature range
between 285 to 450 °C were performed. The heat transfer
medium Hitec XL® was used. The material tests of the quartzite
rocks as well as sand were successful, apart from the observed
calcium carbonate crust formation in the high temperature tests.
Implementations in commercial-scale solar power plants do not
exist so far because of concerns due to the calcium carbonate
crust formation and its treatment in a large scale thermal storage

unit.

The stability of the filler material is influenced by the molten
salt (Solar Salt, HITEC XL®, etc.) and by the maximum opera-
tion temperature. In the recent years, material investigations
were performed to reduce costs of the one-tank thermocline
concept further by using filler materials with very low costs or
improved material properties such as a higher heat capacity.
One optional filler material is a very inexpensive material called
Cofalit®. Cofalit® is manufactured by the INERTAM Company
in France and is produced by high-temperature plasma treat-
ment (1500 °C) of asbestos-containing waste called ACW.
Cofalit® is a calcium magnesium iron alumina-silicate [26]. The
thermophysical properties meet the required criteria of poten-
tial filler materials. It has a density of 3120 kg'm > and a
specific heat capacity of 0.86 kJ-kg™!-K™!. The heat conduc-
tivity is relatively low with a value of 2.7 W-m K™, The
compatibility of Cofalit® with Solar Salt and Hitec XL has been
investigated by Calvet [26]. The maximum operation tempera-
ture of the isothermal test was 500 °C during a test duration of
500 h. In Solar Salt the Cofalit® ceramic is stable at the chosen
steady state conditions. However its compatibility still requires
investigations at dynamic thermo-chemical conditions. In the
heat transfer medium HITEC XL, a thin layer consisting of
calcium silicate was formed on the surface of the Cofalit®

ceramic.

Ortega [27] investigated another industrial waste product as
potential filler material in hot air, synthetic oil and molten salt:
Two electric arc furnace slags from two different steel manufac-
tures in Spain. The slags are in direct contact with the Solar Salt
for 500 h and a maximum operation temperature of 500 °C. No
contamination of the molten salt or interaction layers between
slag and salt were observed after the thermal treatment [27].
Disadvantages of the industrial waste as filler material are the
uncertain availability in future as well as the toxicity and envi-

ronmental compatibility.

Grirate [28] did investigate granite, basalt, quartzite, marble and
hornfels from Morocco. The natural stones were analysed in
terms of form, colour, grain size, hardness as well as the pres-
ence of carbonate elements. Additionally, physical properties

(porosity, density, compressive strength, heat capacity) and the
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thermal stability up to 400 °C in an air atmosphere have been
determined. Quartzite was chosen as the most suitable filler ma-
terial because of its high thermal conductivity (caused by the
high percentage of the mineral quartz) and the high compres-
sive strength and hardness.

Similar investigations of natural stones have been performed by
Martin [29]. Basalt, diabas and quartzite were chosen as poten-
tial filler materials due to their high density and compressive
strength. Initially, the thermal stability up to 900 °C in air and
the presence of carbonate elements, using hydrochloric acid,
have been determined. Additionally basalt and quartzite were
investigated in Solar Salt at isothermal and cyclic conditions up
to 560 °C with a maximum operation duration of 1000 h.
Furthermore the specific heat capacity of basalt and quartzite
was determined. Visual inspection of both basalt and quartzite
showed that they are compatible with Solar Salt at high
temperatures. The stability was confirmed by thermo-
gravimetry analysis. Further analyses of the mineral content
before and after the thermo-chemical oven test and thermal test

in Solar Salt with higher test duration are necessary [29].

Latent heat storage in nitrates

In case of latent energy storage another thermal property needs
to be considered, the thermal conductivity k. This property gets
important because no common heat exchanger can be utilized to
assist with the heat transfer. Additionally the density and the
enthalpy at the phase transition are important because they
determine the volumetric storage capacity. At the phase tran-
sition — which occurs within a temperature range of approxi-
mately 10 K or less — the change of enthalpy per temperature
(OH/AT), increases considerably.

Therefore the energy stored within a limited temperature range
of 10 K is increased by approximately more than one order of a
magnitude in phase change materials compared to sensible
storage materials. For example a phase transition taking place
within 10 K with a melting enthalpy of 150 kJ-kg™! requires a
heat capacity of 15 kJ-kg~!-K™! to result in an equal storage
capacity per 10 K. For KNO3; the melting enthalpy was
measured to be =100 kJ-kg™! [3].

For the calculation of the volumetric storage capacity the
density has to be known as well. In Figure 10 the density of
NaNOj is plotted versus the temperature.

As was discussed above the thermal conductivity is an impor-
tant parameter. Therefore consistent data are required. However
there is a lack of consistent data for the thermal conductivity as
is shown in Figure 11. Further investigations need to be

performed to clarify the discrepancy of the values.
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Figure 11: Thermal conductivity of NaNOj in the liquid range [10,11,13,14,31,33].

Combination of PCMs with sensible heat
storage for effective heat capacity
enhancement

Common storage systems are sensible materials or phase
change materials. Some research has been performed on the
combination of several phase change materials which can result
in a sensible storage type system with enhanced effective heat
capacity as will be discussed more into detail in the following

section.

Sensible storage materials are characterized by the specific heat
capacity. The amount of stored sensible heat in storage ma-
terials is correlated with the temperature range used and with
the specific heat capacity of the storage material. An improved
heat storage material could additionally use the enthalpy of
fusion of the storage material in order to realize higher effec-
tive specific heat capacities. The advantage of combined

specific heat capacity of the material and enthalpy of fusion of

the phase change process is a higher energy density. A possi-
bility to realise that purpose is the application of serially
connected phase change materials with various melting
temperatures. Alternatively phase change materials with a

melting range as opposed to a melting point can be used.

Storage materials with melting range can be salt mixtures or
alloys. At temperatures below the phase transition solid compo-
nents are in equilibrium. During the storage process the ratio of
molten to solid state increases as well as the temperature. This
technique therefore combines sensible and latent heat storage.
Figure 12 illustrates the phase diagram of a common salt mix-
ture (KNO3 + NaNO3) and the temperature characteristic during
the charging process for the salt mixture with 30 wt % potas-
sium nitrate and 70 wt % sodium nitrate.

The temperature of the storage material increases during the

charging process, which is characteristic for sensible storage
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Figure 12: Phase diagram of KNO3—NaNO3 [34] and the phase dependent enthalpy increase during thermal charging of the selected salt mixture

(30 wt % KNO3 + 70 wt % NaNO3).

materials. The stored heat is used for both melting and heating
of the salt. Hence the temperature rise is lower than by a
sensible storage material with the same specific heat capacity.
The reason is that the effective specific heat capacity of the salt
mixture with a melting range is considerably higher as
compared to the common molten salt mixtures. The effective
average specific heat capacity in the melting range ¢}, off
consists of two terms: the specific heat capacity ¢, in the
melting range and the ratio of the melting enthalpy 4 and
temperature range 7 of the melting range:

h

‘melting

+

Cpeff = T Cp,melting range

melting range

The implementation of salt mixtures with melting range in
effective processes requires the uniform distribution of the
enthalpy of fusion in the melting range which is influenced by
the miscibility of the salt mixture in the solid state [35]. Binary
salt mixtures can be also classified on the basis of its misci-
bility in the solid state. In the liquid state most salt mixtures are
completely miscible [36]. Various types of binary phase
diagrams do exist [36,37]:

* Complete miscibility in the liquid and solid state with or
without minimum melting point (continuous solid solu-
tion)

» Complete miscibility in the liquid state and insolubility
in the solid state (simple eutectic system)

* Complete miscibility in the liquid state and partial misci-
bility in the solid state
a) Segregation by eutectic reaction (eutectic system with
limited solid solubility)

b) Segregation by peritectic reaction

* System with intermetallic phases

a) Congruently melting compounds

b) Incongruently melting compounds

Based on the data of Martin [35,38], binary mixtures with
complete and partial miscibility in the solid state are suitable as
heat storage material with a melting range. Peritectic reactions
are diffusion-controlled, so that the reaction can be inhibited by
fast heating or cooling rates. As a result of the inhibited peri-
tectic reaction, the composition of the solid salt and the melting
characteristic can change.

In the studies of the mixture of 30 wt % potassium nitrate
(KNOj3) and 70 wt % sodium nitrate (NaNO3) the investi-
gations focused on the distribution of the enthalpy of fusion as
shown in Figure 13. The salt mixture has an enthalpy of fusion
of 120 kJ-kg™! that is distributed uniformly in a melting range
from about 222 to 260 °C.

In the lab-scale storage unit an effective specific heat
capacity of about 3 kJ-kg™!"K™! can be achieved. Thus the
specific heat capacity of the salt mixture is doubled at least by
using a salt mixture with melting range. Thus the use of salt
mixtures with a melting range is an interesting option to
increase the thermal energy density of sensible storage ma-
terials.

Conclusion

This chapter presented various types of thermal energy storage
materials and concepts. At the time of writing, in the field of
concentrated power applications (CSP), molten nitrate salts
(predominantly a mixture of 60 wt % NaNO3 and 40% KNOs,
so called “Solar Salt”) are used exclusively. Concerning the
thermal properties of these salts, reliable data of single salts are
available. However, salt mixtures consisting of ions different
from sodium and potassium have to be investigated further in
the future. Those multicomponent salt mixtures feature much
lower melting points compared to Solar Salt and could be
attractive materials for direct thermal energy storage for CSP

applications.
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Figure 13: Specific enthalpy of fusion for the salt mixture KNO3—NaNOj3 [35,38].

With regard to the thermal decomposition, the investigation is
complex. Many factors influence decomposition reactions, such
as the type of the salt, the temperature and the gas phase com-
position. There is still a need to examine thermal decomposi-
tion processes of nitrate salts.

Research also has been performed on storage materials with a
melting range with the aim to increase the effective average
specific heat capacity. The concept was demonstrated with a
mixture of 30 wt % KNOj3 and 70 wt % NaNOj3. However there
is still a need to examine the handling of the salt and the cyclic
stability.

In order to reduce costs of sensible energy storage materials,
molten salts are partially replaced by filler materials. It was
shown that concrete and mortars experienced softening when
thermally cycled in molten salts and therefore are less suitable.
In contrast, basalt and quartzite look promising from the first
experiments, but long-term stability measurements are still
required.
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Abstract

The state of the art of conversion reactions of metal hydrides (MH) with lithium is presented and discussed in this review with
regard to the use of these hydrides as anode materials for lithium-ion batteries. A focus on the gravimetric and volumetric storage
capacities for different examples from binary, ternary and complex hydrides is presented, with a comparison between thermody-
namic prediction and experimental results. MgH, constitutes one of the most attractive metal hydrides with a reversible capacity of
1480 mA-h-g™! at a suitable potential (0.5 V vs Li*/Li%) and the lowest electrode polarization (<0.2 V) for conversion materials.
Conversion process reaction mechanisms with lithium are subsequently detailed for MgHj,, TiH;, complex hydrides Mg,MH,. and
other Mg-based hydrides. The reversible conversion reaction mechanism of MgHj,, which is lithium-controlled, can be extended to
others hydrides as: MH, + xLi" + xe™ in equilibrium with M + xLiH. Other reaction paths—involving solid solutions, metastable
distorted phases, and phases with low hydrogen content—were recently reported for TiH, and MgyFeHg, MgyCoHs and MgyNiHy.
The importance of fundamental aspects to overcome technological difficulties is discussed with a focus on conversion reaction limi-
tations in the case of MgHj,. The influence of MgH, particle size, mechanical grinding, hydrogen sorption cycles, grinding with
carbon, reactive milling under hydrogen, and metal and catalyst addition to the MgH,/carbon composite on kinetics improvement
and reversibility is presented. Drastic technological improvement in order to the enhance conversion process efficiencies is needed
for practical applications. The main goals are minimizing the impact of electrode volume variation during lithium extraction and
overcoming the poor electronic conductivity of LiH. To use polymer binders to improve the cycle life of the hydride-based elec-
trode and to synthesize nanoscale composite hydride can be helpful to address these drawbacks. The development of high-capacity
hydride anodes should be inspired by the emergent nano-research prospects which share the knowledge of both hydrogen-storage

and lithium-anode communities.
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Review

Introduction

To satisfy the continuously raising need for energy is now a key
priority worldwide. The challenge is to obtain environmentally
friendly renewable power sources with enhanced electrical
energy conversion efficiency at moderate costs. However, these
energy sources, such as windmill or solar cells, are intrinsically
intermittent and, consequently, need to be associated with effi-
cient energy storage devices in order to provide electricity on
demand. With regard to this, lithium-ion (Li-ion) batteries can
present an attractive solution, provided that they exhibit suffi-
cient potential and gravimetric/volumetric capacities. Graphite,
which is usually used as negative electrode with an intercala-
tion reaction of lithium, is not suitable here due to its intrinsic
insufficient specific capacities (370 A-hkg™!, 840 A-h-L™1). To
overcome these restrictions, new concepts for the negative elec-
trode must be developed, i.e., the Li/graphite intercalation reac-
tion needs to be replaced by either alloying or conversion reac-
tions with lithium. Previously, metal oxides, nitrides, sulfides,
phosphides and fluorides were successively investigated as
conversion-reaction materials for the negative electrodes of
Li-ion batteries [1-4]. In 2008, metal hydrides were proposed
for this purpose [5]. Compared to other conversion compounds
MgH, exhibits remarkable properties such as the lowest polariz-
ation value for conversion electrodes (less than 0.2 V) at an
average potential of 0.5 V vs Li"/Li® and a high reversible
capacity (1480 mA-h-g~! which is four times that of Li/C elec-
trodes). All these properties make MgH, suitable as a material
for negative electrodes. MgH; reacts with lithium ions in a re-
versible lithium-driven conversion reaction generating lithium
hydride and magnesium metal: MgH, + 2Li* + 2¢” = Mg +
2LiH. Moreover, this conversion reaction is not restricted to
MgHj. It can also be carried out with several different binary
and ternary hydrides. The general chemical reaction is then:
MH, + xLi* + xe” = M + xLiH.

The purpose of this review is to describe the properties of these
metal hydrides properties in the reaction vs Lit/Li° (conversion
reaction) with a focus on thermodynamics, involved reaction
mechanisms, and some key issues to improve the performance

of hydride-based electrodes.

| Conversion reaction of hydrides with lithium
ions

I.1 Gravimetric and volumetric storage capacity of
hydrides

Figure 1 shows both theoretical gravimetric and volumetric
capacities of some binary and ternary hydrides. It can be
noticed that the capacities of all hydrides are larger than that of
graphite (370 A-h-kg™!, 840 A-h-L™!). Regarding ternary
hydrides, the gravimetric capacities are between 340 A-h-kg™!

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

(LaNizMnHs) and 750 A-h-kg™! (ZrV,Hy 9). The highest values
are obtained with binary hydrides of light metals, namely
1074 A-h'kg™! and 2038 A-h-kg™! for TiH, and MgH,, respect-
ively. Volumetric capacities are above 2000 A-h-L™! for all
hydrides, for instance, 2298 A-h-L™!, 2878 A-h-L7!,
3815 A-h-L! for LaNizMnHs MgH, and TiH,, respectively.
Complex hydrides based on Mg follow this general trend of
hydrides (i.e., capacities larger than graphite with Mg,NiHy:
963 A-h-kg™!, 2822 A-h-L™1; MgyCoHs: 1191 A-h-kg™!,
3200 A-h'L™!; MgyFeHg: 1456 A-h'kg™!, 3995 A-h-L™1). These
large capacities render hydrides as good candidate material for
negative electrodes in lithium-ion batteries for stationary as well

as mobile applications for which the volumetric capacity plays a

key role.
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Figure 1: Gravimetric and theoretical volumetric capacities of metals
and complex hydrides compared with those of graphite and other ma-
terials for negative electrodes. Reproduced with permission from [13].
Copyright 2013 Elsevier.

I.2 Thermodynamics of hydrides

After experimental results on the conversion reaction with
MgH,/Li [5,6] were reported, other systems that could be
involved in the electrochemical conversion process were
addressed from thermodynamic rules. The general reaction
between hydride and lithium is given in Equation 3, where MH,,
is the hydride, M the metal or the intermetallic phase, and x the
number of hydrogen atoms. Under standard conditions (p = 1
atm and 7 = 298 K), the Gibbs free energy of the reaction in
Equation 3, A,;G in kJ'mol~!, can be calculated from the values
of Gibbs free energy of formation of MH, and LiH
(AG°y9g(LiH) and A¢G°95(MH,). It corresponds to the sum of
reactions (Equation 1 + Equation 2) given as:

x(Li+1/2H, - LiH); xA;G°95 (LiH), (1)
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MH, —M+x/2H,; —A;Gq5 (MH, ), @)
MH, +xLi - M+xLiH; A, G%g4. 3)

The Gibbs free energy of the reaction in Equation 3 is:

ArG0298 = |:AfG0298 (M) + )CAfGOZQS (LIH):|
—[ ApG°05 (MH, )+ xA; G205 (Li) |
A Grog = A G%)98
= xA$ G®)9g (LiH) — At G°)95 (MH, ).

According to the thermodynamics rules, the reaction is feasible
for A;G°y9g < 0 and spontaneous for A,G°p9g < 0.

Given the fact that the formation of LiH independent from the
type of hydride MH, (common reaction product), another
simple criterion to predict the possibility of the conversion
process is the Gibbs free energy of formation of the hydride
MH, divided by x. This value must be above that of LiH
(AfG°298(MH,)/x > A¢G°y9g(LiH)). The knowledge of reaction
Gibbs free energy allows for the evaluation of the electromo-
tive force (emf) and of the equilibrium potential of the cell, £,
by using the Nernst law: A,G° = —x*E-F (F: Faraday constant,
x: number of electrons involved in the reaction). The equilib-
rium potential of the cell is deduced from the half reaction
(Equation 4 and Equation 5) and the sum reaction (Equation 6).

MH, +xLi* +x¢” - M® +aLiH; AG® 505, (@)
xLiO — xe + xLi+; AGOH,298 , (5)

MH, +xLi* - M° + xLiH; AG®[p50q - 6)

Hess’s law gives:
AG°pp198 = AG®1 098 + AG 98,
AG®| 595 = —xE° (MH, /M, LiH ) F,
AG® 205 = —xE% (Li* /1i%) F =0,

the couple (Li+ / LiO) being used as reference,

AG°p 98 = AG®1 298 = A G203,
o _ _ o 0 .
A,G® 95 = —xEF =—xE° (MH, /M, LiH]) F,

E°o (MH, /M®  LiH) F = —A,G5q5 /xF .

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

With a lithium activity a(Li) = 0, and a lithium ion concentra-
tion [Li*] = 1 M ([Li"] inside the electrolyte), the equilibrium
potential of the cell (E¢g) is:

Eoq(MH, /M° LiH) = £°) (MH, /M LiH)

Eog (MH, /MO LiH) =~ A,G05 /xF .

This calculation was applied for different binary and ternary
hydrides used to represent the different intermetallic families.
The HSC database [7] and literature data [8] were used to
obtain the AgH, A¢G and AgS values.

1.2.1 Binary hydrides: Figure 2a shows the equilibrium poten-
tial of the MH,/L1i cell for different binary hydrides M =Y, La,
Ba, Ca, Zr, Ti, Na, Cs, Mg. The potential versus Lit/Li0 is posi-
tive for Zr, Ti, Na, Cs and Mg and negative for Y, La, Ba and
Ca hydrides. It can be clearly concluded from this figure that
the conversion reaction is favorable, from a thermodynamics
point of view, for Zr, Ti, Na, Cs and Mg hydrides and not
possible for Y, La, Ba, Ca. The Gibbs free enthalpy of forma-
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Figure 2: Theoretical equilibrium potential for the MH,/Li cell vs Li*/LiC.
a) For binary hydrides M =Y, La, Ba, Ca, Zr, Ti, Na, Cs, Mg. Inset:
Gibbs free formation enthalpy of these hydrides as a function of the
equilibrium potential. b) For ternary hydrides MgoNiH4, LaNiHg4,
COTiH1‘4, TiFeHz, ZFV2H5‘1, ZI’CI’2H3_3, ZI’anHg'e, TiMn1_5H2.5,

TiCrq gH3 5, LaNisHg, LaNigMnH5 [11].
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tion (divided by the amount of substance of hydrogen) of these
hydrides is smaller than that of LiH (inset Figure 2a).

1.2.2 Ternary hydrides: In the case of ternary hydrides, equi-
librium potentials of the MH,/Li cells were evaluated for
different representative compounds AB,. of intermetallic fami-
lies (with x = 0.5, 1, 2 and 5) and their corresponding hydrides
(MgzNiH4, LaNiH4, COTiH]A, TiFCHz, ZI‘VQHS'], ZrCr2H3'8,
ZrMn2H3v6, TiMn1.5H2'5, TiCr1_8H3_5, LaNi5H6, LaNi4Ml’lH5).
Figure 2b (lower part) shows that the Gibbs free enthalpy of
formation value for all these ternary hydrides (per mole
hydrogen) is above that of LiH. For these hydrides the equilib-
rium potential of the cell is positive (Figure 2b) and the conver-
sion reaction can be achieved. Equilibrium potentials are in the
range of 0.3—1.0 V vs Li*/Li%, which is suitable for a negative
electrode in Li-ion batteries. The equilibrium potential of the
cell can be adjusted for different AB, intermetallic families by
varying the site substitutions of A and B [8]. In fact, the plateau
pressure of hydride correlates with the lattice cell volume,
allows one to change the thermodynamic stability of the
hydrides, especially for the families ABs and AB,. Depending
of the nature of the hydrides a wide range of hydrogen sorption
temperatures from —40 to 300 °C gives another argument to a
tailor a negative electrode for the desired applications [9].

I.3 Comparison between thermodynamic prediction
and experience

Figure 3 shows the experimentally measured potential vs
Li™/Li% for electrochemical MH,/Li cells using binary and
ternary hydrides. The potential—capacity curves recorded are in
agreement with the assumption based on thermodynamics that
the conversion reaction is possible for MgH,, TiH,, NaH and
ternary hydrides. These discharge curves correspond to the
theoretical reaction MH, + xLi* + xe~ — M? + xLiH and their
lengths are in agreement with the number of hydrogen atoms
that react with lithium (Figure 3a). For instance the discharge
curves of MgH,, TiH, [10], NaH involve two and one lithium
respectively for two and one hydrogen [11]. Values superior to
the number of hydrogen atoms x can, however, be reached in
relation with either a plateau corresponding to the electrolyte
decomposition on carbon at 0.8 V or with a metal alloying reac-
tion at low potentials, especially for Mg (0.17 V vs Li*/Li?).
The potential-capacities curves are lower than the theoretical
equilibrium potential due to internal resistance of the cell and
are also not totally flat due to kinetic limitations of the system.
The equilibrium potential of the MH,/Li cells can be obtained
by galvanostatic intermittent titration (GITT) in open circuit
voltage with, for instance, an experimental value of 0.537 V for
the MgH»/Li cell [11], which is in good agreement with the
theoretical value of 0.560 V versus Lit/Li® obtained from

Nernst law.

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

Regarding AB, intermetallic compounds, typical discharge
curves obtained from ternary hydrides LaNigMnHs, TiNiH [12],
bee Tip20Vo.78Fe0.02H1 55 and Mg 65Sco.35Hz 25 are presented
in Figure 3b. Lengths of discharge curves of x = 4.8, 1.2, 1.3,
and 2.2 are recorded for LaNigMnHs, TiNiH, bcc
Tig.20Vo.78F€0.02H1.55 and Mg 65Sco.35H2 25 hydrides, respect-
ively. It must be noted that a nice flat plateau is obtained for the
AB;5 compound.

Conversion reactions with lithium ions were also carried out
with different complex hydrides based on Mg or Al, especially
Mg,FeHg, MgrCoHs and MgyNiHy. These complex hydrides
were prepared by reactive grinding [13,14]. They react with
lithium ions at average potentials of 0.25, 0.24 and 0.27 V and
give discharge capacities of 6.6, 5.5 and 3.6 Li, respectively.
Using AlHj3 [15], Li3AlHg [16] or more recently LiAlHy,
NaAlH4 and Na3AlHg [17,18] as negative electrode of Li-ion
batteries was also reported. It demonstrates the possibility to
extend the conversion process to numerous versatile complex
hydrides. For these last cases, the discharge curves involve
conversion process and alloying reaction, in relation to the close

potential of both reaction types.

Il Conversion process reaction mechanisms
for hydrides

Reactivity of hydrides with lithium ions predicted from
thermodynamic rules and experimentally confirmed for
different hydrides is assumed to be a conversion reaction as
MH, + xLi — M + xLiH. While this general mechanism is
obvious, more complex reactions path involving the formation
of alloys, solid solutions, metastable or amorphous phases can
also be noticed. In the following paragraph reaction mecha-
nisms occurring with MgH, [5,11], TiH; [10], Mgg 85Sco.¢sH2
and Mg, TMH, (TM = Fe, Co, Ni, x = 6, 5, 4) [14] hydrides
will be described.

I1.1 Reaction of MgH> with lithium

The reaction of Mg hydride with lithium ions is the first
example reported in the literature of a Li-driven conversion
reaction with hydrides [5,11]. The electrochemical curve
recorded at a low cycling rate (one equivalent of lithium in
100 h) during the reaction of MgH, with Li (inset of Figure 4a)
shows that the full discharge (length x = 2.5 Li) involves two
plateaus at 0.44 V and 0.095 V. The XRD patterns, collected at
different discharge steps, are presented in Figure 4a. The XRD
patterns corresponding to the first plateau (until x = 1.8 Li)
show a decrease of the intensity of MgH, (tetragonal and
orthorhombic phases) Bragg peaks and the appearance of hcp
Mg and bece Li peaks ((100, 002, 101) and (111, 200), respect-
ively). Above x = 1.8 (Figure 4b) the first slope observed in the
discharge curve corresponds to a shift of the Mg XRD lines in
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Figure 3: Potentials vs Li*/Li® of MH,/Li cells (V) as a function of the mole fraction of Li (x) recorded between 3 and 0.005 V; (a) MgH, NaH and TiHo,
(b) LaNi4MnH5, Ti0.20V0_73F60.02H1'55V MgoNiHyg, MngeHeY MngOHs, TiNiH, and Mgolessc 0.35H2.25 [11,79].

agreement with the formation of a Mg-type solid solution
(Figure 4b, no. 6 and Table 1). The last slope corresponds to the
formation of a bee Li-type solid solution (Figure 4b, no. 8), and
the plateau to the coexistence of both solid solution types (Li
and Mg) (Figure 4b, no. 7). In short, MgH, reacts with Li
ions to form Mg and LiH within the conversion process
MgH, + 2Li* + 2¢” — Mg + 2LiH at around 0.44 V vs Li*/LiC.

Then the freshly formed Mg can react with Li ions at a low
potential to form alloys (hcp Mg-type and bec Li-type solid
solutions).

Li—-Mg alloying reactions can be avoided by limiting the

discharge curve to x = 2 (Figure 5). In this case a reversible

capacity of 1500 mA-h-g™! (irreversible loss of 25%) can be
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Table 1: Lattice parameters for Mg and Mg-type solid solution formed
during the reaction of MgH with Li.

Mg hcp solid

Mg solution

a=3.2090(3) A
c=5.2100(4) A

a=3.1970(2) A

lattice parameters
P ¢=5.1410(6) A

obtained while a reversible capacity of 2700 mA-h-g~! (irre-
versible loss 33%) is measured for both processes (Figure 6).

Potential vs Li'/Li° (Volts)

w

(5]

—

Potential vs Li*/Li (Volts)

=

Figure 6: Potential profile of a MgH electrode at various stages of the
conversion reaction. a) Evolution of the potential (V) as a function of x
for a Li/MgH> cell that was cycled down to x = 2 at a rate of one
equivalent of lithium in 10 h. b) Evolution of the potential (V) as a func-
tion of x for a Li/MgH cell that was cycled down to x = 4 at a rate of
one equivalent of lithium in 10 h. Adapted from [5] (copyright 2008
Nature Publishing Group) and [11].

[1.2 Reaction of TiH, with lithium

The study of the reactions of titanium hydride with lithium is
motivated by the chemical and structural properties of TiH,
[10]. As shown on Figure 1, TiH, is attractive regarding its high
theoretical capacities (like all binary hydrides). In addition, an
improvement of the conversion process kinetics is expected
because of the good electrode conductivity due to the metallic
properties of titanium hydride. This reaction can be studied
without any parasite reaction as Ti does not form alloys with
lithium.

The TiH, discharge capacity, presented in Figure 7, drastically
differs from that of MgH, through the presence of two slopes
prior to a pseudo plateau. XRD analyses of the electrode during

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

electrochemical discharge show that the reaction of TiH, with
Li involves three steps. The two first slopes correspond to the
formation of an fcc 8-TiH,—, solid solution until x = 0.34 (first
slope) that transforms partially from x = 0.34 to 1 in a distorted
face-centered orthorhombic phase §-TiH (fco) (second slope).
Note that from x = 0.34 to 1, the peritectic transformation: hcp
a-Ti(H) — fcc 6-TiHp—, + 8-TiH explains hexagonal close-
packed (hep) a-formation absence. Finally, conversion process
occurs in the pseudo plateau with the formation of hep a-Ti and
LiH.

1.5 ; - -
Solid solution .

Conversion .
= .| A BTiH,,
=t A TH {x=2! ] {o{

L T N et SR SO ' T
£ + ! :
S O 6-+TiH L-i-:
© 8- TiH f
% 05 ¢ I a-Ti ¢ 18 -TiH
Q
¢ ’ - i @
a
ok
0 0.5 1 15 2
i {

Figure 7: Summary of the dehydrogenation process of TiH, electrode
0-TiHo-y (fcc): black triangles, TiH (fco): black diamonds, projection
along the b-axis of 8-TiH,— (fcc): black triangles and TiH (fco): black
diamonds showing the relationship between fcc (black triangles) and
fco (black triangles) structures. Adapted from [10] (copyright 2012
Elsevier) and [11].

I1.3 Reaction of MgoMH, with lithium

After studying the reaction of titanium hydride with lithium,
during which a reaction path involving the formation of the
metastable fco 6-TiH phase occurs, the complex hydrides
Mg,FeHg, MgyCoHs, Mg,NiH4 were chosen as models system
for a conversion process with high energy storage capacities
and unusual thermodynamics properties [13,19]. In fact, the
decomposition of MgyFeHg and Mg,CoHs, which is expected
during their electrochemical reaction with lithium, can be used
for the formation of a conductive Fe or Co matrix, which is
helpful to reverse the reaction between Mg and LiH. In
addition, the far-from-equilibrium electrochemical process is an
interesting tool to search for new intermetallic compounds
consisting of Mg and Fe or Co [20,21]. As shown in Section 1.3,
Mgo,MH, (M = Fe, Co, Ni, x = 6,5,4) react with lithium at
roughly the same potential (around 0.25 V vs Li*/Li%) and the
capacities measured during the discharge are close to the
theoretically obtained values (Figure 8). From a structural point
of view, a common behavior can be noticed for the reaction of
lithium with all complex hydrides from the XRD characteriza-
tions of the electrodes. A complete (for the case of Mg,FeHyg)
or partial disappearance of the parent phases is observed, which
occurs without any formation of metals (Figure 9). This loss of
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crystallinity suggests the formation of an electrode with
nanocrystalline or amorphous structure. The formation of
nanoscale Fe during the decomposition of MgyFeHg is
confirmed by XAS and Mossbauer spectroscopy [22]. Ex situ
XAS spectroscopy of the Mg,CoHs and MgyNiHy electrodes
revealed the formation of disordered MgCo and Mg, Ni inter-
metallic compounds.
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Figure 8: Discharge curves for a) Mg,FeHg, b) Mg2CoHs and

c) Mg,NiH4 electrodes prepared by reactive grinding as a function of Li
(x) mole fraction, recorded at a current rate of one equivalent of Li in
10 h. Adapted from [13] (copyright 2013 Elsevier) and [19].

The intensity reduction of the XRD lines, which occurs without
broadening, involves shifts of the lattice parameters. For
instance, theMg,CoHj lattice parameters a and c rise until x = 1
(from 4.4940(3) to 4.517(2) A and from 6.582(1) to 6.608(1) A,
respectively; a cell volume expansion of 1.44%), evoking a
phase transformation. For Mg,NiH, the lattice parameter ¢
decreases from 6.538(1) to 6.477(2) A, which is concomitant
with a phase transformation involving a low-hydrogen-content
hydride for x < 3: MgyNiH4 — Mg,NiH [23,24].

The reaction mechanism can therefore be summarized as

follows:

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

Mg, FeHg + 6Li — 2Mg + amorphous Fe + 6LiH ,
Mg,CoH; +5Li — Mg + disordered MgCo + 5LiH ,
Mg, NiH, +3Li — Mg, NiH +3LiH + Li

— disordered Mg, Ni +4LiH .

The reaction with MgyFeHg during the conversion process with
lithium ions is the first example for the production of an amor-
phous phase “2Mg + Fe”.

I1.4 Reaction of other Mg-based hydrides with
lithium

The reactions of 2MgH, + M (M = Cu, Si) and 0.65Mg +
0.35M (M = ScHj, Ti) mixtures prepared by reactive grinding
under 90 bar of hydrogen pressure with lithium ions were also
studied [19,25-27]. The electrochemical behavior of MgH; is
not affected by the presence of a second element, Cu or Si, and
significant reversible capacities for the conversion process
(>1000 mA~h'g71) are obtained. In the case of the mixture
2MgH, + Si, an additional capacity below 0.2 V vs Li*/Li? due
to the alloying reaction of Si with Li is observed. This
combined conversion (MgHj;)/alloying (Si) system presents the
highest theoretical capacity anode with the possibility to reach
approximately 6000 mA-h-g™!.

The production of pure Mgy ¢5S¢cq 35H2 25 (1900 mA-h-g™1) by
reactive grinding from magnesium and scandium hydride
(MgH; + ScHj) is not possible. Instead, a mixture of 68% of
Mg 655¢c9.35H2 25, 20% of MgH, and 12% Mg,FeHg is
obtained. The formation of MgyFeHg is due to the strong abra-
sion of the grinding tools through scandium hydride. The
discharge curves of this hydride mixture involves 2.25Li at
0.32 V vs Li*/Li? and the corresponding X-ray diffraction
pattern obtained at the end of the discharge shows the presence
of both Mg ¢5Scg 35H¢ g and Mgg 5S¢ 35H] 5 cubic phases in
agreement with the results obtained in KOH electrolyte and
reported by Notten et al. [28].

Such desirable electrochemical behavior is also obtained with
the Mg ¢5Tig.35H 25 mixture prepared by reactive grinding
with a reversible conversion process involving both MgH, and
TiH, without the addition of carbon. As expected, TiH,
increases the conductivity of the electrode and a full discharge
process is obtained without carbon. The development of such

Mg-based system appears to be a promising opportunity.

Il Kinetics limitations of hydrides for

conversion reactions: example of MgH»
The huge numbers of hydrides reported in the literature exhibit
different structures, electronic properties and thermodynamics

stabilities. Using the hydrides classification proposed by
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Figure 9: In situ XRD patterns of a) MgoFeHg, b) Mg>CoHs and ¢) MgoNiH4 and d) MgoFeHg-10% Ct,z electrodes prepared by reactive grinding as a
function of the mole fraction of Li (x) Inset: Potential profile of a) b) ¢) and d) obtained during GITT (rate: one equivalent of Li in 10 h, relaxation time:

10 h). Adapted from [13] (copyright 2013 Elsevier) and [19].

Libowitz et al. [29,30] metallic, covalent and ionic hydrides can
be identified.

Given the fact that the electric behavior is an important para-
meter for the electrochemical reaction, the issue of the poor
electric conductivity of ionic and iono-covalent hydrides must
be solved. For instance, the ionic hydride MgH, exist as a, B

and y, with the space groups P4,/mnm (tetragonal,

a="5b=4516 A, c = 3.020 A) Pa—3 (cubic) and Phcn
(orthorhombic, a = 4.526 A, b =5.448 A, c = 4.936 A), respect-
ively. The tetragonal phase is the more stable phase. These
hydrides exhibit band gap energies of 5.3, 5.6 and 4.2 eV, res-
pectively, and are not electronic conductors but insulators [31].

Figure 10 shows the poor electrochemical reactivity of commer-
cially available tetragonal MgH, vs Li*/Li’, with no electro-

chemical capacity during the first discharge. The addition of an
electronic conductive material, such as the graphite Super P
(electronic conductivity: 103 S-em™') increases the electronic
conductivity of the electrode. As presented in Figure 10a, the
discharge capacity of the hydride increases with the amount of
graphite. The addition of 25% of graphite gives a discharge
capacity of 1.4Li for 2 h for a current of one mole of electron in
100 h. The contribution of Super P carbon to the total capacity
remains very small and the maximum of the contribution that

can be reached is less or equal to x = 0.25.

Note that the conductivity of the electrode is not only influ-
enced by MgH, but also by conducting metallic Mg and insu-
lating LiH, which are generated during the reaction. The
improvement of the poor electronic conductivity of the active

material in powder form has been widely addressed in the litera-
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Figure 10: The evolution of the potential (V) as a function of x (mole fraction of Li) for a MgH,, electrode prepared with commercial hydride cycled
between 3 and 0.005 V. a) Discharge curves at a rate of one equivalent of lithium in 100 h as function of the content of Super p carbon of the elec-
trode: open circles: 0%, open squares: 15%, open diamonds: 20%, black diamonds: 25%. b) Discharge—charge curve at a rate of one equivalent of
lithium in 100 h for a content of 25% of Super P carbon. ¢) Discharge—charge curve at a rate of one lithium in 10 h for a content of 25% of Super P

carbon at a rate of one lithium in 10 h [11].

ture for different electrode materials (in aqueous and non-
aqueous electrolytes). A solution is carbon-coating through
chemical or physical methods. For electrochemical reactions
carried out in thin films in KOH electrolyte with non-conduc-
tive hydrides such as MgH,, or Mg;NiHy, the presence of a
small amount of non-hydrogenated compound (few percent), as
Mg or Mg, Ni, in the starting material is sufficient to produce a
satisfactory electronic conductivity inside the electrode and the
addition of carbon is not necessary. Another issue consists in
the production of ternary hydrides films with Mg, Ti and H
[32,33]. The metallic behavior TiH; counters the insulating
influence of MgH,.

[11.1 Influence of the particle size on the reversibility
of the conversion process

Regarding the reversibility of the conversion reaction, the poor
capacities obtained during the first charge for electrodes
composed of commercial MgH; (OLi and 0.25Li for a current
rate of one equivalent of Li in 10 and 100 h, respectively)
clearly show than the benefit of the addition of Super P carbon
to the electronic conductivity of the active material seems
completely lost when the reaction is inversed (Figure 10b,c).

Other parameters than the conductivity of the active material
also govern the efficiency of the conversion process. In fact, the
volume variation of the electrode during the conversion process
MH, + xLi* + xe~ — MO + xLiH drastically affects the con-

ductivity between the particles. For MgH, the volume
variation is 83% between MgH, (61.59 A3) and
Mg (46.46 A3) + 2LiH (2 x 33.3 A3). Thus, during the
discharge the electrode volume increases with the lithium
transfer and decreases during the lithium extraction. As a conse-
quence, voids are created inside the electrode and disconnect
the particles from each other and from the current collector at
the same time. Decreasing the particle size is one way to
accommodate for the volume variation of the electrode and to
maintain cohesion of the interfaces and the connection between
particles and the current collector. Reducing the length of diffu-
sion for Li and H can be helpful for volume accommodation
and preserving interfaces. Different approaches to reduce the
particles sizes and to accommodate the volume variation of the
electrode can be considered and will be presented in the
following paragraph: Effect of grinding on commercial hydride,
effect of three hydrogen sorption, effect of grinding commer-
cial hydride with carbon, effect of activation by sorption cycles
follow by the grinding with carbon, reactive milling.

1.2 Effect of mechanical grinding on commercial
MgH2

Grinding of commercial MgH, enables a faster hydrogen
desorption with a desorption maximum at 372 °C compared to
445 °C for the untreated commercial material (Figure 11a). As
expected, discharge efficiency increases with the amount of
Super P carbon added to the electrode (Figure 11b). In this case,
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Figure 11: a) DSC traces of commercial MgH, unground and ground for 20 h. b) Evolution of the potential (V) as a function of x (mole fraction of Li)
for a MgH> electrode prepared with commercial hydride ground for 20 h in the Spex mixer mill and cycled between 3 and 0.005 V at a rate of one
equivalent of lithium in 100 h. Super P carbon content (%) of the electrode: open circles: 0%, open squares: 15%, open diamonds: 20%, black

diamonds: 25% [11].

a full discharge capacity of x = 1.95Li can be achieved when
25% of graphite is added. The improved performance of the
ground sample is due to a reduction of the crystallite size down
to few nanometers, which facilitates the diffusion of hydrogen
and lithium by increasing the number of diffusion paths.
However, despite an improvement of the discharge kinetic, the
reversibility of the hydride is hardly changed (Figure 12a). The
reversible capacity of ground commercial MgH, after 30 h of
grinding is actually x = 0.26Li.

The particle size cannot be reduced below 0.1 pm through
grinding, because immediate agglomeration of smaller particles
occurs (Figure 12b,c). So, even if crystallite size of few
nanometers can be reached during grinding, the formation of
agglomerates of 5 to 30 pm (consisting of primary particles of
0.1-5 pum, Figure 12b) limits the reversibility of the conversion
process.

1.3 Effect of hydrogen sorption cycles on MgH»

The particle size of the hydride is also reduced through decrepi-
tation during hydrogen desorption—absorption cycles. This
solid—gas reaction not only reduces the particle size of the
hydride but also enhances its reactivity vs Li-ions. In the case of
the system Mg/MgH,, 5% of Super P carbon was mixed with
the Mg powder in order to increase the thermal conductivity of
the powder and to prevent the necking of particles during sorp-
tion cycles.

Figure 13a and Figure 13b show the hydrogen sorption kinetics
at 350 °C for Mg/MgH, for the first and the third cycles (uptake
and loss in wt % hydrogen). Hydrogen sorption kinetics and
capacities increase from the first to the third cycle and then are
constant for the subsequent cycles (not shown here). This acti-
vation process observed during the first three cycles can be

correlated with a particle size reduction (Figure 13¢ and

3 86%

Potential vs Li*/Li® (Volts)

N
(-]
N mmumm'Emm\mmm

Figure 12: a) Evolution of the potential (V) as a function of x (mole fraction of Li) for a MgH,, electrode prepared with commercial hydride, ground 30 h
in a Spex mixer mill and cycled between 3 and 0.005 V at a rate of one equivalent of lithium in 100 h. b) SEM image of a MgH, commercial powder
ground 30 h in the Spex mixer mill. c) SEM image of MgH, commercial powder ground 30 h in the Spex mixer mill showing the agglomeration of parti-

cles [11].
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Figure 13: a) Absorption and b) desorption kinetics at 350 °C for Mg—10%C+0,320 composite (open squares): first cycle, black squares: third cycle;
c) SEM image of the MgH, powder after one absorption; d) SEM image of the MgH, powder after three absorptions; e) XRD patterns of the MgH

powder after one and after three absorptions [11].

Figure 13d) and an increase of the BET surface area from 7 to
14 m2-g~! while no change of the hydride crystallinity is
observed (Figure 13e).

The effect of three sorption cycles on the reaction of MgH, with
lithium (Figure 14) shows that reversible capacity drastically
increases compared to that of ground commercial hydride and
reaches 0.88Li after three sorption cycles (Figure 14¢). Despite
an attractive increase of reversible capacity, an irreversible loss
(48%) can be noticed on potential-capacity curves.

[1l.4 Effect of grinding of MgH» with carbon

Grinding of commercial MgH; with a pre-ground C, ; carbon,
where ¢ refers to the pre-grinding time and z to the carbon BET
surface area, was used to enhance the efficiency of the conver-
sion reaction. Grinding of commercial MgH, with C;, carbon is
supposed to create of a porosity volume inside the electrode,
corresponding to a volume increase due to matter transfer. This
porous volume is then recovered during the lithium extraction
and the total volume change of the electrode is then minimized.
In addition, the carbon also acts as conductive additive and a
coating agent, which prevents the agglomeration of the hydride
particles during grinding. A detailed study of the effect of
mechanical milling on the physical/chemical and electrochem-
ical properties compared to ABj5 alloys is available in [34].

Figure 15 shows the evolution of the BET surface z (in m2-g™!)
and of the d(002) interplanar spacing of carbon C, _, as a func-
tion of the milling time # (in h). Two main grinding steps can be

noticed in Figure 15. First the BET surface area increase while
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Figure 14: Evolution of the potential (V) as a function of x (mole frac-
tion of Li) for MgH,, electrodes cycled between 3 and 0.005 V at a rate
of one equivalent of lithium in 10 h. a) MgH, commercial hydride;

b) MgH,, obtained after one absorption of hydrogen; c) MgH, obtained
after three absorptions of hydrogen [11].
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d(002) remains almost constant (step A) and then the BET
surface area decrease and d(002) drastically increases (step B).
Firstly, The mechanical energy transferred to the carbon
produces an exfoliation of the graphene layer. Then, the cumu-
lated mechanical energy coming from the grinding is sufficient
to promote fissure propagation within the graphene layer,
resulting in the fracture of the C—C covalent bonds, leading to
the formation of very reactive edge carbon atoms and unstable
particles which agglomerate together. The degree of disorder
for carbonaceous materials increases with increased milling
time and is proportional to the d(002) distance, as previously
established [35,36]. Note that the C-free bonds created during
the fracture of the graphene layer serve as oxygen scavengers,
and their agglomeration and coating of the alloy particles enable
a better chemical/physical protection against oxidation [34].

Based on the milling behavior of carbonaceous material [34,35],
MgH; is ground using a carbon having the maximum BET
surface area in order to agglomerate carbon particles on MgH,
particles. DSC traces of MgH,-10% C; . composite obtained
after 4 h of grinding shows a decrease of 48 °C of the desorp-
tion peak maximum of hydride carbon composite compared to
the commercial hydride, as expected (Figure 16).

The dispersion of the hydride particles into carbon increases the
thermal conductivity of the powder and helps the hydrogen
release. With regard to the electrochemical properties, the
potential-capacity curves of an electrode composite of
MgH»-10% C, ; obtained after 4 h of grinding shows a spectac-
ular enhancement of the reversible capacity with 0.96Li
(= 1000 mA-h-g™1) for an irreversible loss of 48% (Figure 17b).
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Figure 16: Thermodesorption of commercial MgH> (black diamonds)
and commercial MgH, ground 4 h with 10% of C; , carbon (open
diamonds) [11].

The grinding of MgH, with carbon was also carried out with
MgH, that was activated through three sorption cycles. A
synergic effect, involving both the hydride activation by
solid—gas reaction and grinding with a C, ; carbon to enhance
the reversibility was noticed (Figure 17c,d). For instance, a
capacity of 1500 mA-h-g ! for an irreversible loss of 35% after
three sorption cycles and 4 h of grinding with 10% of C; .
carbon was obtained (Figure 17d). This reactivity enhancement
enables to obtain interesting reversibilities, free of alloying
reaction (with a cut of voltage of 0.15 V vs Li*/Li%). When the
grinding time of the activated MgHj + C; ; mixture varied from
4 to 6 h, a reversible capacity of 1480 mA-h-g™! for an irre-
versible loss of 25% is thus obtained at 0.15 V vs Li*/Li°
(Figure 18).

[11.5 Effect of reactive milling under hydrogen
Reactive milling under hydrogen constitutes a powerful method
for the synthesis of hydrides with the advantage to grind and to
hydrogenate the sample in one single step. Applied to MgH>, a
subsequent grinding step with carbon C, ; is needed to obtain
similar electrochemical performances than for the sample
prepared by three hydrogen sorption steps followed by grinding
with the carbon C,, (1600-1700 mA-h-g”! at 0.005 V vs
Li*/Li0 for 6 h of grinding with carbon).

[11.6 Effect of metal catalyst addition to the MgH»
carbon composite

The improvement of the sorption kinetics of MgH, through
catalyst addition (i.e., transition metals [37,38] transition metal
oxides [39-41] and halides [42]) has been widely studied in the
literature. Nb,Os is one of the most efficient catalysts [43]
enabling fast hydrogen desorption kinetics with 7.6 wt % of
hydrogen desorbed in 100 s at 300 °C. To improve the conver-
sion reaction of MgH, with lithium, the addition of a metal

catalyst, which is more suitable than oxides in relation with the
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Figure 17: Evolution of the potential (V) as a function of x (mole frac-
tion of Li) for MgH2, electrodes cycled between 3 and 0.005 V at a rate
of one equivalent of lithium in 10 h. a) MgH, commercial hydride;

b) MgH, commercial hydride ground for 4 h with 10% of C; , carbon;
c) MgH, after one absorption of hydrogen and then ground for 4 h with
10% of C;, carbon; d) MgH, after three absorptions of hydrogen and
then ground for 4 h with 10% of C;, carbon [11].

electrode conductivity, has been reported by Nakayama et al. in
a patent [44,45]. A charge—discharge efficiency of 93.9% for
the conversion reaction with MgHj is reported by the grinding
addition of 3 atom % of a nickel catalyst (particle size 20 nm) in
the hydride MCMB carbon mixture. In this last case the irre-
versible loss can be drastically reduced to 7% for a reversibility
capacity of 2608 mA-h-g™! at 0.01 V vs Li*/Li® and a current
rate of C/50.
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Figure 18: Evolution of the potential (V) as a function of x for a

Li/MgH cell that was cycled down to 0.15 V vs Li*/Li0 at a rate of one
equivalent of lithium in 10 h. (MgHj> is obtained after three absorptions
of hydrogen and then ground 4, 5 or 6 h with 10% of C; , carbon) [11].

IV Performance improvements of hydride-

based electrodes

Different samples preparation methods for MgH,—18% C, ; (ac-
tivation by three hydrogen sorption steps or reactive milling fol-
lowed by grinding with C,, carbon) are able to produce an
hydride carbon composite electrode with full discharge capacity
and 75% reversibility (1500 mA-h-g™! at 0.15 V vs Li*/Li%)
during the first charge for a current of one equivalent of elec-
trons in 10 h. Despite this improvement of the electrode revers-
ibility of the MgH, carbon composite, the cycle life is however
limited due to the 83% volume variation, leading to an elec-
tronic interparticular conduction loss. Moreover, at a high
current rate, the slow hydrogen motion leads to a limitation of
the reversible capacity. The influence of the current rate and of

the number of electrochemical cycles on the reactivity of the
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MgH, carbon composite will be described in the two following
paragraphs.

IV.1 Influence of the current rate on the electrode
reactivity: example of MgH»

The experimental capacity decreases when the current rate
increases and, for an exchange rate of one equivalent of elec-
trons in one hour, the capacity is close to zero. This result
shows that the reactivity improvement with different sample
preparation methods is still insufficient for real application
requiring electrode power and fast charge (Figure 19).
However, for a thin film of MgH, (200 nm) (prepared by R.
Griessen group at the Vrije Universiteit Amsterdam) a full
discharge capacity of 2Li can be obtained for a current of one
equivalent of electrons in one hour. This fact definitively
confirms than the reduction of the diffusion distances is the key
to achieve high power electrodes with hydrides for conversion

reaction.
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Figure 19: Capacities of a MgH> electrode obtained after three
absorptions of hydrogen and then ground for 4 h with 10% of C; ,
carbon as a function of the current rate (number of Li exchange per
hours) open squares: discharge capacity, open circles: charge
capacity; black pentagon: discharge capacity of a MgHj thin film of
200 nm [11].

IV.2 Effect of polymer binders on MgH»-based
electrode cycle life

The electrochemical cycling behavior of MgH,—-18% C, ./Li
was studied and compared with that of MgH,-33.3%
CMC-33.3% C, ./Li and MgH,-33.3% CMC-f-33.3% C, ./Li
cells where CMC and CMC-f are polymer binders (sodium
carboxymethylcellulose and sodium carboxymethylcellulose-
formate, respectively [46]). CMC [47,48], which was already
widely investigated for silicon-based electrodes [49-60],
surprisingly sustains the 270% volume change taking place
during cycling of the Si-based electrode. Beattie et al. [54] esti-
mated the CMC binder and carbon quantity needed to fill the
holes created during lithium extraction from the Si alloy elec-

trode to be around 66%. It was experimentally confirmed that

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

large capacities and long cycle lives of the electrodes are
obtained for a 33% Si/33% CMC/33% C mixture. This ratio of
active material/binder/carbon was chosen to improve the elec-
trode cycle life of MgHj,. In addition to CMC, a derivative
binder with a formyl ester group was tested (CMC-f) [61].

MgH,-18% C, ./Li, MgH,-33.3% CMC-33.3% C,,/Li and
MgH,-33.3% CMC-f-33.3% C; ./Li discharge—charge curves
are shown in Figure 20. It appears there that high reversible
capacities are preserved independently of the amount of active
material additives in the electrode. Indeed, reversible capacities
of 1700 mA-h-g™!, 1800 mA-h-g”! and 1900 mA-h-g™! are
obtained for the MgH»—18% C, ./Li (Figure 20a), MgH»-33.3%
CMC-33.3% C,./Li (Figure 20b) and MgH,-33.3% CMC-
£-33.3% C, ,/Li (Figure 20c) cells, respectively. An increase of
the carbon content from 18 to 33% leads to an increase of the
irreversible loss (from 25 to 39%) due to electrolyte decomposi-
tion at the carbon surface. The reversible capacities of the
MgH, electrodes as a function of the cycle number are
presented in Figure 21 (MgH,-18% C;./Li, MgH,-33.3%
CMC-33.3% C,,/Li and MgH,-33.3% CMC-{-33.3% C, ,/Li).
From theses curves it is clear that the presence of the CMC-type
binder enhances the cycle life of the electrode. While a capacity
value of 174 mA-h-g”! is obtained for the electrode without
binder, 240 mA-h-g~! and 542 mA-h-g™! are obtained for CMC
and CMC-f binders after 40 cycles, respectively. The weak
capacity, which originates from carbon (20 mAh-g~! after 40
cycles) is not at the origin of the better capacity retention of the
MgH»-33.3% CMC-33.3% C, ./Li and MgH,-33.3% CMC-
£-33.3% C; ./Li electrodes. Thus, porosity created by the poly-
mers might explain the better volume accommodation of the
electrode during lithium extraction. Further studies are needed
for a better understanding of the nature of the polymeric interac-
tions with carbon and metal hydride and their role during the
solid mixing of CMC-type binders with MgH, and C; ..

IV.3 Role of interface and particle size on
reversibility of the conversion reaction: example of
TiHo

The reaction of titanium hydride (TiH;) with lithium ions previ-
ously described involves a reaction path that can be summa-
rized as follows:

x <0.34: 5-TiHp(fce) + 0.34Li — 8-TiH| g6 + 0.34LiH,

0.34 <x < 1: 8-TiH,—, + xLi — 8-TiH(fco) + xLiH,

1 <x <2:8-TiHp—(fcc) + 8-TiH(fco) + Li — a-Ti(hep) + LiH.

Within this conversion process, a full discharge capacity of
1072 mA-h-g™! is obtained for the TiH, ground with 10% of
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Figure 20: Evolution of the potential (V) as a function of x (mole fraction of Li) for MgH, electrodes cycled between 3 and 0.005 V at a rate of one
equivalent of lithium in 10 h. (a) MgH2—18% C; 5; (b) 33.3% MgH2—33.3% CMC-33.3% C; ;; (c) 33.3% MgH>—-33.3% CMC-f-33.3% C; ,. Adapted from

[46]. Copyright 2011 Elsevier.
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one equivalent of lithium in 10 h. Adapted from [46]. Copyright 2011
Elsevier.
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C,; carbon for 5 h. However, while this reaction is free of any
alloying reaction with lithium, no electrochemical reversibility
was noticed during electrode charge (Figure 22a). To support
the idea that interfaces and particles sizes play a key role on
conversion reaction reversibility with titanium hydride, the elec-
trochemical behavior of a (2LiH + Ti) composite was studied
[6]. This composite was prepared through a mechanochemical
reaction between TiH, and metallic Li. The capacity of the first
charge reached 455 mA-h-g™! whereas after one cycle the re-
versible capacity was still 428 mA-h-g™!, corresponding to a
capacity retention of 94% (Figure 22b). The XRD pattern
collected at the end of the first charge indicated the formation of
titanium hydride in agreement with the theoretical conversion
reaction: 2LiH + Ti — TiH, + 2Li" + 2e™. This is a clear
example showing that when thermodynamics allow a conver-
sion reaction to occur, interfaces and particles size constitute the

pertinent parameters that governs the process reversibility.

Ti+ 2LiH

Potential vs Li*/Li (Volts)

Figure 22: Potential profile of a) TiH; electrode ground for 5 h with 10% of C;, carbon b) Ti + 2LiH electrode as a function of x, the mole fraction of Li
(rate one equivalent of Li in 100 h). Adapted from [6]. Copyright 2009 Elsevier.
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IV.4 Synthesis of nanoscale composite hydrides: a
perspective to achieve all solid state batteries

It must be emphasized first that production of hydride nanopar-
ticles by reactive milling seems to be an unsuccessful route as
long as the agglomeration of the freshly fractured particles is
not controlled. Cryomilling could be a potential solution to
avoid metal welding and to produce material on the laboratory
scale, but this will require significant technological improve-
ments to become economically viable for large scale material

production.

Chemical methods, such as encapsulation or confinement strate-
gies used in the design of energy storage and conversion ma-
terials, also constitute new synthetic routes that have shown
promising results [62,63]. Thus, for solid-state hydrogen storage
applications, very fast hydrogen absorption/desorption kinetics
have been indeed confirmed for nanoscale Mg hydride (MgH>)
confined into the porosity of different carbon hosts [64,65] or
chemical matrices [66,67]. Very recently, composites
containing MgH, nanoparticles (with a narrow size distribution
of 1-10 nm) which were well-dispersed into a porous carbon
host have been prepared by Zlotea et al. [68]. These were
produced with varying metal content up to 50 wt % and were
designed to be used as a negative electrode for Li-ion batteries.
These composites show interesting electrochemical behavior,
especially regarding their cycle life stability (500 mA-h-g™!
after 40 cycles) and have a stable nanoparticle size distribution
during electrochemical cycling.

Other promising materials, produced through a physical vapor
transport deposition method such as Mg/MgH, nanowires or
nanofibers are under development for a few years now [69-71].
For instance Mg nanowire shows interesting modifications of
both thermodynamics and kinetics compared to the bulk ma-
terial: a decrease of the dissociation energy of about 12%,
(30-50 nm nanowires: 65.3 kJ-(mol Hy)™! bulk material:
74 kJ-(mol Hy)™1).

Hydriding chemical vapor deposition (HCVD) is also a
powerful method to produce in situ high purity nano/microscale
MgH,; under hydrogen. This method, which enables to play
with temperature and pressure, is a nice tool for the preparation
of a variety of particles having controlled size and shapes
(nanofibers, nanoparticles, microdendrites, irregular bulk,
hexagonal microplates and microspheres). A good picture of
this synthesis method, leading to the production of tailored ma-
terials, is given by a pressure—temperature diagram, similar to
the diagram of Nakaya et al. [72]. Mass production and applica-
tions of such materials in the field of hydrogen storage and
batteries technologies will be an interesting challenge for the

next decade.

Beilstein J. Nanotechnol. 2015, 6, 1821-1839.

IV.5 Use of computational methods to look for better
materials

Computational methods can also offer interesting alternatives to
help the search and development of materials for hydrogen
storage and batteries. The idea is, for instance, to look for ma-
terials having high volume capacity, minimal expansion volume
and high lithium mobility. A recent study by molecular
dynamics simulations has revealed that the Li diffusion in
MgH, nanocluster doped with Fe, Ni, Ti or V is independent of
the presence of the transitions metal [73]. The metals improve
the hydrogen desorption kinetics. Again, this example shows
the mutual interest of this kind of device for hydrogen storage
and batteries technologies.

The search for the existence of new stable hydrides in the
Mg—Li—H system was also addressed by several groups through
density functional theory approach (DFT) [74,75]. Ternary
hydrides in the system Li—-Mg—H, such as Li,MgH,4 and
LiMgH3, are insulators dominated by ionic bonds. Their prepar-
ation from Li, Mg and Hj is energetically favorable, but may be
kinetically inhibited by separation into pure phases. The effects
of various light-metal (Mg, Al, Li) and transition-metals (V, Cr,
Mn, Fe, Co, Cu, Zn) dopant on the electrochemical properties of
NiTiH hydrides as anodes for Li-ion batteries where theoretic-
ally studied by Qian et al. [76,77] with Al, Cr, Mn and Fe being

the most promising according to the authors.

Conclusion

Studies of the reaction of hydrides with lithium ions started with
the pioneer work with MgH,, where lithium-driven conversion
reactions were firstly demonstrated for the metal hydride
family. The study was subsequently extended to other metal and
complex hydrides, especially TiH; and AlH3, and is in now in
progress, particularly because of the important number of
different potential interesting compounds [78]. Metal hydrides
present the advantage of having high capacities in a safe poten-
tial window of 0.1-1 V vs Li*/Li®. Moreover, these hydrides
show the lowest polarization reported to date for conversion
reaction electrodes, as compared to oxides, sulfides, nitrides,
phosphides and fluorides compounds, and therefore, constitute
promising candidates for negative electrodes in Li-ion batteries.

This research field focuses now mainly on nanocomposite syn-
thesis in order to enhance the limited electrochemical cycling
performances, the main drawback of hydrides. Electrode tech-
nology is, thus, the next challenge, considering the design of the
current collector, the preparation of polymeric binders and the
mixing of hydride and electrolyte together with careful studies
to achieve better capacity retention performance or to scale up
the nanocomposite elaboration process. On the other hand, the

results obtained at the present time emphasize the importance of
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the knowledge of fundamentals aspects to control the conver-
sion complex process where reaction paths, interfaces and
particle size are the keys parameters. Use of hydrides as anode
for Li-ion batteries needs also strong interactions between
batteries and fuel-cell communities to be wholly fruitful [79]. In
the final analysis, hydrides as a new concept for negative elec-
trodes bridges Li-ion battery and hydrogen storage tech-
nologies together and can constitute a promising opportunity for
the discovery and the achievement of new energy storage tech-
nology for the next 20 years.
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