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A natural goal of most nanoscience projects, independent of the
specific subfield they belong to, is to create a system providing
novel functions which originate from the properties of its
constituent nanoscale parts. Although the preparation of indi-
vidual nanoobjects such as dots or wires of various materials is
in principle possible, the analysis of their chemical and phys-
ical properties still poses a serious experimental challenge.
Thus, to arrive at a certain minimum level of signal strength for
a given analysis technique, in most cases ensembles of nanoob-
jects are needed. However, this immediately results in the
requirement for a narrow size distribution of the nanoobjects,
else their desired new size dependent properties will be
completely smeared out. Additional conditions such as control
of the chemical composition of the structures or of their spatial
arrangement add further difficulties to the preparation. Finally,
excluding time consuming, and thus costly, sequential top-down
methods, one is almost naturally led to self-organizing bottom-
up processes.

At this point organic—inorganic nanosystems enter the stage.
Imagine an organic moiety such as a diblock-copolymer, in an
appropriate solvent, forming an even more complex building

block such as a nanoscaled micelle, which, in turn, can be
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deposited onto an inorganic substrate such as a Si-wafer by dip
coating. Due to the presence of a complex hierarchy of interac-
tions, such as those between copolymers, or copolymer—solvent,
solvent—substrate or copolymer—substrate interactions, a rich
spectrum of resulting micellar arrangements on top of a given
inorganic substrate will emerge. This variety can be even
further extended by the application to pre-patterned substrates
acting as templates.

In the above example, diblock-copolymers will form spherical
micelles within a certain window of block lengths in a properly
chosen solvent, and such micelles can be used as carriers for a
metal precursor during their self-organization on top of a sub-
strate. This specific case is immediately generalized to the idea
of depositing molecular, macromolecular or supramolecular
organic species on top of inorganic platforms. By exploiting
molecular self-organization, one finally arrives at a functional

system with novel properties.

Much progress has been made during the last decade based on
this idea of exploiting the self-organization of organic building
blocks on top of inorganic supports, and a huge number of self-

assembled structures have been prepared. A direct application
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of this approach is to use such assemblies as templates or masks
for subsequent further deposition or etching steps. Applied in
this way, the method is a direct extension of the seminal work
by Fischer and Zingsheim on hexagonal ordered arrays of poly-
styrene colloids serving as masks for subsequent metal evapora-
tions [1].

In other cases, based on precursor loaded micelles or, more gen-
erally, colloids, the organic carriers are completely removed
after their self-organization by various plasma treatments while
the precursor compounds are transformed into metal oxides or,
finally, into metals. In this way, hexagonal ordered arrays of
metal nanoparticles can be obtained with controllable particle
size and inter-particle distance. In that case, the organic—inor-
ganic nanosystem simply serves as an intermediate step towards
the sought after particle arrangement. An application of this
technique for the preparation of magnetic nanoparticles is
described in another recent Thematic Series about the prepar-
ation, properties and applications of magnetic nanoparticles in
the Beilstein Journal of Nanotechnology [2].

In the present context, the wide field of ligand-stabilized
nanoparticles should also be mentioned. Here, each particle
represents an organic—inorganic system, opening up almost
unlimited possibilities for the chemical functionalization of the
particles and, hence, making them into selective docking
stations for other molecules. Exploiting this selectivity, various
chemical sensors have been developed with specific applica-
tions in biology and medicine. Closely related to this topic are
drug delivery “absorption-active” nanoparticles, which are
again surface functionalized organic—inorganic systems that can

be specifically targeted towards tumor cells.

Up to this point, the organic part of the considered hybrids
provided self-organization and specificity for subsequent chem-
ical reactions or, in the simplest case, served as a spacer to
avoid aggregation in a system of corresponding nanoobjects.
However, there is yet another highly active field where the
organic component delivers the sought after functionality of a
device: Organic electronics. Here, doped n-conjugated
oligomers and polymers play an important role due to their
semiconducting behavior. As in standard electronics, the combi-
nation of p- and n-doped organic components leads to device
applications such as organic light emitting diodes (OLED),
organic field effect transistors (OFET) and organic solar cells,
to name but a few. In all cases, the organic component must be
brought into contact with a conducting electrode, usually a
metal or a highly doped semiconductor. Each of these contacts
represents an organic—inorganic interface with gradients on the
nanoscale. Due to the importance of these interfaces on the

transport properties of the devices, the electronic properties of
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various arrangements of organic molecules on top of metals
must be studied. For the analysis of single molecules, the most
promising technique is Scanning Tunneling Microscopy (STM)
and its spectroscopic variant (STS), while for larger coverages
standard photoelectron spectroscopies such UPS or XPS — often
synchrotron based — also play an important role.

This broad spectrum of preparational approaches, analytical
tools and sought after functionalities, all related to
organic—inorganic nanosystems, are addressed in the present
thematic series. The topic naturally demands an interdiscipli-
nary cooperation between chemists and physicists, experimen-
talists and theoreticians, and this is reflected in the statistics of
the authors contributing to this series. Practically all contribu-
tions have been at least in part funded by the German Science
Foundation (DFG), many of them within the Collaborative
Research Center (SFB) 569 dealing with the “Hierarchical
Structure Formation and Function of Organic—Inorganic
Nanosystems”. Thus, in addition to acknowledging the contri-
butions of all authors and their teams, I would especially like to
thank DFG for generous long term support. Special thanks also
go to Barbara Jorg, Ursula von Gliscynski, and Frank-Dieter
Kuchta for providing us with their advice over many years.

Paul Ziemann
Ulm, July 2011
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The competition between intermolecular interactions and long-range lateral variations in the substrate—adsorbate interaction was

studied by scanning tunnelling microscopy (STM) and force field based calculations, by comparing the phase formation of (sub-)

monolayers of the organic molecules (i) 2-phenyl-4,6-bis(6-(pyridin-3-yl)-4-(pyridin-3-yl)pyridin-2-yl)pyrimidine (3,3'-BTP) and
(i1) 3,4,9,10-perylene tetracarboxylic-dianhydride (PTCDA) on graphene/Ru(0001). For PTCDA adsorption, a 2D adlayer phase
was formed, which extended over large areas, while for 3,3'-BTP adsorption linear or ring like structures were formed, which exclu-

sively populated the areas between the maxima of the moiré structure of the buckled graphene layer. The consequences for the

competing intermolecular interactions and corrugation in the adsorption potential are discussed and compared with the theoretical

results.

Introduction

It is well known that the formation of highly ordered 2D supra-
molecular networks on smooth surfaces, such as metal
substrates or highly oriented pyrolytic graphite (HOPG), is
mainly governed by the intermolecular interactions between
adjacent molecules due to hydrogen bonding [1-4], covalent

bonding [5,6], or, in the case of metal organic networks, by

metal-ligand interactions [1,7-9]. In these cases, the interac-
tions between the adlayer and the substrate, or more specifi-
cally, the local variations in that interaction, play a minor role.
These interactions mainly determine the orientation of the
resulting supramolecular structure with respect to the under-
lying substrate lattice [3,6,10-14]. This is mainly due to the fact
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that lateral variations in the interaction between the surface and
a single bonding center in the admolecule, arising from the
atomic structure of the surface, largely average out because of
the imperfect match of the different bonding centers in the
adsorbed molecule and the surface lattice. The situation is
distinctly different if the adsorption potential is corrugated on a
much larger length scale, exceeding that of the size of these
admolecules, which is typically in the order of a few nanome-

ters. Such long-range corrugations, however, are rather rare.

One example of this effect is in metal supported graphene films.
In the case of Ru as a support, it is known from LEED structure
analysis and theory that the lattice mismatch between the
graphene layer and the underlying metal substrate results in a
buckling of the graphene layer and therefore in a distinct height
corrugation of 1.5 A [15,16]. The graphene/Ru(0001) surface is
also known to exhibit a lateral corrugation of 30 A, which is
comparable with the outer dimensions of the molecules used in
this study. Representative images of the graphene/Ru(0001)
surface presented in Figure 1 underline the highly ordered long-
range periodicity of the graphene adlayer with its characteristic
moiré pattern (Figure 1a) and resolve the atomic structure in the
high resolution image (Figure 1b). In the latter image, two
different areas are marked, denoting the positions on top of the
maxima of the moiré lattice of the graphene film (“hill posi-
tions” - H) and the lower parts between the maxima (“valley
positions” - V). These are taken as representative for the
different adsorption sites on the graphene/Ru(0001) surface.
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Recently, we demonstrated, for the adsorption of 2-phenyl-4,6-
bis(6-(pyridin-2-yl)-4-(pyridin-4-yl)pyridin-2-yl)pyrimidine
(2,4’-BTP) molecules on a Ru(0001) supported graphene film,
that such surfaces indeed exhibit not only a height corrugation
but also a distinct corrugation in the adsorption potential [17].
This was explained by a mechanism in which the variation in
the adsorption potential exceeds the intermolecular interactions,
which favors population of the energetically favorable valley as
compared to the formation of a 2D adlayer phase covering the
entire surface, or islands of that phase covering part of the
surface. Comparable structures were reported for graphene/
Rh(111) [18]. Pronounced lateral variations in the adsorption
potential on metal supported graphene monolayer films were
previously reported also for metal deposition on such surfaces,
e.g., for Ir on graphene/Ir(111) [19,20] or for Pt on graphene/
Ru(0001) [21-23].

In this paper we extend this study, by comparing the adsorption
behavior of two different types of molecular systems with
distinctly different intermolecular interactions, namely (i)
2-phenyl-4,6-bis(6-(pyridin-3-yl)-4-(pyridin-3-yl)pyridin-2-
yDpyrimidine (3,3'-BTP) [24,25] and (ii) 3,4,9,10-perylene
tetracarboxylic dianhydride (PTCDA) on graphene/Ru(0001).
Schematic representations and space filling models of these
molecules are presented in Figure 2. For both molecules, the
intermolecular interactions are dominated by hydrogen bonds.
In the case of the 3,3'-BTP the numbers 3,3' indicate the posi-
tion of the outer nitrogen atoms which are responsible for

Figure 1: (a) Defect free graphene/Ru(0001) surface with typical moiré superstructure (Ut = -1.30 V, It = 60 pA, T =130 K, 62 nm x 62 nm). (b)
Atomically resolved STM image of the graphene/Ru(0001) surface (Ur =0V, It =178 pA, T = 300 K, 10 nm x 10 nm) with different superimposed

adsorption areas (H) = hill, (V) = valley.
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Figure 2: (a) Schematic and (b) space filling models with lateral dimensions of 3,3'-BTP. (c) Schematics and correlation between the STM image and
the intermolecular structure of PTCDA, and (d) the space filling model of PTCDA.

hydrogen bonding between adjacent molecules. The strengths of
these hydrogen bonds, however, are rather different for the two
molecules. In the case of the 3,3'-BTP molecules, weak
C-H"N-type hydrogen bonds are formed which are typically in
the range of 100 meV [25]. The C—H---O-type hydrogen bonds
formed between PTCDA molecules are somewhat stronger and
result in intermolecular interactions in the range of 130 meV
[26].

In the following, we first present STM observations of the
adlayer phases formed by these molecules on graphene/
Ru(0001) and compare these with adlayers of the corres-
ponding phases on HOPG as a model for a low corrugation
substrate. Subsequently, we present results of theoretical
considerations, including force field based calculations of the
interaction between the graphene/Ru(0001) substrate and
adsorbed molecules, and discuss the consequences for the
adlayer phase formation.

Results and Discussion

STM imaging

Figure 3a shows an exemplary STM image of a low coverage
3,3'-BTP adlayer on graphene/Ru(0001), with sub-molecular
resolution. We can clearly identify the molecules and the
hexagonally arranged hills of the graphene adlayer (see marked
triangle). The molecules are exclusively adsorbed in the valleys
of the graphene film, while the hills remain unoccupied. This
limitation to specific adsorption sites in combination with the

distinct positions of the hydrogen bond donors and acceptors

within the molecule results in the formation of 1D chain struc-
tures (Figure 3b), similar to findings recently reported for the
adsorption of PTCDI molecules on graphene/Rh(111) [18].

Due to the position of the N atoms and of the resulting
hydrogen bonds between the 3,3'-BTP molecules, the attach-
ment of an additional molecule at the end of a molecular chain
is not restricted to an anti-parallel arrangement, but can occur
also at an angle of 60° with respect to the last molecule in the
chain. The former is responsible for linear chain structures, the
latter will lead to curved chain-like structures or hexagonal and
triangular ring structures. Such structures consist mostly of six
molecules and are formed around a hill (Figure 3a and
Figure 3b). The inner diameter of these units leaves enough
space for an additional molecule on top of the enclosed hill,
which in some cases are trapped on these sites. These add-
itional molecules seem to be freely rotating, as evidenced by
their diffuse shape. Figure 3b shows the different possible
adsorption geometries. The long range order, however, is rather
poor, with only relatively small units and chain-like arrange-
ments. The hills of the graphene act as spacers between indi-
vidual molecular units. Due to the resulting separation of
approximately 10 A between adjacent units, intermolecular
interactions between them can be neglected. The fact that the
hills remain unoccupied for 3,3'-BTP on graphene/Ru(0001)
indicates that these sites are significantly less favorable than the
valley sites, i.e., the corrugation of the adsorption potential
exceeds possible additional intermolecular interactions between

the different units.
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Figure 3: (a) STM image of 3,3'-BTP molecules on graphene (Ur = -2.36 V, It = 30 pA, T = 115 K, 35 nm x 35 nm). The inset shows the triangular
structure with randomly filled (red) and unfilled (green) cavities (Ut = -2.36 V, It = 30 pA, T= 115K, 9 nm x 9 nm). (b) True to scale model of 3,3'-
BTP molecules on graphene illustrates the steric hindrance. (c) 3,3-BTP on HOPG (Ur = -1.20 V, It =44.7 pA, T=300 K, 17 nm x 17 nm); The
same hydrogen bonding configuration and hexagonal network, but without spacing between the hexagons. (d) Model of 3,3'-BTP on HOPG. Each
molecule shares two hydrogen bonds with its adjacent hexagon (yellow ellipses).

Adsorption of 3,3'-BTP-molecules on HOPG led to networks
with similar types of building blocks as formed on graphene/
Ru(0001). At both the solid-liquid and the solid—gas interface
we predominantly found a chiral 2D hexagonal network
consisting of ring-like units of six molecules (Figure 3d) [24].
At the solid—gas interface, the resulting hexagonal network
seems to be the most stable phase, as indicated by its coexis-
tence with a 2D gas at lower coverage. Again, these rings
provide enough space for adsorption of an additional central
molecule. In this network, the hexagonal units are intercon-
nected, i.e., there are not only interactions between the mole-
cules within the hexagons, but also between molecules of adja-
cent hexagons (marked yellow in Figure 3d). This is in contrast
to the clear separation between the rings on graphene/Ru(0001).
In addition to the 2D hexagonal network, several 2D phases
consisting of linear arrangements of 3,3'-BTP molecules were
observed on HOPG [24]. These linear networks are character-
ized by their anti-parallel arrangement of the molecules. Similar
to the adsorption of 2,4’-BTP molecules [4,12] on Ag thin

films, these linear networks also exhibit intermolecular bonds
between the linear elements. Finally, it is interesting to note that
comparable 2D phases based on bent structures with 60° angles
between different linear parts were not observed on HOPG. Mo-
lecular models show that in such phases hydrogen bonds are not
possible between adjacent strings, leaving them energetically
less favorable compared to phases based on linear structures.

The influence of thermal activation on the structure formation is
illustrated in a series of snapshots recorded at 2 frames per
second (fps, every 10th image shown) at room temperature with
a home built video-STM (Figure 4). Upon imaging at higher
tunnel current (smaller tip—sample distance), tip induced
removal of 3,3'-BTP molecules from a fully covered graphene/
Ru(0001) surface led to a local molecule-free surface area.
Switching back to normal tunnelling conditions, 3,3'-BTP mole-
cules diffused in from the surrounding area and re-populated
this area. This re-occupation proceeds via growth of chain-like
aggregates of the molecules, which follow the valley structure
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Figure 4: Sequence of time resolved images recorded at 2 fps showing every 10th image (time between single frames 5 s). Graphene/Ru(0001)
partly covered with 3,3'-BTP molecules.

of the graphene while the hills remain unoccupied. Hence, even  Figure 5 shows the network formation of PTCDA molecules on

at room temperature thermal activation is not sufficient for  graphene/Ru(0001). Even in the sub-monolayer regime, the
growing over the graphene hills, reflecting the pronounced
lateral corrugation of the 3,3'-BTP adsorption potential on the
graphene/Ru(0001) surface.

molecules arrange in a periodic herringbone-like arrangement
(Figure 5), similar to the phases described for other substrates
such as HOPG [27-29] and various metal substrates such as

Figure 5: (a) Sub-monolayer of PTCDA on graphene/Ru(0001) (Ut = -0.61 V, I1 = 180 pA, T = 125 K, 49 nm x 49 nm) with simultaneous imaging of
the underlying moiré of the graphene layer. (b) Not all hills are covered with PTCDA molecules. Fuzzy impression of molecules on hills indicative of
(frustrated) rotation (Ut = -0.88 V, IT = 50 pA, T= 125K, 19 nm x 19 nm). (c) Sub-molecular resolution image revealing the adsorption geometry of
the PTCDA molecules. (8 nm x 8 nm, Uy = 0.97 V, It = 110 pA, T = 125 K) (d) Model of the adsorption geometry of PTCDA molecules.
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Au(111) [30-34], Ag(110) [35] or Cu(110) [36]. In contrast to
the weakly interacting BTP molecules, the PTCDA adlayer
covers the entire surface, i.e., the PTCDA molecules follow the
up and down of the moiré superstructure of the graphene/
Ru(0001) layer (Figure 5a). Since the unit cell of the herring-
bone structure does not fit perfectly to the periodicity of the
underlying graphene/Ru(0001) substrate, an additional long-
range structural modulation is obtained. The image in Figure 5a
resolves both the PTCDA molecular adlayer and, in a hole of
the adlayer, the underlying moiré structure with its hills and
valleys. While the majority of the hills are covered by the
PTCDA adlayer, some also result in local defects within the
network and produce distinct voids of about the size of one
molecule (Figure Sa—c). These voids indicate that the graphene/
Ru(0001) substrate also exhibits a significant corrugation in the
adsorption potential for PTCDA, although this is less
pronounced, relative to intermolecular interactions, than for
3,3'-BTP. Figure 5c shows a sub-molecular resolution image of
PTCDA on graphene/Ru(0001). Comparison with the model of
a single PTCDA molecule in Figure 2c reveals the same sub-
molecular structural details within the molecule. Similar struc-
tural results have recently been reported for the adsorption of
PTCDA on SiC(0001) where the PTCDA film is grown over the
corrugated surface without any disturbance due to the different
adsorption sites [37].

Calculations

To determine the corrugation of the adsorption potential, we
summed up the different contributions to the adsorption energy
(molecule—graphene and molecule—Ru interaction) and
subtracted the adsorption energy of a “hill” site from that of a
“valley” position. Table 1 and Table 2 show the differences
between these sites for different force fields. Clearly, the calcu-
lated binding energies strongly depend on the force field used,
as found before in force field calculations addressing 3,3'-BTP
adsorption on graphite [38]. Nevertheless, although the absolute
values may vary with the applied force field, the differences
between binding energies at the two sites, reflecting the lateral
corrugation of the potential energy of the substrate, are reason-
ably close, both for 3,3'-BTP and PTCDA.

The corrugation of the adsorption energy can be compared with
the intermolecular interactions. For the adsorption of 3,3'-BTP
molecules, the STM images shown above reveal that very
similar hexagonal local units are formed upon adsorption on
HOPG and on graphene/Ru(0001). On both surfaces, these units
consist of six molecules in a hexagonal arrangement. The main
difference lies in the spacing between the different units. In the
case of graphene/Ru(0001), they are separated by the hills of
the graphene. On HOPG, in contrast, they are interconnected

and therefore additionally stabilized by hydrogen bonds

Beilstein J. Nanotechnol. 2011, 2, 365-373.

Table 1: Adsorption energies for 3,3'-BTP on graphene for different
adsorption sites and corrugation AE in eV.

hill valley AE
Compass -3.346 -3.971 -0.625
CVFF -6.120 -7.105 -0.985
Dreiding, Gasteiger -3.400 -4.093 -0.693
Dreiding, QEq -3.388 -4.013 -0.625
UFF, Gasteiger -3.889 -4.669 -0.780
UFF, QEq -3.853 -4.538 -0.685

Table 2: Adsorption energies of PTCDA for different adsorption sites
and corrugation AE in eV.

hill valley AE
Compass -1.889 -2.324 -0.435
CVFF -3.405 -4.095 -0.690
Dreiding, Gasteiger -2.417 -2.875 -0.458
Dreiding, QEq -3.037 -3.587 -0.550
UFF, Gasteiger -2.248 -2.739 -0.491
UFF, QEq -2.600 =-3.171 -0.571

between adjacent molecules of neighboring units. The add-
itional double hydrogen bonds are in the range of 0.14 eV per
double bond [25]. Therefore the additional stabilization of a
single molecule within a unit is only 0.07 eV per molecule (half
of the double bond). Comparing this value with the potential
energy corrugation, which depending on the applied force field
varies between 0.625 and 0.985 eV per molecule (Table 1), we
see that these additional intermolecular interactions which apply
for higher adsorbate densities would be much lower than the
corrugation of the adsorption potential. Hence, at sub-mono-
layer coverage it is energetically preferable to adsorb only in
valley sites and their connections, rather than to form islands of
2D interconnected networks which would also occupy hill sites.
Therefore, the tendency to avoid the hills can be easily rational-
ized by comparing the intermolecular interactions and the corru-

gation in the 3,3'-BTP-substrate interactions.

The same procedure was applied for PTCDA molecules
adsorbed on graphene/Ru(0001). Figure 6 shows the adsorption
geometry for a single PTCDA molecule (a) on a valley and (b)
on a hill position, with top and side view of the adsorption
geometry. Table 2 shows the calculated adsorption energy for
both the hill and the valley position and the resulting corruga-
tion of the adsorption potential AE for PTCDA molecules on
graphene/Ru(0001) for different force fields. Dependent on the
applied force field, the resulting AE ranges from —0.435 to
—0.690 eV. To rationalize the different behavior of the PTCDA
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Figure 6: Optimized structure of PTCDA in (a) the valley position and (b) the hill position.

molecules, we again compare the corrugation of the adsorption
energy with the intermolecular interaction between adjacent
molecules in the herringbone configuration of PTCDA. Recent
DFT calculations by Mura et al. [26] have shown that the stabi-
lization energy per molecule is between —0.585 and —0.67 eV
per molecule, depending on the exact herringbone structure
[26]. Comparing these values with the values for the corruga-
tion of the adsorption potential between the different adsorp-
tion states (see above) reveals that the additional intermolecular
stabilization energies for the PTCDA molecules (over)compen-
sate for the corrugation within the adsorption potential. Hence
in this case, formation of islands of a 2D network is energeti-
cally favorable compared to a phase with 1D strings between
the hills or ring units around the hills of the graphene/Ru(0001)
substrate, in perfect agreement with the experimental findings.

These results illustrate the detail of microscopic understanding
that can be extracted from combined STM experiments and
state-of-the-art calculations. They also support the validity of
structural concepts for the self assembly of supramolecular
networks for cases where the adsorption potential on the sub-
strate is highly corrugated, instead of the normal ‘smooth’

substrates.

Conclusion

We have shown by STM imaging that (i) there are distinct
differences in the adlayer structures of 3,3'-BTP on HOPG
compared to 3,3'-BTP on graphene/Ru(0001), while (ii) for
PTCDA, similar structures are formed on both substrates. In the
first case, the adlayer forms 1D chains around the hills of the
graphene/Ru(0001), but a 2D interconnected network on
HOPG, while in the second case 2D networks are formed on
both substrates. Qualitatively, these differences can be
explained by the competition between intermolecular interac-

tions and the lateral variation of the adsorption potential, i.e., of

the molecule—substrate interactions. In the case of the 3,3'-BTP
molecules, the intermolecular interactions are significantly
weaker than the potential energy corrugation of the surface,
rendering the occupation of hill sites, and hence the formation
of 2D networks, energetically unfavorable. In the case of
PTCDA molecules, the lateral corrugation of the adsorption
potential must be overcompensated by stronger intermolecular
interactions. These ideas are fully supported on a quantitative
scale by a combination of force field and density functional
theory based calculations, which reveal much stronger intermo-
lecular interactions for PTCDA than for 3,3'-BTP, while the
difference in binding energy on valley sites (favorable) and on
hill sites (unfavorable), and hence the lateral corrugation of the
adsorption potential on the graphene/Ru(0001) substrate, is of
similar magnitude for both molecules.

Experimental

Experiments

The experiments were performed in a standard ultrahigh
vacuum (UHV) system (base pressure 2 x 10719 mbar),
equipped with a commercial variable temperature scanning
tunneling microscope (STM) (Specs, STM 150 “Aarhus”) and
facilities for sample preparation, such as an Ar" ion sputter gun
and evaporation sources for the deposition of organic mole-
cules.

A Ru(0001) crystal (Mateck) was cleaned by standard pro-
cedures, including 3—4 cycles of Ar" ion sputtering (0.5 kV Ar*
ions, 5 pA cm2, 15 min), followed by flash annealing to
1650 K. Remaining carbon impurities were removed by oxi-
dation, involving oxygen adsorption (10 L O,: 1 L = 1.33 x
107 mbar s™') and subsequent repeated flash annealing to
1650 K. The freshly prepared surface exhibited 50-200 nm
wide, atomically flat terraces, separated by monolayer steps.

The graphene layer was prepared by exposing the Ru(0001)
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surface to ethylene for prolonged time at elevated temperatures
(5 x 107 mbar ethylene, 2 h at 1000 K). The structural quality
of the graphene layer was checked by STM in constant current
mode at temperatures of around 100 K.

3,3'-BTP molecules (provided by U. Ziener, Ulm University)
were deposited from a home-built, resistively heated, Knudsen
cell at 583 K. The PTCDA molecules (Merck, 98% purity) were
evaporated from a commercial evaporation source (Ventiotec,
OVD-3) at 628 K. Prior to evaporation, the PTCDA was
cleaned in UHV by a temperature gradient sublimation tech-
nique using a resistively heated quartz tube. After deposition the
sample was annealed to 583 K to improve the structural quality
of the molecular film.

Theoretical Methods

To complement and rationalize the experimental findings
above, force field calculations were performed to determine the
site specific adsorption energies for 3,3'-BTP and PTCDA on
graphene/Ru(0001). Due to the large size of the system,
quantum chemical calculations were too computationally
expensive. The surface was modelled with three layers of Ru
and one layer of graphene on top, using a commensurate lattice
with a (12 x 12) graphene unit cell on a (11 x 11) Ru(0001) cell
with a lattice constant of 29.96 A, in agreement with experi-
ment, using the coordinates obtained in recent density func-
tional theory calculations from a combined experimental and
theoretical study [39]. These surfaces coordinates were then
kept fixed in the subsequent relaxation of adsorbed PTCDA and
BTP molecules. The interactions between molecule—graphene
and molecule—Ru were treated as being additive. For the model-
ling of the molecule—graphene interactions, a single molecule
was placed on top of the two different adsorption sites (“hill”
and “valley”) and four different force fields were used to opti-
mize the adsorption geometry of the adsorbate (Compass [40],
CVFF [41], Dreiding [42], and UFF [43] as implemented in the
Accelrys Materials Studio program package). Note that the
“hill” position does not correspond to a true local minimum, so
the structure optimization was performed for the internal mo-
lecular degrees of freedom with the center of mass of the mole-
cule being on top of the hill. For Dreiding and UFF, we applied
both the Gasteiger [44] and the QEq charging method [45]. For
a reliable description of the interactions between the molecules
and the ruthenium surface, force fields are normally not well
suited since they do not accurately reproduce metallic prop-
erties. Instead, we used a semi-empirical dispersion correction
scheme [46,47], which was originally used for the inclusion of
van der Waals interactions in standard DFT calculations. These
two contributions (adsorbate—graphene and adsorbate—metal)
were then added in order to obtain total adsorption energies of

the molecules on the graphene/Ru(0001) substrate.
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Abstract

Using dual-focus fluorescence correlation spectroscopy, we have analyzed the adsorption of three human blood serum
proteins, namely serum albumin, apolipoprotein A-I and apolipoprotein E4, onto polymer-coated, fluorescently labeled FePt
nanoparticles (~12 nm diameter) carrying negatively charged carboxyl groups on their surface. For all three proteins,
a step-wise increase in hydrodynamic radius with protein concentration was observed, strongly suggesting the formation
of protein monolayers that enclose the nanoparticles. Consistent with this interpretation, the absolute increase in hydrodynamic
radius can be correlated with the molecular shapes of the proteins known from X-ray crystallography and solution
experiments, indicating that the proteins bind on the nanoparticles in specific orientations. The equilibrium dissociation
coefficients, measuring the affinity of the proteins to the nanoparticles, were observed to differ by almost four orders
of magnitude. These variations can be understood in terms of the electrostatic properties of the proteins. From structure-based
calculations of the surface potentials, positively charged patches of different extents can be revealed, through which the
proteins interact electrostatically with the negatively charged nanoparticle surfaces.

Introduction
Recent years have seen enormous advances in the field the range of 1-100 nm, has been developed, with well-
of nanotechnology. A huge variety of nanoparticles (NPs), controlled physicochemical properties including size,

defined as objects with all three spatial dimensions in shape, charge, chemical composition and solubility. Many
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of these NPs have already found their way into consumer

products.

Owing to their small size, NPs may potentially invade all parts
of the human body including tissues, cells and even subcellular
compartments. Consequently, they hold great promise as tools
for biomedical applications such as targeted drug delivery [1] or
gene therapy [2]. However, NPs often exhibit properties
distinctly different from those of the bulk material. For
example, an enhanced surface reactivity may be observed due to
their large surface-to-volume ratio [3] and, therefore, NPs may
also pose a biological hazard [4,5].

Upon incorporation into the body, NPs become exposed to bio-
logical fluids such as lung epithelial lining fluid or blood
plasma, which contain a variety of dissolved molecules, espe-
cially proteins. Depending on the properties of its surface, a NP
may adsorb proteins and other biomolecules from the fluid to a
lesser or greater extent. A protein coating layer, the so-called
‘protein corona’, forms and can completely enshroud the NP
[6-11]. Consequently, at least the initial encounter of a NP with
a cell is governed by the properties of the protein corona rather
than those of the NP surface [12]. NP—protein interactions are
typically weaker than chemical bonds and still comparable to
the thermal energy at physiological temperatures. Therefore, the
protein corona is not static but fluctuates in time due to inces-
sant protein association and dissociation events. Upon biofluid
exposure, the NP surface will quickly become coated with those
proteins that are prevalent in the fluid and that have high
binding rate coefficients. However, these proteins may subse-
quently be replaced by less prevalent proteins with higher
binding affinity. Eventually, equilibrium will be established, so
that the relative abundance of proteins in the corona is deter-
mined by their binding strength to the NP and their concentra-
tions in the biofluid. We note that this simple equilibrium
binding model is likely an oversimplification that needs further
elaboration because proteins are complex physical systems that
can assume a large number of different conformations [13,14].
The net free energies involved in NP—protein interactions can
match or even exceed the entire internal stabilization energy of
proteins. Their structures may change upon contact with a NP
surface, up to the point that they entirely unfold. Such effects
are known from the development of nanostructured surface
coatings designed to prevent unspecific biomolecular adsorp-
tion (‘biofilms’) [15-17], which is an important issue for various
fields including biotechnology (e.g., biosensors, bioanalytics)
and biomedical devices (e.g., implants and catheters).

To be able to control the biological effects of NPs, such as
prevention of uptake or targeted delivery to specific cells or

tissues, it is of utmost importance to understand the structural

Beilstein J. Nanotechnol. 2011, 2, 374-383.

and dynamic properties of the protein corona at the molecular
level. Recently, we have used quantitative fluorescence
microscopy, especially fluorescence correlation spectroscopy
(FCS), to study protein adsorption of human serum albumin
(HSA) on polymer-coated FePt NPs with an overall diameter of
11 nm [11]. HSA is the major soluble constituent of human
blood plasma. It serves primarily as a carrier protein for
steroids, fatty acids, and thyroid hormones [18]. We found that,
at concentrations typically found in blood serum, ~20 HSA
molecules adsorb as a monolayer of ~3.3 nm thickness on these
NPs, and time-resolved fluorescence quenching experiments
revealed a typical protein residence time of ~100 s [11]. For
transferrin [8], an important blood plasma protein involved in
iron transport and delivery, we observed formation of a 7 nm

thick protein corona.

The FCS method is based on the analysis of the duration of
brief bursts of photons from individual fluorescence emitters,
diffusing through an observation volume of about 1 fL in a
confocal microscope [19-23]. Autocorrelation analysis of the
fluorescence intensity time traces yields the characteristic time
scale of diffusion, rp. Based on the well-known spatial exten-
sion of the observation volume, the diffusion coefficient, D,
and, by using the Stokes—Einstein equation (see Experimental),
the hydrodynamic radius of the fluorescent particle, Ry, can be
calculated. Consequently, a NP size increase due to protein
adsorption onto the NP surfaces can be measured via an
increase of tp. Knowledge of the molecule detection function
(MDF), i.e., the probability to detect a fluorescence photon
from a molecule at a given position in the sample volume, is
key to the precise quantitative analysis of an FCS experiment
[24]. The MDF depends on the intensity distribution of the
focused laser beam used for excitation, the distribution of detec-
tion efficiencies of photons emanating from the observation
volume and the photophysical properties of the fluorophores. It
is sensitive to various parameters of the optical setup, including
the refractive index mismatch between the sample solution and
the immersion medium, variations in cover-slide thickness and
astigmatism of the laser beam. Only by extremely careful cali-
bration procedures and measurements can the subnanometer
precision required for studying protein adsorption on NPs be
achieved.

Dual-focus FCS (2fFCS) is a variant of the FCS method that
includes an absolute calibration standard and promises to make
high-precision particle size measurements much easier [25]. In
2fFCS, two laterally shifted, partially overlapping laser foci are
positioned in the sample at a known, fixed separation. (Further
details are given in Experimental.) Accurate diffusion coeffi-
cients can be obtained by a combined (‘global’) analysis, for

each of the two detection volumes, of the autocorrelation func-
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tion of the photon arrival times, i.e., the probability to detect a
photon at time, ¢ + 7, given that a photon was detected at time ¢,
and the cross-correlation between the two volumes, i.e., the
probability to detect a photon from one volume at ¢ + 7, given
that a photon was detected in the other volume at time ¢.

Here we have employed the 2fFCS method to quantify the equi-
librium binding of three abundant blood plasma proteins to FePt
NPs, HSA (which was included to ensure that our previously
reported data [11] can be reproduced with our new technique)
and the apolipoproteins apoA-I and apoE4. These two proteins
function as transporters for lipid molecules in the blood by
binding a large number of lipid and cholesterol molecules to
form water-soluble lipoproteins, and they direct the lipids to

their correct destinations in the body [26-28].

Results and Discussion
Protein equilibrium binding to FePt NPs

For studying the interaction of serum proteins with NPs by
2fFCS, we employed the same type of NP as in our previous
work [11], namely, FePt cores that were rendered fluorescent by
incorporating a small number of red fluorescent dye molecules
(DY-636) in the polymer-coating surrounding the core [29].
The polymer shell contained a large number of carboxyl groups
endowing the NPs with an overall negative charge and excel-
lent colloidal stability [30].

To determine the affinity of the proteins to the NPs as well as
the increase in Ry, we took 2fFCS data on NPs freely diffusing
in solutions, which contained the proteins at concentrations
varying over several orders of magnitude. NP concentrations in
the nanomolar range ensured that roughly only one NP resided
in the detection volume on average, so that the intensity fluctua-
tions, on which the FCS method is based, were large. The
protein concentration was varied on a logarithmic scale in a
selected range appropriate for observing the transition from
uncoated to coated NPs. Examples of measured correlation
curves are depicted in Figure 1 for HSA, apoA-I and apoE4 (top
to bottom). In the left column, representative correlation curves
are shown at one selected protein concentration, i.e., autocorre-
lation curves for the two foci and the cross-correlation curve.
Note that FCS data and, therefore, also the derived Ry values,
are averages determined from a few thousand single-particle
bursts. The autocorrelation curves in Figure 1 display two decay
processes. The step on the millisecond time scale is due to NP
diffusion and, therefore, reveals the particle size, whereas the
step on the microsecond time scale arises from dye photo-
physics and is not of interest here. It originates from intercon-
version to the triplet state; fluorophores cease to emit fluores-
cence until they return to the ground state and can be excited

again. Note that this process is strongly suppressed in the cross-
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correlation function because of its short time scale and the small

overlap of the two detection volumes.

In the right column of Figure 1, cross-correlation curves are
plotted for different protein concentrations in the solution,
normalized to 1 at t = 0.1 ms (for ease of comparison).
Evidently, the curves shift toward longer times with increasing
protein concentration, indicating that the effective size of the
NPs grows due to protein adsorption. The effect is small,
however, so precise data are needed for a quantitative analysis
of protein binding.

Figure 2 shows the dependence of Ry on the logarithm of the
protein concentration, as obtained from the 2fFCS correlation
data. For all three proteins, Ry increases in a stepwise fashion
with protein concentration, as we previously reported for HSA
and transferrin [8,11], which indicates a limited loading
capacity of the NPs. This behavior can be understood if we
assume that the protein molecules form a monolayer around the
NPs, with a well-defined thickness, ARy, and binding affinity,
K’p, as quantified by the protein concentration at the midpoint
of the binding transition (vide infra). Once the monolayer is
formed, the NP size remains constant, and the tendency to
further accrete protein is essentially zero.

The data in Figure 2 can be analyzed quantitatively by using the
following model. The hydrodynamic radius, Ry, of a spherical
object is given by

Ry =3—=—V (1)

Consequently, we can express the dependence of Ry on the
number of bound proteins by

\ 4r

Note that we make the assumption that the protein-coated NP
can still be well approximated by a sphere. In Equation 2, Vj is
the volume of the NP, and N is the number and Vp the molec-
ular volume of the adsorbed proteins. (Proteins have a typical
density of 1.35 g/mL, so their volume is, to a good approxima-
tion, proportional to their mass). By introducing the radius of
the bare NP, Ry(0), and the coefficient ¢ = Vp/V),

Riy(N) = Ry (OJ1+¢N. 3)
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Figure 1: Fluorescence intensity correlation curves of NPs dissolved in buffer solutions of (a, b) HSA, (c, d) apoA-Il, and (e, f) apoE4. (a, c, e)
Measured (symbols) and fitted (lines) 2fFCS autocorrelation (black and blue) and cross-correlation (red) functions of polymer-coated FePt NPs in the
presence of (a) 400 uM HSA, (c) 285 uM apoA-l and (e) 7.2 uM apoE4. (b, d, f) Measured (symbols) and fitted (lines) cross-correlation curves of NPs
in buffer solution (red) and in the presence of serum proteins at two concentrations, normalized to 1 at 7= 0.1 ms. (b) 6.3 and 400 uM HSA (blue,
black); (d) 36 and 285 pM apoA-I (blue, black); (f) 14 nM and 7.2 uM apoE4 (blue, black).
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Figure 2: Hydrodynamic radius Ry, of the FePt NPs, plotted as a function of the concentration of (a) HSA, (b) apoA-I and (c) apoE4. The curves (solid
lines) were fitted according to Equation 3 and Equation 5; best-fit parameters are compiled in Table 1.
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Consequently, upon complete formation of the protein corona,
RH (Nmax) = RH (0) + ARH = RH (0)3\/ 1+ CNmax ’ (4)

where the maximum number of proteins binding to the NP is
denoted by Np.x. We model the dependence of N on the
concentration of free protein, [P], by the Hill equation [11],

B 1

N = Ny ——————.
1+(Kp /[P)" 2

Here, the equilibrium dissociation coefficient, K 'p, denotes the
midpoint of the transition, i.e., the concentration of protein
molecules free in the solution at half coverage. It quantifies the
strength of the NP—protein interaction. The Hill coefficient, n,
controls the steepness of the curve; it contains information
about the cooperativity of binding. The lines in Figure 2 repre-
sent fits of Equations 3 and 5 to the data. Because all the FePt
NPs were from the same batch, their hydrodynamic radius,
Ry(0) = (6.0 = 0.1) nm, was taken as a global parameter in the
fit for all three proteins. The best-fit parameters in Table 1 will
be discussed in relation to the molecular structures of the
proteins in the following subsections.

Structure of the protein corona

Comparison of the data in Figure 2 shows that the thickness of
the protein corona, ARy, is a characteristic of the particular
protein species adsorbed. In our previous studies with HSA [11]
and transferrin [8], we noticed that the thickness of the protein
corona was correlated with the molecular dimensions of the
proteins as obtained from the X-ray structures. These observa-
tions gave additional support to our claim that the corona
consists of a monolayer of proteins adsorbed in specific orienta-
tions. Considering the strengths of Coulombic interactions, the
molecular orientations are likely to be governed by patches of
positive surface charge on the protein that preferentially interact
with the negatively charged NP surface. In this subsection, we
discuss the thickness of the corona in relation to the molecular
shapes and electrostatic properties of the adsorbed proteins.

Table 1: Parameters of protein adsorption onto FePt NPs.

Protein RH(Nmax) (nm) ARy (nm)
HSA 9.3+03 3.3+03
ApoA-| 108+1.5 48+14
ApoE4 11.7+0.3 57+0.2

Beilstein J. Nanotechnol. 2011, 2, 374-383.

Figure 3a (left) shows a cartoon representation of the molecular
structure of HSA, a protein with a molecular mass of 67 kDa
[18]. It can be approximated by an equilateral triangular prism,
with sides of ~8 nm and a height of ~3 nm (Figure 3a, middle).
The ~3 nm radius increase upon adsorption of HSA, observed
with 2fFCS (Figure 2a), completely agrees with our previous
data [11], which led us to the suggestion that HSA molecules
adsorb via their triangular surfaces onto the NPs. Also shown in
Figure 3a (right) are space-filling models colored so as to visu-
alize the electrostatic surface potentials. One of the triangular
protein surfaces shows a pronounced positive patch, which is
likely to promote the interaction with the negatively charged
carboxyl groups on the NP surfaces (red arrow, Figure 3a).
Overall, about 27 HSA molecules fit into the volume generated
by the size increase of the NP (Table 1).

Lipid-free human apoA-I is the principal component of high-
density lipoprotein (HDL) and plays an essential role in lipid
transport and metabolism. This protein has a molecular mass of
28 kDa. X-ray crystallography revealed a two-domain structure,
with a N-terminal domain forming a four-helix bundle and a
structurally less well organized C-terminal domain (Figure 3b,
left) [32-34]. In solution, apoA-I appears to be more flexible
than in the crystalline state [35,36]. Based on analytical ultra-
centrifugation, viscometric, and fluorescence studies, its overall
shape has been described by a prolate ellipsoid with an axial
ratio of 5.5:1 [37,38]. Due to mutual interactions, the
C-terminal domain is kept in close proximity to the N-terminal
helix bundle, contributing significantly to the stability of the
lipid-free conformation [39]. Forster resonance energy transfer
(FRET) studies have indicated that the inter-domain distance in
solution is even smaller than in the crystal structure [39].
Figure 3b (middle) gives a crude depiction of the structure of
apoA-I in solution. On its surface, there are two rather extended
negatively charged patches (marked by blue arrows in
Figure 3b, right) that have been associated with the recognition
of the ATP-binding cassette transporter A1 (ABCA1) [34]. In
close vicinity to the larger patch, a small area of positive elec-
trostatic potential is visible, which would be favorable for the
interaction with our negatively charged NPs (red arrows in
Figure 3b). By attaching with this patch to the NP surface, the

Kb (UM) n Nmax

99+47 09+0.2 27+3

140 £ 60 1.0+£0.3 52+10
0.021 £ 0.003 14+0.2 65+3
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Figure 3: Structural depictions of (a) HSA, (b) apoA-I and (c) apoE4. Left column: Cartoon representations of HSA (protein data bank accession (pdb)
code 1A06), apoE4 (pdb code 1GS9) and apoA-I (pdb code 2A01). For apoE4, only the structure of the 22-K domain (4-helix bundle) has been
solved. Center column: Simplified representations of the proteins including approximate dimensions (in nm). Right column: Space-filling models
colored to indicate their surface electrostatics at pH 7.4 (blue: negative potential, red: positive potential; range from -5 kgT/e to +5 kgT/e; calculated

online at http://kryptonite.nbcr.net/pdb2pqr/ [31]).

apoA-I molecules are expected to form a layer of ~4-5 nm
thickness, which is in good agreement with our experimental
findings (Figure 2b). The protein corona consists of on the order
of 50 apoA-I molecules (Table 1).

Human apoE4 is another member of the family of soluble
apolipoproteins [26]. The 34 kDa protein preferentially binds to
very low-density lipoprotein (VLDL) and intermediate-density

lipoprotein and has a high affinity for the low-density lipopro-
tein (LDL) receptor. Similarly to apoA-I, apoE4 also has two
structural domains (Figure 3c, left), a N-terminal elongated
four-helix bundle and a C-terminal, highly a-helical domain of
yet unknown structure [40]. Recently, it was reported that
apoE4 is not globular but, similar to apoA-I, ellipsoidal, with an
axial ratio of ~7:1 [41]. A salt bridge between Arg61 in the
N-terminal domain and Glu255 in the C-terminal domain
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presumably stabilizes an extended helical structure at the
C-terminus to support the interaction with large VLDLs [26,42].

Adsorption of apoE4 causes the largest increase in Ry for the
three proteins studied here, by ~6 nm (Figure 2¢, Table 1).
Unlike the other two proteins, apoE4 has an extended, positive-
ly charged surface patch on its N-terminal domain that seems
predestined to bind to the negatively charged NPs (Figure 3c).
Related to the assumed position of the C-terminal o-helix, the
patch is located almost on the opposite side of the four helix
bundle, as indicated in Figure 3¢ (right). An electron paramag-
netic resonance study of apoE4 has implied that the C-terminal
domain forms a long a-helix that is arranged parallel to the
helix bundle at a distance of ~2 nm [43]. If we assume that the
four-helix bundle of apoE4 lies flat on the NP surface, binding
with its positively charged patch, and if we add the typical
diameter of a single a-helix separated by 2 nm, we obtain an
overall thickness of 5-6 nm for the protein corona, which
closely matches the observed ARy (Figure 2c, Table 1). About
65 apoE4 molecules will attach to the NP upon complete forma-

tion of the protein corona (Table 1).

Protein binding affinity

The apolipoproteins differ in their binding affinities for the
negatively charged FePt NPs by almost four orders of
magnitude, with K'p (apoE4) = 0.021 £ 0.003 pM and
K’p (apoA-I) = 140 + 60 uM (Table 1). HSA has an intermedi-
ate K'p 0of 9.9 + 4.7 uM. The affinities can be correlated with
the surface potentials. The high affinity of apoE4 to the nega-
tively charged NPs most likely arises from Coulomb interac-
tions involving the large patch of positive charge of apoE4
(Figure 3c). The positively charged patch on the HSA surface is
less pronounced (Figure 3a) and, consequently, the binding
affinity is greatly reduced. For apoA-I, there is only a weak area
of positive surface potential (Figure 3b), consistent with the low
affinity toward the NPs.

For HSA binding to FePt NPs, we have previously reported a
Hill coefficient n < 1 [11], which is indicative of anti-coopera-
tive binding, meaning that the binding affinity effectively
decreases as more HSA molecules adsorb onto the NPs. This
finding can be explained by mutual repulsion of the HSA mole-
cules on the NP surface. Note that HSA exists in blood serum in
high concentrations and, thus, should not have a tendency to
aggregate. For apoA-I, we found » = 1, the non-cooperative
case, whereas apoE4 was observed to bind to the NPs in a
cooperative manner, with n = 1.4. This result may be related to
the known tendency of apoE4 to form oligomers in solution
[41]. Apparently, apoE4 molecules have interfaces by which
they can mutually exert attractive interactions. Consequently, a

cooperative effect of apoE4 binding to NPs can be explained by
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the additional stabilization of an apoE4 molecule on the NP in

the presence of a neighboring apoE4 molecule.

Conclusion

By using 2fFCS, we have quantitatively analyzed the adsorp-
tion of three blood serum proteins onto FePt NPs. All three
proteins gave rise to a well-defined increase in NP size upon
binding. The thickness of the protein corona can be related to a
particular orientation of the protein, based on the knowledge of
its molecular structure. For apolipoproteins, this result is rather
intriguing because they are very flexible and are known to
undergo large structural changes upon lipid binding [44]. We
have shown that the widely different binding affinities of the
three proteins can be related to the presence of positively
charged surface patches on the proteins. It is unlikely that the
surface charge distribution will be similar if the protein struc-
ture changes markedly upon binding. Consequently, the obser-
vation of positively charged patches on the proteins, which
appear to mediate the interaction with our negatively charged
NPs, further supports our view that the apolipoproteins do not
significantly change their structures upon NP binding.
However, the evidence from 2fFCS presented here is rather
indirect. In future studies, we shall employ more structure-
specific spectroscopic methods such as single-particle FRET,
which may yield more detailed insights into the structural prop-

erties of the protein corona surrounding NPs.

Experimental

Sample preparation

FePt NP cores were synthesized according to published proto-
cols [45] and coated with an amphiphilic polymer synthesized
from dodecylamine and poly(isobutylene-a/-maleic anhydride).
They carry carboxylic acid groups on their surfaces, making
them water-soluble. The polymer shell was labeled with the
amino-modified fluorescent dye DY-636 (Dyomics, Jena,
Germany).

2fFCS measurements were performed in PBS buffer, pH 7.4
(Dulbecco’s PBS without Ca?" and MgZ", PAA Labs, Célbe,
Germany). All proteins were purchased from Sigma
(Sigma—Aldrich, St. Louis, MO). NP solutions at (1 £ 0.5) nM
were mixed with equal volumes of solutions containing the
proteins at varying concentrations. Because of the high affinity
of apoE4 to the FePt NPs, the NP concentration was reduced to
(0.1 +£ 0.05) nM to ensure that only a small fraction of apoE4
proteins was bound to the NPs even at the lowest protein
concentrations studied. All protein solutions were prepared by
repeated dilution of a single stock solution. The apoE4 dilution
series was prepared 2 h before mixing with the NPs to allow the
sample to equilibrate between monomers and oligomers [41].

The experiments with apoA-I were limited to below 300 uM
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because of aggregation problems at higher concentrations. The
lack of data in the high-concentration range (Figure 2b) was
compensated by enhanced data statistics at the lower concentra-
tions. The NPs were incubated with the proteins for 10 min

prior to the measurement.

2fFCS setup

The 2fFCS setup is based on a time-resolved confocal
microscopy system (Microtime 200, PicoQuant, Berlin,
Germany). Instead of using a single excitation laser, the light
from two identical, orthogonally polarized pulsed 640 nm diode
lasers (LDH-P-C-640B, Picoquant, Berlin, Germany) was
combined by a polarizing beam splitter (Figure 4). The lasers
were pulsed alternately, each with a repetition rate of 20 MHz,
so that the time lag between successive pulses was 25 ns and,
thus, much longer than the fluorescence lifetime of the DY-636
dyes (~0.5 ns [46]). Both lasers were coupled into a polariz-
ation retaining optical fiber. After exiting the fiber, the light was
again collimated into a parallel light beam consisting of a train
of laser pulses with alternating orthogonal polarizations. The
beam was passed through a dichroic mirror (470/635 nm) and
then a Nomarski DIC prism (U-DICTHC, Olympus, Hamburg,
Germany), which deflects the laser pulses into two different
directions, according to their polarization, into the objective
(UPLSAPO 60XW, Olympus) of the inverted microscope
(IX71, Olympus). Two overlapping excitation foci (Figure 4)
were generated in the sample, with a lateral shift of 404 nm in
our setup. The fluorescence light was collected by the same
objective and passed through the prism and the dichroic mirror.
After the pinhole (150 um), the light was collimated, split and
focused onto two avalanche photodiode (APD) detectors
(SPCM-AQR-13, Perkin Elmer, Rodgau, Germany). A single-
photon counting card (HydraHarp 400 picosecond event timer
und TCSPC module, PicoQuant) recorded the detected photons
with picosecond time resolution, so that the photons could be
assigned unambiguously to the excitation in one or the other of
the two foci. Autocorrelation functions for each detection
volume as well as cross-correlation functions between the two
detection volumes were calculated from the photon arrival time
traces.

Data collection

For data collection, a few microliters of the sample solution
were placed between two standard microscope cover slips sep-
arated by a 200 pm thick mylar foil with a 1 mm wide channel
for the sample solution in the middle.

Samples were illuminated continuously for 8 min, with the
power of each laser adjusted to 3 pW. For NP concentrations of
1 nM (0.1 nM), ~10,000 (1,000) single molecule bursts were
analyzed. The temperature was measured during the experi-
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Figure 4: Schematic of the 2fFCS system. DM: dichroic mirror; BS:
beam splitter; PBS: polarizing beam splitter; APD: avalanche photo
diode; P: pinhole.

ments and accounted for in the determination of the diffusion
coefficient, D, according to the Stokes—Einstein relation,

kT

Ry = s
=D ©)

with hydrodynamic radius Ry, Boltzmann constant kg, tempera-
ture 7, and viscosity 7. Three independent series of measure-
ments were taken and averaged.

Data analysis

In conventional FCS, the MDF is typically approximated by a
three-dimensional Gaussian profile. However, this assumption
is rather crude. In 2fFCS, data fitting is facilitated by a new,
semi-empirical two-parameter model describing the MDF [25].
In each lateral (x,y-)plane along the optical axis, z, the MDF is,
for both foci, modeled by a two-dimensional Gaussian function,
U(x,y), of width w(z) and amplitude x(z)/w?(z),
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In these equations, Aey. and A¢py, are the excitation and the center
emission wavelengths, respectively; #n is the refractive index of
the immersion medium and a is the radius of the confocal aper-
ture divided by the magnification. Ry and wq are a priori

unknown model parameters that are determined by the fit.

As the emitted photons are registered as a function of time, they
can be assigned to one of the two foci. Therefore, three correla-
tion functions can be calculated from the data from each of the
two foci, that is, the two auto-correlation functions and the
cross-correlation function. Actually, a cross-correlation between
two detectors is also performed to calculate the autocorrelation
functions, so to avoid afterpulsing artifacts of the APDs. All
three correlation functions are fitted globally, according to

g165C | oo 0 (20 (2
g(t,6) =122 }_L dzlL dz, (21) (2)2
4 N Dtd-> ® T 8Dt+w(z1)+w (z5)
11)
(z -2 252
xexp| — _ 5 . .
4Dt 8Dt +w () +w (25)

The coefficients ¢ and ¢, take the proper weighting of the two
polarization channels, due to the different excitation powers and
detection efficiencies, into account. For the auto-correlation
curves, the spatial separation of the two foci, J, is set to zero,

and g)¢, is replaced by &;2 or &,2.

The correlation analysis was performed with the SymphoTime
software (PicoQuant). FCS experiments are notoriously sensi-
tive to the presence of large aggregates, therefore, those parts of
the time traces that showed excessively high intensities were
excluded from the correlation analysis. Changes in viscosity
due to the increasing protein concentration were taken into
account by using a linear approximation for the contribution of
the solute to the solution viscosity, based on the intrinsic
viscosity of HSA of 4.2 cm3/g, as specified by the supplier
(Sigma—Aldrich, St. Louis, MO), and of apoA-I (9.2 cm?/g)
[47]. The viscosity change due to apoE4 has, to the best of our
knowledge, not yet been determined. However, the viscosity
effect of apoE4 is minimal in our experiments because its high

affinity to the NPs required the use of lower concentrations.
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The geometric and electronic structure of the metal-molecule interface in metal/molecule/metal junctions is of great interest since it

affects the functionality of such units in possible nanoelectronic devices. We have investigated the interaction between water and a

palladium monolayer of a Au(111)/4-mercaptopyridine/Pd junction by means of DFT calculations. A relatively strong bond

between water and the palladium monolayer of the Au/Mpy/Pd complex is observed via a one-fold bond between the oxygen atom

of the water molecule and a Pd atom. An isolated H,O molecule adsorbs preferentially in a flat-lying geometry on top of a palla-

dium atom that is at the same time also bound to the nitrogen atom of a Mpy molecule of the underlying self-assembled monolayer.

The electronic structure of these Pd atoms is considerably modified which is reflected in a reduced local density of states at the

Fermi energy. At higher coverages, water can be arranged in a hexagonal ice-like bilayer structure in analogy to water on bulk

metal surfaces, but with a much stronger binding which is dominated by O—Pd bonds.

Introduction

Recently, an elegant electrochemical method for the metaliza-
tion of molecular layers assembled on surfaces has been estab-
lished [1]. Within the procedure, a solution containing metal
cations is brought into contact with a self-assembled monolayer
(SAM) consisting of organic molecules on a metal substrate,
thus forming metal cation/molecule complexes. Then the

cationic solution is exchanged with a cation-free electrolyte,

and the cation/molecule complexes are reduced under potential
control resulting in a metal layer on top of the SAM. The appli-
cation of this technique led recently to the preparation of
various metal/SAM/metal junctions on Au(111) electrodes,
involving SAMs formed by 4-mercaptopyridine (Mpy) [1],
4-aminothiophenol (ATP) [2], thiazole [3], or 1,4-dicyanoben-
zene [4] molecules covered by monolayers of Pd [1], Pt [5], or
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Rh [6], respectively. In addition, further progress extended the
limits of the method towards the preparation of a prototypical
Au/Mpy/Pd/Mpy/Pt double decker junction [7].

These achievements can eventually open the way towards the
rational design of future bionanoelectronics in which the
organic (molecule) and inorganic (metal) units will communi-
cate with each other. Yet, there are many fundamental ques-
tions open with respect to the factors that play a crucial role in
the preparation, characterization, and operation of metal/SAM/
metal junctions. Among those, the elucidation of the micro-
scopic structure of the metal-molecule interface is of particular
importance since it influences the functionality of possible
devices to a large extent. The knowledge about the metal-mole-
cule contact on an atomic level is still limited because of the
considerable complexity of this hybrid system which makes the
experimental clarification of microscopic details rather difficult.
Here the combination of experimental approaches together with
modern methods of quantum chemistry might help to shed light
on the microscopic structure of the constituents of the contacts
[2,7-9].

The structure of the Pd layers prepared on Au/Mpy and Au/ATP
SAMs was recently the subject of several experimental and
theoretical studies [7-12]. Experimental ultraviolet photoelec-
tron spectroscopy (UPS) revealed a relatively large reorganiza-
tion of the valence band of the palladium monolayer with
respect to bulk Pd [7,8]. For both the Mpy- and the ATP-SAM
the density of states (DOS) of the Pd monolayer was found to
be significantly reduced at the Fermi level with the maximum of
the DOS shifted to about —1.8 eV below the Fermi energy.

Two possible scenarios have been considered as an explanation
for the observed DOS of the palladium layers. Either the DOS
might be modified due to the strong SAM-Pd interaction, or
additional species from the liquid environment bound to the Pd
layer could affect the Pd DOS [7,10,12]. In the case of SAMs
formed by ATP molecules, periodic density functional theory
(DFT) calculations of the bare Au/ATP/Pd junction, assuming a
(\3x+/3) structure of the ATP molecules, were able to repro-
duce the experimentally observed downshift of the Pd DOS
reasonably well [2,12] under the assumption that the amino
groups of the ATP molecules become dehydrogenated upon the
metalization. The isolated nitrogen atom of the dehydrogenated
amino group interacts strongly with three Pd atoms thus causing
the strong modification of the DOS.

In the case of the Au/Mpy/Pd junction, on the other hand, the
DFT calculations for the bare system only yield a negligible
downshift of the DOS [10], in contrast to the experimental
results. The nitrogen atom of the Mpy molecule that is part of
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the aromatic ring interacts directly with only one atom of the Pd
layer. The DOS of the Pd atoms not bound to the nitrogen atom
remains rather bulk-like such that no significant reduction of the
DOS at the Fermi level results. Only upon the consideration of
additional adsorbents, such as sulfur, nitrogen, thiolates,
amines, or H on the Pd layer, can a downshift of the DOS in
agreement with the experiment be obtained in the calculations
[12]. However, there is no clear experimental evidence yet with
respect to the presence of these adsorbates on the Pd layer.
Hence it is fair to say that the reason for the strong downshift of
the Pd DOS in the Au/Mpy/Pd junction is still unclear.

The electrochemical metalization of the SAMs occurs in the
presence of an aqueous electrolyte. In order to obtain a
complete understanding of the factors influencing the geometric
and electronic structure of the Au/Mpy/Pd junctions, it is impor-
tant to clarify the role of the water—palladium interaction on the
properties of the metal layer. Furthermore, under ambient
conditions there is always a certain concentration of water
molecules, and hence an understanding of the water—metal layer
interaction is of interest from the point of view of future appli-
cation of these junctions as electronic devices.

There have been numerous studies addressing the properties of
water—metal interfaces, both from an experimental as well as
from a theoretical point of view [13-21], but there are still ques-
tions remaining. For example, it is not clear whether water at
close-packed metal surfaces is crystalline or liquid at room
temperature [19]. Again, progress in the clarification of struc-
ture benefits from a close collaboration between experiment and
theory [22-24].

According to DFT calculations, the interaction between water
and flat metal surfaces is relatively weak [16,18]. For example,
the energy gain upon the adsorption of a HyO monomer on
Pd(111) is about —0.33 eV [18]. Single HyO molecules on metal
surfaces preferentially occupy top site positions creating a one-
fold oxygen—metal bond, with O—H bonds oriented parallel to
the surface [25]. Layers of water on (111) metal surfaces are
traditionally assumed to be arranged in an ice-like hexagonal
bilayer structure with every second water molecule bound to the
metal surface via the oxygen atom. The other water molecules
have one hydrogen atom either pointing away from the surface
(Hyp) or towards the surface (Hgown)- In such an arrangement
the adsorption energy related to one H,O in the gas phase is
higher compared to the adsorption energy of a single water
molecule, e.g., for the Hygwy structure on Pd(111) it is —0.56 eV
per molecule. However, the dominating contribution is coming
from intermolecular hydrogen bonds rather then from
water—molecule interactions [16,18]. Consequently, because of

the rather weak metal-water interaction the electronic structure
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of the metal substrate remains almost unaffected upon the water
adsorption [26]. On the other hand, the adsorbed water bilayers
become strongly polarized which leads to a significant work
function change upon water adsorption on more strongly inter-
acting transition metal surfaces such as, e.g., Pd/Au(111) [19].

In this paper, we use periodic DFT calculations to focus on the
interaction of water molecules with the palladium monolayer
prepared on a 4-mercaptopyridine SAM on Au(111), forming a
Au/Mpy/Pd/H,0 complex. We determine the stability of an
isolated water molecule, as well as of a water layer arranged in
a hexagonal bilayer, at the preferential adsorption sites on the
densely packed palladium monolayer of the Au/Mpy/Pd system.
In addition, we concentrate on the structural and electronic
modification of the Au/Mpy/Pd complex upon water adsorption.
In particular we will discuss the character of the palladium local
density of states (LDOS) in the presence of water and compare
the findings with experimental UPS spectra of the corres-
ponding system.

Results and Discussion

Before addressing the water adsorption on the Au/Mpy/Pd junc-
tion, we will first briefly discuss the structural details of the
bare (1/3x+/3)R30° Au/Mpy/Pd complex. This structure was
adopted as the initial configuration for all geometry optimiza-
tions of the complexes with water. In this structure, there is one
Mpy molecule and three metal atoms per layer in the unit cell.
Mpy molecules are bound to the gold substrate via a two-fold
S—Au bond at the near-bridge fcc site, which was previously
determined as the most stable site of the molecule in the
(\3x~/3)R30° structure on the Au(111) surface [27]. Note that
the plane of the Mpy aromatic ring is tilted by 34° with respect
to the Au(111) surface normal. The connection between the
Mpy molecule and the densely packed palladium monolayer is
realized via a one-fold N-Pd bond. In such an arrangement, one
palladium atom is located directly above the nitrogen atom with
a N-Pd distance of ~2.09 A whereas the other two palladium
atoms in each unit cell do not directly interact with the SAM.
In the following, the two Pd species are distinguished
with the former type denoted by Pdy, and the latter by Pd,, res-
pectively.

We will first consider a single HyO molecule within the
(\3x~/3)R30° unit cell to elucidate the interaction between a
water monomer and the palladium layer of the Au/Mpy/Pd
complex. This corresponds to a water coverage (0,,,,) of 1/3 of
a monolayer (ML) in which individual H,O molecules are rela-
tively isolated from each other and do not form intermolecular
hydrogen bonds. In the second step we add another H,O mole-
o t02/3 ML. As a conse-
quence of the higher density, the water molecules form a

cule to the layer thus increasing ®
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hydrogen-bonded ice-like bilayer structure which is well-known
from theoretical studies of water layers on close-packed hexag-
onal transition metal surfaces [18,19]. In this structure, every
second H,O molecule is in a parallel configuration with respect
to the metal surface, forming bonds via the oxygen atom to one
metal atom, while the other set of H,O molecules are oriented
with one hydrogen atom pointing either down or up, depending
on the specific metal substrate.

Structure of water on the Au/Mpy/Pd junction

Two types of water orientation were considered as the starting
geometry of the structure optimization of a single H,O mole-
cule on the Au/Mpy/Pd surface. First, we set the initial condi-
tion for the adsorption geometry of a HyO monomer on bulk
Pd(111), in which the oxygen atom is at the top site 2.28 A
above the surface with the O—H bonds oriented parallel to the
surface [18]. The top site of both types of palladium atoms Pdy,
and Pd,, was considered as the starting adsorption position. In
addition, an initial water structure with one O—H bond oriented
towards a palladium atom (Hgowy structure) was also used in the
structure optimization since this structural motive is present in

water bilayers on metal surfaces [18,19].

Only one stable position with an isolated H,O molecule located
at the top site of the Pdy, atom was found within the Au/Mpy/Pd/
H;,0 complex. The optimized structure is depicted in Figure 1.
The geometry parameters of the most stable configurations
together with the corresponding adsorption energies are listed in
Table 1. The energy gain (—E,q4s) upon adsorption of a single

Figure 1: Top view of the optimized structure of a single H,O mole-
cule on the palladium monolayer of the (JEX \/§)R30° Au/Mpy/Pd
complex.
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Table 1: Optimized geometry parameters and adsorption energies of a HoO monomer and a H,O hexagonal bilayer on a Au/Mpy/Pd contact within a
(ﬁxﬁ)R30° geometry. The O—Pdy, value refers to the water molecule bound via the O atom to Pd, and the H-Pd,, distance is given for the Hyown

atom in the water bilayer. E,qs is the energy gain per H,O molecule upon adsorption with respect to a HoO molecule in the gas phase.

N-Pd,
Au/Mpy/Pd 2.09
Au/Mpy/Pd/H,0 2.01
Au/Mpy/Pd/(+/3 x~/3 )H20 2.02

H,0 molecule on the bare Au/Mpy/Pd system is about 1.060 eV
indicating a rather strong interaction in contrast to the relatively
weak interaction between H,O and the (111) surfaces of tran-
sition metals [18,19]. Compared to water on bulk Pd(111), the
O-Pd bond is shorter by about 0.12 A. Interestingly, in this
adsorption configuration the Pdy, atom is involved in two cova-
lent bonds, to the HyO molecule on the upper side through an
O-Pd bond and to the Mpy-SAM through a N-Pd bond on the
bottom side. Usually one would assume that the Pd atom that
does not participate in the bonding to the SAM would show the
stronger binding to additional adsorbates. Note that the N-Pd
bond is only negligibly shortened with respect to the situation in
the bare Au/Mpy/Pd complex. The water molecule assumes a
flat configuration with the O—H bonds oriented parallel to the
surface. The O—H bond is only slightly elongated by 0.02 A and
the H-O-H angle is negligibly reduced by 1.4° with respect to
that for H,O in the gas phase.

In order to check whether this is a consequence of the lowered
coordination of the Pd atoms in the monolayer, or of the
changes induced by the N-Pdy, interaction, we considered a
free-standing palladium (111) monolayer using a (3 X 3) unit
cell. Within this model, we first calculated the interaction of an
isolated HyO molecule with the bare monolayer (Pdmonolayer/
H,0), i.e., without any attached Mpy molecule. Interestingly
enough, we obtained an adsorption energy of —0.34 eV with an
O-Pd bond distance of 2.28 A, which is similar to the situation
for HyO/Pdypyx (111) [18], and this means that the water
bonding to a free Pd(111) layer is weaker than that to a Pd layer
deposited on the Mpy-SAM.

We extended the model by considering the additional adsorp-
tion of pyridine (Pyr) molecules on the other side of the Pd
layer. This was motivated by the assumption that Pyr binds to
Pd in the same way as Mpy since the sulfur head group of Mpy
hardly affects the N-Pd contact. Upon the attachment of an
up-right standing pyridine molecule to the Pd monolayer, with
the water molecule adsorbed at the other side, the water adsorp-
tion energy was lowered to E,gs = —1.10 eV, i.e., the water

binding became stronger, and the O—Pd;, distance decreased to

distances A E.4s (V)
0-Pdy, H-Pdp,
212 -1.060
2.14 1.96 -0.837

2.11 A. Note that the optimized N—Pd bond length in this con-
figuration is about 2.03 A. This means that indeed the presence
of a N-Pd}, bond leads to a stronger binding of water to the
same Pdy, atom. The isolated H,O molecule was also placed on
top of the Pd,, atom neighboring the Pd;, atom that was involved
in the interaction with the pyridine molecule. Surprisingly, this
structure turned out to be unstable, and not even meta-stable,
because of the strong attraction of the water molecule to the Pdy,
atom.

In the next step we added a second water molecule on top of the
Pd layer of the (v/3 x~/3)R30° Au/Mpy/Pd structure to complete
the ice-like water bilayer (HyOpex) and examined the inter-
action between this water bilayer and the Au/Mpy/Pd contact.
The optimized geometry of this system is illustrated in Figure 2.
There are two sets of H;O molecules within the bilayer. In the
optimized structure the first type of water molecule (HyOp_pq)
is located at the top site above the Pd, atoms in a geometry
similar to the one of a single H,O molecule on Au/Mpy/Pd
(Table 1). Both H atoms of this HyOp_p4 molecule are involved
in hydrogen bonds (H-bond) to two water molecules of the
second type. In those H,O molecules, only one hydrogen atom
forms a H-bond to one HyOg_pgq molecule, whereas the second
H atom is directed towards one Pd,, atom with a Pd—H distance
of 1.96 A, corresponding to the Hygyy Structure. Surprisingly,
the Hyp configuration is not stable on the Au/Mpy/Pd system.
Consequently, there are three inequivalent Pd atoms within the
monolayer: (i) The Pdy, atom directly interacting with the O
atom of the H,O molecule and the N atom of the Mpy mole-
cule, respectively, (ii) the Pd,, atom interacting with the H atom
of the second H,0 molecule, and (iii) the noninteracting Pd,
atom located in the middle of the hexagonal ring of the water
bilayer.

The adsorption of H,O molecules forming a HyOpex water
bilayer on the Au/Mpy/Pd junction is less favorable than the
adsorption of an isolated HyO monomer (Table 1), by about
~0.22 eV per molecule. This is surprising since usually the
attractive water—water interaction through intermolecular

hydrogen bonds contributes significantly to the stability of
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Figure 2: Side (a) and top (b) view of the optimized structure of water hexagonal bilayer on the palladium monolayer of (\/5 x \/§)R30° Au/Mpy/Pd
complex.

water layers on metal surfaces [16,18]. However, it has to be
noted that there is no way to uniquely decompose the two
contributions to the water adsorption energy since the strengths
of the water—metal and the water—water bonding are not inde-
pendent of one another [16]. Still, qualitative trends can be
deduced when the adsorption energy of the water bilayer on the
Au/Mpy/Pd complex is compared with the energy gain upon the
formation of a free-standing water bilayer (i.e., without a metal
substrate) in the geometry of the adsorbed HyOpy bilayer on
the Au/Mpy/Pd complex. Note that the latter energy contribu-
tion is entirely due to the H-bond formation.

The energy gain upon the assembly of a free-standing relaxed
water bilayer, within the used unit cell, amounts to ~0.37 eV per
H,0 molecule. Using the geometry of the HyOp¢y bilayer on the
Au/Mpy/Pd complex reduces the energy gain to ~0.20 eV as a
consequence of the significant internal reorganization of the
molecules in the bilayer upon the interaction with the Pd
surface. Furthermore, in the bilayer not all water molecules are
adsorbed in the optimal configuration as far as the water—metal
bond is concerned, since only every second water molecules is
bound via the oxygen atom to the metal. These two effects,
reduced water—water attraction and non-optimal water adsorp-
tion configuration, together with a strong, dominating water
metal bond, make the adsorption of isolated molecules
energetically more favorable than the adsorption of the water
bilayer, in contrast to bulk metal surfaces where the major
contribution to E,q4s appears to come from the intermolecular
H-bonds [16,18].

Note furthermore that using a (+/3 x+/3)R30° periodicity implies
rather strict boundary conditions to the possible structures, e.g.,
it favors a hexagonal symmetry of the H,O layers. In order to
estimate the consequences of these geometry restrictions, we
additionally considered a Pd monolayer using a (3 % 3) unit cell
with three pyridine molecules placed at the positions corres-
ponding to the (4/3x+/3)R30° structure, i.e., we considered a
(3 x 3) Pyr/Pdionolayer’H2Onex complex. By removing the pyri-
dine molecules, the interaction between a pure Pdyonolayer and a
water bilayer was also examined.

We found no difference in the structural and energy parameters
between the Pyr/Pdmonolayer/H20nex and the Au/Mpy/Pd/
H,Opex systems with respect to the water structure, i.e.,

E,qs = —0.85 eV and the O—Pd and H-Pd distances of 2.14 and
1.93 A, respectively, remained basically unchanged. The
H-bond contribution to E,4s is about —0.22 eV, similar to that in
the (/3 x+/3)R30° unit cell. Upon removal of the Pyr molecules
the H,O layer became significantly relaxed. The O—Pd distance
increased to 2.35 A, but the Pd—H bond of 1.97 A became only
slightly elongated. Correspondingly, E,qs decreased to
—0.51 eV, but, the energy of the H-bonds only changed by a
small amount to —0.29 eV. Note that within the Pdyonolayer /
HOpex structure the Hy;, water bilayer configuration turns out
to be a local minimum, i.e., it becomes meta-stable, but it is still
about 0.3 eV less stable than the Hyqyp arrangement.

Apparently, the stronger binding between the water molecules
and the palladium monolayer deposited on top of the SAM
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compared to water on bulk metal substrates is due to the pres-
ence of the Mpy molecules binding to Pd from the bottom side.
The fact that the palladium atoms in the (111) monolayer are
less coordinated than the Pd atoms in a (111) surface appar-
ently plays a minor role for the stability in the water complex.
AD initio molecular dynamics simulations showed that at room
temperature the hexagonal water bilayer structure on bulk metal
surfaces becomes disordered [19], but it may persist on the Au/
Mpy/Pd junction because of the higher stability of the H,O
layer, which is not governed by intermolecular H-bond interac-
tions. Still, it could strongly depend on the structure of the
molecules in the SAM on which the Pd layer is deposited.

Note that so far we have only considered situations in which the
lateral lattice constant of the Pd layer is dictated by the period-
icity of the Au(111) substrate. However, it is fair to say that the
Pd-Pd distance in the real system is not known, because in the
scanning tunneling microscopy (STM) measurements the lateral
distances could not be exactly calibrated [8]. It might well be
that the Pd layer is not commensurate with the Au(111) sub-
strate. A modified Pd—Pd spacing would of course influence the
strength of the O—Pd bonds [28-30] and the H-bonds within the
bilayer and thus affect the stability of the H,O layer on the Pd
monolayer. In order to check the effect of varying the Pd—Pd
distance on the stability of the H,O/Pd complex we changed the
lateral constant of the (3 x 3) structure in a systematic fashion to
cover Pd-Pd distances from 2.65 A to 2.95 A. The lower limit
with a Pd-Pd distance of 2.65 A corresponds to that for the
optimized free-standing Pd monolayer [8], whereas the upper
limit of 2.95 A is the nearest-neighbor distance in bulk Au,
which has been used in the calculations of the whole junction.
The total adsorption energies together with the energy contribu-
tion coming from the H-bonds for the H,O bilayer, either (i)
free-standing (without a Pd monolayer), or (ii) interacting with
the bare Pd monolayer, or (iii) interacting with the Pyr/Pd com-
plex, are plotted in Figure 3.

The water adsorption energy E,4s in a bilayer on the Pyr/
Pdionolayer complex decreases slightly with decreasing Pd-Pd
distance, by about 0.06 eV per 0.1 A. At the same time, the
stabilization energy of the free-standing H,O bilayer coming
from the H-bonds increases by only about 0.015 eV per 0.1 A,
thus remaining almost constant in the range of the considered
lattice constants.

Hence it is not surprising that in the Pyr/Pdpyonolayer/H2Onex
system the energy contribution coming from H-bonds remains
practically constant, being about 0.2 eV smaller than the stabi-
lization energy of the pure H,O bilayer. This means that a
change of E,4s upon a variation of the Pd—Pd lattice spacing is

almost entirely due to the modification of the O—Pd interaction
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Figure 3: Adsorption energies E,qs of the water bilayer together with
the contribution originating entirely from H-bonds Ey_pong obtained
within a (3 x 3) unit cell as a function of the Pd—Pd distance from 2.65
A'to 2.95 A, which are the nearest-neighbor distances in a free Pd
monolayer and in bulk Au, respectively. The latter value has been used
in the calculations of the full junction. Water in the bilayer structure is
adsorbed on the (3 x 3) Pd monolayer without (Pd/H,0) and in the
presence of pyridine molecules attached to the bottom side of the Pd
layer (Pyr/Pd/H20). The H-bond energy contribution of a free-standing
H20 bilayer (H20) without Pd was added as a reference.

strength. Since this dependence is also rather weak, there should
only be a small influence of the Pd lattice spacing on the
stability of the water bilayer on the Au/Mpy/Pd junction.

Electronic properties of the Au/Mpy/Pd/H,0

complex

The stabilization of the water adsorption on the Pd layer by the
interaction with the underlying SAM is a rather surprising
result, because usually one would assume that a higher coordi-
nation of the Pd atoms would lead to a smaller binding strength.
In order to elucidate the nature of the Nypy—Pd,—Oy, bonding
and its effect on the electronic structure of the Au/Mpy/Pd junc-
tion we determined the local density of states (LDOS) of the
species involved in the complex formation, namely nitrogen,
Mpy, oxygen, and palladium. The spectra of the various atoms
are plotted in Figure 4.

As evident from Figure 4, the electronic structure of the Pdy,
atom is considerably modified upon the formation of the
N-Pd-O bonding complex compared to the LDOS of the non-
interacting Pd,,. The latter LDOS is in fact rather close to that of
a bare Pd monolayer (e.g., [8]). The Pd}, atom exhibits a signifi-
cant reduction of the LDOS near the Fermi energy, whereas the
small change of the LDOS of the Pd, atom indicates that the
effect of the Nyjpy—Pd,—Oy, bond is rather localized.

Figure 4 indicates furthermore that there is a hybridization

between Npppy, Oy, and Pdy, states (marked by the arrows in
Figure 4) leading to three separated peaks localized at —4.46,
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Figure 4: Local density of states (LDOS) of the Au/Mpy/Pd/H,0O com-
plex at a water coverage of ®H20 = 1/3 ML. Plotted, from the top, is
the LDOS of the Pd}, atom bound to the nitrogen atom of 4-mercap-
topyridine and the oxygen atom of the water molecule, of the Pd,, atom
not interacting with any molecules, of the nitrogen atom (N) of the
4-mercaptopyridine molecule, and of the oxygen atom of the water
molecule (O). The bonding states between Pdy, N, and O atoms are
marked with arrows.

—5.56, and —6.98 eV below Ey. As a further consequence, the
Pdy LDOS close to the Fermi level is reduced, and the
maximum of the Pdy, LDOS is shifted to about —2.35 eV
below FEj.

Such a strong change of the density of states also indicates a
substantial charge transfer between the involved constituents.
This is illustrated by the charge density difference isodensity
surfaces shown in Figure 5, which correspond to the difference
between the charge density of the interacting Au/Mpy/Pd/H,O
complex and the sum of the charge densities of the isolated Au/
Mpy, Pd, and H,O subsystems in the same configuration. There
is a strong charge rearrangement along both the N-Pdy, and
Pdp—O bonds indicative of the covalent character of the bonds.
The calculated patterns suggest a hybridization between the p,
orbitals of Nypy and Oy, and the dz2 orbital of the Pdy, atoms
upon the formation of the Nypy—Pdp—~O contact with z being the
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Figure 5: Charge density difference in an isodensity representation
calculated as the difference between the charge density of the Au/Mpy/
Pd/H,0 complex and the sum of the charge densities of the Au/Mpy,
Pd, and HyO subsystems. Blue and red surfaces depict the region of
charge accumulation and depletion, respectively. The selected
surfaces correspond to the charge isodensity of 0.016 e/A3 and

-0.044 e/A3 encapsulating the total charge of 0.44 and —0.44 e, res-
pectively.

coordinate along the surface normal. However, the regions of
the charge depletion are relatively localized in the region of the
covalent bonds, and Figure 5 also reveals a diffuse charge accu-

mulation around the non-bonding Pd, atoms.

In order to get a more quantitative picture of the charge redistri-
bution within the molecule/metal complex, we performed a
Bader analysis [31,32]. To estimate the influence of water on
the charge transfer we compare the results of the system without
water (Au/Mpy/Pd) with the results for the system with
adsorbed water (Au/Mpy/Pd/H;0). The results are summarized
in Table 2.

Table 2: Bader analysis of the total electronic charge depletion/accumulation in the Au slab, the 4-mercaptopyridine molecule, the palladium layer (in
parenthesis: Charge localized on the Pdy, atom only), and the water layer (H,0) within the Au/Mpy/Pd, Au/Mpy/Pd/H,0, and Au/Mpy/
Pd/(\/gx \/§)H20 complexes. The partial charge excess/deficiency, in electrons (e), is defined relative to the uncharged subsystems.

Au
Au/Mpy/Pd +0.167
Au/Mpy/Pd/H,0 +0.161
Au/Mpy/Pd/(+/3 x~/3)H20 +0.158

Mpy Pd (Pdp) H20
-0.230 +0.062 (+0.232)
-0.268 +0.075 (+0.359) +0.032
-0.272 +0.130 (+0.354) -0.016
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In the bare Au/Mpy/Pd system without water adsorption, the
Mpy molecular layer sandwiched between the Au substrate and
the Pd monolayer becomes negatively charged. Consequently,
there is an electron deficiency at both metal electrodes. This
suggests a substantial polarization at both interfaces. The elec-
trons are transferred from Au to Mpy along the two-fold co-
ordinated S—Au bonds. This is completed by the additional elec-
tron transfer from Pd to Mpy via a single N-Pd;, bond. Closer
inspection of the charge distribution within the Pd layer (note
that the charge of the Pdy atom is listed in parentheses in
Table 2) reveals a substantial redistribution of the electron
density between the Pdy, and Pd,, atoms. Although there is a
charge deficiency of about 0.232 e on the Pdy, atom, the elec-
tron density on the two Pd,, atoms per unit cell is increased by

0.17 e clearly indicating an electron transfer from Pdy to Pd,,.

Upon the adsorption of a single H,O molecule on the Pd layer,
the accumulation of electrons at the Mpy molecule further
increases, but the electron depletion at the Au electrode remains
practically unaltered. This means that the S—Au bond is hardly
affected by the adsorption of water on the palladium layer. This
is also reflected in the length of the S—Au bond, which does not
change upon the water adsorption, remaining at 2.57 A. The
electron gain of Mpy due to the HyO—Pd—Mpy charge
transfer is accompanied by charge depletion on the H,O mole-
cule and a further polarization within the Pd layer through
charge transfer from Pdy to Pd,. This inner polarization
explains why a single H,O molecule does not form a
(meta-)stable structure on-top of the Pd,, atoms. The higher
electron density at the Pd,, atoms increases the Pauli repulsion
between the electron clouds of the closed-shell H,O molecule
and the Pd, atoms. As a consequence, Pd,, atoms would not be

covered by water molecules at low water coverage.

Although the character of the interaction between the oxygen
atom of the H,O molecule and the Pd,, atom is repulsive, the
interaction between the hydrogen atom of the H,O molecule
and the Pd, atom must be attractive since the H,O bilayer on
Au/Mpy/Pd is preferentially oriented in the Hyqyw, configur-
ation with the hydrogen atoms pointing towards the Pdy, atoms
thus forming Pd,—H bonds. Since the electron screening of the
hydrogen nucleus in the H,O molecule is partially weakened
due to the polarization of the O—H bond, the hydrogen atom can
then bind to the additional electrons on the Pd, atom. The elec-
tron density in fact shifts from the Pd,, atom to the H atoms of
the water molecule, which is suggested by the increased elec-
tron deficiency within the whole Pd layer upon the deposition of
the water bilayer. The charge at the Pdy, atom, however, remains
the same compared to the case of the adsorption of a single

water molecule on the Au/Mpy/Pd junction.
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Finally, we compare the calculated total DOS of the palladium
monolayer in the presence of various amounts of water with the
experimental UPS spectrum of the palladium layer in the Au/
Mpy/Pd system [8]. The DOS of the Pd monolayer in the Au/
Mpy/Pd junction with ®,,,, = 0, 1/3 ML (isolated H,0), and
2/3 ML (water bilayer) is plotted in Figure 6 together with the
experimental spectrum adopted from [8]. The theoretical results
should be compared to the calculated LDOS of the free-
standing Pd monolayer plotted in [8]. The results can be
summarized as follows: (i) Despite the strong interaction
between water and the Au/Mpy/Pd complex, the presence of
water induces only a negligible modification of the Pd LDOS
compared to the bare Au/Mpy/Pd model; (ii) The LDOS of the
Pd layer with the two different water coverages is basically
equivalent; (iii) In strong contrast to the experimental spectrum
none of the calculated LDOS shows a considerable reduction of
the DOS near the Fermi energy.

experimental UPS

Intensity (arb. units)
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Figure 6: Local density of states of the Pd monolayer of the Au/Mpy/
Pd system with and without water. Au/Mpy/Pd denotes bare the
system without water, Au/Mpy/Pd/H,0O denotes an isolated H,O mole-
cule on the surface (®H20 =1/3 ML), and Au/Mpy/Pd/(H20), denotes
a water hexagonal bilayer attached on the surface (®H20 =2/3 ML).
In the inset, the experimental UPS spectrum of the corresponding
system is included (adopted from [8]).
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It is in fact unsurprising that the LDOS of the Pd layer with the
isolated H,O molecule and with the H,O bilayer structure are
so similar, as the residual bond between the H atom of the H,O
molecule and the Pd atom is rather weak. Concerning the
overall character of the spectra, qualitatively these are convo-
luted from the contributions of Pd, and Pd}, atoms, which are
present in the monolayer in a ratio of 2/1. This means that the
Pd, atoms which exhibit only a small downshift of the LDOS
dominate the DOS of the whole Pd monolayer independent
whether there is only a N-Pd;, bond (in the system without
water) or a N-Pd,—O bond (in the presence of water) since both
bonding types affect the Pd monolayer only locally. Conse-
quently, the adsorption of water cannot explain the observed
downshift of the Pd DOS.

On the other hand, the rather stable water structures on the Au/
Mpy/Pd junction might have a considerable impact on the
adsorption of other species and directly influence the concentra-
tion of adsorbates on the Pd surface in equilibrium. As an alter-
native explanation, the adsorption of hydrogen atoms on the Pd
layer might explain the observed UPS spectra since the pres-
ence of hydrogen on a Au/SAM/Pd junction can change the
electronic structure of the Pd layer rather significantly, as
shown in the case of the Au/ATP/Pd complex [12]. Work along
this line is in progress.

Conclusions

We have investigated the geometric and electronic structure of a
Au/Mpy/Pd junction upon the adsorption of water by first prin-
ciples electronic structure calculations based on density func-
tional theory. An isolated water molecule on the palladium
monolayer of the Au/Mpy/Pd junction forms a relatively stable
complex bonded through the oxygen atom of water to a single
palladium atom. This bond is in fact stabilized through the
N-Pd bond of the Pd layer with the underlying SAM leading to
a much higher water adsorption energy on the Pd monolayer
compared to bulk Pd(111). This stabilization is also present in
an ice-like hexagonal water bilayer adsorbed in a (+/3 x~/3)R30°
structure on the Au/Mpy/Pd junction. This is caused by a strong
polarization within the Pd monolayer induced by the Pd—N
bond.

The formation of the N-Pd—O complex causes a significant
modification of the local density of states of the Pd atom
involved in this complex, resulting in a large decrease of the
LDOS at the Fermi level. On the other hand, the LDOS of the
other Pd atoms not interacting with the Mpy and the HyO mole-
cules is hardly changed. The overall DOS of the Pd layer is only
weakly modified by the adsorption of water which thus can not
explain the experimentally observed strong reduction of the

DOS of the Pd layer in the junction at the Fermi energy.
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Experimental

Self-consistent periodic DFT calculations were performed
employing the Vienna ab initio simulation package (VASP)
[33]. The exchange-correlation effects were described within
the generalized gradient approximation using the
Perdew—Burke—Ernzerhof (PBE) functional [34]. The inter-
action of the electrons with the ionic cores was treated with the
projected augmented wave (PAW) method [35,36], and the
Kohn—Sham one-electron valence states were expanded in a
basis of plane waves with a cutoff energy of 400 eV. All calcu-
lations were spin-polarized since palladium in low-dimensional

structures can become magnetic [37].

Most of the calculations are done for a (ﬁxﬁ) surface unit
cell. Within the supercell approach the Au(111) substrate was
represented by slabs of five-layers, in which the two topmost
layers were relaxed during the geometry optimization, while the
rest of the gold atoms were kept fixed at the positions corres-
ponding to the bulk Au crystal. The Au lattice spacing
[d(Au-Au) = 2.95A] was adopted from the equilibrium geom-
etry of bulk Au calculated at the same level of the theory. To
separate the Au slabs in the non-periodic direction along the
surface normal a vacuum region of thickness 28 A was inserted
into the supercell. To carry out the Brillouin-zone integration, a
Monkhorst—Pack [38] of 11 x 11 x 1 k-points were used.

The local density of states (LDOS) was calculated in order to
interpret the experimental UPS spectra [8] of the palladium
layer. To compare the experiment with the theoretical results we
convoluted the calculated LDOS with a Gaussian of width
0.2 eV, thus taking into account the finite energy resolution of
the experimental spectra as well as the generally observed
broadening of spectroscopic features due to the finite life time
of the photoionized states.
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Abstract

The accuracy of multislice high-resolution transmission electron microscopy (HRTEM) simulation can be improved by calculating
the scattering potential using density functional theory (DFT) [1,2]. This approach accounts for the fact that electrons in the speci-
men are redistributed according to their local chemical environment. This influences the scattering process and alters the absolute
and relative contrast in the final image. For light element materials with well defined geometry, such as graphene and hexagonal
boron nitride monolayers, the DFT based simulation scheme turned out to be necessary to prevent misinterpretation of weak
signals, such as the identification of nitrogen substitutions in a graphene network. Furthermore, this implies that the HRTEM image
does not only contain structural information (atom positions and atomic numbers). Instead, information on the electron charge

distribution can be gained in addition.

In order to produce meaningful results, the new input parameters need to be chosen carefully. Here we present details of the simula-
tion process and discuss the influence of the main parameters on the final result. Furthermore we apply the simulation scheme to

three model systems: A single atom boron and a single atom oxygen substitution in graphene and an oxygen adatom on graphene.

Introduction
Conventional HRTEM image simulation so far neglects all atom potentials [3]. It is generally known that the state of an
kinds of interatomic interactions within the specimen by calcu-  atom is, of course, influenced by its environment and hence

lating the total specimen potential as a superposition of isolated  techniques that are more sensitive to changes in the electronic
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state, such as electron energy loss spectroscopy [4] or scanning
tunneling microscopy [5], make use of advanced simulation

methods to model the specimen.

In 1997, Gemming and Mobus performed ab-initio HRTEM
simulations of ionic crystals and justified the use of conven-
tional image simulation [1]. About ten years later, and after
enormous improvement in electron optics and the resolution of
the TEM by means of aberration correction [6,7], Deng et al.
[2,8] performed DFT based HRTEM calculations for bulk
oxides and found that chemical bonding should be detectable
and in practice is hindered only by the poor specimen quality
obtained by ion-beam thinning. Furthermore they pointed out
that it is possible to study charge transfer by other techniques
such as convergent beam electron diffraction [9,10] but all
methods available can only offer global information as they
observe the charge distribution in reciprocal space. In contrast,
the observation of the same effect in real space using HRTEM
would result in local information, which would open new fron-
tiers for electron microscopy [2,11].

Previous studies were focused on bulk oxides, because they are
known to have strong ionic bonds. Our target materials, in
contrast, are two dimensional crystals such as graphene and
hexagonal boron nitride as they offer an outstanding specimen
quality that has not been achieved for bulk materials so far:
Their thickness is perfectly defined (one atomic layer) and it is
possible to find areas without defects and without amorphous
top and bottom layers. Furthermore both of our target materials
are built from exclusively light elements where strong bonding
effects can be expected because most of their electrons are
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valence electrons. Another important factor for the experi-
mental detection of these effects in HRTEM is that the contrast
of boron, carbon, nitrogen and oxygen is almost identical under
our imaging conditions [12] (shown by the black curve in
Figure 1). Hence even small contrast variations are relatively
easy to detect.

Due to these improvements in specimen quality, for the first
time, we were able to measure the influence of charge redistri-
bution on the HRTEM image contrast experimentally for two
different materials, namely nitrogen doped graphene and single-
layer hexagonal boron nitride [13]. This result has two impor-
tant implications: First, chemical bonding gives small correc-
tions to the atomic contrast in the TEM, which has to be kept in
mind whenever weak signals are analyzed. Second, and prob-
ably more importantly, the HRTEM image is not only governed
by structural information but also contains information about
the electronic state of the specimen. This allows the study of the
electron charge distribution in point defects and other
nanoscaled objects that can not be accessed by diffraction
experiments.

Here we give detailed information on the DFT based simula-
tion used in [13] and explain the analysis for three model
systems: A single atom boron and a single atom oxygen substi-

tution in graphene and an oxygen adatom on graphene.

Experimental
Modeling the HRTEM image formation

High resolution TEM image simulation can be separated in
three main parts: First the interaction between the incident elec-

Contrast

50 60 70 80 90 100
Atomic number

Figure 1: Analysis of atomic contrast for different TEM conditions at 80 kV obtained using a code of E. Kirkland [4]. The red curve corresponds to an
uncorrected microscope and the black one to a state of the art Cs corrected microscope. The green curve is obtained when, in addition to Cg correc-
tion, the focus spread is reduced. This results in better resolution and can be achieved by a monochromator or a Cq corrector (inelastic scattering is
neglected). The phase contrast transfer functions for the different microscopes and corresponding values of spherical aberration Cg, defocus fand
focus spread df are shown in the inset. Importantly, one can find combinations of elements (such as B, C, N, O, marked by the dashed circle), where
the neutral-atom contrast differences are very small and hence may potentially be dominated by bonding effects.
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tron wave and the specimen is modeled and the specimen exit
wave is obtained. Afterwards the specimen exit wave becomes
the “object” for the imaging system of the electron microscope,
which produces the image intensity impinging on the recording
medium [14]. Finally, the characteristics of the detector are
taken into account [15].

The interaction with the specimen is described by a very simple
scattering process where the incident high energy electron is
scattered by the combined Coulomb potential of all atomic
nuclei and electrons within the specimen. Mathematically one
has to solve a relativistic version of the Schrodinger Equation 1,
where W (fc) is the wave function of the electron at position X,
m is the relativistic mass of the electron and V (fc) is the speci-

men potential.
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In the limit of high energy electrons, backscattering can be
neglected and Equation 1 can be solved using the multislice
algorithm. In this study we focus on single layer materials of
light elements. Hence the exit wave can be calculated (in a
single-slice approximation) by Equation 2, where o is the inter-
action parameter and ¥, is the projected specimen potential [3].
In addition, for these structures and our imaging conditions, it
turned out that the linear image approximation (Equation 3) is
justified, as found by comparison of the result with the standard
calculation. The amplitude spectrum of the wave in the imaging
plane Wimage(9x, qy) can be derived from the Fourier space
specimen exit wave Yex(gx, gy) by multiplication with the
objective lens phase factor function exp [ix(¢x, gy)], where
%(gx- gy) depends on the defocus Af; spherical aberration C and
higher order aberrations [14]. The exact expression of x(¢x, gy)
can be found in [16]. Because the structures studied here are
weak scatterers, the linear imaging condition is justified and, for
an incident plane wave, the final image intensity is given by
Equation 5 [14].
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Of course this is a very simple model of the real scattering
process, which neglects all kinds of inelastic processes by
assuming that the state of the specimen is not at all influenced
by the presence of the high energy electrons. Nevertheless,
it is well established for HRTEM simulation and in this work
we use exactly the same framework (with all its limitations) but
focus on a very fundamental question: How do we obtain the
scattering potential? The standard approach is to calculate the
total specimen potential as a superposition of isolated atom
potentials, which have been calculated previously for each
element by solving the quantum many body problem for all
electrons and the nuclei of a single atom. One example are the
potentials published by Doyle and Turner in 1968 [17].
Their paper was based on atomic potentials obtained by rela-
tivistic Hartree—Fock self-consistent field calculations
performed by Coulthard in 1967 [18], where the main assump-
tion was that the atomic charge distribution is spherically

symmetric.

A more accurate way is to include electronic interactions
between atoms in the specimen by DFT. In this way, ionic
atoms with non-spherical electron distributions can be modeled

without any a priori knowledge.

How to obtain DFT potentials

The DFT calculation was performed in two steps: First we
performed a structure optimization of an initial atomic configur-
ation by using the very fast and efficient pseudopotential DFT
code VASP [19]. Unfortunately it was not possible to extract
the total electrostatic potential directly from the pseudopoten-
tial calculation as it only offers the self consistent valence
charge density but the total charge density is needed. Hence, in
a second step, we used the relaxed structure to set up an all elec-
tron DFT calculation, and therefore we used the WIEN2k [20]
DFT software. Furthermore, WIEN2k has the significant advan-
tage that, besides offering access to the total electron charge
density and corresponding X-ray scattering factors, in addition,
the calculation of the total Coulomb potential (including all
electrons and nuclei within the unit cell) is already imple-
mented. Deng and Marks [8] used the X-ray scattering factors,
while our method directly makes use of the available potential
file.

A very important cross-check is to compare the WIEN2k poten-
tial to other potentials used in HRTEM simulations. This is easy
to achieve, because the starting point for the DFT calculation
(before the first iteration cycle) is also built up from isolated

atom potentials, and the subsequent iteration process, searching
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for a self-consistent field (SCF) solution, acts as a minor pertur-
bation to the initial potential. In Figure 2 we compare the initial
WIEN2k potential of a single carbon atom to Kirkland [3] and
Doyle—Turner [17] isolated atom potentials. The WIEN2k
potential was obtained by putting a single carbon atom into a
10 A x 10 A x 10 A unit cell and calculating a linescan of the
electrostatic potential with a resolution of 250 points per
Angstrom (ppA). Far from the core, the WIEN2k potential
approaches a non-zero constant value. In order to obtain the
usual normalization, the potential was shifted (i.e., smallest
value was set to zero).

The 3D unit-cell potential is stored in the file case.vcoul and
WIEN2k comes with utility software (lapw5 and lapw5c) to
extract linescans and 2D slices from this file. Hence a point grid
of the 3D potential can be extracted by combining subsequently
calculated 2D slices using the wien2venus script written by
Masao Arai [21]. Difficulties arise from the fact that the poten-
tial is divergent near the positions of the atomic nuclei but
equidistant discretization is performed. Furthermore the total
number of sampling points is rather limited due to limited
computer time. Usually this sampling problem is overcome by
smoothing the analytical 3D potential before the discretization
is performed and, in this way, a much smaller sampling rate can
be used (typically 10 ppA). In Figure 2 this smoothing can be
seen very well in the case of the Doyle—Turner potential, which
is not divergent near the nucleus. However, in practice this was
not possible here because we can only access the WIEN2k
potential via the utility software.

We analyzed the sampling error in more detail by comparing
the dependence of the projected potential from the position of

the sampling point at a constant sampling rate of 30 ppA in the

Beilstein J. Nanotechnol. 2011, 2, 394—404.

z-direction (parallel to the incident beam), which turned out to
be a realistic compromise, but a much higher rate in the perpen-
dicular direction. After projection along the z-direction, this
results in the projected potential printed in green in Figure 3.
From this it is possible to study the error that is made when this
function is discretized using a smaller number of sampling
points.

The blue boxes in Figure 3 indicate the mean value within one
pixel at a resolution of 30 ppA, which corresponds to the ideal
value within this quadrant. Hence the deviation from the top of
the blue box indicates the sampling error. Interestingly, for
30 ppA, the sampling error is significant only for the center
pixel and is caused by a single value in the 3D potential. We use
a very simple method to handle this problem: Whenever a value
in the 3D potential is higher than some cutoff value, we change
this value to the highest value in the neighboring pixels. In this
way the obtained projected potential value of the central pixel is
in the range of the ideal value within a factor of three, instead of
being off by up to two orders of magnitude (compare red and
green curves in Figure 3). This very crude approach can be
used, because the fraction of the intensity that interacts with this
part of the potential remains negligibly small.

In order to be more flexible, we modified the wien2venus
script: First, we included the possibility to shift the slicing
volume with respect to the DFT unit cell. In this way it is
possible to avoid sampling points very close to the nuclei.
Second, it is now possible to slice sub-volumes. This can be
used to speed up the calculation, because several sub-volumes
can be sliced at the same time and vacuum regions can be
skipped. The modified version of the script can be found in the
Supporting Information (Supporting Information File 2).
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Figure 2: WIEN2k starting potential (red) compared to Doyle—Turner (black) and Kirkland (green) potentials. The blue line corresponds to the
unscreened Coulomb potential of a carbon core. The WIEN2k potential linescan has a resolution of 250 ppA and was normalized in such a way that
the smallest value is equal to zero. The WIEN2k and Kirkland potential show very good agreement.
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Figure 3: Projected potential near the core at very high resolution (green line). The blue boxes indicate the mean value of the green line at a resolu-
tion of 30 ppA. That means that the top value of these boxes corresponds to the "true” projected potential of the corresponding volume element. The
red line is obtained using nearest neighbor cutoff. For comparison, the projected Doyle—Turner potential is plotted as a dashed black line.

Once an accurate 3D potential is obtained and renormalized it
can be used for TEM image simulation. Thereby each direction
of the incident beam can be modeled by rotating the 3D poten-
tial using linear interpolation algorithms.

Influence of DFT parameters

In order to set up meaningful DFT calculations, it is always
necessary to do convergence tests of the main parameters such
as k-points and basis set size [22]. Usually the convergence
is tested with respect to the total energy and the electric
field gradients. This was done using ideal graphene as a
test structure. Interestingly, we find that the main quantity
that we are interested in, i.e., the projected electrostatic
potential, is not very sensitive to the DFT input parameters:
The absolute differences between the DFT and IAM potentials
are in the range of 10-30% where the influence of the DFT
parameters is smaller than 1.5% (for details see Supporting

Information File 1).

Example calculation

As we expect bonding effects to be strongest in exclusively
light element materials, we applied this simulation scheme to
different types of defects in graphene. The single atom substitu-
tions, where one carbon position is occupied by another atomic
species, turned out to be the ones that can be most easily
accessed experimentally because the graphene structure remains
almost undisturbed. Hence, bonding effects can easily be sepa-
rated from structural changes by analyzing the deviations from
the regular lattice contrast. For vacancies and adatoms the

contrast analysis is much more difficult, due to changes in both,

structural and electronic configuration. Nevertheless, the influ-
ence of chemical bonding on the final TEM image can be
detected for all of them.

Boron and oxygen substitution in graphene
The structure models obtained from the VASP relaxation are
shown in Figure 4. Details on the relaxation process can be
found in the supplementary information of [13].

The WIEN2k calculation for the boron substitution was
performed using the generalized gradient approximation (GGA)
for the description of the exchange-correlation effects [23] with
the following set of technical parameters: Separation energy
—5.5 Ry, 6 x 6 x 1 k-points, RKMAX =7 and GMAX = 12. For
the calculations including oxygen atoms, the parameters were
modified to: =6 Ry, 4 x 4 x 1 k-points, RKMAX = § and
GMAX = 16. Both calculations were performed in a spin-polar-
ized fashion, and the linearization energies were set automati-

cally.

The effect of charge redistribution due to chemical bonding can
be studied by comparing the initial charge density (before the
first iteration cycle, labeled IAM) and the self-consistent charge
density after the WIEN2k calculation has converged (labeled
DFT). The same is done for the potentials. This approach has
the advantage that subsequent processing steps, such as the
TEM image simulation, influence the quantities obtained by
IAM and DFT in exactly the same fashion. The only difference
is that the latter includes chemical bonding while the former

does not.
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Figure 4: Relaxed structure model of boron and oxygen substitution in graphene. Bond lengths are given in A.

The 3D potentials were sliced with a resolution of 30 ppA, In Figure 5 we analyze the difference in the charge density. In
normalized and projected along the z-direction using a cutoff of  the difference images (panel ¢ and h) the sp? hybridization of
=50 kV, as described above. The same was done for the all- the graphene lattice is clearly visible by the dark contrast
electron charge density (stored in the file clmsum) where the  between the carbon atoms meaning that the charge density of
renormalization and the cutoff was skipped. the bonded configuration is increased in this area. Interestingly,

Boron substitution in graphene
Z am - =]
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Figure 5: Analysis of the projected electron charge density of the boron (top) and oxygen substitution in graphene (bottom line). a) and b) show the
projected charge density of the boron substitution for the neutral and bonded configuration respectively. c) shows the absolute difference between a)
and b) where dark contrast corresponds to an increased electron density in the bonded configuration. This difference is integrated over the indicated
areas and the values are given in e), where positive values correspond to an increased number of electrons in this area due to bonding. The diameter
of the red ring is exactly half of the distance between the substitution and the neighboring carbon atoms and the green hexagon is exactly at the pos-
ition of the neighboring carbons. The changes in the electron charge density, introduced by the substitution atom can be seen best in d), which is
obtained after the periodic component of c) is removed by a Fourier filter, which is shown as inset in i). f)—j) show exactly the same analysis for the
oxygen substitution. Scale bars are 1 A.
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for the boron as well as for the oxygen substitution we find big
differences in the charge density at the three neighboring carbon
atoms, whereas the substitution atom itself remains almost
neutral. After removing the periodic signal from the difference
images, using a Fourier filter (panel d and i), a dipole shaped
rearrangement of the electrons at the carbon atoms next to the
substitution is detected. Comparing the boron and oxygen case
we find that the polarization of the carbon atoms is almost
exactly opposite: The electron density in the area surrounding
the boron atom (green hexagon) is increased, while for the
oxygen atom it is decreased. This should result in a decrease of
the boron potential due to stronger shielding of the core poten-
tial and reduced contrast in the TEM image. For oxygen, on the
other hand, we expect to have a stronger signal in the TEM
image due to weaker shielding.

This is exactly what we find when analyzing the projected
potentials. Dark contrast in the filtered difference images in
Figure 6 corresponds to a decreased projected potential in the
bonded configuration. The increase of the oxygen and the
decrease of the boron potential (compared to the IAM) is clearly
visible. Besides these obvious differences two more subtle
conclusions can be drawn from the potential analysis. First, we
find that, also for the potential, the difference is not sharply

Boron substitution in graphene

Oxygen substitution in graphene
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located at the position of the substitution atom but instead
spreads over further atomic distances. This results in low
frequency information about the defect. The transfer of this
information can be enhanced in the TEM by working at higher
defocus. Second, for both cases the total potential is decreased
by about 15% (see total change in panel e and j of Figure 6).
This change in the mean inner potential is well known and was
previously studied for semi-conducting materials by Schowalter
et al. [24]. For ideal graphene we find a difference in the mean
inner potential of 15.5%. Interestingly this results in an overall
loss of contrast in the final TEM image of approximately 8%.
However, this is only a minor contribution to the Stobbs factor
[25], which is in the range of 50-80% and is used to fit simu-
lated and experimental TEM image intensities.

After analyzing the DFT results we now want to study how the
charge redistribution influences the observed contrast in the
final TEM image, which is obtained by applying Equation 5.
This calculation was performed for two different values of
defocus: Scherzer defocus fj = —9 nm and f, = —18 nm, where
the graphene lattice reflection is in the second extremum of the
CTF. The former is the standard condition for high resolution
TEM, whereas the latter offers better transfer of low spatial

frequencies resulting in enhanced contrast of the substitution
€

g

-21.9%
—27.6 %
—20.6 %

total cell:
- 15.8 %

+ 2.7%
+ 4.8 %
- 78%

total cell:
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Figure 6: Analysis of the projected potential of the boron (top) and oxygen substitution in graphene (bottom line). a) and b) show the projected poten-
tial of IAM and DFT in logarithmic scaling, where the absolute difference image c) is displayed on a linear greyscale. Dark contrast in ¢) and d) corre-
sponds to a decrease in the projected potential in the bonded configuration due to stronger shielding of the nuclear potential by electrons. The
changes of the potential inside the marked areas in c) are given in ). Because the total potential is changing it is easier to compare relative differ-
ences. f)—j) show exactly the same analysis for the oxygen substitution. Scale bars are 1 A.
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defects. The other parameters were: High tension 80 kV and
spherical aberration Cg = 0.02 mm. Higher order aberrations
were not taken into account in this study.

The resulting micrographs for the boron substitution are shown
in Figure 7. From this we see that the chemical bonding results
in weaker contrast of the boron atom. This simplifies the detec-
tion of the substitution atom already at Scherzer defocus
because the contrast difference between boron and the carbon

Boron substitution in graphene

Beilstein J. Nanotechnol. 2011, 2, 394—404.

atoms of the graphene lattice is increased from 5% for neutral
atoms (IAM) to 9% in the bonded configuration (DFT).
According to the DFT result this difference should be further
pronounced by working at higher defocus, which is shown in
the lower part of Figure 7.

For the oxygen substitution, shown in Figure 8, we find similar
relative contrast changes but reach opposite conclusions,
because the polarization of the carbons in the DFT calculation

Intensity A.U.

IAM ——

e e e
>

e
o

Intensity A.U.

atomic contrast ratio

Figure 7: TEM image simulation of boron substitution in graphene for an electron energy of 80 keV. The upper images are for Scherzer defocus
f1 = -9 nm and the lower images are for f, = =18 nm. The contrast of the graphene lattice was normalized in all micrographs. This simplifies the com-

parison between the neutral and the bonded configuration.

Oxygen substitution in graphene
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Figure 8: TEM image simulation of oxygen substitution in graphene for the same conditions used in Figure 7.

401



prevents the detection of the oxygen atom in the carbon
network, whereas this should be possible according to the IAM
result. This may be the reason why we did not detect residual
oxygen atoms in reduced graphene oxide [26].

Oxygen adatom on graphene

The relaxation process resulted in an oxygen atom located at the
bridge position between two carbons. The two carbon atoms are
bent out of plane by approximately 0.4 A. The C—C bond is
stretched to 1.52 A and the C—O distance is 1.47 A, which is in
good agreement with previously reported structures [27].

From analysis of the 3d densities, we found a very interesting
charge redistribution in the out-of-plane directions, as can be
seen in Figure 9. However, this direction cannot be accessed in
a viewing direction orthogonal to the graphene plane.

The TEM simulation for normal incidence of the electron beam
is shown in Figure 10. Again, the charge transfer around the
oxygen atom would be very difficult to detect in a Scherzer
defocus image. However, it might be discernable, if the lower
spatial frequencies are included in the image. Under the
assumption that the oxygen adatom remains stable enough
under the electron beam to obtain a sufficient high signal to
noise ratio, this might be achievable by applying higher defocus
(see second row in Figure 10) or a phase plate (see third row in
Figure 10).

Conclusion
We presented a practical method to include chemical bonding in
the HRTEM image simulation process using DFT based scat-

Difference in 3d charge density
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tering potentials recently applied in [13]. Hence, an all-electron
calculation was set up based on a previously relaxed atomic
configuration. As we have shown the WIEN2k software is well
suited for this task as the initial potential is in good agreement
with commonly used scattering potentials and the subsequent
iteration process acts as a relatively minor perturbation. The
potential itself is not very sensitive to the DFT input parame-
ters. However, as the electrostatic potential is divergent at the
position of the atomic nuclei, care has to be taken during the
discretization process. We found that a sampling rate of 30 ppA
in combination with a cutoff method produced reasonably accu-
rate results. This 3d potential can subsequently be used for
multislice TEM simulation, however this was not necessary for
the single layer materials studied here. The influence of chem-
ical bonding can be analyzed by comparing the IAM charge
density, corresponding potential and TEM image with those
obtained from the DFT calculation.

This analysis was demonstrated for the substitutions of a single
boron and a single oxygen atom in graphene as well as for an
oxygen adatom on graphene. The relative changes are very
similar to the ones we found previously for the single atom
nitrogen substitution [13], where we were able to validate the
advantage of the DFT calculation over the isolated atom model
experimentally. For the oxygen substitution we find exactly the
same situation as for the nitrogen defect: The electron charge
density in the area surrounding the substitution is decreased due
to polarization of the neighboring carbons, resulting in weaker
shielding of the core potential and increased TEM contrast of
the substitution atom. For boron the situation is exactly the
inverse. However, the implication on the final TEM image

Difference in 3d potential

(IAM-DFT)

@

Figure 9: Difference between the 3d electron charge density (center column) and the 3d electrostatic potential (right column) between IAM and DFT
for an oxygen adatom on graphene. The top row is for armchair and the bottom row for zig-zag direction. An increase in electron charge density
(potential) due to chemical bonding appears as dark (bright) contrast in the difference image.
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25 x difference

25 x difference

LIO x difference

Figure 10: TEM image simulation of an oxygen adatom on graphene for 80 kV. The first row is for Scherzer conditions f; = =9 nm and the second row
is for higher defocus f, = =18 nm. The third row results from applying a low pass filter to the projected potential (1.8 A Gaussian blur). For each case
the inset shows the CTF where the position of the 2.13 A1 graphene reflex is marked by the black line. For direct comparison, the micrographs,
resulting from IAM and DFT, were normalized to the contrast of the graphene lattice and all images within one row are shown on the same grey scale.
Therefore the difference images were multiplied by the factor given in the inset. Most interesting, at better transfer of low spatial frequencies, the

bonding signal is strongly enhanced. Scale bar is 2.5 A.

is not very intuitive because it depends on the absolute poten-
tial values: For nitrogen, the increase of the contrast due to
charging enables the detection whereas for oxygen this increase
disables the detection. On the contrary, the decrease of the
boron contrast simplifies the detection because the relative
contrast difference to the carbon lattice is increased from
5% in the neutral to 9% in the bonded configuration, where
only the latter is significantly above the experimental accuracy
of 3% [13].

We conclude that chemical bonding must be included in
comparative HRTEM image simulations whenever very small
signals are analyzed. Here we want to emphasize that the key
requirement for this kind of analysis is the well defined speci-
men geometry rather than the single layer thickness of the
model systems used in this study. Earlier calculations showed
that, whenever a high enough experimental accuracy is
achieved, bonding effects should be detectable for a wide
variety of materials [2,8]. This offers the possibility to gain
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experimental insight into the electronic charge distribution of
the specimen at the atomic scale by HRTEM.
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The position of the peripheral nitrogen atoms in bis(terpyridine)-derived oligopyridines (BTPs) has a strong impact on their self-
assembly behavior at the liquid/HOPG (highly oriented pyrolytic graphite) interface. The intermolecular hydrogen bonding interac-
tions in these peripheral pyridine units show specific 2D structures for each BTP isomer. From nine possible constitutional isomers

only four have been described in the literature. The synthesis and self-assembling behavior of an additional isomer is presented

here, but the remaining four members of the series are synthetically inaccessible. The self-assembling properties of three of the

missing four BTP isomers can be mimicked by making use of the energetically preferred N-C—C-N transoid conformation between

2,2'-bipyridine subunits in a new class of so-called septipyridines. The structures are investigated by scanning tunneling microscopy

(STM) and a combination of force-field and first-principles electronic structure calculations.

Introduction

Two-dimensional molecular self-assembly is a common ap-
proach to build up surface-supported nanostructures [1,2].
Appropriately-directed intermolecular interactions are required
to guarantee nearly perfect ordering of these monolayers.
Hydrogen bonding interactions serve this purpose: They are
directed, of intermediate strength, and adjustable [3,4]. The

bis(terpyridine)-derived oligopyridines (BTPs), are large
polyaromatic molecules with C,, symmetry, are well estab-
lished compounds, and are known to self-assemble [S] at the
liquid/HOPG [6-11] and at the gas/solid interface [12-14]. Self-
assembly also occurs under electrochemical conditions [15],

and the molecules assemble into a broad variety of two-dimen-
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sional (2D) structures based on weak intermolecular C—H--N
hydrogen bonds. Due to the directionality of the hydrogen
bonds, the relative orientation of the peripheral pyridine rings
has a strong impact on the 2D structure; in contrast, the sub-
strate has a minor influence on the pattern formation [12].
Besides the preset constitution of each BTP molecule, different
conformations are possible, which might subsequently lead to
different monolayer structures. The influence of the con-
formation of adlayer molecules on the 2D structures formed is
described in several examples in the literature. Most often, flex-
ible substituents on more rigid core units lead to different
conformers, which self-assemble in different 2D structures as
shown, e.g., for porphyrin [16], phthalocyanine [17], and
quinacridone derivatives [18], N,N-diphenyl oxalic amide [19],
bithiophene—fluorenone conjugated oligomers [20], a
2,6-di(acetylamino)pyridine substituted conjugated module
[21], and a molecular hexapod having a benzene core and six
oligo(p-phenylene vinylene) legs [22]. The conformers can have
an impact on the expression or suppression of chirality of the

Beilstein J. Nanotechnol. 2011, 2, 405-415.

supramolecular structures [23-25], and sometimes extrinsic
factors, such as the presence of guest molecules [26,27], or the
pH value [28,29], trigger the formation of certain self-assem-
bled conformers. It is known that for 2,2'-bipyridine, the trans-
oid conformation of the N-C—C—N unit is preferred because of
dipole—dipole interactions [30].

Due to the C;, symmetry of the BTP molecules, nine constitu-
tional isomers are possible by varying the connection between
the four peripheral and the two central pyridine moieties
(Figure 1). Until now, four compounds of this series have been
described in the literature, including details of their 2D self-
assembly [6,7]. The various isomers with their different periph-
eral pyridine ring orientations originate from the orientation of
the pyridine rings in the different diazachalcone precursor mole-
cules.

Here we present the synthesis of a fifth BTP isomer, 2,2'-BTP
(5), and its self-assembly properties at the liquid/HOPG inter-

4,4-BTP

4,3-BTP (4) 4,2-BTP

Figure 1: Nine possible constitutional BTP isomers with the four already described in literature (in red) [6,7] and the one newly synthesized as

described in this paper (in green).
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face. Additionally, a new class of oligopyridines comprising
seven pyridine units and one phenyl substituent, the so-called
phenylseptipyridines (PhSpPy), is presented. The PhSpPys
display the same symmetry, shape, and size as the BTPs and
can be regarded as substitutes for the inaccessible BTPs in
terms of their 2D self-assembly behavior as shown by STM.

Results and Discussion
Synthesis

The synthesis of the BTPs is based on a double ring-closure
reaction corresponding to the Kréhnke synthesis (Scheme 1)
[31]. One component is the bipyridine-substituted unsaturated
ketone (diazachalcone). The binding sites of the pyridine rings
determine the orientation of the peripheral nitrogen atoms in the
final BTPs. The diazachalcones were obtained from the conden-
sation between the corresponding pyridylaldehyde and the
acetylpyridine. Unfortunately, the only diazachalcones acces-
sible are those that are derived from 2-acetylpyridine and/or
3-pyridylcarbaldehyde. We attribute this finding to the electron
withdrawing effect of the pyridine rings, which is most
pronounced in the ortho-position; this effect stabilizes the
carbanion of the 2-acetylpyridine more effectively than the
carbanions derived from the two other isomers. The unsuc-
cessful trials to obtain the missing diazachalcones delivered
mainly the double aldol adducts; the presence of these products
suggests high reactivity of the aldehyde, which facilitates the
attack of a second acetyl compound instead of elimination of
water, a key step in the condensation leading to the formation of
the BTP compounds. Thus, only the least reactive aldehydes,
namely the meta-isomers, led to the desired diazachalcones.

Beilstein J. Nanotechnol. 2011, 2, 405—-415.

Consequently, by the reaction of 2,2'-diazachalcone (6) with the
bis(pyridinium) salt (7), a fifth bis(terpyridine)-derived oligopy-
ridine, 2,2'-BTP (5), could be added to the already known four
isomers (1-4).

The known BTP isomers show a large variety of self-assem-
bled 2D structures [7]. It is expected that the four missing
isomers should also form interesting 2D structures; however,
since they are synthetically inaccessible, a new molecular
design is required to mimic the structure of the BTPs in order to
study the 2D self-assembly properties of the missing isomers.
The essential factors, which determine the self-assembled struc-
ture of the known BTPs are the intermolecular C-H N
hydrogen bonds, which are governed by the relative orientation
of the peripheral pyridine rings. Thus, we seek C;,-symmetric
oligopyridines with 3,4'-, 3,2'-, 4,4'-, and 4,2'-orientation of the
nitrogen atoms, with the first number indicating the connection
of the A pyridine rings and the second the B pyridine rings (see
Figure 1). The corresponding required diazachalcones are not
synthetically available, but the 4,3'-, 2,3'-, and 2,4'-diazachal-
cones (8-10) are. As the BTPs in the 2D structures are essen-
tially coplanar, they adopt the transoid N-C-C—N con-
formation between the pyrimidine and the central pyridine
units, similarly known for 2,2'-bipyridine [30]. If the core unit
of the BTPs is exchanged for a pyridine moiety, the opposite
conformation should be preferably formed. Finally, the corres-
ponding phenylseptipyridines prepared from the available 2,4'-,
2,3'-,2,2'-, 3,3'-, and 4,3'-diazachalcones (6, 8—11) should adopt
the same conformation as the 4,2'-, 3,2'-, 2,2'-, 3,3'-, and 3,4'-
BTPs (Figure 2).

(0] O (0] O
cl cl )W{ M o
A A © A
W | e | ®!
iii) ~ | z | L
(5 ) é )
7
v)
i) -
o7 |X'°Y' 0
1 1
Cl Cl = YN |X¢Y'
iv I b
m 5 LI .z
—
b S 6(X=X'=N;Y=Z=Y'=Z=CH) 23-BTP (1) (X=Y'=N;Y=Z=X =Z=CH)
NHy 8(Z=Y'=N;X=Y=X =2 =CH) 24-BTP (2)(X=2Z'=N;Y=Z=X=Y'=CH)
N _ 9(X=Y'=N;Y=Z=X=Z=CH) 3,3-BTP(3)(Y=Y'=N;X=Z=X'=2Z=CH)
10 (X=2Z2'=N;Y=2Z2=X"=Y"'=CH) 4,3-BTP (4) (Z=Y'=N; X=Y=X"=Z"=CH)
1M (Y=Y =N;X=Z=X =Z=CH) 2,2-BTP (5) (X=X'=N;Y=Z=Y'=Z=CH)

Scheme 1: Synthetic pathway to BTPs (1-5). i) Cu20, isoamylnitrite, benzene, 100 °C, 3 h; ii) (1-ethoxy)-vinyl-tributylstannane, Pd(PPh3)4, DMF,
20 h reflux, acetone, HCI; iii) iodine, pyridine, 100 °C, 4 h; iv) MeOH, NaOH; v) NH4OAc, MeOH reflux.
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Figure 2: The synthetically unavailable 3,2'-BTP (left), which is representative of the other inaccessible BTPs, is hypothetically derived from the
unavailable 3,2'-diazachalcone. The corresponding 2,3'-PhSpPy (13) (right), derived from the available 2,3'-diazachalcone, should adopt the transoid
N-C—-C-N conformation [30] in the coplanar adsorbed state and thus the same orientation of the peripheral pyridine units.

The synthesis of these phenylseptipyridines, which follows the
same reaction scheme as for the BTPs, is presented in
Scheme 2. The required phenylpyridine bis(pyridinium iodine)
salt is synthesized analogously to the corresponding pyrimidine
compound. In this way, five new PhSpPys (2,4'-, 2,3'-, 2,2'-,
3,3'-, and 4,3'-PhSpPy) (12-16) were be obtained in mediocre
yield but with high purity.

STM and calculations

The self-assembly properties of the newly-synthesized oligopy-
ridines in 1,2,4-trichlorobenzene (TCB) solution were investi-
gated at the HOPG/liquid interface and compared to the already
known BTPs. The 2D structure of 2,2'-BTP (5) can be seen in
Figure 3. A square pattern of dark spots surrounded by bright
areas with a unit cell of a =3.0+ 0.2 nm, b= 3.0 £ 0.2 nm, and
an angle £, , = 91 £ 2° is observed. A closer look at the bright
areas reveals small bright spots, which we attribute to the single

(hetero)aromatic rings. The submolecular resolution allows for

(0]
Cl N\ Cl N\
¢l _N_ _Cl |
| ~ i) = ii) =
P g
NH,
17 18

the suggestion of a tentative model. Self-assembly can be
explained by the presence of intermolecular hydrogen bonds,
which is already known from the previous BTPs [7]. Interest-
ingly, comparison of the unit cell of self-assembled 2,2'-BTP
(5) with the unit cell of 2,4'-BTP (2) shows almost identical data
(a=b=31nm=0.2, £,,=90=% 1°) [6,7]. The structural
agreement can be understood by taking a closer look at the
molecular structures of both compounds. Here, it can be seen
that the exchange of the para-connected pyridine ring in
2,4'-BTP (2) by the ortho-connection in 2,2'-BTP (5) maintains
the hydrogen bonding pattern and thus leads to the corres-
ponding 2D structure (Figure 4). No further polymorph could be
found for 2,2'-BTP (5) at the HOPG/TCB solution interface.

To further support the experimental results, force field calcula-
tions of the square symmetric adsorbate layers of 2,4'-BTP (2)
and 2,2'-BTP (5) were performed. The results of these calcula-

tions underline their structural similarities: For both isomers,

2,4'-PhSpPy (12) (
2,3'-PhSpPy (13) (
2,2'-PhSpPy (14) (X
)(
) (

X=Z'=N;Y=Z=X=Y'=CH)
X=Y'=N;Y=2Z=X =2 =CH)
X'=N;Y=Z=Y'=Z=CH)
3,3-PhSpPy (15 )
4,3-PhSpPy (16 )

Y
z

Y'=N;X=Z=X=Z"=CH
Y'=N;X=Y=X'=2Z'=CH

Scheme 2: Synthetic pathway to PhSpPys (12-16). i) Cu,0, isoamylnitrite, benzene, 100 °C, 3 h; ii) (1-ethoxy)-vinyl-tributylstannane, Pd(PPh3)g4,
DMF, 20 h reflux, acetone, HCI; iii) iodine, pyridine, 100 °C, 4 h; iv) NH4OAc, MeOH reflux.
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Figure 3: a) 15 x 15 nm?2 STM image (/s = 14 pA, Vset = —0.64 V) of 2,2'-BTP (5) at the HOPG/TCB interface [a = 3.0 + 0.2 nm, b = 3.0 + 0.2 nm,
Za,b =91 + 2°] with four overlaid molecules; b) model of the 2,2'-BTP (5) square pattern.

Figure 4: Hydrogen bonding motif of 2,2'-BTP (5) (left) and of 2,4'-BTP (2) [6,7] (right) found experimentally; the hydrogen bonds are marked by

ovals.

the BTP molecules arrange in a similar fashion (Figure 5),
forming intermolecular hydrogen bonds at comparable posi-
tions. In addition, the lattice constants of the relaxed network
differ by less than 1%. For 2,4'-BTP (2), the Compass-opti-
mized [32] lattice constant is 3.23 nm, and it is 3.26 nm for
2,2'-BTP (5).

Despite the similarity of the calculated structures, small differ-
ences were found in the energies of the hydrogen bonds. In the
2,4-BTP (2) network, hydrogen bonds of —37.2 kJ mol™! per
molecule in the unit cell were obtained from the Compass [32]
optimization. For 2,2'-BTP, a slightly weaker intermolecular

bonding of —23.9 kJ mol~! per molecule was calculated.

As the self-assembly of the oligopyridines is dominated by the
orientation of the peripheral nitrogen atoms, 2,2'- (14) and
3,3'-PhSpPy (15) should display the 2D structures corres-
ponding to 2,2'- (5) and 3,3'-BTP (3), respectively.

Although the resolution of the STM image is significantly lower
than for 2,2'-BTP (5) (Figure 3) a square symmetric structure
for 2,2'-PhSpPy (14) at the HOPG/TCB solution interface can
be detected (Figure 6), just as for 2,2'-BTP (5). The unit cell
dimensions (=3.0+0.1 nm, 5=3.0+0.1 nm, £, =92+ 3°)
are essentially identical to those of the 2D structures of
2,2'-BTP (5) and 2,4'-BTP (2) (see above). Based on these
observations, it is likely that a corresponding intermolecular
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Figure 5: Adsorbate structures of 2,4'-BTP (2) (left) and 2,2'-BTP (5) (right) in the square symmetric structure, optimized with the Compass [32] force
field.

Figure 6: a) 15 x 15 nm2 STM image (/set = 3.41 nA, Viet = =660 mV) of 2,2'-PhSpPy (14) at the HOPG/TCB interface [a = 3.0 + 0.1 nm,
b=3.0+0.1nm, £, =92 + 3°] with four overlaid molecules; b) model of the 2,2'-PhSpPy (14) square pattern; c) hydrogen bonding motif of
2,2'-PhSpPy (14); the hydrogen bonds are marked by ovals.

hydrogen bonding pattern gives rise to the square packing motif  tion: Three linear packing patterns and one hexagonal pattern
(Figure 6). [7,9]. For 3,3'-PhSpPy (15) only one 2D structure could be

found with no dependence on the concentration, that is, a
3,3'-BTP (3) is known to show four different 2D structures at  lamellar pattern with unit cell parameters of a = 2.7 £ 0.2 nm,
the HOPG/TCB solution interface depending on the concentra- 5 = 1.6 £ 0.2 nm, £, = 77 + 2° (Figure 7 and Figure S1).

Figure 7: a) 15 x 15 nm2 STM image (lsgt = 14.5 pA, Vet = =610 mV) of 3,3'-PhSpPy (15) at the HOPG/TCB interface [a = 2.7 £ 0.2 nm,
b=1.6+0.2nm, £,p =77 + 2°] overlaid with nine molecules; b) model of the 3,3-PhSpPy (15) lamellar pattern; c) hydrogen bonding motif of
3,3-PhSpPy (15); the hydrogen bonds are marked by ovals.
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Those parameters correspond well to the data for a
linear polymorph of 3,3'-BTP (3) (Linl, @ = 2.9 + 0.2 nm,
b=16+02nm, £,,=78+1° [7]. Interestingly, for
3,3'-BTP (3) the most densely packed structure was much more
abundant than Linl, whereas for 3,3'-PhSpPy (15) the corres-
ponding densely packed 2D assembly could not be found.

With density functional theory calculations, we can show that
BTPs and corresponding PhSpPys both possess similar elec-
tronic structure. As an example, Figure 8 shows electronic prop-
erties for 3,3'-BTP (3) and the corresponding 3,3'-PhSpPy (15).

The electrostatic potential maps indeed illustrate the similarity
of the two different oligopyridines. In both cases, an accumula-
tion of negative charge on the peripheral nitrogen atoms can be
observed, whereas the rest of the molecule shows no charge
accumulation. While the molecules are very similar, a closer
look at the frontier orbitals reveals key differences. In both
isomers, the HOMO and LUMO are mainly localized on the
backbone pyridine and the pyridines directly connected to it. In
the 3,3'-PhSpPy (15) molecule, the HOMO extends to the back-
bone phenyl group, whereas in 3,3'-BTP (3) one of the periph-
eral pyridyl groups contributes to the HOMO. Only for
3,3'-BTP (15) an extension of the LUMO to the peripheral
pyridines was observed.

The HOMO level is at an energy of —24.31 kJ mol™! for
3,3-BTP (3) and —23.83 kJ mol™! for 3,3'-PhSpPy (15). The

Beilstein J. Nanotechnol. 2011, 2, 405—-415.

LUMO levels are at —9.46 kJ mol™! and —8.59 kJ mol™! for
3,3'-BTP (3) and 3,3'-PhSpPy (15), respectively. Still, it has to
be noted that the accuracy of density functional theory for unoc-
cupied states and HOMO-LUMO gaps is rather limited.

Even though there are slight differences in the simulated
HOMO and LUMO orbitals, several calculated orbitals must be
overlaid for comparison with experimental STM images [33].
With a finite range of orbitals contributing to an STM image,
less importance is attributed to the differences in the single
orbitals. As Figure 8 shows, the simulated STM images for
3,3'-BTP (3) and 3,3'-PhSpPy (15) are very similar: Only the
phenyl ring, which is not affected by the intermolecular

hydrogen bonding, shows any difference.

The similarity of the formed 2D structures of both the BTPs and
the corresponding PhSpPys supports the hypothesis that the
position of the nitrogen atoms in the central aromatic moiety
plays only a minor role for pattern formation, and that the orien-
tation of the peripheral pyridine nitrogen atoms is critical. Thus,
we assume that the structures that are formed by the remaining
three PhSpPys, with different peripheral pyridine ring orienta-
tions, can be seen as substitutes for the structures of the missing
BTPs.

All three PhSpPys show lamellar 2D structures at the HOPG/
TCB solution interface and only one assembly could be found

for each compound.

Figure 8: Electronic properties for 3,3'-BTP (3) (top) and 3,3'-PhSpPy (15) (bottom). (a) Electrostatic potential, (b) HOMO, (c) LUMO, and simulated
STM images of (d) occupied and (e) unoccupied orbitals. The energy levels of LUMO and HOMO for 3,3'-BTP (3) are —9.46 kJ mol~! and
-24.31 kJ mol™, respectively, and for 3,3-PhSpPy (15) —8.59 kJ mol~! and -23.83 kJ mol~", respectively.
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2,3'-PhSpPy (13) self-assembles into an almost rectangular
structure (¢ = 2.8 £ 0.1 nm, b= 1.5+ 0.1 nm, £, ;, =93 £ 2°),
where the bright lamellae are clearly separated by slightly
elongated dark spots (Figure 9 and Figure S1). In the bright
areas, a substructure can be observed, which leads to a tentative
model with pairs of PhSpPy molecules pointing with their
“legs” to each other and assembled in rows (lamellae). There
are intra- and interpair interactions based on single and double
intermolecular hydrogen bonds between neighboring ortho-
connected pyridine rings. There are no hydrogen bonding inter-
actions between the rows. A further conformational arrange-
ment could be imagined where the peripheral 3-pyridyl units
point with both N-atoms in the opposite direction at the expense
of attracting C—H--"N interactions and forming a repulsive NN
interaction. An estimation of the interactions based on C-H-'N
double bond and single bond dimers [7] yields —36.5 kJ mol™!
for the conformation shown in Figure 9 and —29.5 kJ mol™! for
the alternative conformation, thus clearly favoring the first one.

A similar 2D structure is found for 4,3'-PhSpPy (16) displaying
a unit cell with ¢ = 2.8 £ 0.2 nm, b = 1.7 £ 0.2 nm, and
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ZLap =93 £ 3° (Figure 10). We suggest a model with the
corresponding intermolecular interactions as for 2,3'-PhSpPy
(13), i.e., the ortho-connected pyridine rings seem to dominate
the packing pattern. An energetic estimation, corresponding to
the considerations above, makes an alternative conformation
with both nitrogen atoms of the 3-pyridyl rings pointing in the
opposite direction unlikely.

2,4'-PhSpPy (12) displays a more dense 2D structure than the
previous oligopyridines expressed by rows of bright spots
leading to a unit cell with @ =2.4 + 0.2 nm, 5= 1.5 £ 0.2 nm,
and £, =77 £ 2° (Figure 11). The resolution of the STM
image does not allow a direct assignment of the molecules to
the contrast. Thus, we suggest a tentative model, which shows
reasonable hydrogen bonding interactions primarily between the
peripheral para-connected pyridine units. The model implies
dense packing, such that the phenyl rings cannot be coplanar.
Rather, they must stand upright, stabilizing the packing by van
der Waals interactions. This arrangement might be the reason
for the relatively high electron density which is seen as the

bright spots in Figure 11a.

Figure 9: a) 16 x 16 nm2 STM image (/set = 2.1 NA, Vet = —0.60 V) of 2,3'-PhSpPy (13) at the HOPG/TCB interface [a = 2.8 + 0.1 nm,
b=15£0.1nm, Za,b = 93 + 2°] with four overlaid molecules; b) model of the 2,3'-PhSpPy (13) lamellar pattern; c) hydrogen bonding motif of

2,3'-PhSpPy (13); the hydrogen bonds are marked by ovals.

Figure 10: a) 15 x 15 nm2 STM image (lset = 2.51 A, Vet = =600 mV) of 4,3'-PhSpPy (16) at the HOPG/TCB interface [a = 2.8 + 0.2 nm,
b=1.7+0.2nm, £, =93 + 3°] with five overlaid molecules; b) model of the 4,3'-PhSpPy (16) lamellar pattern; c) hydrogen bonding motif of
4,3'-PhSpPy (16); the hydrogen bonds are marked by ovals.
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Figure 11: a) 15 x 15 nm2 STM image (lset = 23.5 pA, Vget = =580 mV) of 2,4'-PhSpPy (12) at the HOPG/TCB interface [a = 2.4 + 0.2 nm,
b=15+£0.2nm, £,p =77 + 2°] with six overlaid molecules; b) model of the 2,4'-PhSpPy (12) lamellar pattern; c) hydrogen bonding motif of
2,4'-PhSpPy (12); the hydrogen bonds are marked by ovals.

Conclusion

The series of nine possible isomeric bis(terpyridine)-derived
oligopyridines (BTPs) was extended by one further member,
2,2'-BTP (5). The still missing four isomers were synthetically
not accessible, so the class of phenylseptipyridines (PhSpPys)
was introduced, which differ from the BTPs only in the central
aromatic moiety. The hypothesis that the backbone system of
the oligopyridine does not affect 2D self-assembly at the
HOPG/solution interface if the orientation of the peripheral
nitrogen atoms in the BTPs and the PhSpPys stays the same,
was supported by comparing the STM images of the pairs
2,2'-BTP (5)/2,2'-PhSpPy (14) and 3,3'-BTP (3)/3,3'-PhSpPy
(15). DFT calculations carried out for additional support
showed that the electronic structures of each PhSpPy and its
corresponding BTP are similar, so a greatly differing behavior
is not expected. Although only a single 2D structure was found
at the HOPG/liquid interface for each of the new compounds we
cannot exclude the possibility of further (pseudo)polymorphs
such as is the case for the BTPs, especially for 3,3'-BTP [7,9].
Further experiments with varying concentration and/or different
solvents are required to elucidate this issue.

Three new peripheral orientations of the nitrogen atoms in the
pyridine rings were obtained using the PhSpPy isomers:
2,3'-PhSpPy (13), 3,3'-PhSpPy (15), and 4,3'-PhSpPy (16).
These compounds correspond to three unavailable BTPs
because of the inaccessibility of the corresponding three
diazachalcone precursors. All of the resulting 2D structures
showed lamellar patterns, which are stabilized by the expected
hydrogen bonding interactions. Thus, the presented substitution
strategy successfully allowed for the near completion of the
series, with just one isomer (4,4'-BTP) missing. Such 2D
assemblies broaden the understanding of structure formation
toward 2D crystal engineering: Additionally, they may act as
templates for the creation of hybrid nanostructures, which are

under investigation.

Experimental

Scanning tunneling microscopy

STM measurements were carried out under ambient conditions
with a low-current RHK 1000 control system. Before the
desired measurements the tip was tested by imaging the HOPG
surface. These HOPG measurements were used for internal cali-
bration. Then 2 puL solutions of the respective oligopyridine
with a concentration of 0.04 mg mL™! (4,3'-PhSpPy (16)),
0.05 mg mL™! (2,3'-PhSpPy (13) and 3,3'-PhSpPy (15)), and
0.20 mg mL™! (2,2'-BTP (5), 2,2'-PhSpPy (14), and
2,4'-PhSpPy (12)) in TCB were prepared. All images presented
were obtained in constant current mode using a Pt/Ir (90/10) tip,
which was mechanically sharpened. The bias was applied to the
tip. The raw STM images were smoothed and the heights were
compensated with the program XPMPro2.0.0.8™ (RHK). Some
images were Fourier transformed and filtered. The errors given
for the unit cells were determined by averaging over several
unit cells. The models for the monolayers are constructed with
the help of the program Hyperchem (version 7.01, 2002, Hyper-
cube, Inc.) and implemented MM+ force field. The single mole-
cules were positioned manually in van der Waals contact with
van der Waals radii for the H-H contacts of 82.5 pm, as given
by the program.

Calculations

Gaussian 03 [34] density functional theory calculations were
carried out with the B3YLP/6-311G [35,36] method. Electro-
static potentials were mapped onto a constant electron density
surface. For the simulated STM images, a simple
Tersoff-Hamann [37] approach was used. Orbitals in a given
energy range close to the frontier orbitals were added and the
resulting density was plotted. The orbitals were generated with
Gaussian 03 from geometries that were obtained from relax-
ation of planar systems. For the addition and visualization steps,
a homemade python script was used. Force field results were

obtained from geometry optimizations of oligopyridine layers
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carried out with the Compass [32] force field as implemented in
the Accelrys Materials Studio program package.

Supporting Information

Supporting information describes the synthesis, purification
and characterization data of all substances given in this
article and some magnified STM images of selected
compounds.

Supporting Information File 1

Experimental details.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-2-46-S1.pdf]
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Abstract

Background: The trend for the fabrication of electrical circuits with nanoscale dimensions has led to impressive progress in the
field of molecular electronics in the last decade. However, a theoretical description of molecular contacts as the building blocks of
future devices is challenging, as it has to combine the properties of Fermi liquids in the leads with charge and phonon degrees of
freedom on the molecule. Outside of ab initio schemes for specific set-ups, generic models reveal the characteristics of transport
processes. Particularly appealing are descriptions based on transfer rates successfully used in other contexts such as mesoscopic
physics and intramolecular electron transfer. However, a detailed analysis of this scheme in comparison with numerically exact

solutions is still elusive.

Results: We show that a formulation in terms of transfer rates provides a quantitatively accurate description even in domains of
parameter space where strictly it is expected to fail, e.g., at lower temperatures. Typically, intramolecular phonons are distributed
according to a voltage driven steady state that can only roughly be captured by a thermal distribution with an effective elevated
temperature (heating). An extension of a master equation for the charge—phonon complex, to effectively include the impact of off-

diagonal elements of the reduced density matrix, provides very accurate solutions even for stronger electron—phonon coupling.

Conclusion: Rate descriptions and master equations offer a versatile model to describe and understand charge transfer processes
through molecular junctions. Such methods are computationally orders of magnitude less expensive than elaborate numerical simu-
lations that, however, provide exact solutions as benchmarks. Adjustable parameters obtained, e.g., from ab initio calculations allow
for the treatment of various realizations. Even though not as rigorously formulated as, e.g., nonequilibrium Green’s function
methods, they are conceptually simpler, more flexible for extensions, and from a practical point of view provide accurate results as

long as strong quantum correlations do not modify the properties of the relevant subunits substantially.
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Introduction

Electrical devices on the nanoscale have received substantial
interest in the last decade [1]. Impressive progress has been
achieved in contacting single molecules or molecular aggre-
gates with conducting or even superconducting metallic leads
[2,3]. The objective is to exploit nonlinear transport properties
of molecular junctions as the elementary units for a future mole-
cular electronics. While the initial experiments were operated at
room temperature, low temperatures down to the millikelvin
range, the typical regime for devices in mesoscopic solid state
physics, are also accessible (see, e.g., [4-6]). This allows for
detailed studies of phenomena such as inelastic charge
transfer due to molecular vibrations [7-9], voltage driven
conformational changes of the molecular backbone [10],
Kondo physics [11], and Andreev reflections [6], to name but a

few.

These developments have been accompanied by efforts to
advance theoretical approaches in order to obtain an under-
standing of general physical processes on the one hand and to
arrive at a tool to quantitatively describe and predict experi-
mental data. For this purpose, basically two strategies have been
followed. One is based on ab initio schemes that have been
successfully employed for isolated molecular structures, such
as, e.g., density functional theory (DFT). Combining DFT with
nonequilibrium Green’s functions (NEGF) allows us to capture
essential properties of junctions with specific molecular struc-
tures and geometries [2,3,12,13]. This provides insight into the
electronic formations of contacted molecules and gives at least
qualitatively correct results for currents and differential conduc-
tances. However, a quantitative description at the level of accu-
racy known from conventional mesoscopic devices still seems
to be out of reach. Furthermore, these methods are not able to
capture phenomena resulting from strong correlations effects,
such as Kondo resonances.

Thus, an alternative route, mainly inspired by solid state
methodologies, starts with simplified models that are assumed
to cover the relevant physical features. The intention then is to
reveal fundamental processes characteristic for molecular elec-
tronics that give a qualitative description of observations from
realistic samples, but provide also the basis for a proper design
of molecular junctions to exploit these processes. Information
about specific molecular set-ups appears merely in the form of
parameters which offer a large degree of flexibility. In general,
to attack the respective many body problems, perturbative
schemes have been applied, the most powerful of which are
nonequilibrium Green’s functions [14,15]. However, conceptu-
ally simpler, easier to implement, and often better at revealing
the physics, are treatments in terms of master or rate equations.

Being approximations to the NEGF frame in certain ranges of
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parameters space, they sometimes lack the strictness of pertur-
bation series, but have been extensively employed for meso-
scopic devices [16] and quantitatively often provide solutions of
at least similar accuracy. Roughly speaking, these schemes
apply as long as quantum correlations between relevant subunits
of the full compound are sufficiently weak [15]. Physically, it
places charge transfer through molecular contacts in the context
of inelastic charge transfer through ultrasmall metallic contacts
(dynamical Coulomb blockade [17]) and in the context of
solvent or vibronic mediated intramolecular charge transfer
(Marcus theory) [18-20].

While rate descriptions have been developed in a variety of
formulations before [21-28], the performance of such a frame-
work in comparison with numerically exact solutions has not
yet been addressed. The reason for this is simple: A numerical
method that provides numerically exact data in most ranges of
parameters space (temperature, coupling strength, etc.) has only
very recently been successfully implemented in the form of a
diagrammatic Monte Carlo approach [29]. Path integral Monte
Carlo methods have been used previously for intramolecular
charge transfer in complex aggregates [18,19] in a variety of
situations, including correlated [30] and externally driven
transfer [31] and, of particular relevance to the present work,

transfer in the presence of prominent phonon modes [32].

The goal of the present work is to study a simple yet highly
nontrivial set-up, namely, a molecular contact with a single
molecular level coupled to a prominent vibronic mode (phonon)
which itself may or may not be embedded in a bosonic heat
bath. We develop rate descriptions of various complexity, place
them into the context of NEGF, and compare them with exact
solutions. The essence of this study is, astonishingly enough,
that rate theory provides quantitatively accurate results for mean
currents over a very broad range of parameter space, even in
domains where they are not expected to be reliable.

Results and Discussion

In subsection 1 we define the model and the basic ingredients
for a perturbative treatment. A formulation which closely
follows the P(E) theory for dynamical Coulomb blockade is
discussed in subsection 2. Nonequilibrium effects in the
stationary phonon distribution are analyzed in subsection 3
based on a dynamical formulation of charge and phonon
degrees of freedom. The presence of a secondary bath is incor-
porated in subsection 4 together with an improved treatment of
the molecule—lead coupling, which is exact for vanishing
electron—phonon interaction. The comparison with
numerically exact data and a detailed discussion is given in

subsection 5.

417



1 Model

We start with the minimal model of a molecular contact
consisting of a single electronic level (dot) coupled to fermi-
onic reservoirs, where a prominent internal molecular phonon
mode interacting with the excess charge is described by a
harmonic degree of freedom (Figure 1) [15,33,34].

\ mhe, |

+el/2

Figure 1: Single charge transfer through a molecular contact
consisting of a single electronic level coupled to a harmonic phonon
mode and contacted to metallic leads. Forward (no prime) and back-
ward (with prime) rates are the basic ingredients for the approximate
treatment, see text for details.

Neglecting spin degrees of freedom the total compound Hamil-
tonian is thus described by

_ + i
- Z €k,0Ck,0Ck,a T z (Tk,ackﬂd +h.c.)
a=L,R; k a=LR;k (1

2
+8Dde+p—0+
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220 (x, +1,dTad
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Here, the Ty o denote tunnel couplings between dot level and
reservoir o and [y =Mg4/2/ hwém contains the coupling M

between excess charge and phonon mode. An external voltage
across the contact is applied symmetrically around the Fermi
level such that gy ;, = g(k) + 1, With the bare electronic disper-
sion relation gy(k) and chemical potentials u = +eV/2, ug =
—eV/2. Below, this model will be extended further to include the
embedding of the prominent mode into a large reservoir of
residual molecular and/or solvent degrees of freedom acting as
a heat bath. Qualitatively, since the dot occupation dtd can only
take the values ¢ = 0 or 1, the sub-unit Hp + Hp py + Hpy
describes a two state system coupled to a harmonic mode
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(spin—boson model [20]). Depending on the charge state of the
dot the phonon mode is subject to potentials Vg(xqg) = (m 0)%/
2)(xo + lpg)*. Now, the presence of the leads acts (for finite
voltages) as an external driving force alternately charging (g =
1) and discharging (¢ = 0) the dot, thus switching alternately
between Vy and V' for the phonon mode. The classical energy
needed to reorganize the phonon is the so-called reorganization
energy A =1(0)-V,(0)= Mg / hwy. Quantum mechanically,
the phonon mode may also tunnel through the energy barrier
located around xp = —//2 separating the minima of V1.

It is convenient to work with dressed electronic states on the dot
and thus to apply a polaron transformation generating the shift
Iy in the oscillator coordinate associated with a charge transfer

process, i.e.,

U:exp(—ipoTlOde] 2)

with momentum operator py = i\/hmw, / 2(bg —by) where bg
and b are creation and annihilation operators of the phonon
mode, respectively. We mention in passing that complementary
to the situation here, the theory of dynamical Coulomb blockade
in ultrasmall metallic contacts is based on a transformation
which generates a shift in momentum (charge) rather than pos-
ition [17]. Now, the electron—phonon interaction is completely
absorbed in the tunnel part of the Hamiltonian, thus capturing
the cooperative effect of charge tunneling onto the
dot and photon excitation in the molecule, i.c.,
H=Hyg+Hp+Hpy, +Hyp with

ﬁPh = h(DO (bgbo "r%)

. (€)

_ i

Hp = Z Tk,acl,ad exp (;Po%j*‘h-c-
a=L,R; k

Single charge tunneling through the device can be formally and
exactly captured under weak conditions (e.g., instantaneous
equilibration in the leads during charge transfer) within the
Meir—Wingreen formulation based on nonequilibrium Green’s
functions [14,15]. For the current—voltage characteristics one
finds

_Aelge FLER | o eV v
1= h Idﬁ 2L+ 2R {fﬁ[g 2 j fﬁ(8+ 2 ﬂ )

x[iG> (6)—iG* (s)}
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with energy dependent lead self-energies
>a(e) =21 | Th k’a\ZS(a — g) and with the Fourier transforms of
the time dependent Green’s functions G*(f) = i(d%d(t)) and
G ()= —i(d(t)dT>. Upon applying the polaron transformation
(Equation 2), one has

i

- ~Loolo Lol
G(ty=ildle " Cen "

d(t)

®)

i
—Po(

i
——polo
G (1) =il eh h

1)l
YddTe ,

where all expectation values are calculated with the full Hamil-
tonian (Equation 3). Of course, for Ty , — 0, the Green’s func-
tions factorize as, e.g., G*(f) —> i(de(t))D exp[J(¢)] with the
phonon correlation

i i
——polo —Po(Dly
/W — (e 7 en (6)

Ph

into expectation values with respect to the dot (D) and the
phonon (Ph), respectively. Any finite tunnel coupling induces
correlations that in analytical treatments can only be incorpo-
rated perturbatively. There, the proper approximative scheme
depends on the range of parameter space one considers. Gener-
ally speaking, there are four relevant energy scales Y 1 /r, My,
kgT, and Ah®( of the problem corresponding to three inde-
pendent dimensionless parameters, e.g.,

My

my :—,szohB,G:
h(DO

X +2p

o, ™

In the following we are interested in the low temperature
domain 6 > 1 where thermal broadening of phonon levels is
small such that discrete steps appear in the /-} characteristics.
Qualitatively, seen from the dynamics of the phonon mode, two
regimes can be distinguished according to the adiabaticity para-
meter Y /iiog = o: For 6 < 1 the phonon wave packet fulfills, on
a given surface V or V1, multiple oscillations before a charge
transfer process occurs. The electron carries excess energy due
to the finite voltage, and this energy may be absorbed by the
phonon to promote reorganization to the new conformation (in
the classical case the reorganization energy A). In the language
of intramolecular charge transfer this scenario corresponds to
the diabatic regime with well-defined surfaces V. In the oppo-
site regime ¢ > 1 charge transfer is fast such that the phonon

may undergo multiple switchings between the surfaces Vy 1.
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This is the adiabatic regime. In this latter range the impact of
the adiabaticity on the diabatic ground state wave functions is
weak for my < 1 when the distance of the diabatic surfaces is
small compared to the widths of the ground states. For my > 1 in
both regimes electron transfer is accompanied by phonon
tunneling through energy barriers separating the minima of
adiabatic or diabatic surfaces. The dynamics of the total com-
pound are then determined by voltage driven, collective
tunneling processes. Master equation approaches to be investi-
gated below, rely on the assumption that both sub-units, charge
degree of freedom and phonon mode preserve their bare phys-
ical properties even in the case of finite coupling m. Hence,
since the model (Equation 1) can be solved exactly in the limits
mg =0 and ¢ = 0 and following the above discussion, we expect
them to capture the essential physics quantitatively in the
domain mg < 1 and for all ratios 6. We note that recently the
strong coupling limit including the current statistics has been
addressed as well [35,36].

2 Rate approach |

The simplest perturbative approach considers the cooperative
effect of electron tunneling and phonon excitation in terms of
Fermi’s golden rule for the tunneling part H. For this purpose
one derives transition rates for sequential transfer according to
Figure 1. A straightforward calculation for energy independent
self-energies Y1 ;g (wide band limit) gives the forward rate onto
the dot from the left lead

X 4
FL(V,SD)ZTLJ‘deB(S_%j})O(S_SD)’ (8)

where f3(¢) is the Fermi distribution. Inelastic tunneling asso-
ciated with energy emission/absorption of phonons is captured
by the Fourier transform of the phonon—phonon correlation
exp[J(#)] leading to

k1
By(e)=¢PaPe Z%&[g —hoy (I k)] ©)
o k!

with pye = (mg /2)[coth(9 /2)F 1] denoting the mean values
for single phonon absorption (a) and emission (e). The exponen-
tials in the prefactor contain the dimensionless reorganization
energy mg = A/h®g. Apparently, inelastic charge transfer
includes the exchange of multiple phonon quanta according to a
Poissonian distribution. Further, one has the detailed balance
relation Py(—¢) = e PePy(¢). For vanishing phonon—electron
coupling my — 0 only the elastic peak survives, thus Py(g) —
4(¢). We note again the close analogy to the P(E) theory for
dynamical Coulomb blockade [17]. Moreover, golden rule rates
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for intramolecular electron transfer between donor and acceptor
sites coupled to a single phonon mode are of the same form
with the notable difference, of course, that in this case one has a
discrete density of states for both sites [20,22]. The funda-
mental assumption underlying the golden rule treatment is that
equilibration of the phonon mode occurs much faster than
charge transfer. In the last two cases this is typically guaranteed
by the presence of a macroscopic heat bath (secondary bath)
strongly coupled to the prominent phonon mode. Here, the
fermionic reservoirs in the leads impose phonon relaxation due
to charge transfer only. Thus, for finite voltage the steady state
is always a nonequilibrium state that can only roughly be
described by a thermal distribution of the bare phonon system
(see below). One way to remedy this problem is to introduce a
phonon—secondary bath interaction as well (see below in
subsection 4). The remaining transition rates easily follow due
to symmetry

>
TR (V.ep) =R (V,~¢p),
I

, z 10
FR(vaD):Z_RFL(_VaSD)a ( )
L

F’L (V, SD ) = FL (—V, —SD )

Now, summing up forward and backward events, the dot popu-

lation follows from

dﬁdot

11
Ul (11)

=—Tt1,0 Pdot *Td

with the total rate I'yor o = I', + I'r + I''L + IR and the rate for
transfer towards the dot I'p = I'p + I''g obtained according to
Equation 8. Note that for vanishing electron—phonon coupling
My = 0 one has Al'0(Mp = 0) = Y1 + Y r. The steady state
distribution py; — pdot = I'd/Tiot,0 is approached with relax-
ation rate I'yo 0. For a symmetric situation }p = > g with ep =0
one shows that pyos = 1/2 independent of the voltage, while
asymmetric cases lead to voltage dependent stationary popula-
tions. The steady state current is given by /(V) = (e/2)[(I'L —
I'R)(1 = paot) = (I'L = TR)Pdot] such that

g -I' 'y

IV)=e
1—‘tot,O

(12)
A transparent expression is obtained for ep = 0, namely,

e ;% eV eV
=it leal )l o o
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Despite its deficiencies mentioned above, the golden rule treat-
ment provides already a qualitative insight into the transport

characteristics. Typical results are shown in Figure 2.

1[eX/h]

Figure 2: |-V-characteristics for symmetric coupling 3| = >r and for
varying electron—phonon coupling mg at inverse temperature 6 = 25
(solid) and 6 = 10 (dashed).

The I-V curves display the expected steps at
eV =2nhwy,n € Z. Each time the voltage el/2 exceeds multi-
ples of 7wy new transport channels open associated with the
excitation of one additional phonon. For higher temperatures
the steps are smeared out by thermal fluctuations. The range of
validity of this description follows from the fact that a factor-
izing assumption for the electron—phonon correlation and an
instantaneous equilibration of the phonon mode after a charge
transfer has been used, which means that 6 < 1 and mq < 1. The
latter constraint guarantees that conformational changes of the
phonon distribution remain small.

There are now three ways to go beyond this golden rule approx-
imation. With respect to the phonon mode, one way is to explic-
itly account for the nonequilibrium dynamics, another is to
introduce a direct interaction with a secondary heat bath in
order to induce sufficiently fast equilibration. With respect to
the dot degree of freedom one can exploit the fact that for
vanishing charge—phonon coupling the model can be solved
exactly.

3 Master equation for nonequilibrated
phonons

To derive an equation of motion for the combined dynamics of
charge and phonon degrees of freedom, one starts from a Liou-
ville-von Neumann equation for the full polaron transformed
compound (Equation 3). Then, applying a Born—-Markov type of
approximation with respect to the tunnel coupling to the fermi-
onic reservoirs, one arrives at a Redfield-type equation for the
reduced density matrix of the dot—phonon system [15]. An add-
itional rotating wave approximation (RWA) separates the
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dynamics of diagonal (populations) and off-diagonal (coher-
ences) elements of the reduced density. Denoting with f’qn the
probability to find ¢ charges on the dot (here, for single charge
transfer ¢ = 0,1) and the phonon in its n-th eigenstate, one has

dr; ®o_1
dt

Z [fnk|

(xLRk

[fB (Eq“) j fB( EY “)Pqﬁv }

(14

with vo =1, v; = —1 and energies Eg'=hog(k —n)+vq (1, +ep).
The matrix elements of the phonon shift operator
Jok ={nlexplipply / h)| k) read

1

2 (=Kl [ max(nk) )2
—m2 12 (=mg)

fop=e M0

: (n—k)! (15)

[=min(n,k+1)

x1F (max(n,k)+l,| n—k|+l,—m§),

where | F'| denotes a hypergeometric function. The underlying
assumptions of this formulation require weak dot-lead coupling
o6 < 1 and sufficiently elevated temperatures 6 < 1 for a
Markov approximation to be valid. Although we will see below
when comparing low temperature results with numerically exact
solutions that this seems to be only a weak constraint.

The calculation of the steady state distribution
PqIl =lim,_, I‘an (¢) reduces to a standard matrix inversion. One
can show that for a symmetric system with ep =0, >; =Yg one
has P)' = B". A typical example for the mean phonon number
(n)zzq’nnP; is depicted in Figure 3. The curve is well
approximated by a/mgy with a = 0.7. Apparently, <n> diverges
for my — 0 since then By’ and B" approach constants inde-
pendent of the phonon number. Upon closer inspection one
finds that excitation is more likely than absorption, i.e., f (n,n +
1> f(nn-

with decreasing m(. The opposite is true for n > Ny(m() such

1), for all 0 < n < Ny(mg) where Ny(mg) increases

that in a steady state, depending on the voltage, the tendency is
to have higher excited phonon states occupied by smaller
couplings my. In particular, for strong coupling transitions n —
n + k,k > 0 are blocked at small n.

A convenient strategy to include nonequilibrium effects in the
phonon distribution, sometimes used in the interpretation of
experimental data, is the introduction of an effective tempera-
ture Tef. This way one could return to the simpler modeling of
the previous section. However, the procedure to identify
P +R = Pﬁ“ = exp(—Begrhiogn) / [1 —exp(—Pegrfimg)] is not
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Figure 3: Mean phonon number in nonequilibrium for eV = 3Awg and
versus the electron—phonon coupling mg.

reliable, as Figure 4 reveals. While it clearly shows the general
tendency of a substantial heating of the phonon degree of
freedom induced by the electron transfer, the profile of a
thermal distribution strongly differs from the actual steady state

distribution.
0.20F 3
k,T=0.1 ho,
27 015t = 1
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+
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Figure 4: Phonon number distribution in nonequilibrium for eV =
5hwg, mg=0.5 and kgT/Awg = 0.1 (histogram). The solid line depicts
a fit to a Boltzmann distribution. See text for details.

Nonequilibrated phonons leave their signatures also in the /-
curves as compared to equilibrated ones. The net current
through the contact follows from the summing up of the transfer

rates from/onto the dot according to Equation 14, hence,
(V)= 2
)= 2fl ztfn,k |
x {[EL To(Eg) = Zp fy (EgR )J B (16)
[ LI (o)~ ZR S (E 13)}11’1 } .
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Figure 5 shows that deviations are negligible for low voltages in
the regime around the first resonant step (le}/2| < hmg), where
at sufficiently low temperatures only the ground state partici-
pates such that the steady state distribution coincides with the
thermal one. For larger voltages deviations occur with the ten-
dency that for smaller couplings m the nonequilibrated current
is always smaller than the equilibrated one (/yon < leq), While
the opposite scenario (Inon > leq) is observed for larger mg. At
sufficiently large voltages, one always has I;oq < Ieq. This
behavior results from the combination of two ingredients,
namely, the phonon distributions Pq“ and the Franck—Condon
overlaps Vn,k|2- To see this in detail, let us consider a fixed
voltage. Then, on the one hand, for smaller m the steady state
distribution is broad (cf. Figure 3), such that, due to normaliza-
tion, less weight is carried by lower lying states compared to a
thermal distribution at low temperatures; on the other hand, for
mq < 1 the overlaps lfn’k\z favor contributions from low lying
states in the current (16), which is thus smaller than /oq. For
increasing electron—phonon coupling mq > 1, the overlaps |f£1,k|2
tend to include broader ranges of phonon states also covered by
Pqn, compared to those of low temperature thermal states. A
voltage dependence arises since with increasing voltage higher
lying phonon states participate in the dynamics supporting the
scenario for smaller couplings. Interestingly, as already noted in
[23] the overlaps Ifn,k|2 may vanish for certain combinations of
n,m depending on m( due to interferences of phonon eigenfunc-

tions localized on different diabatic surfaces Vq, where g =0,1.

o s
V[ hoy/e]

Figure 5: /-V-characteristics for equilibrated (solid) and nonequili-
brated (dotted) phonon distributions according to Equation 13 and
Equation 16, respectively.

4 Rate approach Il

The assumption of a thermally distributed phonon degree of
freedom during the transport can be physically justified only if
this mode interacts directly and sufficiently strongly with an
additional heat bath (secondary bath) realized, e.g., by residual

molecular modes. Here we will generalize the formulation of
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subsection 2 to a situation where the secondary bath is charac-
terized by Gaussian fluctuations. Its corresponding modes can
thus effectively be represented by a quasi-continuum of
harmonic oscillators for which the phonon correlation function
(Equation 6) can be calculated easily

©odo I(®)
J0 =] P

{coth (mTth [cos(wt)—1]—i sin(mt)}. (17)

Here the spectral density /(o) now describes the combined
distribution of the prominent mode and its secondary bath. It is
thus proportional to the imaginary part of the dynamic suscepti-
bility of a damped harmonic oscillator [20]. For a purely ohmic

distribution of bath modes, one has

I(0)= 2m§ wg i

2 2’ (18)

(® —oog)z +yzco

where y denotes the coupling between phonon mode and bath.
The Fourier transform of exp(J) reads at finite temperatures

P(e)=¢ "18(¢)

DY

T (kD)%0,0)

— k 1
c Py py,a py,e i (19)

+ %
kU IV g4 5Ok —hQY'1

with the frequency Q given by Q = ®¢&§ + iy/2 and
Pya() = (m 1 26Q%)[coth(BAQ/ 2) — 1] where the parameter &
is };:,“_72 /403(2) . Further, py o(Q) = 7py,e(Q*) (* means
complex conjugation) and py = R[py 4 + py,c]/2. In the above
expression, contributions from the Matsubara frequencies in
Equation 17 have been neglected, since they are only relevant in
the regime y#4 B >> 2x, which is not studied here. Apparently,
the coupling to the bosonic bath effectively induces a broad-
ening of the dot levels %y(k + [)/2 compared to the purely elastic
case (Equation 9). In the low temperature regime, where for
equilibrated phonons absorption (related to k) is negligible, the
widths grow proportionally to /. The presence of the secondary
bath drives the prominent phonon mode towards thermal equi-
librium with a rate proportional to this broadening. Hence, if the
time scale for thermal relaxation is sufficiently smaller than the
time scale for charge transfer, i.e., 1/11= (3L + YRr)/y << 1, the
assumption of an equilibrated phonon mode is justified and the
golden rule formulation (Equation 13) can be used with
Py(e) — Py(g). However, this argument no longer applies in the
overdamped situation y/®g >> 1, where the phonon mode
exhibits a sluggish thermalization on the time scale y/wé,

which may easily exceed 1.
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As already mentioned above, for vanishing charge—phonon
coupling mq = 0, the model (Equation 3) can be solved exactly
for all orders in the lead—dot coupling [15]. In the frame of a
rate description, one observes that in this limit the dot popula-
tion (Equation 11) decays proportionally to (3 + >r). The
golden rule version of the theory neglects this broadening in
Equation 13 since it is associated with higher order contribu-
tions to the current (Equation 13). Now, recalling that Py(¢)
reduces to a delta function for mg — 0, this finite lifetime of the
electronic dot level is included for all orders by performing the
time integral in the Fourier transform with ¢ — ¢ — i(Y + Y R)/
2 =g — il'o(My = 0)/2 [see Equation 11]. In fact, this way one
reproduces the exact solution (one electronic level coupled to
leads with energy independent couplings), i.e., its exact spec-
tral function. To be specific, let us restrict ourselves for the
remainder of this discussion to the symmetric situation
SL=YR=2Y/2,and ep = 0. Then, in the presence of the phonon
mode (my# 0) the corresponding function POZ (e) follows from
Equation 9 by replacing the delta function by i/[e + hw(k — ) +
iy'/2]. Again following the idea of a rate treatment, an impro-
ved version of this result accounting for higher order
electron—phonon correlations is obtained through the decay rate
Tiot,0(Mp # 0), instead of the bare dot level width Y/4 =
Tiot,0Mp = 0). Equivalently, one replaces i/[e + hw(k — [) + i}/
2] — ill[e + ho(k — [) + iT'4,0/2] to arrive at an improved
PlZ (¢). We note that within a Green’s function approach, and
upon approximating the corresponding equations of motion, a
similar result has been found in [15,33], with the difference
though that instead of 'y o an imaginary part of a phonon state-
dependent self-energy Xy | appears. One can show that the Ty g
appearing here within a rate scheme is related to a thermally
averaged Plz.

Now, an additional secondary bath can be introduced as above
by combining Equation 19 with Plz, leading eventually to

P,
> (§

Py,l (&)= —ﬂ

k

Pya Pye
k'

xR

(20)
(k,1)2(0,0)

1
X
8+th—th+thtot’0/2}.

The width of the electronic dot level is thus voltage dependent
and approaches the bare width from below for large voltages,
that is limy_,o.['tor,0(¥) = 2/A. The range of validity of this
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scheme is the following: It applies to all couplings ¢ in the
domain where the electron—phonon coupling is weak my < 1. In
particular, second order processes in ¢ capture cotunneling
processes. For m( > 1 charge transfer is strongly suppressed and
the phonon dynamics still occurs on diabatic surfaces for o << 1
so that we expect the approach to cover this range as well.

5 Comparison with numerically exact results
A numerically exact treatment of the nonequilibrium dynamics
of the model considered here is a formidable task. The number
of formulations which allow simulations in nonperturbative
ranges of parameter space is very limited. Among them is a
recently developed diagrammatic Monte Carlo approach
(diagMC) based on a numerical evaluation of the full Dyson
series, which, in contrast to numerical renormalization group
(NRG) methods [37], covers the full temperature range. For
calculations of single charge transfer, results have been
obtained with and without the presence of a secondary bath
interacting with the dot phonon mode.

We note that computationally these simulations are very
demanding as for each parameter set and a given voltage the
stationary current for the /-J curve needs to be extracted from
the saturated value of the time dependent current /(¢) for longer
times. Typical simulation times are on the order of several days
to weeks, depending on the parameter range. In contrast, rate
treatments require minimal computational effort and can be
done within minutes. Here, we compare numerically exact find-
ings with those gained from the various types of rate/master
equations discussed above.

We start with the scenario where the coupling to a secondary
bath is dropped (y = 0) to reveal the impact of nonequilibrium
effects in the phonon mode. The formulation for an equili-
brated phonon is based on Equation 13 with Py replaced by %21
in Equation 20, while the steady state phonon distribution is
obtained from the stationary solutions to Equation 14. In the
latter approach the intrinsic broadening of the dot electronic
level due to coupling to the lead is introduced in the following
way: One first determines via Equation 14 a steady state distrib-
ution P(f . This result is used for an effective self-energy contri-
bution (total decay rate) for nonequilibrated phonons, i.e.,

z

1—‘tot,neq )= 7

Y U PEA(EL) o

a=L,R;n,k,q

where Eg =hog(n—k)+p,. We note in passing that
limp o ltot,neq(¥) = 2/ = T'iorf(Mo = 0). Subsequently, an im-
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Figure 6: /-V characteristics according to approximate models based
on equilibrated phonons (solid) and nonequilibrated phonons (dashed)
together with exact DQMC data (dots) for kg T/} = 0.2 and without
coupling to a secondary bath (y = 0). All quantities are scaled with
respect to the dot—lead coupling Y.

proved result for the steady state phonon distribution at a given
voltage is evaluated working again with Equation 14, but using
the replacement:

de eV hrtot,neq
b5 g 14
T [e—hog (k=] + 7 Tigpeq / 4

(22)

Of course, for >, — 0 the standard Fermi distribution is
regained. The corresponding steady state phonon distribution
eventually provides the current according to Equation 16 with
the same replacement (Equation 22) in this expression. The
procedure relies on weak electron—phonon coupling mg < 1 and
in principle also requires sufficiently elevated temperatures.
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Figure 7: As Figure 6 but for fixed Awg/3Y = 5 and varying
electron—phonon coupling.
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Results are shown in Figure 6 together with corresponding
diagMC data for various coupling strengths m. Interestingly,
the equilibrated model describes the exact data very accurately
from weak up to moderate electron—phonon coupling mg = 1,
while deviations appear for stronger couplings my>1 and volt-
ages beyond the first plateau eV > 2 wg. For mgy > 1 nonequilib-
rium effects are stronger and the corresponding master equa-
tion (Equation 14) gives a better description of higher order
resonant steps. Moreover, as already addressed above, even in
this low temperature domain the approximate description
provides quantitatively reliable results.

In Figure 7 the frequency of the phonon mode is fixed and only
the electron—phonon coupling is tuned over a wider range. For
strong coupling (here m( = 2) the equilibrated (nonequilibrated)
model predicts a smaller (larger) current than the exact one in
contrast to the situation for smaller m(. This phenomenon
directly results from what has been said above in subsection 3:
For stronger coupling the Franck—Condon overlaps favor higher
lying phonon states that are suppressed by a thermal distribu-

tion.

After all, the approximate models give not only a qualitatively
correct picture of the exact /- curves, but even provide a rea-
sonable quantitative description in this low temperature domain.

In a next step the coupling to a secondary bath is turned on
(v # 0) enforcing equilibration of the phonon mode, see Equa-
tion 20. The expectation is that in this case departures from the
equilibrated model are reduced. In Figure 8 data are shown for a
ratio mgy = 4/5, where deviations occur at larger voltages, as
observed in the previous figures. Obviously, due to the damping
of the phonon mode the resonant steps are smeared out with
increasing y. However, the approximate model predicts this

0.25F ]
020}

015}

1[eX/h]

0.10f

0.05f

0.00"

0““5““10““15““20
Vel

Figure 8: |-V characteristics in presence of a secondary heat bath
interacting with the phonon with various coupling constants y. Shown
are approximate results (solid) using Equation 20 and diagMC data
(dots); energies are scaled with Y. Other parameters are kgT/> = 0.2,
mq =4/5,0=0.2.

424



effect to be more pronounced as compared to the exact data,
particularly for stronger coupling #y/y > 1, while still y/mg < 1.
In fact, in the limit of very large coupling only the k=7=0
contribution to Equation 20 survives, such that at zero tempera-

ture one arrives at

ey

P a— (23)
hrtot,o (V)

. 2
lim /(V) = I,, —arctan
Y—>© T

with the current at large voltages I, = e3/4% and ot (V) <
>'/h, where equality is approached for V' — oo. It seems that a
broadened equilibrium distribution of the phonon, induced by
the secondary bath according to Equation 20, overestimates the
broadening of individual levels. Since the approach is exact in
the limit my — 0, the deviations appearing in Figure 8 are due
to intimate electron—phonon/secondary bath correlations not
captured by the rate approach. In the overdamped regime, i.e.,
v/®g > 1, the dynamics of the phonon mode slow down and may
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Figure 9: As Figure 6, but for nonequilibrated phonons based on an
extended master equation (solid) in comparison to exact diagMC data
(dots).
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Figure 10: As Figure 7, but for nonequilibrated phonons based on an
extended master equation (solid) in comparison to exact diagMC data
(dots).
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become almost static on the time scale of the charge transfer. In
this adiabatic regime an extended version of the master equa-
tion (Equation 14) is not trivial since the conventional eigen-
state representation becomes meaningless. It would be better
then to switch to phase-space coordinates and develop a formu-
lation based on a Fokker—Planck or Smoluchowski equation for
the phonon. This will be the subject of future research.

The essence of this comparison is that, as anticipated from
physical arguments already in subsection 1, a rate description
does indeed provide quantitatively accurate results in the regime
of weak to moderate electron—phonon coupling my < 1 and for
all . Deviations that occur for larger values of m( can partially
be explained by nonequilibrium distributions in the phonon
distribution, where, however, the master equation approach
seems to overestimate this effect. In order to obtain some
insight into the nature of this deficiency, a minimal approach
consists of extending Equation 14 with Equation 22, a mecha-
nism that enforces relaxation to thermal equilibrium with a
single rate constant I'( that serves as a fitting parameter.
Accordingly, the respective time evolution equation for Pqn (?)
receives an additional term —T'o[ A}'(r) — F'] with the Boltz-
mann distribution for the bare phonon degree of freedom PBn.
Corresponding results for the same parameter range as in
Figure 6 and Figure 7 are shown in Figure 9 and Figure 10
including comparison with the exact diagMC data. There, the
same equilibration rate 4T/}’ = 0.25 is used for all parameter
sets. Astonishingly, this procedure provides excellent agree-
ment over the full voltage range. It improves results particu-
larly in the range of moderate to stronger electron phonon
coupling, but has only minor impact for my < 1. The indication
is thus that electron—phonon correlations neglected in the orig-
inal form of the master equation have effectively the tendency
to support faster thermalization of the phonon. Indeed, prelimi-
nary results with a generalized master equation, where the
coupling between diagonal (populations) and off-diagonal
(coherences) elements of the reduced charge—phonon density
matrix is retained (no RWA approximation), indicate that this
coupling leads to an enhanced phonon—lead interaction and thus
to enhanced phonon equilibration.
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Abstract

We present a theoretical framework for the computation of anharmonic vibrational frequencies for large systems, with a particular
focus on determining adsorbate frequencies from first principles. We give a detailed account of our local implementation of the
vibrational self-consistent field approach and its correlation corrections. We show that our approach is both robust, accurate and can
be easily deployed on computational grids in order to provide an efficient computational tool. We also present results on the vibra-

tional spectrum of hydrogen fluoride on pyrene, on the thiophene molecule in the gas phase, and on small neutral gold clusters.

Introduction

The study of molecular vibrations has been a topic of continued  these studies has been the correlation that exists between molec-

interest in chemistry for over a century, starting with the work  ular structure and observed vibrational transition frequencies.

of William Coblenz in 1905. The main driving force behind  Thus, a measured vibrational frequency depends directly on the
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strength of the bonds present in the molecule and on the mass of
its atoms. Moreover, particular bonding patterns can give rise to
specific collective motions of parts of the molecule; the corres-
ponding oscillation frequencies of this set of atoms are usually
known as group frequencies and are characteristic of a particu-
lar structural motif.

In heterogeneous catalysis, for example, the shift of the adsor-
bate vibrational frequencies allows us to follow the progress of
surface reactions and provides important information on the
bond strength and location of the adsorbate. A typical example
is carbon monoxide, which can be used as a surface probe, as
the C=O0 stretch frequency is very sensitive to the adsorption
site of the molecule. This property was identified very early on,
and was used by Yang and Garland [1] to investigate, for
example, the binding mode of a CO molecule deposited on
supported rhodium films and to suggest possible mechanisms
for hydrogenation and oxidation reactions on this type of metal
surface.

A recent development for vibrational spectroscopy in the field
of surface characterisation is the use of scanning tunnelling
microscopy (STM) to record single-molecule spectra. This
relies on the technique of inelastic electron tunnelling spec-
troscopy (IETS), developed in the mid-1960s [2], and performs
measurements on a single molecule using an STM tip as a
contact instead of a macroscopic metal/oxide layer. There are a
number of studies (see [3] for a review) that have shown the
flexibility of the combination of STM with IETS for the investi-
gation of single adsorbates on the nanoscale. Recently, our
group was able to demonstrate that, with an appropriate anhar-
monic model of the vibrational structure, STM—-IETS can be
used to determine the adsorption geometry of a 4-mercaptopyri-
dine molecule on the Au(111) surface [4]. This study confirmed
that a coordination of the sulfur atoms by two gold atoms
(bridge site or defect site) is likely to be the preferred binding
mode for the adsorbate. This is in agreement with other theo-

retical predictions [5].

This paper describes our efforts over the past few years in
developing scalable techniques for the computation of anhar-
monic vibrational frequencies of large systems, with a particu-
lar focus on the interface between organic molecules and metal
surfaces. Such systems are of significant interest in the field of
nanotechnology as they are the building blocks of function-
alised interfaces and are also related to catalysis processes. The
interface between the molecular world and the condensed phase
is still relatively poorly understood, and the vibrations of
adsorbed molecules provide us with information on their
surface binding strength and on the dynamic processes that

occur at the interface.
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Our aim is to further the understanding of adsorbate vibrations
by developing a set of techniques that render their accurate
prediction possible at modest computational cost. We show that
a systematic approach to the description of anharmonic vibra-
tional structure, based on the vibrational self-consistent field
(VSCF) method and its correlated variants, combined with an
accurate yet scalable description of the underlying potential
energy landscape, leads to a flexible way of describing these
systems.

This paper is organised as follows: First, we give a brief intro-
duction to the global theoretical framework used for our imple-
mentation. We then describe the details of our local implemen-
tation of the direct-VSCF technique, followed by a detailed
account of our efforts to speed up vibrational correlation correc-
tions for large systems. Next, we introduce a distributed ap-
proach for the computation of the necessary potential energy
surfaces (PES). We finish the paper with two new develop-
ments: The frequencies of the thiophene molecule are calcu-
lated from a PES constructed with periodic density functional
theory (DFT), and an assessment of DFT for the description of
properties of small neutral gold clusters is given. We conclude
this paper with an outlook on future work in the field of theo-
retical descriptions of vibrational spectra of adsorbed mole-
cules.

Results and Discussion

Theoretical framework

The theoretical description of molecular vibrations is remark-
ably simple. In its most basic formulation, the harmonic approx-
imation can successfully describe a very large number of obser-
vations. This has been shown in the excellent monograph by
Wilson Jr., Decius and Cross [6], in which they demonstrated a
straightforward procedure to obtain harmonic vibrational
frequencies for any given molecule. The success enjoyed by the
harmonic approximation over the years, combined with its rela-
tive simplicity, has made it a de facto standard for the predic-

tion of vibrational frequencies.

From a theoretical point of view, the accuracy of the data
obtained from high resolution spectra provides an ideal opportu-
nity to validate the interaction models used to describe the
observed molecule, be they empirical force fields or quantum
chemical Hamiltonians, as vibrational spectra probe bond
strengths directly. Unfortunately, standard vibrational theory is
often powerless to explain the subtle changes observed in the
vibrational spectrum when a molecule undergoes a con-
formational change or is adsorbed on a surface. Indeed, the
harmonic approximation can only go so far, as it mainly
considers infinitesimal displacements from the equilibrium

structure and does not truly explore the local energy landscape
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of a flexible molecule. This approximation usually results in a
severe overestimation of experimental frequencies by up to

200-300 cm™! for single stretching frequencies.

As an alternative to the harmonic approximation, two methods
for computing anharmonic spectra are of particular interest:
Molecular dynamics and the vibrational self-consistent field
(VSCF) approach. Both techniques can go beyond the harmonic
approximation, and provide a solid basis for the interpretation

of complex vibrational experiments.

The first method offers a fully classical approach to anhar-
monic corrections that can easily include solvation (or more
generally environment effects) and finite temperature effects.
This latter aspect can be important in the case of conformation-
ally flexible molecules. Due to its conceptual simplicity and the
ready availability of reliable empirical force fields (or forces
computed ab initio), molecular dynamics is currently the most
popular method for determining anharmonic frequencies of
large systems (see [7] for an overview of some applications
for biological systems). However, given its classical nature,
this technique cannot account consistently for quantisation
effects such as Fermi resonances, overtones or combined excita-
tions.

In contrast, VSCF-based methods provide a fully quantum
mechanical picture of anharmonicity in molecular systems and,
as such, are able to account for resonance phenomena, combina-
tion bands and vibrational overtones in a hierarchical and
consistent manner. While temperature effects can be included
using a statistical mechanics framework, these are usually
neglected, and thus the approach is better suited to the descrip-
tion of low temperature vibrational spectra, such as those
obtained in supersonic jet expansions or in ultrahigh-vacuum

environments.

In most implementations of VSCF-based approaches, the
required resolution of the vibrational Schrédinger equation
means that it remains a time-consuming process. This is due to
the necessity to first construct a potential energy surface (PES),
which is then used to compute the vibrational Hamiltonian. The
PES can also be generated directly from ab initio programs
(direct-VSCF), thus leading to a straightforward route from
electronic structure theory to a measurable vibrational spectrum,

within the Born—Oppenheimer approximation.

This paper focuses on VSCF-based techniques and describes
our local implementation, PVSCF, that aims to reduce the
computational cost of the direct-VSCF method for large and
interfacial systems. In order to render this approach suitable for

large systems, two main aspects of the technique need to be
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considered: The generation of the PES and the vibrational

computation itself.

Expressing the potential energy surface

In order to obtain a manageable and compact description of the
multi-dimensional PES for large systems, it is desirable to use
an approach that has a physical underpinning and whose accu-
racy can be improved systematically. Rabitz et al. [8,9] showed
that a many-body decomposition leads to a convenient hierar-
chical representation of the PES. In their approach, the PES is
expanded in a series of one-dimensional terms, two-dimen-
sional couplings, three-dimensional couplings, etc. This expan-
sion guarantees convergence, as a 3N, — 6 dimensional expan-
sion describes the complete PES for a problem consisting of N,
atoms in the case of an isolated molecule. Note that other repre-
sentations, such as polynomial expansions, do not necessarily
possess such well defined multi-dimensional convergence prop-
erties. For large systems, Gerber et al. [10] have shown that a
truncation of the expansion to two-dimensional (2-D) couplings
built on the normal modes of the system is sufficiently accurate
for most applications. This considerably reduces the computa-
tional effort of generating PES for the description of vibrational
properties of large systems. Another advantage (which will
become clearer later) of this type of representation is that it is
isomorphic with electronic structure theory, where all interac-
tions are two-body interactions. The direct method suggested by
Gerber et al. [10] reduces the computation of the global PES for
a given system to that of a local part of the energy landscape
located around the energy minimum and expanded in a series of
1-D and 2-D cuts, calculated point-by-point through ab initio
techniques. Thus, in this method, the speed at which the PES
can be computed is directly related to the number of
mode—mode couplings taken into account and to the amount of
computing power allocated to the ab initio calculation of
each grid point. However, the latter constitutes one of the
main computational bottlenecks of the technique for large
systems.

Accelerating anharmonic vibrational calcula-

tions

Several years ago [11], we formulated the concept of the fast-
VSCF technique and demonstrated that the computationally
expensive stages of direct-VSCF calculations, namely the
computation of mode-mode coupling potentials using ab initio
techniques, can be efficiently pre-screened using fast and ap-
proximate electronic structure methods. Indeed, for any given
molecular system, we showed that the coupling pattern is
mainly defined by the chemical nature of the molecule and the
choice of coordinate system for the normal-mode expansion
(see [12] for details of the influence of coordinate systems on

VSCF calculations). Thus, any level of electronic structure
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theory can be used to obtain a qualitative assessment of the
strength of mode-mode coupling, as long as this level offers a
reasonable description of the potential energy surface. This
concept opens the way to a two-level approach to the determin-
ation of couplings that we have called the fast-VSCF method.
Other groups have further developed such a multi-level ap-
proach in order to compute different parts of the PES through a
set of electronic structure calculations of decreasing accuracy
[13,14] and have achieved reasonable accuracy for small to

medium-sized molecules.

The fast-VSCF technique uses the fact that there are preferred
channels along which vibrational modes interact with each other
and that these channels dominate the vibrational dynamics of
the system. This is particularly manifest when a molecule
contains similar functional groups, such as C—H bonds or C=0
groups, that necessarily interact with one another for symmetry
reasons (vibrations of identical functional groups should couple
together even if it is only through Fermi resonances). Once
these channels have been identified, it is possible to construct
an approximate representation of the vibrational Hamiltonian
that contains only these important interactions, and the resulting
reduced-dimension model leads to a very reasonable descrip-
tion of the molecular vibrations. This approach bears similari-
ties to some of the semi-empirical techniques used in electronic
structure theory, such as the complete neglect of differential
overlap (CNDO) approach of Pople et al. [15], but it mainly
originates from considerations of the usage of locality in large-
scale electronic structure methods (so called order-N
approaches). Indeed, the idea of restricting the calculation to a
local environment (often defined as nearest-neighbour interac-
tions) is the major tenet of a large number of linear-scaling elec-
tronic structure methodologies, and in fast-VSCF we limit the
treatment of vibrational correlation to a “local” group of modes.
The delocalised nature of rectilinear normal modes usually
renders a direct prediction of nearest-neighbour interactions
difficult. There have been attempts at using criteria based on
localisation techniques to determine the importance of a given
mode—mode pair using only normal modes [16]. This approach
relies on the assumption that two strongly coupled modes are
likely to move the same atoms while two weakly coupled ones
are not, and has so far shown moderate success at predicting all
strong couplings of the systems investigated.

Unfortunately, generic non-trivial rules for determining the
preferred channels of a given molecule have so far proved
elusive, but we are pursuing research in this direction. Thus, for
a practical implementation, the fast-VSCF approach usually
requires an initial qualitative exploration of the PES of the

system, albeit at a low level of theory.
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By greatly reducing the time spent on the PES calculation, the
fast-VSCF approach enables the investigation of larger systems,
which would have otherwise been out of the reach of a standard
direct-VSCF calculation. In particular, we have shown [11] that
correlation-corrected fast-VSCF (fast-VMP2) achieves
increases in speed of up to 80 times that of standard direct-
VMP2 calculations on the systems studied.

Fast-VSCF is a technique that was initially built to accelerate
PES calculations, but it also confers a particular structure on the
vibrational Hamiltonian (rendering it sparser) that can be further
exploited in the vibrational correlation treatment to construct
efficient algorithms, as will be shown later in the paper.

Our local VSCF implementation

Our aim is to develop a program to compute accurate vibra-
tional frequencies of polyatomic system in the gas phase,
condensed phase and at interfaces. We start by assuming that
the Born—Oppenheimer approximation is valid, and thus we
first need to compute the PES of the system and then we
consider the nuclear motion by solving the vibrational
Schrodinger equation on the PES obtained.

Our implementation choices have been guided by the following
requirements:

* The program should be an external code that could be
interfaced with any given ab initio electronic structure
code to ensure maximum flexibility during the construc-
tion of the PES. This enables us to change ab initio
package according to the availability of electronic struc-
tures methods or performance of the implemented algo-
rithms. This capability is a necessity for the investi-
gation of large systems as the many packages that imple-
ment efficient density functional theory (DFT) are still in
development and change on a regular basis.

* Scalability of the vibrational approach means that the
program should be able to run on many cores (i.e.,
parallel code). Computationally speaking, the PES
construction remains the most demanding part of the
calculation as we typically need on the order of 10°
points for large systems. However, this is a highly
parallel task given that the various grid points are practi-
cally independent and we will discuss our strategy for
scalable PES computation later in the paper. Finally,
once the PES is computed, the vibrational treatment can
become the limiting factor for systems containing a large
number of modes. Thus there is a necessity for the devel-
opment a vibrational treatment that may be parallelized
for such cases.
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* Ideally, the program should use the ab initio energy grid
points themselves and avoid fitting the PES to a func-
tional form. This ensures that the accuracy of the PES is
preserved throughout the calculation.

* Finally, not only do we need the energy of the vibra-
tional ground state of the system but also that of its
vibrationally excited states in order to compute funda-
mental frequencies and overtones or combination bands.
We also require a representation of the vibrational wave
function in order to be able to compute vibrationally
averaged geometries for a given state or in order to
compute infrared transition intensities.

The core part of our program is built around a solver for 1-D

radial vibrational Schrodinger equations of the kind:

152 Ly () () (n)
21':1@]2'4_[/ (Ql) (‘Dnj (Qj):‘c;nj (p”j (Q]) @))]

where (; is usually a mass-weighted normal coordinate of the
system, Vj(Qj) isa gene;ic 1-D potential, Vf(Qj) is the single-
mode wave function, @, (¢ j) the corresponding eigenenergy
and (n) = {vy,v,...,v,,} represents the excitation quanta for each
vibrational mode. This routine must be fast, accurate and flex-
ible enough to treat any kind of 1-D potential. After evaluating
a number of approaches based on different basis sets for
construction of the Hamiltonian representation (particle-in-a-
box eigenfunctions, gaussian functions, harmonic oscillator
eigenfunctions, delta functions), we solve Equation 1 using the
Fourier grid Hamiltonian (FGH) approach proposed by Balint-
Kurti and Martson [17,18]. This approach is fast and robust
enough to accommodate any kind of potential that is likely to
occur during the vibrational calculation (potential with one or
several minima, periodic or aperiodic potential), and it gives the
eigenvalues and the eigenfunctions as the results. The wave
functions obtained are also easily integrable, as they are based
on delta functions. The limiting part of the calculation is the
diagonalisation of an Ny X N, matrix, where Ny is the number of
grid points (which must be even in this approach). We use
mathematical libraries (Lapack) to ensure the scalability of the
approach.

There are two possible points of failure in our technique, one is
using too few or an odd number of grid points and the other is
an insufficient exploration of the 1-D potential. The number of
points, N,, can be fixed by the user in our implementation but
the default value of N, = 128 is usually sufficient for most
applications, and convergence with respect to N, is easily
checked. This leads to a relatively small computational burden

on the diagonalisation routines. As the potential energy is
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usually computed ab initio on a grid that is sparser than N, the
1-D PES is interpolated using a cubic spline procedure
(Numerical Recipes [19], modified by M. Lewerenz) in order to
obtain the values on the N, grid points. By default, the limits of
the interpolated grid are those of the 1-D ab initio PES grid. The
issue of insufficient exploration of the potential is more diffi-
cult to resolve, but we have implemented additional options to
check the validity of the PES range: Basic linear extrapolation
using energies derived from the limits of the potential, or usage
of an infinite wall potential at the limits. In practice, if the first
seven eigenvalues and wave functions do not change when
extrapolating the potential, the initial potential range was large
enough.

Diagonal (1-D) calculation

This is the first step beyond the harmonic approximation and a
flow-chart diagram of our routine is shown in Figure 1. In this
part, the 1-D vibrational Schrédinger equation for each mode is
solved with the FGH subroutine and the potential obtained from
1-D PES cuts along each mode. The anharmonic frequencies are
then obtained by simply subtracting the ground state energy
from the first excited state energy for each vibrational mode.
This leads to improved vibrational frequencies compared to the
harmonic approximation, but even though these diagonal
frequencies reflect the main anharmonic contributions, they do
not include any vibrational correlation between modes. For
many-mode systems, the diagonal approximation is not suffi-
cient to obtain realistic vibrational frequencies but the solutions
obtained at this stage can be improved through the VSCF proce-
dure outlined below.

|| DIAG subroutine

| Read 1D PES for each mode I

\ 4
I Interpolate 1D PES (cubic spline) |

\ 4
Solve 1D Schrodinger equation
for each mode (FGH approach)

. . . n
Save eigenfunctions and eigenvalues, egzj)

Print eigenvalues and diagonal frequencies

Figure 1: Flow-chart diagram of the computer code used to compute
diagonal frequencies.
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VSCF procedure

The main idea is to use an effective mean-field 1-D potential,
Ve}f (9 j), along each mode, instead of the diagonal potential,
in order to take into account the vibrational coupling between

modes:

@)=V (2))=(TTe P (e ) @

=] i#]

where V(Q) is the full potential energy surface of the N-dimen-
sional problem and contains all the coupling terms of the poten-
tial energy operator. The main computational difficulty in
solving Equation 1 at this stage comes from the evaluation of
the multi-dimensional integral needed to compute the mean-
field potential. To overcome this difficulty, Jung and Gerber
[20] suggested using the following n-body representation of the
potential energy surface:

N N N
r@=Xr"(0;)+ X277 (2.0))
j=1 i=1 j>i

N N N (3) (3)
DY Y0000 )+

i=1 j>ik>j

For rectilinear normal-mode coordinates, Chaban et al. [10]
have shown that a pairwise approximation (i.e., including up to
Vl-](.z) G;,0 j)) for V(Q) is sufficient to give reasonable vibra-
tional frequencies for large molecular systems. This does not
imply that higher-order couplings (three or more mode
couplings) can always be safely ignored, as Bounouar and
Scheurer [21] have shown that neglecting 3-D couplings can
lead to artefacts for some systems. In such cases, an internal or
(more generally) a curvilinear coordinate representation of the
PES leads to a much more accurate description of mode—mode
couplings (see [21] and [12], for example), and the error intro-
duced by neglecting 3-D couplings and above can thus be
strongly reduced. Yet the a priori definition of a suitably
de-coupled set of coordinates for periodic systems remains a
complex issue. We are currently investigating optimum decou-
pling techniques for such systems in our laboratory. In the
present study, however, we use a rectilinear 2-mode representa-
tion of the PES, despite its limitations, as this simplifies the
calculation of the matrix elements involving the potential oper-
ator, such that they require only two-dimensional integrals at
most. Moreover, in order to speed up the calculations on
parallel computers, we make use of the OpenMP library to

distribute the integral calculations to many processors.
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For a given vibrational state (n) = {vy,v2,...,v,}, we can
compute an initial Vejﬁp (9} j) for each mode j, using the vibra-
tional wave functions obtained from the diagonal calculations
subroutine and the 2-D PES cut. This effective potential is then
used to solve the 1-D Schrddinger equation for each mode. This
leads to new eigenvalues and eigenfunctions that can be used to
build the state wave function. Note that, in the VSCF approach,
we use a separable product of normal coordinate functions to

represent the total wave function:
N (m)
n
¥,(Q)=[Te;7(2)) @
J=1

We can then use the new state wave function to compute a new
Vé]- Q j) for each mode, and solve again the 1-D Schrodinger
equation for each mode. This sequence of operations is
performed until convergence of the total SCF energy:

N N N
Ey=2ey -(N-){ [To (@ Te) ) ©
j=l =l j=l

In order to ensure a stable wave function for the subsequent
correlation treatment, we also monitor convergence of the effec-
tive potential. Our implementation of the VSCF procedure for a

given state is shown in Figure 2.

|| SCF_STATE subroutine ||

Compute initial VSCF energy for the given vibrational state
from DIAG results: E, — >, 652)
Compute initial Vg for each mode using wave functions
from DIAG results
v
| Solve 1D Schrodinger equation for
" each mode using Vegr (FGH approach)

v

Undate Compute new VSCF energy for vibrational state:
Vo || B = S5l ) — (N = 1) (¥a(Q)| Ve(Q) [¥(Q))
° Compute new Vg using new wave functions

En converged ?
Veff converged ?

Save eigenfunctions and eigenvalues
Compute total VSCF energie for vibrational state:

En=Y N, e — (N - 1) (Tn(Q)| Ve(Q) [¥a(Q))

Figure 2: Flow-chart diagram of the computer code used to compute
the VSCEF state energy.
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Although the convergence of the VSCF procedure is usually
surprisingly smooth, in some cases convergence problems can
occur. These often originate from the use of an inadequate co-
ordinate system (e.g., rectilinear coordinates to describe a
torsional motion, see also [12]), or from the limitation of the
PES expansion to second order. In order to try and remedy
convergence problems when a change of coordinate or a higher-
order expansion are not possible, we implemented the following

two techniques in our code:

* One possibility is to slow down the change in the effec-
tive potential by using a density mixing scheme.
Compute the new effective potential by adding some of
the effective potential obtained during the previous itera-
tion, such as Equation 6, where b is a real number
between 0 and 1, given by the user.

Vi (Qj) = (l_b)[njff (Qj )le +b[Vejff(Qj)J (6)

new

VSCF frequencies computation

Read 2D PES

Interpolate 2D PES
(bicubic interpolation)

SCF_STATE
Compute VSCF solution for ground state

(n) = {0,...,0}

Save ground state energy: E{o,...,o}
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* The second option is to scale down the second-order
terms of the PES. This automatically decreases the
coupling between modes and usually improves conver-
gence. Such a scaling procedure is also implemented in
the VSCF part of the GAMESS-US [22] suite of ab inito
programs. One advantage of the technique is that it is
known to converge in the limit of zero scaling factor
(diagonal situation) and the coupling can be “switched
on” progressively to include more coupling. However,
this approach must be used with caution, as it changes
the potential energy surface to force convergence, and,
without further corrections at the correlated level of
theory, leads to an inadequate result for the VSCF ap-
proach when compared to the fully coupled system.

Finally, the main algorithm used to compute VSCF frequencies
is shown in Figure 3. Once the diagonal solutions have been
computed, the program reads in the 2-D PES cuts and interpo-
lates them using a bicubic interpolation algorithm [23]. The

i/ Post-VSCF frequencies computation N

Compute post-VSCF correction to

4
:I For each vibrational mode % |

v

v

E{O,...,o} using VSCF state wave function

SCF_STATE
Compute VSCF solution for a single quantum excitation in

mode?, all other modes kept in ground state
Save vibrational state energy:E{O 40,1,0,...,0}

Compute post-VSCF correction to

A4
Compute VSCF frequencies for each mode:

vi = Eo,...0,1,0,.,0 — Fo,..0

v

E{o,..‘,o,l,o,l..,o} using VSCF state wave function

A 4
Compute post-VSCF frequencies
for each mode:

\ v; = FEo,...0,1,0,..,0 — E{o,....0} /

~. -

Figure 3: Flow-chart diagram of the computer code used to compute the VSCF and post-VSCF frequencies (dotted part of the diagram).
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VSCF energy is then computed first for the ground state
{0,...,0} and then for all necessary singly excited vibrational
states, {0,...,0,1,0,..., 0}. The anharmonic frequencies are
finally computed by a simple subtraction of the relevant vibra-
tional state VSCF energies:

vi=E, 010,00 ~ 0,0} (7

Note that all state energies can be corrected (right part of the
flow chart) to include vibrational correlation using a range of
post-VSCF methods described in the next section, and the
corresponding corrected frequencies are simply calculated in
the same way as Equation 7.

Improvement of the vibrational mean field

approach

Vibrational Configuration Interaction: The VSCF/VCI
approach

The vibrational mean field scheme is well adapted if the inter-
modal coupling potential is very weak. However, in most cases
this condition is not fulfilled and the results of the SCF ap-
proach need correcting for mode—mode interactions. There are
several ways to include vibrational correlation contribution,
and, due to the analogy between VSCF and standard electronic
structure theory, these corrections are usually expressed in a
formalism based on the electronic Hartree—Fock method. Over
the years, a number of groups have developed correction tech-
niques such as the Vibrational Coupled Cluster (VCC) [24-26],
Vibrational Multi-configurational SCF (VMCSCF) [27], Vibra-
tional Mean Field Configuration Interaction (VMFCI [28,29]),
Vibrational Configuration Interaction (VCI) [30-32] or the
MP2-based methods [33,34], to name a few. This last set of
approaches is very attractive for large systems as perturbative
techniques usually do not require the solution of an eigenvalue
problem. The most common perturbation correction is based on
the Moller—Plesset formalism and is usually limited to second
order of theory (although the use of higher orders has been care-
fully examined by Christiansen [24]). However, this approach is
explicitly pertubative and thus assumes that the intermodal
coupling is weak. This limitation has motivated the develop-
ment of other methods. In our computer code PVSCF, we have
mainly implemented the VMP2 (perturbative) and the vibra-
tional configuration interaction scheme VCI (variational
method). These two methods use the results of a preliminary
VSCF calculation to compute the correlation correction. In this
section, we will focus on the variational approach. The prin-
cipal task of this approach is to diagonalise the following

Hamiltonian:
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H=Hy+AV(Q) ®)

where Hj is the vibrational mean field Hamiltonian computed in
the VSCF step and AV the difference between the true N-dimen-
sional potential operator (in our case limited to 2-mode repre-
sentation (2MR) contributions) and the full mean field potential

operator,

AV(Q)=§ZVI-](-2)(Q,'7Q_,')_ZV;H(Q1') ©)

i=l j>i

Our implementation in PVSCF is made in a very flexible way.
Before giving more details we will present the principal idea of
this technique. Since the VSCF configuration is not sufficient to
reproduce the anharmonic coupling between modes, we build a
virtual basis set that can be used to express the full Hamiltonian
by exciting the mean field modal basis. This provides a large
number of virtual configurations based on the initial VSCF
state, and the Hamiltonian is then diagonalised in this virtual
basis (VCI basis). The initial VSCF step can be considered as a
preconditioning scheme and gives a more physical vibrational
basis than does a basis of uncoupled harmonic oscillators. The
size of the virtual configuration basis set B can be controlled by
a threshold parameter that limits the excitation of each quanta
and/or the sum of quanta over all vibrational modes. The term
“virtual” indicates that all excited modal wave functions were
computed from a single reference configuration, optimised with
the VSCF technique. If the size of the VCI basis is reasonable
(size up to around 10,000 elements), the Hamiltonian matrix
can be directly diagonalised using routines from standard scien-
tific libraries (e.g., Lapack). Nevertheless, despite the use of
thresholds in order to reduce the number of virtual configura-
tions, the VCI basis can very easily grow to a significant size
for large systems and become impossible to diagonalise without

further treatment.

As our implementation is aimed at large molecular and interfa-
cial systems, we have then implemented an iterative diagonali-
sation solver based on the Davidson algorithm [35-37], which is
well adapted when we have a good zeroth-order hamiltonian (in
our case the mean field one). Moreover, as we are usually only
interested in the bottom part of the vibrational spectrum, a full
diagonalisation of the Hamiltonian matrix is not necessary. This
method was firstly applied to this type of vibrational problem
by Handy and coworkers [38] and is very well adapted for
sparse matrices. The principle of the Davidson algorithm is

presented below in Table 1.
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Table 1: Davidson scheme used to converge a specific state {Eref D VS,S)} The Vgé? eigenvector is expressed as the VSCF reference state plus

the contribution of the excited virtual configurations.

(0) Initialisation (p = 1)

(1) Diagonalisation
(2) Convergence

(3) Preconditioning

(4) Orthonormalisation

(5) Loop p:=p + 1, back to (1)

Extension of VSCF/VCI for large systems
Direct Davidson diagonalisation

An initial strategy for large systems is to use the Davidson algo-
rithm and store the pre-computed Hamiltonian matrix,
expressed in the virtual configuration basis, in the main
memory. The action of the Hamiltonian is then obtained
through a matrix vector product H - v where the size of the
matrix is M x M, where M is the length of the initial seed vector
v. However, storing the full Hamiltonian in the main memory
can be prohibitive and is not always possible in practice when
we consider systems of several tens of modes. For these situa-
tions, we have the option of computing the action of the Hamil-
tonian on the seed vector on the fly, and each matrix element
Hjj is then computed only when necessary, thus avoiding large

Running Time for the VCI Hamiltonian Matrix
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Figure 4: Representative timing for the construction of the Hamil-
tonian VCI matrix for a series of aliphatic alcohols (methanol to
pentanol), for both standard VCI (Full VCI) and STA-VCI methods. All
timings are relative to methanol using the standard VCI method.

Define an initial vector ug as the VSCF reference state.
Diagonalise H in the {uo, ..., u,-1} basis set —> {E,Sf),vg,f)} solutions
Form residual q = (H - Eﬁff) vf,gf); if |q| < € exit.

— -1
Precondition with the zero-order VSCF Hamiltonian Hp q = Eﬁff) - HO) q.
Define a new vector u, ortho?}onal to the previous ones

e= l—zz;lo|um ><u,

q and normalize u, = elle|.

memory requirements. In practice, this approach is suitable for
large systems and circumvents the problems of memory require-
ments but at the detriment of computational speed.

A reduced-coupling approach for large mode
systems

A different technique is implemented in PVSCF for the evalua-
tion of the potential matrix elements of the VCI matrix. In order
to reduce the timing cost of those elements, we use a number of
reduced-coupling approaches. One of them is the single-to-all
(STA) approach which leads to a significantly reduced compu-
tational scaling for large systems [39,40]. Indeed, only the two-
mode potential coupling terms involving active modes (Nj)
with themselves or with inactive ones (Nj) are used and thus the
number of necessary terms in two-mode representation of the
potential is highly reduced,

Y W (H4 ol O (HI
r(@)- 21" o)+ 2r (€])
j=i j=1
NA~NA~ . .
PRI 10)
i=l j>i
NA~N1~ N .
D)0 (o7.0])
i=l j=

This method improves the relative timing of calculations of the
vibrational configuration interactions, since the computation of
the VCI matrix elements are much less demanding. This type of
speed-up is shown in Figure 4.

Moreover, our approach generates a sparser VCI matrix repre-

sentation (Figure 5) that is better adapted to the Davidson algo-
rithm. The STA-VCI approach allows the computation of
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STA-VCI
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Figure 5: Graphical representation of the VCI matrix elements for a standard VCI and a STA-VCI calculation on methanol using the same basis. For

the STA-VCI method, the OH-stretch mode is coupled to all other modes (Nj =

between standard VCI and STA-VCI.

anharmonic frequencies with a low computational cost for the
potential energy surface since only a subset of the intermodal

coupling is computed.

Applications

The methods presented above allow us to treat large molecular
systems and have been used to compute the OH-stretch
frequency of benzoic acid (system with 39 modes) [40], for
example. Our method can also be applied to larger systems and
the STA approach was used to compute the anharmonic stretch
frequency of hydrogen fluoride adsorbed on pyrene (Figure 6),
a model system for the adsorption of HF on graphite.

Figure 6: Hydrogen fluoride adsorbed on a pyrene molecule. The
arrow represents the HF stretching mode.

The potential energy surface (mode—mode representation) is
computed at a moderate ab initio cost (MP2/SBK level of
theory). This system is challenging as it contains 78 modes and
the weak n—hydrogen bond requires correlated electronic struc-
ture methods. The computed harmonic frequency for the

stretching mode of HF adsorbed on pyrene is 3661 cm™! which

)- Note the difference in the occurrence of off-diagonal elements

is—112 cm™! away from that of the free HF molecule, o(HF) =
3773 cm™! at this level of theory. At the VSCE/VCI level of
vibrational theory and using the STA approach we obtain
3477 cm™ ! which corresponds to a shift of =135 cm™! from the
gas-phase molecule stretch frequency, v(HF) = 3612 cm™! from
the 1-D vibrational solutions. To the best of our knowledge the
HF-stretch frequency of hydrogen fluoride on pyrene has not
been measured, however the spectrum of HF—benzene (a much
smaller, yet similar system) has been measured by Andrews et
al. [41]. The observed HF-stretch frequency is 3795 cm ™! in an
argon matrix, which corresponds to a shift of —~166 cm™!
compared to the vibrational stretch of free HF in a gas phase as
reported by Herzberg [42] [v(HF) = 3961 em 1.

We see that both harmonic and anharmonic calculations show
the correct trend, i.e., a red shift of the HF frequency caused by
the weak interaction with an aromatic compound. We note,
however, that including anharmonicity causes almost a 20%
change compared to the harmonic value and that the anhar-
monic results are in closer agreement with experiment (19%
deviation), albeit performed on a related system. By comparing
the experimental, free, HF-stretch frequency to our anharmonic
results, it is obvious that the curvature of the MP2/SBK PES is
much too shallow. Nevertheless, we are mainly interested in the
effect of anharmonicity on the vibrational frequencies of
adsorbed systems and thus focus on the vibrational shift, where
this systematic error can be expected to compensate. Interest-
ingly, scaling the vibrational harmonic frequencies — as is
commonly done in a number of studies — does not improve
much the prediction of the frequency shift at the harmonic level.
Indeed, if we use the experimental HF-stretch frequency to
compute a scaling factor [v(HF,exp)/o(HF) = 1.050], we obtain
only a very modest improvement of the shift value (—118 cm™")
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which is still 30% away from the experiment. This can be
compared to the anharmonic prediction of the shift, which does
not use any scaling factor. Thus, we note that, for a PES
computed at the same level of ab initio theory, the predictive
power of the harmonic approximation for adsorption-induced
vibrational shifts remains rather limited compared to an anhar-
monic calculation. This is mainly due to the nature of the
harmonic model, that is the assumption of a quadratic shape of
the PES at the minimum, which is inadequate for adsorbed
molecules as their energetics can be markedly affected by the
presence of a surface.

Iterative perturbative screening of the

configuration space

When we consider large molecules, the main drawback of varia-
tional calculations is the rapid growth in the number of basis
functions necessary in the VCI space. As the size of the mole-
cule increases, the number of normal modes increases and so
does the number of possible virtual excitations that can be
performed to generate the VCI basis. Thus, even with an effi-
cient VCI implementation, both the computational effort and
the storage requirements grow rapidly for large systems, which
severely limits the application of the VSCF/VCI scheme to
large systems. Such a drawback is not confined to our imple-
mentation; in general, the principal difficulty in the develop-
ment of any given variational method suitable for large molec-
ular systems is the exponential growth in the size of the vibra-
tional basis with the number of atoms.

We therefore implemented a different kind of VCI approach
that overcomes these issues, and adapted the variation—perturba-
tion method proposed by Pouchan and Zaki [43] to our
STA-VSCF/VCI code. This method was originally proposed by
Malrieu and co-workers for electronic structure theory [44], and
later inspired a number of vibrational studies (see Brodersen
and Lolck [45], for example). The implementation of Pouchan
et al. uses a virtual basis set based on a product of harmonic
oscillator wave functions and thus the number of configura-
tions necessary to cover the active space is quite large for
extended anharmonic systems. Our implementation uses VSCF
step as a method to efficiently reduce the size of the configur-
ation space.

The main idea of this approach is based on the separation of the

full virtual configurational basis set B into:
B=P®Q
where P is the active configuration subspace used to perform

VCI calculations, and () is the subspace that contains virtual

configurations, which do not contribute much to the true VCI
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eigenstate. This is based on the observation that, for most VCI
calculations, the converged solutions usually only use about 1%
of the relatively large virtual excitation basis set. This implies
that there are a number of “preferred” excitations for a particu-
lar vibrational state and that the remaining excitations have a
very limited impact on the solution. We use a perturbative pre-
selection of the virtual states in order to capture the essential
excitations, followed by a variational VCI in the preselected
excitation space. The method then uses the new VCI solution as
a reference to perform a new screening of the excitations and
adds the relevant ones to the VCI space accordingly. This itera-
tive multi-reference perturbative selection technique (VCIPSI)
manages to keep the variational space manageably small (well
below 2000 configurations in practice) and practically removes

the VCI stage from the observed scaling.

Once the convergence of the P space is reached, we suggested
that the effect of the remaining neglected configurations left
over in the Q space can be easily accounted for by perturbation
theory. We add a MP2 perturbative correction to the last eigen-
state energies obtained by diagonalisation of the Hamiltonian in
the converged active space P. This perturbative correction,
computed with the converged non-active space Q and the final
eigenvalue, is called VCIPSI-PT2.

This new approach, combined with the STA technique in order
to reduce the number of underlying ab initio calculations
needed to compute the PES, provides a dramatic time saving
and a much reduced memory usage compared to traditional
approaches. This method had enabled us to compute the
OH-stretch frequency of benzoic acid nearly 10 times faster
than the standard VCI approach, with comparable accuracy
[46]. Our results show that there is excellent agreement between
the vibrational frequency computed using the STA-VSCF/VCI
approach and the STA-VCIPSI-PT2 technique. The new
VCIPSI algorithm reduces the memory footprint by a factor
close to 200 for the STA-VCIPSI-PT2 method compared to
VCI. Moreover, the total time taken by the VCIPSI calculation
is reduced by a factor of seven compared to standard VSCF/
VCI. These two observations demonstrate the efficiency of the
STA-VCIPSI method for the treatment of molecular systems
with a large number of normal modes.

Our implementation is very scalable and allows the investi-
gation of larger systems such as an adsorbed 4-mercaptopyri-
dine molecule on an Au(111) surface, using the partial Hessian
method described in more details in the next section. The results
obtained are in a good agreement with experiment [4] and allow
the identification of possible adsorption sites for 4-mercaptopy-
ridine using vibrational data alone, thus leading to a new type of

structure determination for adsorbed organic molecules.
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Description of adsorbate vibrations
Before performing an anharmonic calculation for adsorbed
molecules on a surface, we need to determine the normal mode
vectors of the system. This can be a computationally demanding
task for large systems, and the normal mode analysis of adsor-
bates can be efficiently carried out using the partial Hessian
technique [47] instead. Here, the Hessian matrix is split into two
parts, one part is calculated explicitly while the matrix elements
of the other part are set to zero. The full 3N,-dimensional space
is divided into an “active” and an “inactive” subspace. One set
of atoms is allowed to move while the other set is kept frozen
during the Hessian calculation. The Hessian matrix, H, is organ-
ised such that the active and the inactive atoms each form one
block on the diagonal, and the off-diagonal elements contain the
coupling terms between active and inactive atoms:
A AS
Hfull:{SA Sj )

where sub-matrix A contains only the force constants of the
active part of the system (fragment A), usually made up of the
adsorbate but which might also include a few surface atoms.
Sub-matrix S in Equation 11 is usually set to zero to account for
the inactive substrate (remaining atoms of the surface, fragment
S). Sub-matrix A is then the only matrix needing diagonalisa-
tion, yielding 3N, normal modes and frequencies, where N is
the number of active atoms.

The partial Hessian technique reduces the number of dimen-
sions of the system and focuses on a part of interest. It is justi-
fied only if fragment S is heavy compared to fragment A, which
is the case in surface calculations where fragment 4 contains
mostly the adsorbate atoms and S a large proportion of surface
atoms; or more generally, if the modes examined are localised
in one part of the system. In general, the eigenvectors and
eigenvalues of the partial Hessian will converge towards the

eigenvectors and eigenvalues of the full Hessian as the number
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of inactive atoms decreases (with an increasing coupling

between the two fragments included in the Hessian).

We will illustrate this rapid convergence behaviour for the
harmonic frequencies of 4-mercaptopyridine (mpy) adsorbed on
Au(111) (Figure 7) for different sizes of the partial Hessian
matrix. The largest active system, mpy-ads-5, contains five gold
atoms (the two gold atoms directly bonded to the sulfur atom,
and the gold atoms which are bonded to both the first two gold
atoms), thus yielding 48 normal modes. The next size down,
mpy-ads-2, contains two gold atoms, both connected to the
sulfur atom, giving 39 normal modes. Finally, mpy-ads-0 is a
minimal model that does not include any gold atoms in the

partial Hessian matrix (33 modes).

The calculations were carried out using the Vasp [48] program
and projector augmented wave (PAW) pseudo potentials [49]
optimized for the Perdew—Burke—Ernzerhof (PBE) [50]
exchange-correlation functional. A 3 x 3 surface unit cell was
used, with a vacuum layer ~17.5 A thick, and three layers of Au
atoms. The plane-wave cutoff was set to 400 eV, and the cutoff
for the augmentation charges to 450 eV. The Brillouin zone was
sampled using 25 k-points.

The harmonic frequencies, »;, obtained for each model are
shown in Table 2. We observe that the three models are virtu-
ally identical for all modes down to » = 395 cm™!. Two of the
Hessians were chosen to contain Au atoms in order to enable a
possible coupling between surface modes and the adsorbate,
while in mpy-ads-0 this coupling is excluded from the start.
From the point of view of the definition of a partial Hessian, the
smaller mpy-ads-0 model is better justified, as the active frag-
ment is much lighter than the inactive fragment. However, since
adsorbate modes are usually localised on the adsorbate rather
than on the surface, the inclusion of Au atoms in the active
region should only have a limited effect. This is also supported
by Table 2: Only the low frequencies of mpy-ads-5 and

mpy-ads-0 differ by more than a wavenumber, thus showing

Figure 7: Active atoms for the partial Hessian: 4-Mercaptopyridine adsorbate plus different number of Au atoms, indicated by a darker color; left:

mpy-ads-5, middle: mpy-ads-2, right: mpy-ads-0.
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Table 2: Harmonic frequencies for mpy-ads-5, mpy-ads-2 and mpy-ads-0 (PBE/PAW); in parentheses deviation of mpy-ads-2 and mpy-ads-0 with
respect to mpy-ads-5; in cm~!. Mode numbers from mpy-ads-5. Assignment of normal mode vibrations: v — stretching, 3 — in-plane bending, y — out-

of-plane bending, p — rocking, x — wagging, T — twisting.

mode no.

48
47
46
45
44
43
42
41
40
39
38
37
36
35
34
33
32
31
30
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10

©

= N W A~ OO N 0

mpy-ads-5

3121
3121
3084
3081
1544
1532
1451
1389
1305
1274
1211
1074
1073
1058
972
961
944
838
787
720
679
652
484
395
357
304
234
150
129
96
88
87
87
81
80
76
72
70
66
65
61
60
56
50
46
33
24
17

mpy-ads-2

)
0)

1058 (0)
972 (0)
961 (0)
944 (0)
838 (0)
787 (0)
720 (0)
679 (0)
652 (0)
484 (0)
395 (0)
357 (0)
304 (0)
234 (0)
150 (0)
129 (0)

1058 (0
972 (0)
961 (0)
944 (0)
838 (0)
787 (0)
720 (0)
679 (0)
652 (0)
484 (0)
394 (-1)
357 (0)

303 (-1)
228 (-6)
140 (-10)
117 (-12)

normal mode

v(CH)
v(CH)
v(CH)

v(CH)

8(HCC,HCN), v(CC)
8(HCC,CCC), v(CC,CN)
8(HCC,HCN), v(CC,CN)
8(HCC,HCN), v(CC)
8(HCC,HCN,SCC)
8(HCC,SCC), v(CN)
8(HCC,HCN,CCC)
8(HCC,CCC,CNC), v(SC)
8(HCC,CCC)
8(CCC,CNC), v(SC)
8(CCC,CNC)

T1(HCC)

1(HCC)

X(HCC)

X(HCC)

X(CCC,CNC)
8(CCC,CNC), v(SC)
8(CCC,SCC)

Y(SCC)

O8(AuSC), ring pulsation
p(HCC,CNC)
O0(AuSAu,AuSC,SCC)
O(AuSC), v(AuS), ring deformation
&(AuSC), ring deformation
O8(AuSAu)

Au lattice

Au lattice

Au lattice

Au lattice

Au lattice

Au lattice

frustrated rotation

Au lattice

Au lattice

Au lattice

Au lattice

Au lattice

Au lattice

Au lattice

ring pulsation, v(CC)

Au lattice

frustrated rotation
frustrated translation
frustrated rotation
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that the high-frequency adsorbate modes converge very quickly
with the number of active atoms. However, one should be
careful when choosing the computationally cheaper mpy-ads-0
model for an anharmonic treatment of molecule—surface vibra-
tions. Indeed, this reduced-dimension model does not contain
any degrees of freedom on the surface atoms and therefore no
vibrational coupling is possible between the adsorbate atoms
and the surface. This is particularly important for surfaces made
of lighter atoms, e.g., carbon-based or silicon-based materials,
where the coupling between adsorbate and surface is expected
to be much larger. Note that in this case, the main assumption of
the partial Hessian formalism (effectively that the surface has an
infinite mass) is no longer guaranteed and rigorous conver-

gence tests should be performed.

Scalable generation of potential energy

surfaces

The main issue is to find a PES representation that is scalable
and computationally manageable for large systems on the order
of 50 atoms or more. Given that the number of degrees of
freedom increases sharply with the size of the system, it is
necessary to follow a systematic approach. Such an approach
enables an automatic construction of the PES and provides a
way of increasing PES accuracy by including higher order
n-body terms in the potential expansion. In general, the 1-D
terms are the largest contributors to the PES, followed by the
2-D terms that add couplings between the degrees of freedom.
These coupling terms typically contribute significantly less than
the 1-D terms but have important implications for vibrational
resonances and energy transfer. The 3-D and higher terms add
smaller corrections to the PES that are only required for a very
high accuracy description. Note that the presence in the PES of
terms greater than second order invalidates the direct isomor-
phism with electronic structure theory and often requires a
different methodology.

The computational bottleneck of the direct-VSCF/VMP/VCI
methods is the generation of accurate PES. With the fast algo-
rithms introduced earlier, it is possible to significantly reduce
the computational demands by taking into account only strong
couplings. In the next section we discuss two PES generation
schemes that both use delocalised computational resources. The
first one is more suited to small scale calculations on a single
computer cluster, while the second approach enables PVSCF to
take advantage of multiple clusters at remote locations through
grid computing.

Computational task farming
The potential energy surface required for the direct-VSCF
calculation is calculated on a grid of points. The atoms are

displaced along the normal mode vectors in steps whose size
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depends on the vibrational frequency of the mode considered.
The total energy is then calculated at each of these ngiq grid
points. Thus, a large number of single-point total energy (SPE)
calculations are necessary for the construction of the PES. All
of these SPE calculations are performed by an electronic struc-
ture program and are independent of each other and can thus be
computed simultaneously using many processors. Our calcula-
tions were run on the bwGRiD [51] cluster at the university of
Ulm, Germany, with unix scripts handling the job submission.
All SPE calculations are submitted to the queueing system in
bundles of maximum-job-number calculations, so that the
queueing system handles the task distribution. On the bwGRiD
cluster, each node has eight processors, such that eight calcula-

tions are performed in each job.

Without the automatisation and parallelisation of the PES
construction, direct-VSCF calculations for interfacial systems
of the size mentioned earlier would be computationally inacces-
sible. For example, the 4-mpy/Au(111) system with adsorbate at
a bridge position contains 39 normal modes (if the Au atoms
which are directly connected to the sulfur atom are included in
the partial Hessian analysis). For this PES, ngjg = 16,624 SPE
calculations are necessary for the 1-D PES, and 189,696 SPE
calculations are required for the 2-D PES (39 x 38/2
mode—mode couplings, each of them using 16 x 16 grid points).
The computational effort for the parallel calculation is no longer
so heavily dependent on the system size, but more on the
computation time for one SPE calculation.

Grid interface

Even after restricting the PES to include only the strong
couplings, for a large system the number of SPE calculations
remains quite large, usually between 103 and 10°. The same
problem also occurs during construction of the Hessian matrix:
The number of displacements, which can be estimated as
6n,ctive(3nactive + 1), grows very rapidly with the number of
active atoms, n,cqjve- In both cases, the amount of processing
time (wall time) can be reduced through parallel computing, the
obvious technique being to distribute serial tasks across avail-
able computing cores. This method can be easily implemented
and yields directly to a linear scaling approach, however, in
order to use computational resources efficiently, some impor-
tant questions need to be considered.

First, some queueing systems on grid resources distribute jobs
on each node, and not to each core, such that we need to start
several serial jobs on each node simultaneously, in order to
optimise computational power use. Unfortunately, the different
jobs, which run on the same node, may take different computa-
tional time. This situation happens very often, because during

the PES generation the displacements far from the equilibrium
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position usually require a longer iteration cycle to achieve
convergence. It is also very hard to predict how many nodes and
cores may be expected, due to different priority policies for
each grid location. Thus, we need a balancing mechanism,
which allows us to load all cores on all available nodes evenly.
The solution involves implementing a distribution system that
submits the grid points dynamically to each location. Instead of
submitting a batch script, we submit a special universal
executable script (UES) that connects to an SQL database, gets
the next free grid point, related files and appropriate external
executable script (EES), and runs EES on the particular node
and core. This additional EES provides a way to extend func-
tionality dynamically and to run a few different jobs using
several ab initio programs simultaneously. Because we want to
be able to run jobs on different clusters, grids and individual
nodes with different kinds of processors and under various
operating systems, all scripts have to be cross-platform. In our
implementation of UES, we have chosen the perl language, as it
has pure MySQL and PostgreSQL database interfaces that do
not use dynamic libraries written in other languages. This is a
critical point given that usually MySQL/pSQL client programs
and libraries are not installed on the computational nodes.
Moreover, perl provides a command line option to specify the
locations of non-standard modules, which makes the installa-
tion procedure simple and flexible.

Second, due to the unreliable nature of distributed computing
across various locations, some results can go missing for
various reasons. In order to avoid missing points, we need an
intelligent system to recognise and react to various failures,
such as when a node goes down, job killed by queueing system
or abnormally terminated due to convergence problems,
network or SQL server troubles, and so on. Such a system was
implemented in two stages: After the calculation of a grid point,

PVSCF generates PES
scan (103-107 points)

PBS/SGI/manual submission of UES
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the EES parses the output file and looks for results. It then
sends the results to UES and returns an exit code. Depending on
this code, the results will be uploaded back into the database, or
the current point or even all points within a project may be
marked as erroneous and will be no longer considered. More-
over, if there are no results during a specified period of time, it
is assumed that something went wrong and the grid point will
be resubmitted.

In summary, the grid-based PES construction process is
composed of the following steps (Figure 8):

1. Generate the set of grid points and upload them to the
database. Upload the EES designed specifically to
perform the total energy calculation, along with depen-
dent files, such as templates, external basis sets, restart
files, etc.

2. Submit batch scripts using PBS, SGI or any other batch
system, which will start one UES for each CPU, and/or
start UES manually on the local workstation.

3. After UES is started, it downloads the EES and corres-
ponding files once for each grid location, then gets the
first available grid point, runs EES and provides it with
the geometry of the system at the selected grid point. The
EES reads the geometries, produces a valid input file
from a template file, runs the particular ab initio
program, parses the results and sends it back to UES or
returns an appropriate error code. After termination of
EES, UES returns results to the database or marks the
grid point as defective and tries to download the geom-
etry of the next grid point. This step is repeated until no
more points are available.

4. Retrieving constructed PES and the list of non-
converged points from the database.

submit all constructed PES

points as
one project

result data
SQL database

Figure 8: Diagrammatic representation of the grid interface.

results or error code

geometry

creation of input file
running program
parsing output file

returning results and
appropriate exit code
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Periodic density functional theory for

molecular PES

In this section, we examine the accuracy provided by periodic
density functional codes and their suitability for the construc-
tion of PES for anharmonic calculations. The use of periodic
DEFT codes is desirable for two reasons: A treatment of period-
icity is a necessity for the correct description of molecule-metal
interfaces, and periodic DFT codes are usually more efficient
than standard molecular codes for large systems. Our group [4]
and others [52] have shown that, provided the potential energy
surface satisfies the periodicity conditions, the I'-approxima-
tion provides an adequate description of the vibrations in peri-
odic systems. If we focus mainly on the vibrational spectrum of
adsorbed molecules, the description of surface phonons (which
would require a periodic vibrational approach) is of lesser
interest and a I'-point representation leads to a realistic calcula-
tion. Moreover, in-phase vibrations (i.e., at the I'-point) usually
correspond to the most intense transitions observed in linear
optical spectroscopy. We focus here on the thiophene molecule
as it is a sizeable system of 21 vibrational modes (or 210
mode—mode couplings), and it has been shown to form self-
assembled monolayers on gold surfaces [53] and as such is a
system of relevance to surface science. This molecule is big
enough to be a chemically meaningful system, but also small
enough that it can be used as a benchmark system to compare
DFT with ab initio calculations.

The optimal geometry of thiophene in the gas phase was
obtained using Mgller—Plesset perturbation theory (MP2) with
TZVPP basis set (GAMESS-US [22]) and density functional
theory (DFT) with the various functionals and TZVPP
(GAMESS-US) or MOLOPT-TZV2P basis sets (CP2K [54]).
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For the CP2K calculations, the cell size is 10 x 10 x 14 A3 and
the periodic solver is used with a 400 eV density cutoff. Pseudo
potentials are used for all atoms and are optimised for the
respective functionals (e.g., GTH-PBE for PBE), except for
sulfur for which the GTH-BLYP pseudo potential was used
instead of GTH-HCTH120, due to the lack of GTH-HCTH120
parameters for the sulfur atom. The GTH-BLYP pseudo poten-

tial was selected as it gives the best optimal structure.

The calculated geometrical parameters are compared to experi-
mental ones in Table 3. According to the root-mean-square
(RMS) deviation values for distances and angles, the PBE and
HCTHI120 functionals (CP2K) give the best overall agreement.
Our ab initio reference method, MP2/TZVPP, gives results of
similar quality to PBE.

The calculated anharmonic vibrational frequencies of thio-
phene in the gas phase are shown in Table 4, with PES
computed using each of these three levels of electronic struc-
ture theory. We use the assignment of fundamental transitions
by Rico and coworkers [55]. The vibrational calculations are
performed using VSCF/VCI in curvilinear coordinates [12] on
an equidistant grid with 16 points. We allow up to seven excita-
tion quanta in the VCI basis. In spite of the fact that PBE gives
a very good result for the geometry of thiophene, its perfor-
mance for the prediction of anharmonic frequencies is very poor
for this molecule. This is particularly evident for the stretching
frequencies and seems to indicate that the atoms are too weakly
bound with this functional. A similar behaviour was also
observed by Handy and coworkers [56]. In contrast to PBE, the
HCTH120 anharmonic frequencies slightly underestimate the

experimental values but overall show a very good agreement

Table 3: Calculated and experimental molecular geometry of thiophene in the gas phase.

DFT (GAMESS-US) DFT (CP2K)

mode B3LYP HCTH120  BLYP BP86 PBE HCTH120  MP2 Exp. [57]
r(C-S), A 1.728 1.723 1.726 1.722 1.712 1.714 1.717 1.714(0)
r(C=C), A 1.364 1.369 1.375 1.374 1.376 1.375 1.377 1.369(6)
r(C-C), A 1.424 1.421 1.427 1.424 1.424 1.422 1.415 1.424(3)
r(=C-H), A 1.077 1.079 1.081 1.084 1.085 1.082 1.075 1.077(6)
r(=C—H), A 1.080 1.083 1.084 1.084 1.088 1.084 1.078 1.080(5)
a(CSC), ° 91.6 91.9 91.8 92.1 92.2 92.3 92.1 92.1(7)
a(SCC), ° 111.5 111.4 111.3 111.4 111.4 11.4 111.4 111(.47)
a(CCC), ° 112.7 112.7 112.7 112.6 112.5 112.5 112.6 112(.45)
a(SCH), ° 120.1 120.0 120.1 120.1 120.0 120.0 120.6 119(.85)
a(CCH), ° 124.0 124.1 123.9 124.1 124.2 124.1 124.4 124.2(7)
RMSD, 103A 6.8 45 6.4 5.2 5.6 36 5.7 0.0
RMSD, ° 0.32 0.20 0.29 0.16 0.08 0.12 0.35 0.00
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Table 4: Anharmonic frequencies of the fundamental vibrational modes of thiophene in the gas phase (in cm™1). The mode assignment convention is:
v — stretching, & — bending, T — twisting. The subscript “a” denotes an antisymmetric mode. The CH-stretching and CH-bending modes are labelled

according to their irreducible symmetry representation in Cy,.

DFT
mode PBE HCTH120  MP2 Exp. [58]
(C=C-S-C) 410 451 459 452
1(C=C-C=C) 521 552 575 564
3(CSC) 554 608 612 609

637 652 676 683

677 694 727 712
va(SC) 693 760 755 754
v(ring) 777 828 849 840
v(SC) 805 846 854 866
3(ring) + va(SC) 807 864 879 873

839 875 893 900

982 1040 1047 1036

with the experimental data. The situation is slightly worse at the
MP2/TZVPP level due mainly to an overestimation of the
strength of single bond stretching.

Our results show that a good agreement between predicted and
experimental geometry does not guarantee a reliable prediction
of the anharmonic vibrational frequencies. The PBE functional
is very popular in surface science and solid state physics but we
show that its description of the cohesion between atoms can be
an issue for the description of molecular vibrations. While
MP2-based calculation of the PES has been shown in the past to
lead to reliable anharmonic frequencies for molecular systems
[59], perturbation theory remains computationally expensive for
periodic systems. We observe that HCTH120 seems to be a
much cheaper alternative to MP2 periodic systems, and that it
provides a better description of the vibrational properties than
the ubiquitous PBE functional. However, the HCTH family of
functionals do not satisfy the uniform electron gas limit and
were mainly parameterised for molecular systems [60].

Assessing metal-metal bonds through
anharmonic calculations

The description of binding forces in metals is still a topical
issue, where density functional theory has so far been very
successful. Indeed, the complexity of transition metal bonding,
potentially involving a number of degenerate electronic states,
appears to be easily described by gradient-corrected functionals
such as PBE. In order to further investigate the suitability of
some currently used density functionals for the description of

gold—gold interactions, we compare our results for the geome-

DFT
mode PBE HCTH120  MP2 Exp. [58]
5(CH)a; 1016 1071 1094 1082
5(CH)b, 1017 1088 1095 1085
5(CH)b, 1174 1239 1266 1256
5(CH)a; 1285 1351 1346 1364
v(C-C) 1329 1422 1427 1410
va(C-C) 1422 1502 1485 1510
V(CH)b, 2877 3038 3122 3087
v(CH)a; 2931 3060 3141 3097
V(CH)b, 2919 3103 3174 3125
v(CH)a; 2972 3103 3178 3126
RMSD 99 20 23 0

tries and binding energies of the Au,—Au; clusters to the
reported theoretical and experimental results from other authors.
We also give a brief outlook of our study of the harmonic and
anharmonic vibrational frequencies for these gold clusters, as
vibrational properties are directly connected to the curvature of
the potential energy landscape and thus provide important infor-
mation on the overall quality of the PES.

In order to obtain local minimum energy structures, we use the
Nelder and Mead version of the Simplex method [61,62],
together with five different empirical models: The
Murrell-Mottram potential [63] with the parameters used by
Wilson and Johnston [64], the Sutton—Chen potential [65], the
Gupta potential [66] with the parametrisation defined by Cleri
and Rosato [67], the Glue model as developed by Ercolessi et
al. [68], and the Voter—Chen version of the embedded atom
model (EAM) [69-71]. In order to reproduce planar structures
using these potentials, geometrical constraints are introduced.
Planar structures have already been predicted by high level
theory to be the global minima for the smallest clusters. The
size of planar-to-nonplanar transition in gold clusters varies
between n = 7 and n = 15, depending on the DFT approach
used. Our DFT calculations are carried out using a plane-wave
basis set with relativistic ultra-soft Vanderbilt (VDB) pseudo
potentials [72]. We perform plane-wave DFT calculations using
the CPMD code (version 3.11.1) [73]. We use the
Perdew—Burke—Ernzerhof PBE [50] functional and other func-
tionals such as BP86 [74,75], BLYP [74,76] and LDA [77]. We
use periodic boundary conditions and a cubic supercell of

(15 A)3 to avoid strong interactions between neighbouring clus-
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Au ij

10°

Figure 9: Global minimum energy structures for Aus—Auyg clusters obtained for empirical potentials, along with their symmetry point group.

ters and a plane-wave energy cutoff of 30 Ry (408 eV). Add-
itionally, we optimise a selected set of structures up to Auy,
using the MP2 method. These calculations are carried out using
the SBKIC(1f) basis set [78,79]. Geometry optimisations were
performed using GAMESS-US code [22], but only on a selected
set of structures. In contrast to most DFT calculations, in which
planar structures are predicted as the global minimum even for
sizes above n = 10, MP2 predicts the first non-planar minimum
energy structure at a size of n =7 [78,80].

We use our fast-VSCF/VCI [11,40] technique to compute the
anharmonic frequencies of the lowest DFT energy minima for

each size. The global minimum energy structures obtained with
the empirical potentials are shown in Figure 9. All of them are
non-planar except for the trivial cases, Au; and Aus. The global
minimum energy structures obtained using PBE/VDB, which
are all planar, are shown in Figure 10.

The binding energies for the non-planar empirical global
minimum structures are shown in Figure 11 (left). Among the
empirical potentials studied, the experimental binding energy of
the gold dimer is best reproduced by the Voter—Chen potential.
This empirical potential also provides the best prediction for the
bond length and is also the most suitable potential to reproduce

Figure 10: Global minimum energy structures for Auz—Au clusters obtained for PBE/VDB, along with their symmetry point group. Structures with
equivalent but not identical geometry can be obtained from the empirical potentials by including constraints.
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Figure 11: Left: Binding energies calculated for Auy—Auqg clusters using different empirical potentials. The values correspond to the global minimum
energy structures, which are always non-planar (except for Aup and Aug). Right: Binding energies obtained using DFT and MP2 calculations,
compared to DFT values reported by Li [81], to MP2 values reported by Bravo-Perez [82], and to experimental values reported by Bishea and Morse
[83,84]. All structures are planar (MP2 global minimum energy structure for Auyz is non-planar, but here we show the value corresponding to the planar
structure). For Augs, the structure reported by Bravo—Perez is the equilateral triangle.

the features of the high-level PBE/VDB potential energy
surfaces. It is therefore used to pre-scan PES in the fast-VSCF
method. The right part of Figure 11 shows a plot of the binding
energies for the various DFT approaches and MP2/SBKIC(1f),
compared to energy values reported in other studies and to
available experimental values.

We find that PBE/VDB reproduces best the experimental
binding energies of Au, and Aus, as well as the bond length of
Auy. Experimental binding energies for larger clusters have not
been reported. The calculated energies using PBE/VDB are in
close agreement with the values reported by Li et al. [81] using
the PWO91 functional [85] with a LANL2DZ basis (~0.1 eV on
average). Better agreement is found with binding energies
reported by Xiao et al. [86], who used the PW91 functional with
the projector augmented wave (PAW) method (differences of
~0.01 eV/atom). We assume that, for each cluster size, the char-
acteristics of the vibrational spectrum are determined only by
the global minimum energy structure. This assumption is valid
for small clusters but, as size increases, the presence of near
degenerate minima is likely to give rise to extra transitions due
to other isomers. The Voter—Chen version of the embedded-
atom model is used to prescan the PES for the fast-VSCF/VCI
calculations.

For the gold dimer, the computed harmonic frequency using
PBE/VDB is @ = 176.2 cm™!, and the anharmonic frequency is
v=1753 cm™!. These values are ~8% lower than the experi-
mental frequencies, ® = 190.9 cm~!and v=190.1 cm™!, res-
pectively [83]. Nevertheless, the calculated anharmonic
frequency is 0.9 cm™! lower than the calculated harmonic
frequency, almost the same difference as that between the

experimental values.

A comparison of the RMS deviation between the harmonic and
anharmonic frequencies (Table 5) shows that the anharmonicity
for all the small clusters studied is around ~1.0 cm™!. Even if
gold clusters do not show large overall vibrational anhar-
monicity, some specific vibrational transitions show large rela-
tive anharmonicity. The modes exhibiting larger anharmonicity
are generally associated with bending motions of the molecule.
We also note that vibrational anharmonicity does not affect the

planarity of the Auy cluster.

Table 5: Differences between anharmonic (v) and harmonic (w)
frequencies for the global minima of bare planar clusters Auy to Auqg
obtained using PBE/VDB, in cm™'. The anharmonic results are
obtained from fast-VSCF/VCI calculations for clusters with size and
from standard VSCF/VCI calculations for the smaller clusters. For each
cluster, we report the difference for the highest frequency mode (Vmax)
in the cluster, the maximum difference (MAXD), and the rms deviation
for all normal modes (RMSD).

Cluster size vV—w
n Vimax MAXD RMSD
2 -0.9 -0.9 0.9
3 -1.1 1.6 1.2
4 -1.8 -1.8 0.9
5 -1.2 -2.1 1.1
6 -0.8 -1.6 0.6
7 0.8 0.8 0.4
8 0.0 -2.6 0.8
9 -0.7 -2.0 0.6
10 -1.1 -1.2 0.5
Conclusion

In this paper we have shown that a careful implementation of
the direct vibrational self-consistent field method enables us to
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investigate the quantum vibrational properties of extended
systems. Our physically intuitive picture of “preferential” com-
munication channels between normal modes provides a fast and
accurate way of performing these calculations, at a fraction of
the computational cost of the standard approaches. This new
perspective opens the door to novel ways of obtaining accurate
anharmonic spectra directly from ab initio or density functional
theory data, thus making a direct link between theory and
experiment. We believe that the techniques we have developed
lay the foundations for a rigorous description of the vibrational
spectra of complex systems beyond the harmonic approxima-
tion, and provide a very promising tool for future investigations
of vibrational, bound states in large systems. The applications
presented enabled us to assess the quality of the standard elec-
tronic structure techniques against experimental results and
revealed the strengths and weaknesses of certain types of
exchange and correlation functionals. Setting such a bench-
mark provides a way of systematically improving and cross-
checking the description of inter-atomic interactions, which is a
necessary building block for the theoretical description of nano-

structures.
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Abstract

We present two routes for the fabrication of plasmonic structures based on nanosphere lithography templates. One route makes use
of soft-lithography to obtain arrays of epoxy resin hemispheres, which, in a second step, can be coated by metal films. The second
uses the hexagonal array of triangular structures, obtained by evaporation of a metal film on top of colloidal crystals, as a mask for
reactive ion etching (RIE) of the substrate. In this way, the triangular patterns of the mask are transferred to the substrate through
etched triangular pillars. Making an epoxy resin cast of the pillars, coated with metal films, allows us to invert the structure and
obtain arrays of triangular holes within the metal. Both fabrication methods illustrate the preparation of large arrays of nanocavities
within metal films at low cost.

Gold films of different thicknesses were evaporated on top of hemispherical structures of epoxy resin with different radii, and the
reflectance and transmittance were measured for optical wavelengths. Experimental results show that the reflectivity of coated
hemispheres is lower than that of coated polystyrene spheres of the same size, for certain wavelength bands. The spectral position
of these bands correlates with the size of the hemispheres. In contrast, etched structures on quartz coated with gold films exhibit
low reflectance and transmittance values for all wavelengths measured. Low transmittance and reflectance indicate high
absorbance, which can be utilized in experiments requiring light confinement.
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Introduction

Classical electromagnetic theories describing optical transmis-
sion through small apertures [1,2] do not take into account the
role of surface plasmons on metal films. In contrast to the
predictions of these theories, enhanced optical transmission
(EOT) was found for arrays of holes in metal films [3]. The
transmission enhancements were attributed to the surface plas-
mons excited in the array [4]. This discovery triggered exten-
sive research on nanostructures that support surface plasmons,
namely, nanocavities on metal films, arrays of interacting metal
particles and gratings. The coupling between light and local-
ized surface plasmons on metal nanostructures that have been
favorably tailored leads to a variety of effects, such as optical
resonances [5-10], near-field enhancements [11-14], enhanced
scattering [15], enhanced transmission [3,4,16-24], and plas-
monic whispering gallery modes [25-27]. Some of these effects
have been explored in applications such as surface enhanced
Raman spectroscopy (SERS) [28-31] and, more recently, in
studies of fluorescence lifetime [32,33] and the enhancement of
the Purcell rate [34] (achieved mainly by confinement of light
in small mode volumes rather than by very large O-values of
the resonances).

The strong sensitivity of these effects to the shape and size of
the structures means that we require good reproducibility in the
fabrication technique and good knowledge of the optical prop-
erties. However, some applications demand structures
of extended size. Thus, the optimization of fabrication
methods is intimately linked with the optical function of the

structures.

Current techniques for the fabrication of plasmonic cavities
include electrochemical growth combined with nanosphere
lithography [25,35], electron-beam lithography [36], etching
techniques [37-40] and focused ion beam milling [41-43]. The
techniques based on electron beam lithography and focused ion
beam milling allow us to obtain structures of arbitrary shape
and two-dimensional profile, but they are size limited and time

consuming.

Applications outside of sensing are also envisaged. Plasmonic
resonators can not only confine light but can also enhance scat-
tering at their resonances. This effect has been exploited in solar
cells, for example, enhanced scattering by arrays of silver
nanoparticles permits a thickness reduction of Si solar cells
without compromising the intrinsic energy conversion effi-
ciency [44-46]. Applications of this kind require large area
nanostructured surfaces. Thus only methods allowing large
scale lithography/patterning are appropriate for this purpose.
E-beam lithography and FIB based nanofabrication would be
prohibitively expensive.
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The most common fabrication technique using arrays of poly-
styrene (PS) or silica beads is based on the evaporation of metal
films on top of the spheres. This technique is called nanosphere
lithography and the patterns obtained on the substrate are often
referred to as Fischer’s projection patterns [47]. Nanosphere
lithography can serve as a large scale fabrication method and
the lattice constant of the resulting structures can be changed by
adequate choice of the diameter of the beads [35,48]. The stan-
dard shape of the projected pattern is triangular, but etching
techniques have been used to obtain other shapes [49].

EOT was investigated from polystyrene or silica spheres coated
by metal films [50-53]. The interstices of the coated beads form
an array of triangular holes on a corrugated surface. The details
of the pattern projected on the substrate have no significant
effect on the optical transmission according to calculations [51].
However, plasmonic structures fabricated by nanosphere litho-
graphy can also be used for other purposes.

Soft lithography [54] is an alternative technique for nano- and
micro-fabrication involving the inverse replication of a mold
with the aid of elastomeric polymers. It can be reliably scaled
down to sizes of ~100 nm. Nanoimprint lithography [55,56] is
another alternative technique in which a pattern is formed on
top of a substrate by pressing a mold against a thin resist film,
followed by reactive ion etching (RIE) of the patterned sub-
strate. This allows patterning of reproducible structures up to a
few tens of nanometers. However, instead of casting the resist
for preparation of the mask for RIE, high ordered arrays of PS
spheres can be used directly.

With this in mind, we propose two fabrication routes to obtain
periodic structures comprising arrays of nanocavities in metal
films. Both techniques are suitable for large scale fabrication.
The optical properties of these structures can be exploited in
applications requiring strong confinement of light.

Results and Discussion

The fabrication techniques comprise several steps, including
preparation of colloidal crystal templates, metal evaporation and
one or more casting steps. The most important steps for the
fabrication of metal coated hemispheres are presented in
Figure 1. The main steps in the etching of quartz substrates,
patterned with hexagonal arrays of Cr triangular particles to
obtain arrays of triangular mesas or triangular holes, are
depicted in Figure 4.

The topography of the structures at different stages of fabrica-

tion was characterized by atomic force microscopy (AFM)
(Figure 2, Figure 5 and Figure 7) and by SEM (Figure 6). The
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optical measurements performed on coated hemispheres, poly-
styrene (PS) spheres and on coated arrays of pillars are
discussed in the next two subsections.

Coated hemispheres

Figure 1 shows schematically the fabrication of hemispheres
coated by a metal film. After the preparation of a PS 2D
colloidal crystal and two casting steps, the resulting structures
were metal coated by physical vapor deposition. In Figure 2,
AFM images of coated beads and coated hemispheres are
shown. For further details on the fabrication, see the Experi-
mental section.

Reflectance and transmittance measurements on coated spheres
and hemispheres of the same size permit a comparison of the
resonances and their spectral positions. While in the case of
coated spheres there are interstices serving as transmission
holes, in the case of hemispheres there are no regularly spaced
holes. Thus, on thin gold films only low transmission can be
expected. However, the coated hemispheres can be seen as a
two-dimensional grating with deep “valleys”.

Significant differences were observed for the reflectance
measured on comparing gold coated PS spheres to hemispheres,
within the size range of 400 nm to 1100 nm (Figure 3). The
array of spheres exhibited low reflectance bands corresponding
to wavelengths of around 700 nm (for 400 nm diameter) and

100 nm Ag coated PS spheres

) height / ("m)
(a) -200-100 0 100

topography cross section
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(a) 2D colloidal crystal

(d) epoxy resin cast

|

(e) PDMS lift-off

}

c) substrate removal (f) metal coating

i

Figure 1: Fabrication of arrays of metal film coated hemispheres. Main
steps: (a) Preparation of 2D colloidal crystal; (b) cast of polydimethyl-
siloxane (PDMS); (c) detachment of substrate; (d) cast with epoxy
resin; () PDMS detachment and (f) metal coating by physical vapor
deposition.

I

800 nm (for 500 nm). In contrast, there were no such low
reflectance bands for coated hemispheres. The low reflectance
band between 400 nm and 500 nm wavelengths (on the 400 nm
and 500 nm diameter coated spheres) broadens for spheres of
large size. The first peak appearing at around 570 nm (for
900 nm spheres) was shifted to higher wavelengths with
increasing sphere diameter.

50 nm Au coated PS spheres
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Figure 2: AFM topography images of coated beads (a) and coated hemispheres (b), both fabricated using PS spheres of 1 um diameter. The plots of

(c) and (d) are cross sections of lines marked in the topography images.
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Figure 3: Reflectance (left) and transmittance (right) obtained at vertical illumination with an objective of NA = 0.25. The diameter of the PS spheres
or hemispheres is indicated in the legend of each spectrum. The thickness of the gold film is approximately 85 nm.
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Hemispheres of 400 nm diameter coated with 85 nm Au exhib-
ited a lower reflectance than that of the coated spheres of
around 525 nm diameter. This was more evident for 500 nm
diameter hemispheres, where the band of low reflectance
extended from 500 nm to 650 nm. Simultaneously, the transmit-
tance of coated hemispheres, mainly those of 400 nm and
500 nm diameter, was clearly below that of the coated spheres.
In contrast, the transmittance spectra of the coated spheres
showed resonances at A = 570 nm (for 400 nm spheres) and at
A = 670 nm (for 500 nm spheres).

Larger hemispheres (with diameters of 900 nm and 1100 nm)
presented more complex optical spectra, with bands of both
higher and lower reflectance compared to those of the spheres.
The zeroth-order reflectance of 1100 nm hemispheres was, in
general, lower than that of the spheres with the same diameter.
The transmittance for the last three diameters was similar for
both structures. However, the coated hemispheres generally
transmitted less light than the coated spheres. Some of our
transmittance results can be compared with the results from
experiments performed with silver coated spheres of different
sizes [51]. The transmission spectrum of PS spheres of 390 nm
diameter, coated with 75 nm Ag, presented a similar spectral
resonance to that of 400 nm spheres coated with 85 nm Au, but
the peak was shifted to a lower wavelength. In general, samples
of Ag coated spheres exhibited higher transmittance than Au
coated ones. The position of the highest transmittance found in
PS spheres of 400 nm and 500 nm was shifted to higher wave-
lengths. The highest transmittance for spheres of larger dia-
meter (900 nm and above) is expected to be found at wave-
lengths above 1000 nm.

The low reflectance bands of Au coated hemispheres and their
simultaneous low transmittance indicate a high absorbance, at
least for 400 nm and 500 nm hemispheres. Under illumination
at normal incidence no diffraction occurred for wavelengths
smaller than the diameter of the hemispheres. An increase in
diffraction intensity in some or all diffraction orders, at the
expense of the zeroth-order reflectance, cannot be excluded for
the three largest diameters. However, the shift to higher wave-
lengths of the low reflectance bands for the larger structures
cannot be explained exclusively by diffraction effects. In par-
ticular, for the 900 nm hemispheres there is a band, around
600 nm, where the reflectance was larger than that for the
sample with coated spheres. For the 1000 nm hemispheres the
reflectance remained always below the corresponding value for
the coated spheres.

According to some reports, both total absorption [57] and omni-
directional absorption [58] can occur on nanostructured metal

surfaces at certain wavelengths. Indeed, we found spectral
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bands of very low reflectance and low transmittance for 400 nm
and 500 nm diameter PS spheres coated with gold, at around
A =700 nm and A = 800 nm, respectively. Therefore in these
bands the absorbance must be quite large.

Triangular mesas and holes

The main steps for the fabrication of arrays of quartz triangular
mesas and arrays of triangular holes, obtained by epoxy resin
cast, are presented in Figure 4. In order to produce the masks
for reactive ion etching, a film of chromium was evaporated on
top of the PS beads. The mask obtained was in the form of a
hexagonal array of triangular structures. Measurements of the
topography by atomic force microscopy (WITec Alpha 300
AFM in AC mode) typically gave larger thickness values than
those given by the quartz crystal balance; Figure 5 shows an
example of such a measurement. Some protrusions and isolated
clusters seen in the AFM image are due to residual polymer ma-
terial or other chemical species that were not completely
removed by the cleaning process.

a) 2D colloidal crystal

quartz

(b) metallic coating: Cr

(e) metal coating

’:‘Eﬁﬁr\_ﬁn—‘:‘

(f) epoxy resin cast

quartz glass

(c) coated spheres lift-off

quartz

(g) substrate removal

glass

Figure 4: Fabrication steps for arrays of triangular mesas etched in
quartz and arrays of holes in metal films, prepared by casting with
epoxy resin: (a) Preparation of 2D colloidal crystal; (b) Cr coating; (c)
PS spheres lift-off; (d) RIE; (e) metal coating (PVD) (f) epoxy resin
cast; (g) substrate removal.

(d) ICP-RIE etching

quartz

Scanning electron micrographs of samples of etched quartz,
fabricated from Cr masks of 3 um and 1 um size, are presented
in Figure 6. The left image shows triangular mesas replicating
the shape of the Cr mask, and also some isolated pillars within
the etched substrate area. The reason why the pillars were
formed has not yet been determined, but it may be due to
residual contaminants on the quartz surface. Deep etched struc-
tures (500 nm) exhibited rough side walls near the triangular Cr

pattern (Figure 6a). Increasing the thickness of the Cr film
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AFM topography
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x/ (um)

B height / (nm)
40 20 0

Figure 5: Topography image of a projection pattern of Cr on quartz.
The height of the pattern is 30 nm. Small particles scattered on the
surface are chemical species that were not completely removed during
the spheres lift-off.

produced patterns that were not terminated by vertical side-
walls but instead with tails. Thus, the roughness can be
explained by progressive erosion of the Cr tails during the RIE.
On thinner Cr films (18 nm) the side walls of the etched pattern
were smoother and more vertical (Figure 6b).

In order to avoid problems associated with the formation of the
small isolated pillars within the otherwise flat area, an add-
itional ion bombardment step had to be implemented. For this
purpose, Ar' sputter cleaning (3.5 pA/cm?, 3 kV, at a grazing
angle of 10°) for typically 20 min proved to be suitable, as
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demonstrated in the right electron microscopy image of
Figure 6. Compared to etched samples without this Ar" cleaning
step, the amount of random pillars and roughness is strongly
reduced.

Subsequently, the RIE the Cr masks were removed by wet
etching. The surface of etched quartz is hydrophilic. This is not
a limitation for the metal coating but does, however, impede the
detachment of the casting polymers. Indeed, cured epoxy resin
cast directly onto etched quartz could not be removed. One
might expect that aliphatic silane molecules would bond cova-
lently to silicon oxide, forming a hydrophobic surface.
However, no significant change was observed after dipping the
sample in silane solution, and epoxy resin cast on that sample
could still not be detached. For the preparation of an anti-adhe-
sive coating the same plasma etching system was used. By
plasma polymerization of the process gas CHF3, a fluoro-
carbon film was deposited on the previously prepared quartz
substrate. This technique delivers layers of excellent confor-
mity, and of very low surface energy, to the subjacent structure
[59,60]. Furthermore, this coating technique works on most
substrates, e.g., silicon, glass, metals, or any on passivation
layer on the pillars. In all cases, the thickness of the anti-adhe-
sive layers is in range of 5 nm to 10 nm. These additional layers
allow detachment of the cured epoxy resin cast on top of etched
quartz, or on top of metal films that then remain bound with the
cast material. Figure 7 presents two AFM topography images of
samples fabricated from 3 pm and 400 nm PS beads, respective-
ly, with evaporation of 180 nm of Au and a cast of epoxy resin.
The resulting structures have triangular holes within the gold
films that were detached together with the epoxy resin. Even for
the sample using 400 nm beads, where the average side of the
triangular particles is of the order of 130 nm, deep triangular
holes are obtained. The roughness at the edge of the triangles,
caused by the pillar shaped defects previously mentioned, is still

30.0kV x9.00k

Figure 6: SEM micrographs of arrays of triangular mesas etched into the quartz substrate. Spheres of 3 um diameter (a) and 1 um (b) were used for
the production of the Cr mask. The pattern of the etched mesas in the right image was obtained from a Cr deposition over a double layer of spheres.
The depth of the quartz structures was (a) 500 nm and (b) 300 nm. The thickness of the Cr film of the mask was (a) 30 nm and (b) 18 nm.
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Figure 7: Arrays of triangular holes in 180 nm thick gold film. Monolayer colloidal crystals of 3 um (left) and 400 nm (right) PS spheres were used as
templates for the fabrication. The progressive degradation of quality in the topography of the right image is due to the reduction of the tip radius of the

cantilever during scanning.

reflected in the topography of the gold film (Figure 7 left). Our
preliminary results, in experiments employing colloidal crystals
of PS beads, of 3 pm, 1 um and 400 nm diameter, as templates
for the etching masks, demonstrate that it is possible to tailor
well-defined quartz mesas and deep triangular holes. Large
scale fabrication is guaranteed by the size of the template. In
Figure 7, AFM topography images of two of the samples after
the detachment step are shown revealing sharp corners and
edges of the holes within the gold film.

The roughness at the edges of the particles after the etching
process, due to residual contaminants on the surface of the
quartz, remains a problem. Preliminary sputtering with Ar* ions
improved the quality of the samples, as demonstrated by SEM

nanostructures etched in quartz + 115 nm Au
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500 nm
0.4 | 1000 nm
® 3000 nm
E 03}
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202t
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studies. The samples studied with AFM were not sputtered with
Ar* ions. The high aspect ratio of some small defects (20 nm
width and 500 nm height), found between the triangular mesas,
indicates that it is possible to fabricate triangular cross-
sectioned structures with a much higher aspect ratio. The gold
evaporation was performed at a fixed angle, but full coating of
the etched mesas is possible if the sample is rotated during the
metal evaporation. By this way, shadows and hence pinholes in
the metal film are less prone to occur.

Reflectance and transmittance spectra, of 115 nm Au films
evaporated on top of structures etched on quartz, are presented
in Figure 8. These films were not evaporated vertically but
instead using a rotation stage with a rotation axis making an

nanostructures etched in quartz + 115 nm Au
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Figure 8: Reflectance (left) and transmittance (right) of triangular nanostructures etched in quartz and coated with 115 nm of gold. The diameter of
the PS spheres used for the fabrication of the Cr masks is indicated in each spectrum.
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angle of 15° to the vertical. The samples were rotated during the
evaporation to avoid shadows at the etched structures. However,
the rotation leads to a different thickness of the film on the top
of the mesas compared to on their lateral walls.

Compared to hemispheres, fabricated from spheres of the same
size, the gold films evaporated on the etched quartz exhibited
low reflectance and very low transmittance. The reflectance
decreased with increasing pattern diameter. For 500 nm patterns
no diffraction is expected for A > 500 nm. Therefore, most of
the light was absorbed. Investigations of gratings and small
cavities of various shapes have demonstrated strong light
confinement [10,61-65]. Thus, etched structures with sharp
edges, coated by gold films are suitable to confine light. The
confinement efficiency and the plasmonic mode dispersion,
leading to the highest near-field enhancements, need to be
investigated in more depth.

Conclusion

Two novel methods of fabrication of plasmonic structures were
introduced, based on nanosphere lithography, combining soft
lithography and reactive ion etching techniques. The first
permits the preparation of large arrays of hemispheres, using PS
beads as templates. The second allows either the fabrication of
high aspect ratio triangular mesas or, alternatively, arrays of
deep holes obtained by making a polymer cast of the protru-
sions. The fabrication of arrays of hemispheres is relatively
simple and lends itself to large scale fabrication (up to several
cm?). PS spheres of micrometer size down to a few hundreds of
nanometers can be used. However, mainly due to the low
Young’s modulus of PDMS used in the fabrication of the
stamp, deformed hemispheres may occur for very small PS
beads. The zeroth-order reflectance and transmittance of gold
films evaporated onto the hemispheres was measured.
The low reflectance bands found on coated hemispheres,
when compared to coated PS spheres of the same size, indicate
an enhanced absorbance, which may be due to light confine-
ment effects. Films of other materials and heterogeneous
metal-insulator—metal films, of great importance in plasmonics,
may be prepared in the future as well. For a better under-
standing, however, simulations are necessary to elucidate
how light confinement occurs at the “valleys” and for which
specific wavelengths. Furthermore, additional experimental
methods, such as scattering-SNOM and fluorescent lifetime
imaging, could provide information about local field enhance-

ments.

The second fabrication route, involving RIE of quartz, consti-
tutes an alternative nanofabrication method for plasmonic struc-
tures based on arrays of quartz mesas and arrays of holes in

metal films. In this case the experimental aim is the preparation
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of large nanostructures for light confinement and, eventually,
enhanced optical transmission based applications. The first
transmittance and reflectance measurements indicate a strong
absorbance at optical wavelengths. Here, calculations of near-
fields of the prepared structures are necessary to quantify the
efficiency of light confinement for various geometries. Further-
more, angular resolved reflectance spectroscopy is required
as a function of the angle of incidence to confirm directional

effects.

Experimental

Two-dimensional colloidal crystals

Colloidal suspensions of polystyrene (PS) beads of different
sizes, in water, were purchased from Thermo Scientific. Sizes
of 400 nm, 500 nm, 900 nm, 1000 nm, 1100 nm and 3 pm dia-
meter were used. The suspensions conform the NIST Standards
and have sharp size distributions of 1.0% to 2.5%. According to
the supplier some proprietary surfactants may be added to the
suspension. Volumes of 1 mL were centrifuged until full sedi-
mentation of the beads was achieved. After removal of the
liquid, the same volume of MilliQ water was added and the
sediment beads resuspended. The process was repeated three
times in order to remove surfactants of the suspension, which
prevent the aggregation of the beads, but limit the quality and
size of the two-dimensional colloidal crystals. Glass cover
slides of 20 x 20 mm? and quartz glass of the same size, but of
1 mm thickness (used for the fabrication of samples etched by
RIE) were used as substrates. Each substrate was cleaned by
sonication in methyl ethyl ketone (MEK) and isopropanol, and
dried by nitrogen jet. The surfaces of the samples were
submitted to an air plasma at primary vacuum for 10 s, in order
to improve the wetting properties of the surface. Suspension
volumes of 15 to 55 pL, depending on the size of the beads,
were put on top of substrates and the samples were put inside an
acrylic glass container of 1.25 cm? volume. The cold sides of
two Peltier elements were attached to the upper and lower sides
of the sample container. By applying adequate currents the rate
of evaporation was reduced and the crystallization of the beads
occurred, mostly forming monolayers with areal extents up to 1
cm?. The number of vacancies and dislocations of the colloidal
crystal increased as the size of the beads decreased. For beads

of 3 um size, single crystals of several mm?2

were usually
obtained. The evaporation of the water and full crystallization

takes up to 6 h.

Epoxy resin hemispheres

Polydimethylsiloxane (PDMS) from Dow Chemical was
prepared using the elastomer and curing agent in a ratio of 10:1.
The two components were mixed and air bubbles were removed
by submitting the liquid to primary vacuum for 15 min. The cast

of polymer beads was achieved by filling a cylindrical ring on
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top of the two-dimensional colloidal crystal. This limited the
flow of the PDMS to the wall of the ring. The epoxy resin was
cured in an oven at 35 °C for 24 h. The substrate with beads
was then detached from the PDMS stamp. PS beads remaining
in the PDMS were dissolved by sonication in MEK. The second
cast process with epoxy resin was performed on top of the
PDMS stamp (Figure 1d). Commercial epoxy resin of high
transparency was used. Air bubbles were removed in vacuum,
as for PDMS. A small droplet of the liquid was put on top of the
PDMS and covered by a glass cover slide. The curing took 12 h
at 20 °C. Afterwards the cover slide was detached from the
PDMS stamp. The topography of the epoxy resin surface was a
replica of the original colloidal array. Between the hemispheres
there were “valleys” of approximately one beads radius in depth

(Figure le).

Nanostructures etched on quartz

The masks for the patterns to be etched on quartz by RIE were
fabricated by nanosphere lithography and evaporation of Cr
films of 5 to 15 nm thickness. The Cr coated spheres were
removed by three sonications in MEK, and rinsing in MilliQ
water and isopropanol. This cleaning is crucial, as chemical
species adsorbed on the surface influence the anisotropic
etching of quartz (Figure 5). The anisotropic RIE (using ICP-
RIE Oxford Plasmanlab 80 Plus) process was applied
to transfer the Cr pattern onto the quartz substrate [39,40]. The
etching process uses a side wall passivation similar to the Bosch
process [38], but works with a mixture of CHF3 and CFy4 in a
ratio of 10:1, at a working pressure of 10 mTorr. The DC bias
of the etcher was set to —96 V during the process, resulting in an
etching rate of approximately 4 nm/min. The same plasma
etching system was used for coating of etched quartz with the
anti-ahesive film. The Cr masks were removed with a commer-
cial etching solution (Chrome Etch 1 from SOTRAMCHEM
Technic, France).

Metal coating

Gold films were deposited by physical vapor deposition (PVD),
from tungsten boats, at a rate of 1 to 2 A/s under a vacuum of
1070 to 107> mbar. The thickness of the film and the evapor-
ation rate was monitored using a quartz crystal balance. The
evaporation was performed with the sample holder vertically
opposite the boat. This minimizes the risk of shadows on the
hemispheres. However, the thickness of the film between the
hemispheres was thinner than that on top due to the smaller
projected area (Figure 1f). Films thicker than 50 nm were
deposited in two or more evaporations. In each evaporation, the
samples were rotated by 180° to avoid shadows. For example,
Au films of 85 nm were evaporated in two steps: 50 nm +
35 nm. Films of 180 nm thickness were obtained in two steps:

80 nm + 100 nm. Figure 2 presents examples of PS coated

Beilstein J. Nanotechnol. 2011, 2, 448-458.

spheres and hemispheres of the same diameter. The cast repro-
duced the topography of two-dimensional crystal very well.
Distortions of the spherical shape only occurred for small
spheres (400 nm).

Optical characterization

The zeroth-order reflectance and transmittance of Au coated
samples of different sizes were investigated. A WITec
AlphaSNOM microscope was used for illumination and collec-
tion of the reflected light from the sample. For the illumination
of samples and light collection, objectives of low numerical
aperture (Nikon 10x, N4 = 0.25) were used. The aperture angle
was 15°, which restricts the detection to the zeroth-order
diffraction. The illumination light source was a halogen lamp
(Ocean Optics) of spectral range between 400 nm and 1000 nm.
The microscope has a hot-mirror in the optical path that reflects
light of wavelengths above 950 nm. The reflected light was
coupled into a monochromator (Acton Research SpectraPro
3001) using a multi-mode optical fiber and detected by a liquid
nitrogen cooled CCD (Princeton Instruments). Integration times
of 1 s with 10 accumulations were used for each spectrum.
Spectra were normalized against the reference.
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Abstract

The benefits of miniemulsion and emulsion polymerization are combined in a seeded emulsion polymerization process with func-
tional seed particles synthesized by miniemulsion polymerization. A systematic study on the influence of different reaction parame-
ters on the reaction pathway is conducted, including variations of the amount of monomer fed, the ratio of initiator to monomer and
the choice of surfactant and composition of the continuous phase. Critical parameters affecting the control of the reaction are deter-
mined. If carefully controlled, the seeded emulsion polymerization with functional seed particles yields monodisperse particles with
adjustable size and functionalities. Size-adjusted platinum-acetylacetonate containing latex particles with identical seed particles
and varied shell thicknesses are used to produce arrays of highly ordered platinum nanoparticles with different interparticle
distances but identical particle sizes. For that, a self-assembled monolayer of functional colloids is prepared on a solid substrate and
subsequently treated by oxygen plasma processing in order to remove the organic constituents. This step, however, leads to a satu-

rated state of a residual mix of materials. In order to determine parameters influencing this saturation state, the type of surfactant,
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the amount of precursor loading and the size of the colloids are varied. By short annealing at high temperatures platinum nanoparti-

cles are generated from the saturated state particles. Typically, the present fabrication method delivers a maximum interparticle dis-

tance of about 260 nm for well-defined crystalline platinum nanoparticles limited by deformation processes due to softening of the

organic material during the plasma applications.

Introduction

Uniform colloidal particles have attracted attention from
various research fields for their ability to crystallize in highly
symmetric arrangements. Two-dimensional crystals, commonly
referred to as colloidal monolayers, are widely used for litho-
graphic processes to create metal nanostructures in a cheap and
highly parallel fashion [1]. As it is not a light-based process, the
diffraction limit is conveniently circumvented and nanostruc-
tures with dimensions of only several tens of nanometers are
created with remarkable ease. While the conventional process,
leading to triangular shaped particle arrays, has long been estab-
lished [2,3], research is focused on the creation of more sophis-
ticated structures [4], including embedded objects [5,6], rings
[7], discs [8] and crescent shaped particles [9,10].

While the majority of work on lithographic applications deals
with plain colloidal particles, the incorporation of functionali-
ties leads to different structural designs. In particular, the
incorporation of metal complexes into polymer particles assem-
bled into 2D crystals has recently been used as a non-conven-
tional lithography approach to construct highly symmetrical
arrays of metal nanoparticles (NPs) with dimensions of only
several nanometers [11,12]. In contrast to conventional
colloidal lithography, this approach employs the functional
colloids as sacrificial carriers, rather than, e.g., being used as
masks for metal evaporation. The size of the resulting metal
NPs is determined by the quantity of complex in the precursor
loaded colloids. Their adjustable size defines the interparticle
distance of the NPs, and simultancous loading with two metal
complexes gives access to the fabrication of alloy NPs.

A number of different synthetic approaches for colloidal parti-
cles is known in literature, most prominently emulsion and
miniemulsion polymerization. Although both yield polymeric
colloidal particles, they differ both in reaction mechanism as
well as in the properties of the resulting particles. Surfactant-
free emulsion polymerization is a diffusion controlled process
that is praised for excellent monodispersity and precise control
of the particle size [13-15]. However, problems arise when the
incorporation of functionalities (e.g., co-monomers, dyes, metal
complexes) is required, as the different diffusion coefficients of
monomer and functional molecule complicate the incorporation.
Quantitative incorporation, for example, to create a precise stoi-
chiometry of several different molecules within a latex particle,

is thus impeded by emulsion polymerization [16].

Miniemulsion polymerization on the contrary is a powerful tool
for the synthesis of highly functional polymeric nanoparticles
[17-20]. Here, the monomer droplets are preformed by ultrason-
ication and critically stabilized against coagulation by the addi-
tion of surfactants. Ostwald ripening, the mechanism that leads
to formation of bigger particles at the expense of smaller ones
due to the higher Laplace pressure of the latter, is prevented by
addition of a co-stabilizer. This component, highly insoluble in
the continuous phase, creates an osmotic pressure in the
droplets and, thus, acts as a counterforce to the Laplace pres-
sure. Hence, no effective diffusion takes place during the poly-
merization, and functional molecules can be incorporated in
defined amounts. The only requirement for the incorporation is
a higher solubility of the functional molecule in the monomer
droplets as compared to the continuous phase. As many
different monomers can be used, and both direct (oil-in-water)
and indirect (water-in-oil) processes are accessible, solubility is
not a significant limitation for the majority of molecules. In
recent years, the incorporation of functionalities into polymeric
particles was thoroughly explored and includes fluorescent
molecules [21], metal complexes [16], pigments [22], quantum
dots [11] and magnetic particles [23].

In this article, we report on studies undertaken to determine
process parameters for the creation of advanced colloidal mono-
layer architectures. A seeded emulsion polymerization process
was applied and used to combine the benefits of both emulsion
and miniemulsion polymerization. Using a miniemulsion poly-
merization process, functional seed particles were synthesized.
Subsequent application of an emulsion-like polymerization in
the presence of seed particles allowed the control of the size and
polydispersity of such functional latex particles. Subsequently,
these particles could then be crystallized into functional 2-D or
3-D colloidal crystals. As an application, we demonstrate, in
subsection 2 of the Results and Discussion, the use of platinum
containing spheres in an etching process leading to arrays of

platinum NPs with controlled interparticle distances [11,12].

Results and Discussion
1 Adjustment of colloidal size by a seeded

emulsion polymerization process
In order to combine the advantages of both miniemulsion- and
emulsion polymerization to create monodisperse functional

colloidal particles with precisely adjustable sizes, a seeded
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emulsion polymerization process was adopted and the influ-
ence of principal reaction parameters on the resulting particles
was investigated. Scheme 1 shows the mechanism of the seeded
emulsion polymerization process. Latex particles loaded with
platinum acetylacetonate as a model compound for a functional
molecule, were prepared by a conventional miniemulsion poly-
merization process [24]. The reaction parameters are specified
in the Experimental section. The process resulted in poly-
styrene latex particles with a size of 167 + 14 nm and a plat-
inum acetylacetonate load of 1 wt %. They were used as seed
particles for the investigations that are presented in the
following. A representative scanning electron microscopy
(SEM) image of the particles is shown in Figure 1b (see below).

All seeded emulsion polymerization reactions were executed as
follows. A dispersion of 0.1 wt % of seed particles with 0.01 wt
% of sodium dodecylsulfate (SDS, relative to the amount of
water used) was heated to 75 °C. Ammonium peroxodisulfate,
(APS, (NH4),S,0g), used as initiator, was dissolved in a small
amount of ultra-pure water and added to the dispersion. Styrene,
as monomer, was added to the solution using a syringe pump
with a flow rate of 1 mL-h~!. The solution was stirred for 24 h
at 80 °C under an argon atmosphere. After completion, the
resulting particles were dialyzed in order to remove the unre-
acted initiator and monomer. Previously, it has been shown by
inductively coupled plasma optical emission spectrometry (ICP-

OES) that a seeded emulsion polymerization process does not

Monomer
droplet
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change the amount of platinum acetylacetonate in the particle
[24].

1.1 Polymerization mechanism and factors

influencing secondary nucleation

For the detailed investigation of the influences of the different
reaction parameters, it is essential to examine the reaction
mechanism in detail. The focus of the present study lies in
tuning the reaction in such a way as to avoid secondary nucle-
ation. Secondary nucleated particles are colloids newly formed
in the course of the reaction, similar to the formation of latex
particles in a conventional emulsion polymerization [25,26].
Given that the seeded emulsion polymerization is applied to
adjust the size of the final functional colloidal particles, second-
ary nucleation must be prevented in order to guarantee that all
particles bear the desired functionality.

Scheme 1 gives a simplified picture of the processes involved.
After injection, the monomer diffuses through the water phase
to the hydrophobic seed particles, which thus represent a mono-
mer rich area. The initiator thermally decomposes to form radi-
cals in the water phase. These start to polymerize monomer
molecules that are present in the aqueous phase, to form oligo-
radicals IM;-. Due to the ionic head group introduced by the
persulfate radical, the oligoradicals remain water soluble until
they reach a critical chain length IM;:, upon which they become
insoluble in water [26,27]. For styrene, this length was found to

Scheme 1: Simplified model of a seeded emulsion polymerization process to clarify the desired reaction pathway.
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be five monomer units [27,28]. The fate of the water soluble
oligoradical and, thus, the development of the reaction, is deter-
mined by the question of whether or not it enters a seed particle
before reaching the critical chain length. This point is marked as
A in Scheme 1. Entering a seed particle gives the radical access
to the monomer reservoir present in the particle, where it subse-
quently polymerizes, resulting in a size-increased seed particle
(Scheme 1, left side). Assuming the oligoradical does not meet
a seed particle before adding the last monomer unit necessary to
exceed the critical chain length, the chain becomes insoluble in
the water phase and forms a particle nucleus by a coil-to-
globule transition (this pathway of the reaction is shown on the
right side of the scheme) [25,27,29]. This particle nucleus itself
is not stable as it features only one charge from the initiator.
Stabilization can be achieved by two different pathways,
marked with a B in Scheme 1. First, the particle nucleus can
attach to a seed particle, where it will eventually be completely
incorporated over the course of reaction due to more diffusion
of monomers to the particle. In this case, no secondary particle
will appear in the final dispersion [25,26]. On the other hand,
several particle nuclei can cluster together to form a stable
particle when the charge density on their surface becomes suffi-
ciently high [25,27,29]. This particle, termed the secondary
particle (shown in green color) now participates in the reaction
as a new seed particle. In order to avoid secondary nucleation
forming unwanted, plain particles without a metal precursor, the
latter pathway needs to be avoided. Several factors influence the
course of the reaction: Predominantly the seed concentration
and the concentration of surfactant added to the reaction.
Furthermore, the initiator concentration and the composition of
the continuous phase important for determining the fate of the
radicals as well as of the particle nuclei. Various studies have
been published, especially on the role of seed particle concen-
tration [30,31]. It was found that concentrations above 10'*
particles per litre are sufficient to avoid the formation of particle
nuclei [30]. Therefore, for all reactions performed, the seed
particle concentration was fixed to 2.65 x 1014 particles per litre

and the effect of the other reaction parameters was investigated.

Furthermore, in all cases styrene was added dropwise, very
slowly at a rate of 1 mL-h™!. This ensured that the monomer
was directly consumed once it appeared in the reaction mixtures
(‘monomer starved condition’) [32] and no monomer reservoir
was present that might steer the reaction pathway towards sec-

ondary nucleation in a classical emulsion polymerization way.

Seed particles containing platinum-acetylacetonate were used in
all experiments in order to establish a procedure to tune,
systematically, the size of the functional colloidal particles.
Metal-complex containing polymer latexes are promising ma-

terials for a nonconventional lithography approach to produce
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ordered arrays of platinum nanoparticles [11]. Here, it is of par-
ticular importance that no secondary particles are generated, as
otherwise, in the finally obtained array of Pt nanoparticles,
some of them would be randomly missing, hence deteriorating
the desired order.

1.2 Variation of the amount of monomer
added

In a first set of experiments, the amount of monomer added was
varied while all other parameters remained constant. These
experiments were aimed at the investigation of the available
size range for the seeded emulsion polymerization. The amount
of monomer added is described as the normalized quantity
monomer excess and describes the mass of styrene added rela-
tive to the total mass of seed particles (mstyrene/Mseed)- Please
note that the total amount of initiator was unchanged, leading to
a constant initiator concentration in the water phase, but drasti-
cally changing the ratio of initiator to monomer added. Table 1
presents the reaction details, Figure 1 shows the dependency of

the amount of monomer added on the resulting particle size.
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Figure 1: Variation of the amount of monomer added to control the
resulting size in the seeded emulsion polymerization process. a)
Styrene excess versus size of the resulting particles. The solid curve in
the diagram indicates the theoretical expectation, assuming 100%
conversion of the excess monomer added (diameter ~ (excess)'/3).;
b—g) SEM images of the resulting particles: b) seed particles as
produced by a miniemulsion process; c) 3-fold excess of styrene; d)
5-fold excess; e) 10-fold excess; f) 30-fold excess; g) 40-fold excess.
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Table 1: Reaction details for the set of experiments shown in Figure 1.

styrene added H20 Nsgeqd (Wt %) [
Mstyrene/Mseed Img /9 Lt Img
3 150 50 2.65x 10 (0.1) 250
5 250 50 2.65x 10" (0.1) 250
10 500 50 2.65x 10" (0.1) 250
20 1000 50 2.65x 10" (0.1) 250
30 1500 50 2.65x 10" (0.1) 250
40 2000 50 2.65x 104 (0.1) 250
50 2500 50 2.65x 10" (0.1) 250
100 5000 50 2.65x 10" (0.1) 250

3appearance of secondary nucleated particles.

The solid curve in panel a) of Figure 1 indicates the theoretical-
ly expected size of the colloids assuming full conversion of the
monomer in the seed particles, leading to the relation: Diameter
~ (excess)!/3. The experimentally found colloidal diameters
follow the relation reasonably well up to a monomer excess of
approximately 30. For higher amounts (<50-fold excess) of
monomer added, secondary particles appear leading to a reduc-
tion in size of the primary, seeded particles. Even higher mono-
mer amounts (>50-fold excess) lead to multimodal size distribu-
tions indicating uncontrolled reactions with secondary nucle-
ation as the primary reaction pathway [30]. SEM images of the
differently produced particles are shown in Figure 1b—g.
Compared to the seed particles (Figure 1b), the size enhanced
particles exhibit a higher homogeneity. From the present set of
experiments one concludes that particles with diameters up to at
least 500 nm can be synthesized in a single reaction, a number
that relates to an almost 40-fold increase in volume. Larger
diameters of seeded colloids could not be achieved as the
present reaction pathway appears to break down with higher
monomer excesses: Secondary nucleation or instable disper-

sions are the result.

As all reactions produced an increase of particle size, it can be
stated that the initiator concentration in the aqueous phase was
high enough to provide enough radicals for a successful poly-
merization. However, with the initiator concentration being
constant in the aqueous phase, we face the unfavourable situa-
tion of having an enormous amount of initiator relative to the
amount of monomer added for small monomer excesses. Hence,
the degree of polymerization is low, and oligomers are formed
that reside in the aqueous phase. These oligomers are seen in
the SEM images in Figure lc and Figure 1d as an undefined
film covering the colloidal particles, appearing as bright seams.
In the following section, the influence of the initiator concentra-
tion is discussed in more detail. In general, the molecular

weight of the polymer is of minor importance for colloidal syn-
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[1/[M] ratio [1/[H20] SDS conc. diameter
ratio SEM (theory)
1% 1% Iwt % of HoO /nm
166.7 0.5 0.01 (5 mg) 241 + 21 (238)
100.0 0.5 0.01 (5 mg) 241 £ 19 (282)
50.0 0.5 0.01 (5 mg) 255 + 37 (355)
25.0 0.5 0.01 (5 mg) 483 + 68 (448)
16.7 0.5 0.01 (5 mg) 550 + 41 (513)
12.5 0.5 0.01 (5 mg) 488 + 282 (564)
10.0 0.5 0.01 (5 mg) multimodal (608)
5.0 0.5 0.01 (5 mg) multimodal (766)

thesis as long as the degree of polymerization is high enough to
ensure that the polymeric chains will be found inside the
particle.

1.3 Variation of the initiator to monomer ratio
[1/[M]

Next, the influence of the initiator concentration on the course
of the reaction was investigated. In contrast to normal bulk
polymerizations, not only is the amount of initiator relative to
the monomer important, but also the concentration in the water
phase has to be taken into account, as initiation and the first
propagation steps take place in the continuous phase. Therefore,
the amount of initiator needed is generally higher compared to
bulk polymerizations. Figure 2 presents the effect of the
initiator concentration on the resulting particle sizes for styrene
excesses of 5 (Figure 2a) and 20 (Figure 2b), respectively. The
parameters used for the reactions are summarized in Table 2.
Dotted lines are inserted into the diagrams to indicate the orig-
inal size of the seed particles as well as the maximum theoreti-
cal size. Both sets of reactions show that lower initiator
amounts (1-5% relative to the monomer added) do not induce
an increase in size, as the concentration of initiator in the water
phase is insufficient to induce polymerization processes. For the
optimum initiator concentration for the seeded reactions, as
determined for 5-fold and 20-fold monomer excess, we esti-
mate values between 10 and 25 wt % relative to the monomer.
At higher quantities of initiator, the resulting particle sizes
decrease (cf. Figure 2a) as a result of insufficient polymeriza-
tion leading to oligomers that remain in the water phase, as seen
by the films covering the particles in the SEM micrographs. As
shown in previous experiments, the most suitable values for the
initiator concentration are not exclusively determined by the
amount of added monomer but also by the concentration of
radicals in the water phase. Hence, it can be expected that for
higher monomer excesses, smaller values for the initiator to

monomer ratio will be sufficient to induce polymerization.
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Table 2: Reaction details for the set of experiments shown in Figure 2.

Beilstein J. Nanotechnol. 2011, 2, 459-472.

styrene added H20 Nsgeqd (Wt %) [ [I/IM] ratio [I/[H20] SDS conc. diameter
ratio SEM (theory)
Mstyrene/Mseed /mg /9 /L1 /mg 1% 1% /wt % of H,O /nm
5 250 50 2.65 x 104 (0.1) 25 1 0.005  0.01(5mg) 167 + 13 (282)
5 250 50 2.65 x 104 (0.1) 12.5 5 0.025 0.01 (5mg) 169 £ 14 (282)
5 250 50 2.65 x 1014 (0.1) 25 10 0.05 0.01 (5mg) 250 + 14 (282)
5 250 50 2.65 x 1014 (0.1) 62.5 25 0.125  0.01(5mg) 261 + 20 (282)
5 250 50 2.65x 104 (0.1) 250 100 0.5 0.01 (5mg) 241+ 19 (282)
20 1000 50 2.65 x 1014 (0.1) 10 1 0.02 0.01 (5mg) 175+ 16 (448)
20 1000 50 2.65 x 1014 (0.1) 50 5 0.1 0.01 (5mg) 215+ 18 (448)
20 1000 50 2.65x 104 (0.1) 100 10 0.2 0.01 (5 mg) 336 + 24 (448)
20 1000 50 2.65 x 1014 (0.1) 250 25 0.5 0.01 (5mg) 483 + 68 (448)
300 considering that the surfactant not only stabilizes the growing
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Figure 2: Variation of the amount of initiator relative to the amount of
added monomer. The dotted lines are guides to the eye and represent
the diameter of the seed particles used in the reaction as well as the
theoretical diameter reached for 100% conversion of the additional
monomer. a) Reactions with 5-fold excess of styrene with respect to
the mass of seed particles. b) Reactions with 20-fold excess of styrene
with respect to the mass of seed particles.

1.4 Variation of surfactant type and concen-
tration

It is to be expected that the type and amount of surfactant added
to stabilize the seeded particles should have a significant influ-
ence on the reaction pathway [33]. This becomes clear when

nucleated secondary particles. Thus, it is expected that the
amount of surfactant should be minimized to that concentration
necessary to yield a stable emulsion. Figure 3 and Table 3
present the experimental data for reactions performed with
varying surfactant type and concentrations. As a test system, the
reaction with a styrene excess of 100 was chosen as this led to
multimodal size distributions in previous experiments
(Figure 3a shows the result of the standard reaction). Obviously,
the amount of SDS added in the standard recipe is insufficient
to induce stable reaction conditions. Hence, the SDS concentra-

Figure 3: Effect of different concentrations and types of surfactants
applied to stabilize the particles in the process. All concentrations
given are relative to the weight of the water phase. a) 0.01 wt % SDS.
b) 0.05 wt % SDS. c) 0.1 wt % SDS. d) 0.1 wt % Lutensol AT50.
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Table 3: Reaction details for the set of experiments shown in Figure 3.

Beilstein J. Nanotechnol. 2011, 2, 459-472.

styrene added H,O Nseed (Wt %) m surfactant surfactant conc.
Mstyrene/Mseed Img Ig L /mg Iwt % of HyO
100 250 50 2.65 x 1014 (0.1) 250 SDS 0.01 (5 mg)
100 250 50 2.65 x 1014 (0.1) 250 SDS 0.05 (25 mg)
100 250 50 2.65 x 1014 (0.1) 250 SDS 0.1 (50 mg)
100 250 50 2.65 x 1014 (0.1) 250 Lutensol 0.1 (50 mg)
AT50

tion in the continuous phase was increased from 0.01 wt % up
to 0.1 wt %. All SDS concentrations were below the critical
value for micelle formation (cmc). Such concentrations are used
in conventional emulsion polymerization and lead to particles
nucleated in monomer swollen micelles [13]. Figure 3b and ¢
show representative SEM micrographs of the resulting disper-
sions. For both cases, massive secondary nucleation took place,
leading to bimodal size distributions. In the first case (0.05 wt
% SDS), the size enhanced seed particles feature an excellent
monodispersity and have a size of approximately 600 nm, indi-
cating a more stable course of reaction. In contrast, higher
amounts of SDS stabilize the particle nuclei more efficiently
and induce massive secondary nucleation. With a SDS concen-
tration of 0.1 wt %, almost all of the monomer added is
converted into secondary particles, thus resembling a conven-
tional emulsion polymerization. Only a minor fraction of size
enhanced seed particles is found (Figure 3¢). Changing the type
of surfactant from the anionic SDS to the non-ionic Lutensol
ATS50 compromised the reaction stability. As depicted in
Figure 3d, the reaction did not lead to a successful conversion
of the monomer to size enhanced particles. Instead, the seed
particles only marginally grew in size, and most of the mono-
mer added was found as a polymeric film covering the complete
surface. This is not surprising as non-ionic surfactants are
known to stabilize colloids less efficiently than charged ones.
Thus, significantly larger amounts of non-ionic surfactants are

usually needed to stabilize droplets or particles.

Summarizing these experiments, it can be stated that the amount
and type of surfactant crucially influences the reaction pathway.
Surfactant has to be added in order to stabilize the growing
particles. However, the concentration should be as small as
possible. Otherwise, secondary nucleation becomes the primary
reaction pathway. As a consequence, the direct conversion of
small seed particles to very large ones, above approximately
600 nm, was impeded. From a technological point of view,
seeded particles with larger particles have to be synthesized in a
step-wise manner, using consecutive seeding reactions. The sec-
ondary particles appearing from the reaction with 0.05 wt %

SDS could be also successfully removed by centrifugation.

1.5 Variation of continuous phase composi-
tion

The continuous phase has an important influence on the reac-
tion pathway as well. The monomer added has to diffuse
through the continuous phase in order to reach the seed parti-
cles. Polymerization initiation takes place in the continuous
phase and its properties are important for both stabilization of
seed particles and nucleation of secondary particles over the
course of the reaction. Additionally, both diffusion and solu-
bility of the monomer are affected drastically by compositional
changes in the continuous phase. In order to investigate these
effects, systematic variations of the continuous phase were
performed. Figure 4 and Table 4 show the properties of the
resulting dispersions and the reaction details, respectively.

First, sodium chloride was added to the continuous phase. The
presence of salt affects the stability of colloidal particles as the
extension of the electrical double layer of ionic surfactants
present at the colloid interface is reduced by the counter ions of
the salt. Naturally, this is undesirable for the seed particles.
However, it may be that the stability of newly formed second-
ary particles is reduced as well. Assuming that a secondary
particle is composed of a certain number of collapsed chains in
order to be stable, the corresponding coagulation of such chains
may be suppressed by the addition of small amounts of salt and,
thus, the concentration of secondary particles may be strongly
reduced without compromising the stability of the seed parti-
cles. The experimental data (Figure 4a) seem to support this
idea. While very small amounts of sodium chloride (0.05 wt %)
did not affect the polymerization, the addition of 0.1 wt % of
NaCl induced an increase in final particle size almost to the
theoretical value. NaCl concentrations beyond this value inter-
fered with electrostatic stabilization and led to irregularly

shaped particles and partial aggregation.

Next, ethanol was added to the continuous phase. In that case,
the stability of the latex particles was not crucially affected as
only a maximum of 20 wt % of ethanol was added. It was
expected that ethanol addition would increase the solubility of

styrene in the continuous phase. Moreover, the oligoradical
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Figure 4: Effects of the composition of the continuous phase on the seeded polymerization reactions. The dotted lines in the diagrams represent the
theoretical size of the colloids assuming full conversion of the added monomer. Representative SEM images are shown below the different diagrams.
a) Addition of sodium chloride to the continuous water phase. b) Addition of ethanol to the water phase. c) Addition of methanol to the continuous

water phase.

Table 4: Reaction details for the set of experiments shown in Figure 4.

styrene added H,O Nseeqd (Wt %) [ SDS conc. addition diameter
cont. phase SEM (theory)
Mstyrene/Mseed /Mg /g /L /mg  /wt % of HO /nm

20 1000 50  265x10™(0.1) 100  0.01(5mg) — 336 + 24 (448)

20 1000 50 265x10™(0.1) 100  0.01(5mg) 60 mgNaCl (0.05mol-L~") 323+ 35(448)

20 1000 50  265x10'(0.1) 100  0.01(5mg) 120 mgNaCl (0.1 mol-L™") 427 + 26 (448)

20 1000 50  265x10'(0.1) 100  0.01(5mg) 300 mgNaCl (0.5mol-L™") 330 + 28 (448)

20 1000 50 2.65x 1014 (0.1) 100 0.01 (5mg) 600 mg NaCl (0.5 mol-L™") irreg. shapes (448)
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Table 4: Reaction details for the set of experiments shown in Figure 4. (continued)

20 1000 45 2.65x 1014 (0.1) 100
20 1000 40 2.65x 1014 (0.1) 100
20 1000 45 2.65x 1014 (0.1) 100
20 1000 40  265x10™(0.1) 100

3secondary particle formation observed.

formed would have a different solubility in ethanol-containing
water as well, leading to an increase of the critical chain length
IM;j-.
The experimental results, shown in Figure 3b show the
following characteristics. First, small amounts of ethanol (10 wt
%) induce well-growing seed particles that feature a final size
close to the theoretical expected value. A minor amount of sec-
ondary particles is visible. Increasing the ethanol content
induces a drop in the final diameter close to the value measured
for particles synthesized in pure water. Additionally, the amount
of secondary particles drastically increases. It is worth
mentioning that the particles from reactions with ethanol gener-
ally feature a higher monodispersity than the particles prepared

in pure water.

Finally, methanol was added to the continuous phase as well
(Figure 3c), however, no influence on the reaction was detected,
even for a methanol content of 20 wt %. Furthermore, all
obtained dispersions closely resembled each other with respect
to final size and homogeneity. This may be attributed to the fact
that methanol does not act as a solvent for polystyrene.

2 Generation of platinum nanoparticles

Colloidal spheres, as prepared by the above described seeding
process, were applied for the fabrication of well-ordered Pt NPs
of controlled size and interparticle distance on solid substrates.

0.01 (5 mg) 5 mg EtOH (10 wt %) 463 + 253 (448)
0.01 (5 mg) 10 mg EtOH (20%) 377 + 262 (448)
0.01 (5 mg) 5 mg MeOH (10%) 330 + 27 (448)
0.01 (5 mg) 10 mg MeOH (20%) 355 + 27 (448)

Since the starting size of the colloidal spheres determines the
finally obtained interparticle distance of the Pt NPs, the
presently introduced novel seeding procedure to tailor that size
plays an essential role.

The starting situation and the final state of this fabrication
process on a silicon wafer are demonstrated in Figure 5. After
depositing a single layer of the precursor loaded colloids on top
of Si substrates, their size is reduced by exposure to an isotropic
oxygen plasma (see Experimental section). In this way, one
arrives at a continuous and laterally homogeneous reduction of
the particle diameters while the original particle positions are
strictly preserved. The reduction rate of this etching process,
imposed by the isotropic plasma, monotonically decreases and
finally becomes zero. The corresponding saturation diameters
are, however, much larger than what is implied for a pure Pt
particle from the amount of metal present within a colloidal
sphere. An additional subsequent short annealing in oxygen at
1100 °C (see Experimental section) and cooling down in
nitrogen gas-flow is needed to finally obtain well-defined crys-
talline Pt NPs.

2.1 Oxygen plasma exposure: Dependency
of the saturation state on different parame-

ters
The plasma procedure was optimized and then performed by

default according to the recipe described in the Experimental

b)

Figure 5: A non-conventional lithographic process is used to produce arrays of Pt NPs from platinum-acetylacetonate containing polymer particles on
top of a Si wafer. a) Colloidal monolayer formed by drop casting of seeded colloid particles. b) Arrays of Pt NPs produced by plasma-assisted removal

of the organic material and subsequent thermal annealing.
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Figure 6: Pt-precursor loaded PS colloids on a SizN4 membrane in the saturated state after exposure to isotropic oxygen plasma for 25 min. a) The
diameters of the lumps average out to 35 nm. b) Magnified HRSTEM image of one of the particles demonstrates that they consist of an agglomera-

tion of ca. 1-2 nm Pt-rich crystallites.

part. Varying the process parameters is possible within certain
limits without influencing the results given below. In the satu-
rated state as obtained by plasma etching, the small lumps
forming the hexagonal arrangements always consist of indepen-
dently nucleated small crystalline particles, which are still
embedded in a residual matrix (see the high resolution scanning
transmission electron microscope (HRSTEM) images in
Figure 6). Some of the particles are not spherical, because they
were tilted towards one side during plasma treatment [34]. As
proven by X-ray photoelectron spectroscopy (XPS), the lumps
always contain PtO,. In this state also sodium and sulfur was
detected when SDS was used as surfactant. Similar observa-
tions for Pt NPs produced from precursor-loaded colloids,
prepared with emulsion or miniemulsion polymerization, have
already been reported but were not investigated in detail at the
time [11,12]. In order to determine the parameters influencing
the saturation state, we varied the type of surfactant, the amount
of precursor loading and the size of the colloids. The results are

discussed in the subsequent sections.

2.1.1 Platinum precursor and surfactant

Based on the observation that the saturated state after etching
contains tiny platinum oxide crystallites, it is reasonable to
assume that the precursor-complex platinum acetylacetonate has
an influence on the saturation. Therefore, colloids were investi-
gated that were prepared by emulsion polymerization with or
without the precursor complex, and with SDS or Lutensol AT50
as surfactant. In contrast to SDS, which contains sodium and
sulfur, Lutensol AT50 only consists of carbon, oxygen and
hydrogen, which are likely to be transformed into volatile prod-
ucts during plasma treatment. The according etching behaviour

of the various cases is summarized in Figure 7.

220
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'M S § O dispersion 3: no precursor, SDS
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Figure 7: Diameter of Pt-precursor loaded or unloaded PS particles
prepared with the surfactants SDS or Lutensol AT50 versus oxygen
plasma exposure time. Only particles without Pt-precursor and synthe-
sized with Lutensol AT50 can be removed without residues from the
surface (dispersion 4). For all other particles the diameter monotoni-
cally decreases and finally approaches a saturation diameter (see also
Figure 8).

First, the effect of the surfactant on the plasma assisted size
reduction was investigated. For dispersion 1 and 3 the ionic
surfactant SDS, and for dispersions 2 and 4 the non-ionic
Lutensol AT50, were used. It turned out that for dispersions 1 to
3, containing either Pt precursor or SDS or both, oxygen plasma
etching leads to a saturation of the particle diameter (Figure 8).
In contrast, colloids of dispersion 4 which did not contain Pt
precursor and were synthesized with Lutensol AT50, could be
completely removed under identical etching conditions, as
proved by HRSEM (Figure 7, linear fit). In summary, the Pt
precursor within the colloids as well as the surfactant SDS inter-
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Figure 8: HRSEM images of particles in the saturated state after 60 min isotropic oxygen plasma treatment. a) Loaded with Pt-precursor and synthe-
sized with the surfactant Lutensol AT50 and b) unloaded but synthesized by using SDS (dispersion 2 and 3 of Figure 7).

feres with the etching process and, thus, leads to the saturated
state. As they are not present in dispersion 4, non-volatile
components such as metals (Pt, Na) and/or sulfur were respon-
sible for saturation. However, currently one cannot exclude
further factors contributing to the appearance of the saturated
state.

2.1.2 Amount of platinum precursor

In order to analyze the effect of Pt-precursor concentration
within the colloids on the saturation diameter after oxygen
plasma exposure, a set of three colloidal dispersions, synthe-
sized by surfactant free emulsion polymerization (for details see
[12]), were investigated. Here, the loading of the colloids with
platinum acetylacetonate was varied from (1 wt %, to 2 wt %
and 4 wt %) relative to the monomer while keeping all other
parameters constant. After deposition of the initially 175 nm
sized colloids onto Si substrates and reducing their size in
oxygen plasma, diameters of 27 =2, 41 + 3 and 45 + 2 nm were
found for the corresponding saturated states. Obviously, the
total amount of Pt precursor strongly influences the saturation
diameter: The higher the precursor content the larger the diam-
eter of the saturated lumps. A simple model may account for
this observation. Assuming a homogeneous distribution of Pt
precursor within the initial colloids, isotropic etching will
reduce the colloidal size by removing volatile species shell-by-
shell, whereas the non-volatile constituents such as the Pt will
remain on top of the residual particle, which, in this way, will
be increasingly protected from further etching. Calculating the
total amount of Pt originally present within a shell thickness
defined by the difference of the initial radius of the colloid and
its value in the saturated state after etching, one arrives at an
equivalent Pt layer thickness of around 3 to 4 A (Pt lattice para-
meter ap; = 3.92 A).

A similar result was obtained for Pt-precursor loaded poly-
methylmethacrylate (PMMA) particles [35]. This suggests that

the saturated etching state is obtained whenever the non-volatile
Pt produced by the etching approximately forms a protective
closed layer around the residual particle. However, the
HRSTEM image of Figure 6 does not reveal such a closed film
of Pt or PtO; around the lumps. Thus, a more sophisticated
model including the role of the SDS component is needed. But
the described “monolayer”-result at least delivers a useful
empirical rule to predict the size of the saturated particles.

2.1.3 Size of the colloids

With the method of the miniemulsion polymerization described
in subsection 1, seed particles of 165 + 14 nm with a loading of
4 wt % Pt precursor (with respect to the monomer) were synthe-
sized in a first step. Subsequently, the particles were enhanced
in size by seeded emulsion polymerization, such that they all
had identical loading but variable size. Exemplarily, here
colloids with diameters of 256 + 9, 423 + 19 and 594 + 48 nm
were investigated in detail with respect to their post-etching
saturation diameter. The corresponding diameters of the lumps
after the plasma treatment were 40, 55 and 97 nm (for details of
the size determination see the Experimental section).

It should be noted, however, that the shape of the resulting
lumps differs drastically. For the smallest particles, a round,
closed shape of the lumps was obtained after the plasma treat-
ment (Figure 9a). The bigger particles exhibited a porous
nonspherical shape, as illustrated in Figure 9b. This transition in
shape is caused by softening of the colloidal particles during the
plasma procedure and, as a consequence, spreading of particle
material on the substrate [34]. This leads to a laterally extended
Iump which is too large to allow agglomeration into a single
metal particle during the annealing process. In detail, elements
such as sodium and sulfur are removed by annealing, and the
platinum oxide is decomposed into platinum as revealed by
XPS. Finally, the platinum agglomerates into one NP, some-
times still exhibiting a granular substructure. During the cool-
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Figure 9: Saturated states after plasma etching: a) Closed surface of a seeded 256 nm particle and b) porous shape of a seeded 594 nm particle,

both with a 165 nm precursor-filled core.

down process in nitrogen the Pt NPs remain stable in the
metallic state. The experimental observation that exclusively
colloids with initial diameters below 260 nm could be trans-
formed into single NPs by annealing, whereas bigger colloids
ended in the granular structure [12], appears to be a serious
limit of the colloidal technique.

In summary, the size of the etch-induced lumps is dependent on
the initial size of the colloids. A full understanding is hindered
by the fact that different initial parameters are interrelated. For
example, the initial surface as well as total concentration of
surfactant could be different for various colloidal diameters.
Furthermore, the contact area of particle and substrate is clearly
dependent on the initial size of the colloid. Finally, the distribu-
tion of the Pt precursor inside the colloidal particle may also

play an important role.

To clarify this last point, TEM and EDX (energy dispersive
X-ray spectroscopy) investigations on seed and size enhanced
seeded colloids were performed. However, due to the limited
element specific sensitivity of these techniques and the small Pt
content in the NPs, respectively, it was not possible to resolve
any gradients in the distribution of the Pt complex inside the
seeded colloids. Nevertheless, it was possible to exclude
agglomerates of Pt precursors inside or on the surface of the
colloids. It is worth mentioning, that Pt precursor loaded
PMMA particles show similar etching-induced saturation
behaviour as for loaded PS particles. In both cases, a homoge-
nous diffusion of the Pt precursor during the seeded emulsion
polymerization cannot be safely excluded at the moment.

Conclusion
In this contribution, we applied miniemulsion polymerization to
produce metal-complex containing polystyrene particles as a

model compound for a functional latex particle. A seeded emul-
sion polymerization process to increase the size and monodis-
persity of the particles was investigated. Finally, as an applica-
tion of the newly developed process, the preparation of plat-
inum nanoparticle arrays was demonstrated exhibiting high
homogeneity and lateral order. For this purpose, a plasma-
assisted removal of the organic material of the colloids was
applied.

The following conclusions regarding experimental conditions of
the seeded emulsion polymerization reactions and Pt-particle
generation processes can be drawn from the experiments
performed.

1) It is possible to synthesize functional colloidal particles with
a diameter up to 600 nm in one step. Larger diameters have to
be synthesized in a step-by-step fashion.

2) The initiator concentration has to be high in order to induce
polymerization and not only depends on the amount of mono-
mer added, but also on the amount of the continuous phase. The
best results were achieved using 10-25 wt % APS relative to
the added monomer.

3) The choice and concentration of the surfactant is critical for a
successful reaction. SDS as an anionic surfactant proved to be
superior to Lutensol AT50 as non-ionic surfactant. High surfac-
tant concentrations lead to more homogeneous particles but,
eventually, favour secondary nucleation. Therefore, the surfac-
tant concentration ought to be as small as possible in order to
stabilize the dispersion without inducing secondary nucleation.

4) The composition of the continuous phase also influences the
reaction. Small amounts of added salt lead to final particle sizes
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reaching the theoretical diameter, whereas higher salt amounts
deteriorate the stability of the dispersion. Ethanol may be added
to improve the monodispersivity of the samples. However, care
has to be taken as secondary nucleation seems to be favoured as
well.

5) The precursor platinum acetylacetonate inside the PS colloids
and the surfactant SDS causes saturation of the particle diam-

eter during the oxygen plasma induced etching.

6) The diameter of the particles in the saturated state depends
on the total amount of Pt precursor inside the PS particles as
well as on the initial size of the colloids.

7) The interparticle distance is presently limited to about 260
nm.

Experimental

Miniemulsion polymerization

Hexadecane (250 mg), 2,2'-Azobis(2-methylbutyronitril) (V59,
100 mg) and platinum(II) acetylacetonate (60 mg) were
dissolved in monomer (6 g) under continuous stirring. To this
phase, a mixture of water (milliQ quality) and SDS (60 mg) was
added. After stirring for one hour at 1800 rpm and at room
temperature, miniemulsification was achieved by ultrasonica-
tion of the mixture under ice-cooling for 120 s with a 1/2” tip at
90% amplitude, following a 10 s pulse-10 s break-protocol
(Branson digital sonifier 450-D, Dietzenbach, Germany).
Subsequently, the mixture was heated to 72 °C and polymer-
ized for 12 h under gentle continuous stirring. After cooling to
room temperature, the colloidal dispersion was filtered and
extensively dialysed (Visking tubes, MWCO 14.000 g/mol, Carl
Roth, Karlsruhe, Germany) until the conductivity of the water
phase after dialysis was similar to that for deionized water.

Seeded polymerization

The protocol given here can be considered the standard
protocol. All reactions deviating from this protocol are speci-
fied in the main text. A dispersion of 0.1 wt % of seed particles
with 0.01 wt % of SDS (relative to the amount of water used)
was heated to 75 °C. Ammonium peroxodisulfate, (APS,
(NH4)2S,0g), and 10-15% of the monomer added was
dissolved in a small amount of ultra-pure water and added to the
dispersion. Styrene as monomer was added to the solution using
a syringe pump with a flow rate of 1 mL-h™!. The amount of
monomer was varied to obtain different sizes of the resulting
seeded particles. The reaction was stirred for 24 h at 80 °C
under an argon atmosphere. After completion, the final disper-
sion was dialysed extensively.

Beilstein J. Nanotechnol. 2011, 2, 459-472.

Plasma assisted combustion of the colloidal parti-
cles to produce nanoparticle arrays

The plasma was delivered by a commercially available etching
machine (Oxford Plasmalab 80 Plus RIE) with an inductively
coupled plasma source (ICP). The colloids were etched by an
isotropic oxygen plasma [11,12].

Annealing

After finishing the plasma treatment, the particles were
annealed at 1100 °C in a commercially available lamp furnace
(UniTemp RTP-1200-100) in an oxygen atmosphere at 1 mbar
for 10 min and cooled down in a nitrogen gas-flow to RT.

Sample Characterization

Scanning electron microscope images of the colloidal particles
were recorded on a Gemini 1530 microscope (Carl Zeiss AG,
Oberkochen, Germany).

High resolution SEM images were taken on a Hitachi S5200
with an acceleration voltage of 30 kV guaranteeing a resolution
of 0.5 nm.

TEM was carried out using a FEI Titan 80-300 (FEI, Eind-
hoven, Netherlands) operating at 300 kV in the scanning mode
(STEM). The images were acquired using a mass sensitive high
annular dark-field detector (HAADF, type Fischione) resulting

in a resolution of < 0.135 nm.

Images were evaluated by the use of the program ImagelJ. The
diameters of the particles in the saturation state were deter-
mined as follows: First the outer rim of the particles was
defined, then it was assumed that the total area inside this rim
equals the projected area of a round particle, and hence the
diameter was calculated.
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Abstract

The thermally activated formation of nanoscale CoPt alloys was investigated, after deposition of self-assembled Co nanoparticles
on textured Pt(111) and epitaxial Pt(100) films on MgO(100) and SrTiO3(100) substrates, respectively. For this purpose, metallic
Co nanoparticles (diameter 7 nm) were prepared with a spacing of 100 nm by deposition of precursor-loaded reverse micelles,
subsequent plasma etching and reduction on flat Pt surfaces. The samples were then annealed at successively higher temperatures
under a Hy atmosphere, and the resulting variations of their structure, morphology and magnetic properties were characterized. We
observed pronounced differences in the diffusion and alloying of Co nanoparticles on Pt films with different orientations and
microstructures. On textured Pt(111) films exhibiting grain sizes (20-30 nm) smaller than the particle spacing (100 nm), the forma-
tion of local nanoalloys at the surface is strongly suppressed and Co incorporation into the film via grain boundaries is favoured. In
contrast, due to the absence of grain boundaries on high quality epitaxial Pt(100) films with micron-sized grains, local alloying at
the film surface was established. Signatures of alloy formation were evident from magnetic investigations. Upon annealing to
temperatures up to 380 °C, we found an increase both of the coercive field and of the Co orbital magnetic moment, indicating the
formation of a CoPt phase with strongly increased magnetic anisotropy compared to pure Co. At higher temperatures, however, the

Co atoms diffuse into a nearby surface region where Pt-rich compounds are formed, as shown by element-specific microscopy.

Introduction

Magnetic nanoparticles (NPs), with narrow distributions of their ~ such NPs, if additionally their deposition onto a specific sub-
size and mutual spacing, offer a high potential with respect to  strate in the form of ordered arrays over reasonably large areas
both, fundamental and applied studies [1-4]. Although a broad is required, then the number of applicable fabrication recipes
palette of methods has been established for the preparation of  dramatically decreases. Focusing on NP sizes below 15 nm and
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excluding purely sequential procedures such as those based on
scanning probe microscopy techniques [5], one is left with
processes relying on the self-assembly of colloids or micelles
[6-8]. In the context of magnetic NPs, two prominent examples,
both dealing with the preparation of magnetically attractive
FePt NPs, which successfully demonstrated fulfillment of the
above requirements were presented by Sun et al. applying
colloidal chemistry [9] and Ethirajan et al. using micellar
methods [10]. Due to the higher variability of the micellar ap-
proach with respect to the interparticle distance, this technique
has been continually improved and also extended to CoPt NPs
as summarized in a recent publication [11]. Despite these
successful attempts at fabricating arrays of the specific binary
alloy NPs FePt and CoPt, from empirical evidence it appears
much easier to prepare elemental NPs along these approaches,
as judged from the sheer number of different magnetic or non-
magnetic NPs reported. This leads to the simple idea of deposi-
tion of an ordered array of elemental NPs onto a metallic film in
a first step, and the subsequent reaction of these primary NPs
with the subjacent film by temperature-driven alloying. In the
case of a reasonable separation of primary NPs, a local binary
alloy might form on the nanoscale and maintain the initial
particle center-to-center distance. Besides giving insight into
nanoalloy formation, such experiments also open the perspec-
tive to locally create more complex systems by depositing the
NPs on top of pre-alloyed binary or ternary films. Pertinent
questions regarding such an approach are: To what extent can
the resulting alloy really be confined on the nanoscale; can the
orientation of the finally obtained local alloy be controlled by
the primary orientation of the film; and how do the resulting
phases compare to equilibrium phase diagrams [12]. This last
point is closely related to the property changes of the alloy
particles considered, in the context of catalysis, such as a
narrowing of miscibility gaps upon size reduction [13].

In this paper, the basic idea outlined above is tested by the
deposition of hexagonally ordered arrays of Co NPs on top of
textured and epitaxial Pt films. Similarly to the previous
research interest in FePt equiatomic alloys in the chemically
ordered L1, phase, our interest in this system is motivated by
the magnetic properties of CoPt alloys exhibiting very large
magnetocrystalline anisotropy energy density (MAE) and,
directly related to that, a high value of the coercive field Hc in
the direction of the easy axis of magnetization. However, as it
has been reported previously, laterally extended CoPt alloy
systems may form CoPt3 as well [14]. At this composition the
MAE is significantly lower than for CoPt in the L1 phase.

The Co volume fraction in our specimens typically amounts to
few parts per thousand or less. Therefore, a thorough structural

characterization of the alloy formation with standard laboratory
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equipment is not practical. Instead, we probe the magnetic
signatures of alloy formation by X-ray absorption spectroscopy
and SQUID magnetometry. The excellent sensitivity of SQUID
magnetometers can be exploited, at suitably selected tempera-
tures, to detect the magnetic response corresponding to the Co
particles and nanoscale alloys. X-ray magnetic circular
dichroism (XMCD) derives its sensitivity from being both
element specific and surface sensitive. It is therefore ideally
suited for the kind of specimens studied here. In addition to the
information contained in (both, SQUID and XMCD) hysteresis
loops, we obtain spectroscopic signatures of the average magne-
tocrystalline anisotropy through the determination of the orbital
contribution py to the Co magnetic moments [15]. Notable
differences of this quantity are known between Co and CoPt
alloys [16,17], owing to both Co—Pt hybridisation and atomic
structure.

Results and Discussion

The thermal reaction of metallic NPs with a subjacent metallic
film demands the following experimental sequence: 1) Deposi-
tion of a thin metal film A exhibiting high quality with respect
to grain size, orientation and roughness. 2) Placement of
metallic NPs of type B on top of film A. 3) Thermal reaction of
A and B and the characterization of the resulting local alloy. In
this paper we report the experimental details and results for the
specific case of Co NPs on top of Pt(111)/MgO(100) and
Pt(100)/SrTiO3(100). (For the sake of clarity and brevity,
SrTiO3(100) is renamed STO(100) in the following).

Pt films on MgO(100) and STO(100)

Due to the attractive catalytic properties of Pt on top of ceramic
supports, much work has been dedicated to the identification of
active sites on its surface. For this purpose the controlled
growth of Pt films on various single crystalline metal oxides,
such as MgO(100) or STO(100), is advantageous. On the
resulting epitaxial films, for instance, kink and step sites, with
their selective catalytic activities, can be distinguished [13]. Pt
films have typically been prepared by sputtering. With regards
to the deposition on MgO(100) and STO(100), it is generally
agreed that high quality epitaxial Pt(100) films can be obtained
with elevated substrate temperature 75 during deposition. At Tg
= 600 °C epitaxial growth was obtained on MgO(100) or
STO(100) substrates [18-20], whereas deposition at ambient
temperature led to textured growth of Pt films. Pulsed laser
deposition (PLD) produced a similar result for the Pt orienta-
tion on MgO(100), at 75 > 600 °C [21]. The same authors also
found a three-dimensional mosaic like island growth under
these conditions. In the present study this observation is
confirmed by our own PLD experiments performed at 7y =
600 °C. For sputtering as well as for PLD a switching of the Pt
orientation towards (111) orientation has been demonstrated
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upon lowering of the deposition temperature. This is corrobo-
rated by our own PLD experiments. Furthermore, as revealed
by AFM measurements, such (111) oriented Pt films exhibit
significantly lower roughness on the micron length scale
(typical RMS values of 1-2 nm) enabling homogeneous deposi-
tion of NPs over the entire sample surface. Despite the island
growth mode of Pt(100) when deposited at elevated tempera-
ture and the resulting increased roughness (cf. Figure 2), each
single island has an almost atomically flat surface (RMS rough-
ness of 0.3 nm).

In the preparation of such Pt films, the following PLD condi-
tions were used: An ArF excimer laser (193 nm, pulse duration
20 ns, 10 Hz repetition frequency) served as the light source for
hitting the polycrystalline Pt target. The ablated Pt material was
collected on 10 x 5 mm? MgO(100) or STO(100) substrates
fixed at a distance of 30 mm from the target. To reduce particu-
late formation, the target was rotated as well as periodically
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tilted during the ablation process. To allow calibration of the
deposition rate, a movable quartz crystal monitor can be placed
at exactly the substrate position. More details on the PLD appa-
ratus, including its UHV chamber, are given in [22,23]. By
monitoring the deposition rate as a function of the laser power,
an ablation threshold of 2.5 J/cm? was determined for Pt. Stan-
dard deposition was performed at 5 J/cm? resulting in a Pt depo-

sition rate of 1 nm/min.

Standard X-ray diffraction (XRD) diffractograms (Cu Ka radia-
tion, A = 0.15418 nm) from Pt films deposited on MgO(100) at
ambient temperature (nominal thickness 15 nm) and on
STO(100) at 600 °C (nominal thickness 40 nm), are presented
in Figure 1a. Besides the MgO(200) substrate peak, the diffrac-
togram of the film deposited at ambient temperature exclu-
sively reveals the Pt(111) peak as expected. The rocking curve
on the Pt(111) peak has a full width at half maximum (FWHM)
of 14.4° indicating a rather poor degree of (111) orientation.
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Figure 1: (a) XRD of Pt films on STO(100) and MgO(100) in Bragg—Brentano geometry. The diffractograms clearly show the two different orienta-
tions of Pt films when deposited on MgO(100) at ambient temperature or STO(100) at 600 °C. Panel (b) shows the rocking curve on the Pt(200) peak
of P/YSTO(100). Panel (c) displays the Pt/STO(100) pole figure measured on the Pt(111) peak position. Diffraction peaks are highlighted by red

circles. Details are given in the text.
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Pole figure scans reveal a practically random in-plane orienta-
tion of the Pt(111) film on MgO(100) deposited at ambient
temperature (not shown). The grain size was estimated using
Scherrer’s formula to be about 16 nm, which is in good agree-
ment with the nominal film thickness. For comparison, the
in-plane dimension of the grains is about 20-30 nm, as deter-
mined from scanning electron microscopy (SEM) images (cf.
Figure 2a). XRD from the Pt film on STO(100) deposited at
600 °C reveals two orientations: First, the Pt(111) orientation is
present but with a much larger grain size as indicated by the
sharper peak. More important is the observation of the Pt(200)
peak slightly above 46° having a much higher diffraction inten-
sity. Evaluation of the intensity ratio of the Pt(200) and Pt(111)
peaks yields /(200y/I(111) = 86 and, moreover, using tabulated
powder diffraction intensities, one finds an intensity ratio of
I200y/1(111) = 0.53 for Pt powder. Thus, the Pt film deposited at
elevated temperature has predominantly the Pt(100) orientation
on STO(100). Qualitatively similar results were also obtained
for Pt films on MgO(100) when deposited above 600 °C (not
shown), albeit with a lesser degree of Pt(100) orientation.
Figure 1b presents the rocking curve on the Pt(200) peak of the
Pt film on STO(100). The small rocking width of FWHM =
0.29° indicates a high degree of orientation of the film. To test
possible epitaxy of this film a pole figure was measured at the
Pt(111) peak position (20 = 39.8°) by scanning both the
in-plane angle ® and the tilting angle y. Figure 1c presents the
result in a polar plot. Four (111) peaks are observed at y = 54.7°
and ® =45°, 135°,225°, and 315°. Note that a slit aperture was
used here to reduce the acquisition time, leading to a broad-
ening of the diffractogram in y direction. From the above
diffraction peaks and the known orientation of the STO
substrates we find a cube-on-cube growth of the Pt film on the
STO(100) with orientations Pt(100)||STO(100) and
Pt[010]||STO[010].

Co nanoparticles on Pt films

The preparation of metal NPs is based on spherical reverse
micelles formed by the diblock copolymer poly(styrene)[m]-
block-poly(2-vinylpyridine)[n] (PS[m]-b-P2VP[n]) in toluene
(m, n indicate the number of monomers for each block, and,
thus, determine the size of the resulting micelles). In this case,
the hydrophobic PS forms the outer corona of the micelles and
the hydrophilic P2VP their core. To this core, metal precursors
can be selectively bonded, and thus the micelles serve as
carriers for these precursors, during their own self-assembly,
when deposited onto a substrate. The standard way to accom-
plish such a deposition is optimized dip coating, which leads to
a single monolayer of hexagonally ordered micelles. In the next
step, the organic constituents are completely removed by expo-
sure to oxygen plasma, while simultaneously the precursor ma-

terial is nucleated into a metal or metal oxide NP, without
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losing the original hexagonal ordering. In case of oxide NPs, an
additional treatment in hydrogen plasma finally delivers the
desired hexagonally ordered array of metal oxide NPs. More
details on this fabrication process can be found in [11,24,25].

For the preparation of Co NPs for the present study, PS[1779]-
b-P2VP[857] diblock copolymers were employed in combina-
tion with anhydrous CoCl, as precursor at a loading rate of L,
= 0.5 (L¢o is defined as the ratio of ligated Co within the
micellar core to the total number of pyridine moieties). The two
parameters Lc, and (n + m), together with the substrate velocity
during dip coating (15 mm/min), determine the particle size and
interparticle distance. In the present study, these parameters
were fixed as given above resulting in Co NPs with diameters
of about 7 nm and mutual separation of 100 nm. More details
on the specific preparation and chemical control of the final NP
arrays are presented in reference [11].

It should be noted that, although the fabrication is highly repro-
ducible for a given micellar solution, separately prepared solu-
tions from the same commercial copolymer may nevertheless
deliver a different size distribution of the formed micelles,
despite filtering. For that reason, in the present study samples
were prepared in parallel from a single solution in order to guar-
antee arrays of NPs with reproducible size and spacing, before
starting the various annealing experiments. All NP arrays were
examined by SEM to determine the interparticle distance, lateral
diameter and degree of hexagonal order. In the following we
describe NPs as being “in the as-prepared state”, meaning that a
10 min reduction process was applied, in hydrogen plasma at
107! mbar at 7 = 200-250 °C, to reliably restore the pure
metallic state after the inevitable ex-situ transfer. Similarly, the
thermal reaction of the Co NPs with the subjacent Pt film was
induced by heating to a given temperature for 30 min in the
presence of 107* mbar H, to avoid any oxidation.

The results corresponding to the above experimental steps are
described below. The SEM image (Hitachi S5200) in Figure 2a
shows the in-plane grains of a typical Pt(111) film, with an
average size of approximately 20-30 nm and a RMS roughness
below 2 nm as determined by AFM. On top of the Pt(111) film
Co NPs can be observed. Note that strong image filtering was
applied here to better visualize the NPs on the Pt(111) film, and
the lower left section shows part of the original SEM image.
Figure 2b illustrates the arrangement of Co NPs on top of a
50 nm epitaxial Pt(100) film. Co NPs form hexagonal arrays on
the micron-sized islands. The islands are single crystalline (cf.
Figure 1) flat surfaces, with only a few atomic steps, and a RMS
roughness of 0.3 nm (AFM). The darker areas consist of smaller
Pt grains at a reduced height compared to the islands. The films,

however, are continuous at the film—substrate interface and pos-
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Figure 2: SEM images of Co NPs on Pt(111)/MgO(100) and Pt(100)/STO(100) are displayed in panels (a) and (b), respectively. Co particles are
oxidized due to ex-situ transport. For better contrast of NPs three quarters of panel (a) is strongly filtered while in the lower left quarter the original

SEM image is displayed.

sess metallic conductivity. The fraction of height-reduced areas
depends on the film thickness and is below 10% for nominally
50 nm Pt(100) films.

Effects of annealing on Co nanoparticles on
Pt(111) films

AFM measurements were performed on Co NPs on Pt(111) to
corroborate changes of the vertical height of the Co NPs, as
well as to monitor the effect of increasing temperatures on this
height. Here, the same sample was successively annealed at
increasing temperature under a H, atmosphere at 107 mbar.
AFM measurements were performed ex situ, consequently the
NPs oxidized in the ambient air. After inspection the specimen
was reduced in hydrogen plasma before the next annealing step
was applied. This procedure guarantees that the NPs as well as
the film are always metallic during the annealing process. Due
to the limited in-plane resolution of AFM, particle sizes are
characterized by the maximum height with respect to substrate
plane. Such height distributions obtained for the as-prepared
NPs, as well as after annealing at 400 °C and 500 °C, are given
in Figure 3. Each annealing step resulted in a reduction of the
average particle height. This decrease may arise from different
processes, such as deformation due to increased substrate
wetting, loss of Co atoms due to evaporation and bulk diffusion,
or a combination of these processes. While the possibility of
metal NPs wetting the metal substrate [26] is not excluded in
this study, the TEM investigation (see below) clearly reveals a
spherical particle shape before annealing and subsequent
vanishing of particles after annealing (cf. Figure 7), favoring the
model of Co atom loss. To estimate the degree of Co atom loss,
we calculate the corresponding metallic NP diameters by
assuming the formation of CoO with a lower density of
6.44 g/cm3 compared to the density of metallic Co, at 8.90 g/
cm?, in the bulk. Assuming spherical particles, this estimate
leads to mean heights of pure Co NPs of 7.0 nm, 6.5 nm, and
6.0 nm in the as-prepared state and after annealing at an
annealing temperature 7o = 400 °C and T'x = 500 °C, respec-
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Figure 3: AFM height distributions of Co NPs on Pt(111)/MgO(100) in
the as-prepared state and after annealing at Ta = 400 °C and 500 °C
for 30 min. Additionally, the Gaussian fits to the measured size distrib-
utions are shown. Note that the particles are oxidized when examined
ex-situ by AFM.

tively. The mean height reduction from 7 nm to 6 nm yields a
37% loss of Co from the NPs after annealing at 500 °C for
30 min.

Consequently, a significant amount of the NP material is no
longer discernable by AFM. A simple explanation attributing
this decreasing particle size to thermal evaporation caused by
vapor pressure enhancement due to the reduced size of the NPs
is, however, unlikely for 7 nm Co NPs at an T4 below 500 °C.
To further clarify the processes involved, we additionally
carried out a surface and element specific characterization of the
specimen by in-situ X-ray photoelectron spectroscopy (XPS).
These data (not shown) clearly demonstrate that the intensity
ratio of the Co 2p peaks with respect to the Pt 4f peaks
decreases by about 40% after annealing at 500 °C, compared to
the as-prepared state. This change is in good agreement with the
results from AFM inspection above. Since XPS samples the
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surface region of the Pt film, including the Co NPs, we can
conclude that the observed “AFM loss” cannot be attributed to
Co atoms still remaining within the probing depth of XPS,
which is restricted by a photoelectron mean free path of about
1.6 nm [27]. Rather, diffusion along the large number of grain
boundaries in the Pt(111) film on MgO(100) is expected. On
Pt(100) films with micron-sized, atomically-flat surfaces this
diffusion channel does not exist for most of the NPs, thus
markedly different diffusion and alloying behavior is expected.
An additional AFM inspection of the Co NPs on Pt(100) after
annealing at 500 °C for 30 min (not shown) yielded an average
particle height of 5.4 nm, which is significantly smaller than the
finding on the Pt(111) film (cf. Figure 3). By ex-situ AFM
measurements, however, we cannot distinguish different modes
of diffusion on Pt(100) and Pt(111) films. In the context of the
following magnetic measurements and HRTEM investigations,
this point is discussed in more detail.

Magnetic properties of Co NPs on Pt(100)
and Pt(111) films

Co L3 » XMCD measurements were made on specimens of the
deposited Co NPs on both textured Pt(111) and epitaxial
Pt(100) films, as function of annealing temperature. The investi-
gations were performed at the bending magnet beamline PM3
of BESSY II synchrotron radiation facility at the Helmholtz-
Center Berlin, Germany. Throughout all steps of the specimen
investigation, ultrahigh vacuum conditions were maintained,
except for the annealing steps carried out in a Hy atmosphere at
107* mbar. All XMCD measurements were taken at low
temperature (T = 12 K) and at normal incidence of the circu-
larly polarized X-rays (p = 0.93), by recording the sample drain
current (total electron yield, TEY) as a function of photon
energy. External fields of up to po = + 3 T were available.
Spectra and hysteresis loops were recorded and evaluated by
methods described previously [11,28-30]. The insert to
Figure 4a displays a typical pair of XAS energy scans, obtained
in applied fields of uoH =+ 1 T, sufficient to achieve magnetic
saturation. While the Co L3, resonances as well as the
magnetic dichroism are clearly visible, we note that even the
resonant Co signal amounts to only a fraction (=1%) of the
strong TEY background (=170 pA) generated in the Pt film. In
addition, because the background is curved, a quantitative
determination of the (spin and orbital) magnetic moments from
the XMCD sum rules is problematic. We will therefore resort to
the more robust procedure of evaluating the ratio of the orbital
magnetic moment to the effective spin magnetic moment py/
useff, where the effective spin moment pug®f = pg + 7 pr
contains two contributions: The spin moment pg, as well as the
magnetic dipole moment pt, which relates to the anisotropy of
the spin density distribution. As the magnetic dipole term may

be quite significant in CoPt systems due to the structural
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Figure 4: Panel (a) shows XMCD difference spectra for Co NPs on
Pt(111) in the as-prepared state and after annealing at 360 °C for

30 min (final state). The inset displays the absorption spectra for
external fields of ygH = + 1T in the as-prepared state. Panel (b)
presents the resulting ratios of orbital-to-spin moments for Co NPs on
Pt(111) and Pt(100) films as a function of annealing temperature Ta
(holding time 30 min). The lines are given as guides to the eye.

anisotropy in the chemically ordered L1, phase [31], only pg®f

will be discussed for the NPs in this study.

Figure 4a compares two XMCD difference spectra, i.e., the
difference in the X-ray absorption spectra, for antiparallel
external fields (here pgH = £ 1 T) collinear to the incident
X-ray beam, of Co NPs deposited on Pt(111) in the as-prepared
state and after annealing at 7= 360 °C for 30 min. Both spectra
are scaled to the same L, dichroic amplitude at about =794 eV.
This scaling facilitates the comparison of the orbital magnetic
moment, which now correlates with the resulting L3 dichroic
intensity. Details are discussed further, below.

For Co NPs on Pt(111) films, XMCD spectra were measured
for as-prepared and annealed samples. Increasing annealing
temperatures (250 °C, 300 °C, 360 °C) were used, with the
samples held for 30 min at each temperature. The results reveal
a monotonic, small decrease of pup/pgft for increasing
annealing temperatures approaching pp/pus®f = 0.08 at T, =
300 °C and above (Figure 4b). Although the comparison to
isotropically averaged values of py/ug®f = 0.095 for Co [32],
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pr/ussf = 0.09 CoPt [16], and py /ugef = 0.15 for CoPt; [17] in
bulk samples or thin films is generally useful, one has to
consider that these values may vary due to size effects in NPs,
such as enhanced surface moments. Thus, we restrict ourselves
to the direct comparison of annealing effects on Pt(111) and
Pt(100) films. On Pt(111), huge orbital moments, as observed
for Co adatoms on Pt(111) single crystals [33], were not found.
Moreover, the AFM size distribution discussed above (cf.
Figure 3) only showed a slight reduction of the metal particle
height from about 7 nm to 6.5 nm after annealing at T =
400 °C. Our finding, by XPS, of a simultaneously reduced Co
content after annealing suggests that Co atoms diffuse away
from the surface along grain boundaries at elevated tempera-
ture. Thus, we speculate that after annealing the size-reduced
NPs on Pt(111) remain in a pure Co, or at least Co-rich, phase
having a rather low orbital moment. Nevertheless, we note that
Co atoms generally possess larger spin moments in CoPt alloys
(1.76 pp per atom for L1 ordered CoPt alloy [16] and 1.60 pg
per atom for L1, ordered CoPtj3 alloy [17]) compared to pure
Co (1.55 pp per atom [28]). Thus, an increase of the spin
moment of up to 15% can be expected. Surface alloy formation

therefore might additionally contribute to the reduction of the

ratio pp/pgCft.

For Co particles deposited onto the large islands of the epitaxial
Pt(100) film (cf. Figure 2b) the situation is quite different.
Starting from py/pgf = 0.13 we found an initial increase to j/
uge™ = 0.15 after annealing at 300 °C for 30 min. At higher
annealing temperatures py /pus® decreased, and after annealing
at T =420 °C a similar value to that for the Co NPs on Pt(111)
was observed. Although alloying results in slightly increased

ff the initial

spin moments, pointing to lower ratios pp/ps
increase in our experiments can only be explained by a faster
growth of the orbital moment upon annealing. Such rising

orbital moments signal alloy formation on the Pt(100) surface.

If such an alloy formation preserves the (100) starting orienta-
tion of the film, one expects the easy axis of magnetization and,
thus, the largest orbital moment of resulting chemically ordered
CoPt thin films [16] or Co/Pt multilayers [34] to be perpendic-
ular to the Pt atomic layers. Indeed, within the error bars, the
observed maximum of py/ug®ff = 0.15 is found rising towards
the expectations for both, ordered CoPt (pur/ug®f = 0.16) and
CoPt; alloys (ur/psf = 0.19) in the easy axis of magnetization,
corroborating the idea of alloy formation at these intermediate
annealing temperatures. Such a finding is comparable to results
from ultrathin Co films deposited on Pt(100) [35] and Pt(111)
[36] single crystal surfaces, where alloying occurs between
300 °C to 400 °C. An alignment of the easy axis of magnetiza-
tion should, however, be visible in the hysteresis loops

discussed below.
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Obviously, two competing effects play a decisive role in the
present study, i.e., diffusion and the formation of local surface
alloys. Insight into the progress of these processes can be
provided by the measurement of hysteresis loops after the
various annealing steps. In Figure 5 element specific XMCD
hysteresis loops, measured along the surface normal, are
displayed for two temperatures of the annealing series.

1L
05}
£ o [
= [ TA = 250 °C
—-0.5+
(a)
-1t L 1 1 1
-0.6 0.4 -0.2 0 0.2 0.4 0.6
Field (T)
1L
—— Coon Pt(111)
—=— Co on Pt(100)
051
2 o
z TA = 360 °C
Ta = 380 °C
-0.5
-1 L 1 | I( )
-0.6 -0.4 —0.2 0 0.2 0.4 0.6
Field (T)
0.12}
| —— Coon Pt(111)
0.1 —= Co on Pt(100)
_0.08L
E
< 0.061
=)
3
0.04 |
0.021 (C)
0-. 1 1 , 1 . 1

200 250 300 350 400 450
Annealing Temperature (°C)

Figure 5: Element specific XMCD hysteresis loops measured at the
Co L3z maximum dichroic signal at T = 12 K and out-of-plane geometry
for Co NPs on Pt(100) and Pt(111) films after annealing at (a) Ta =
250 °C and (b) 360 °C on Pt(111) and 380 °C on Pt(100). Panel (c)
shows the evolution of the coercive field as function of the annealing
temperature (holding time at each Ta: 30 min). The lines are given as
guides to the eye.

479



Although the hysteresis loops appear quite noisy due to the low
volume fraction of magnetic material on the surface, the
remnant magnetization, coercive fields and the shape of the
hysteresis are sufficiently well defined to allow the confirma-
tion of alloy formation for Co NPs on Pt(100) films.

After the first annealing step (74 =250 °C) a narrow hysteresis
loop was observed with a coercive field of poHc =27 mT on
Pt(100) films, while no clear opening was detected for Co NPs
on Pt(111), within the experimental uncertainties. The largest
difference of coercive fields was obtained after annealing in the
interval Ty = 300-380 °C for 30 min, as can been seen in
Figure Sc. Whereas for Co NPs on the Pt(111) film only a slight
increase up to about poHc = 27 mT was measured, the evolu-
tion of the coercive field on Pt(100) epitaxial films was more
pronounced. For T = 300 °C it jumped to 110 mT, which is
comparable to previous reports on Cog »5Pty 75 films [37]. Thus,
a significant difference for the two types of Pt films is observed,
which parallels the changes of the ratio of orbital-to-spin
moments discussed above. At still higher temperatures (7' =
420 °C), however, the Hc enhancement is followed by a
pronounced H reduction for Co NPs on Pt(100). Similarly, the
two types of Pt films exhibit a clear difference in their remnant
magnetization My. After annealing the Co NP on Pt(111) at 360
°C, MR found at 12 K was rather low and hardly detectable due
to the small signals, whereas after annealing Co NP on Pt(100)
at 380 °C (Figure 5b) MR was about 0.5-Mg (Mg: saturation
magnetization). The higher the value of My, the larger the
number of magnetic entities found aligned in the direction of
measurement. For a preferred structural orientation of NPs with
respect to the Pt(100) film, however, My is too low, it actually
matches well the value for Stoner—Wohlfarth particles with
random orientation of the anisotropy axis. Here one may specu-
late that much longer annealing times at an 75 of around 350 °C
could lead to at least some structural orientation relative to the
Pt(100) film [38]. In summary, the hysteresis loops in perpen-
dicular orientation reveal no dramatic changes of coercive fields
for the Co NPs on the Pt(111) film, whereas on the Pt(100) film
LoHc = 110 mT is more than twice as large as the value found
for metallic Co nanoparticles of comparable size after applica-
tion of a similar sample treatment [39]. This finding addi-
tionally confirms the lateral spread of Co atoms.

Additional in-plane hysteresis loops were measured by SQUID
magnetometry for 7 nm Co NPs on Pt(111) films after different
annealing steps. Note that each hysteresis loop was measured on
a separate sample to exclude any effect of the thin SiO cover
layer used for preservation in ambient conditions after in-situ
annealing. Contrary to XMCD, SQUID magnetometry measures
the total magnetic moment of the sample, i.e., the NPs, the para-

magnetic Pt film, the SiO protective layer and the diamagnetic
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MgO(100) substrate. Usually the magnetic response of the
support easily overwhelms the total magnetic moment of the
tiny amount of ferromagnetic material in the NPs. In the present
system one can benefit from the paramagnetic response of the
Pt(111) film and paramagnetic impurities in MgO compen-
sating the diamagnetic signal of the substrate. Since the diamag-
netism of MgO is temperature independent and the paramag-
netic signal follows Curie’s law at low temperatures [40],
compensation can be achieved at an appropriate temperature,
which is experimentally determined to be around 29 K for our
samples. As the non-ferromagnetic background was strongly
reduced, a reasonable signal quality was obtained as shown in
Figure 6a, after subtraction of a smaller slope arising from the
sum of substrate and film contributions.

The in-plane hysteresis loops shown in Figure 6a after different
annealing steps show almost no change. The coercive fields are
around poHc = 15 mT and the remanence amounts to Mgr/Mg ~
25%. Both values are consistent with the corresponding normal
incidence XMCD data (Figure 5). The similarity between the
in-plane (SQUID) and out-of-plane (XMCD) hysteresis loops

1L
—e— as-prepared
—=— T, =300 °C
0.5 Ta =420 °C
o )
2 o
S~
= 1
-0.51
—1 b
Il | Il |
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
HoH(T)
1 N,
\\ —e— as-prepared
. - T, =300 °C
051 \ Ta=420°C
h ——- ideal S-W particles
w
=
-0.51 N
-1 1 | | 1
0 0.2 0.4 0.6 0.8 1

Mgr/Ms

Figure 6: (a) In-plane hysteresis loops measured by SQUID magne-
tometry at T =29 K i.e., close to the compensation temperature of the
diamagnetic MgO substrate and the paramagnetic Pt(111) film on top.
In (b), the Henkel plots for three annealing steps are presented. The
data of the as-prepared state was taken from [11]. Details are
discussed in the text.

480



suggests that the Co NPs on Pt(111) are essentially magneti-
cally isotropic and thus posses little MAE. Such finding
confirms that CoPt alloys with high MAE have not been formed
by the annealing of Co NPs on Pt(111). Additionally,
DC-demagnetization (DCD) and isothermal remnant magnetiza-
tion (IRM) [41,42] were measured for identical external
magnetic fields, and the remnant magnetizations after DCD
(Mp) and IRM (MR) yielded the so-called Henkel plot [43]
shown in Figure 6b. From this plot additional information
relating to the possible magnetic interaction among NPs can be
obtained. In the case of non-interacting ideal Stoner—Wohlfarth
(S—W) NPs the corresponding Henkel plot is linear with a slope
of =2, indicated by the dashed line in Figure 6b. Recently, we
have shown that this linear behaviour is obtained for Co NPs on
Si/Si0; substrates at 7 = 10 K with interparticle distances
comparable to those in the present samples [11]. The experi-
mental curves for different annealing temperatures closely
resemble each other and all are found to be near to the
Stoner—Wohlfarth line. The small deviation at intermediate
demagnetization fields can be understood as the effect of
thermal fluctuation at 7= 29 K [41]. Such a finding implies that
there is no significant dipolar or exchange coupling between
neighbouring magnetic entities, and the annealing does not lead
to agglomeration of Co atoms, although significant diffusion of
Co atoms is expected.

HRTEM of Co NPs on Pt(100) films

Since the CoPt phases with high MAE were only formed by
annealing on epitaxial Pt(100) films, we concentrated our
HRTEM investigations on this system. For this study a
MgO(100) substrate was used and the Pt film was deposited at
600 °C. Before the TEM investigation a protective layer of SiO;
was deposited to prevent NP oxidation. TEM samples were
prepared for cross section imaging by standard techniques,
namely mechanical grinding and polishing followed by low
angle Ar'-ion etching. Bright-field TEM and aberration
corrected HRTEM images were taken on a FEI Titan TEM
equipped with a Cg imaging corrector. Scanning TEM and
energy dispersive X-ray spectra (EDX) were acquired on a FEI
Titan equipped with an HAADF-STEM detector and EDAX
SiLi X-ray detector.

Typical bright field TEM images in the as-prepared state (7o =
250 °C) and after annealing at 400 °C are shown in Figure 7.
Apart from the MgO substrate and the Pt(100) film, the protec-
tive layer of SiO; is also visible. In the as-prepared state an
isolated Co particle could be identified, as indicated by the red
circle in the centre of the image. After annealing at 400 °C,
however, particles could no longer be detected on the Pt film.
This finding was confirmed on three samples at annealing

temperatures of 400 °C and above.
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Figure 7: Bright field TEM images of Co NPs on Pt(100) films after
annealing at Tp = 250 °C (as-prepared state) and Tp =400 °C.

Additionally, HRTEM investigations were performed for Co
NPs annealed at 500 °C, as shown in Figure 8. The structure
indicated by the arrows clearly demonstrates alloy formation

Figure 8: HRTEM image of annealed Co NPs on Pt(100) film after Ta
=500 °C for 30 min. The arrows indicate a thin surface layer of Pt-rich
CoyPt1-y alloy on top of the Pt (seen by the weaker absorption
contrast). Note that this sample has not been covered by any protec-
tive layer.
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along the Pt surface. Such structures have typical thickness of
2-3 nm and lateral spread of 30-40 nm. The lighter contrast of
such structures indicates that their constituents contain elements
with lower atomic number than Pt. This result suggests that the
observed structures are local alloys formed by lateral diffusion
of Co atoms from the originally spherical Co NPs and simulta-
neous alloying with the Pt film underneath. Assuming the 7 nm
Co NPs are completely transformed into the CosoPts( phase, the
resulting volume of the alloy is expected to be about 300 nm3
per Co NP. This estimated volume is far too low to account for
the observed dimensions of the alloy structure revealed by
HRTEM. Thus, the formation of a much more Pt-rich phase is
suggested by these images. This conclusion is also consistent
with the magnetic investigations indicating that, after annealing
above 400 °C on Pt(100) films, the MAE decreases and ratio of
orbital-to-spin moment approaches the value of a disordered
Pt-rich Co,Pt|_, alloy.

Although only a chemically disordered Co,Pt|—, alloy is
observed in this sample, an important feature of such a local
alloying process can be recognized: The alloy formed at the
surface has the same crystalline orientation as the Pt film under-
neath, as shown in Figure 8. Such an epitaxial relation is poten-
tially very useful for the alignment of the magnetic easy axis if
the local alloy has high magneto-crystalline anisotropy energy.

The formation of local alloys is further confirmed by scanning
TEM analysis with EDX on the same sample as in Figure 8.

scanned area

50 nm
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The left panel of Figure 9 shows an overview image of the
sample, where the bright stripe corresponds to the Pt thin film
due to the elemental contrast (contrast scales with Z%) of the
HAADF-STEM detector. Locally resolved EDX-STEM
analysis (1 nm scan width, beam diameter ~0.5 nm) was
performed in the area indicated by the red box, and the corres-
ponding Pt, Co and O elemental maps are shown on the right. It
is evident from the Co elemental map that the Co atoms are
distributed along the Pt surface, giving the direct proof of Co
surface diffusion. The large agglomeration with higher Co
concentration in the center likely corresponds to the initial pos-
ition of one Co NP. A combined elemental map is also given by
mapping Pt, Co, O signals to red, green and blue channels, re-
spectively. Apart from the Pt film (red region) and the residual
of the Co NP (green island in the center), the yellow region at
the film surface consists of both, Co and Pt. This can be inter-
preted as the region of alloy formation. It is worthwhile noting
that a small concentration of oxygen can also be identified,
which essentially follows the distribution of Co atoms. Since
this sample has not been covered by any protective layer due to
the requirements of the EDX-STEM analysis, oxidation of Co is
expected. The EDX-STEM analysis is an additional confirma-
tion of the lateral spread of Co atoms.

Conclusion

We investigated the thermally driven diffusion and formation of
local alloys starting from self-organized metallic Co NPs
deposited on top of Pt(100) and Pt(111) films. For this purpose

HAADF

Figure 9: The left image shows the high angle annular dark-field (HAADF) image of the sample shown in Figure 8 using scanning TEM. EDX scan-
ning TEM analysis of the selected area is shown on the right for Pt, Co, and O. A color map is reconstructed by using Pt as red color channel, Co as
green color channel, and O as blue color channel. The yellow region at the film surface consists of both, Co and Pt and, thus, indicates alloy forma-

tion.
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Pt films with (100) and (111) orientations were prepared on
MgO(100) and STO(100) substrates by pulsed laser deposition.
When deposited at elevated temperature (600 °C and above)
epitaxial growth was achieved on STO(100) and MgO(100)
with micron-sized atomically flat islands. When the deposition
temperature was held at ambient temperature the Pt films exhib-
ited a (111) structure with a lateral grain size of 20-30 nm as
estimated by SEM. On these two types of films metallic Co
particles (diameter 7 nm) were prepared by a micellar approach
and reactive plasma etching, resulting in interparticle distances
of about 100 nm. These well separated NPs serve here as local
Co reservoirs on the nanoscale. By annealing experiments at
various temperatures up to 500 °C, the alloy formation was
characterized by various techniques (SEM, AFM, TEM, XPS,
XMCD and SQUID magnetometry). All annealing experiments
were performed in the pure metallic state, thus excluding any
effects of (partial) oxidation of Co NPs and Pt films. In a first
survey of local alloy formation we investigated the remaining
Co particle height on Pt(111) films by AFM after different
annealing steps. Here, a decreasing particle diameter, from 7 nm
to 6 nm, was observed after annealing at 7o = 500 °C for
30 min. This loss of Co material, however, is attributed to diffu-
sion of Co atoms into the subjacent Pt film, as suggested by
XPS.

Since the magnetism of metallic Co and various CoPt alloys is
known to change strongly due to the huge variations of MAE,
and sufficient sensitivity is guaranteed compared to standard
structure investigations (e.g., XRD), we investigated the
magnetic properties by XMCD and SQUID magnetometry on
both Pt(100) and Pt(111) films. On the latter, annealing led to a
decreasing ratio of orbital-to-effective spin moment py/pgCft.
Moreover, no drastic changes of the coercive field were found
perpendicular to the film plane. Additional in-plane measure-
ments by SQUID magnetometry suggest that the shrinking NPs
essentially remain in a low anisotropy phase, presumably as
pure Co NPs on the surface and Co atoms diffusing along grain
boundaries facing a Pt-rich environment. Moreover, magnetic

coupling of NPs can be excluded as shown by Henkel plots.

On the Pt(100) epitaxial films a completely different behavior
has been observed up to intermediate annealing temperature 7

°ff and the coercive field

=380 °C. In this regime, both py/ug
rise to values exceeding the expectations for pure Co NPs. This
finding indicates formation of local Co,Pt|—, alloys. The exact
phase, however, cannot be determined on the basis of our data.
At higher T, the magnetic indicators pp/pus®ff and He start
decreasing, probably matching the experiments on the Pt(111)
film at slightly higher T's values. The local distribution of Co
atoms after annealing at 74 = 500 °C was imaged by HRTEM

and EDX-STEM. At this temperature the observed volume of
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the Co—Pt solid state reaction is much larger than the initial
volume of Co NPs. Although a quantitative statement is not
possible here, we can conclude that a Pt-rich Co,Pt;_, phase has
been formed.

The results above lead to the conclusions displayed in Figure 10
for the two systems under investigation. Annealing of Co NPs
on Pt(111) films gives rise to surface diffusion of Co atoms.
The microstructure of the film consisting of rather small grains
(20-30 nm), however, lets the diffusing atoms easily find grain
boundaries in the Pt film. It is well-known that the grain bound-
aries act as fast diffusion channels. Thus the grain boundaries in
the Pt(111) film effectively remove Co atoms from the surface.
The limited Co surface concentration implies that only disor-
dered Co,Pt;_, phases with low MAE can be formed in the
bulk. As a result, the film microstructure hinders the formation
of ordered CoPt alloy with high MAE.

Co particle

Surface diffusion

Pt(100) film

Pt(111) film

Fast diffusion at
grain boundary

Grain boundary

Figure 10: Proposed model of local alloying and diffusion of Co NPs
on Pt films. Details are discussed in the text.

On epitaxial Pt(100) films with micron-sized islands having
high structural quality, diffusion along grain boundaries plays a
minor role. Consequently, a higher concentration of Co surface
atoms can be established in the vicinity of the as-prepared Co
NPs, and alloying spreading from the initial NP location
becomes possible. At intermediate 74 the observations strongly
suggest a phase with enhanced MAE, as indicated in Figure 10.
However, for the chosen 7o and 30 min annealing time, the
detailed composition of this phase cannot unequivocally be
determined. Annealing at higher temperature leads to further
diffusion of Co into the Pt film. Due to the locally reduced Co
concentration, Pt-rich alloys are formed. Nevertheless, the
epitaxial orientation of the alloyed region can be clearly identi-
fied.

The above findings motivate further investigations at intermedi-
ate annealing temperatures for longer periods of time. Under

these conditions a local alloy close to CosqPtsy with high MAE
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may form. Additionally, the epitaxial relation to the Pt(100)

film underneath could serve as a template to completely align

the easy axis of magnetization of the alloy phase perpendicular

to the sample plane. Such experiments are currently under way.
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Abstract

Hybrid, hierarchically organized, monolithic silica gels, comprising periodically arranged mesopores and a cellular macroscopic
network, have been prepared through a co-condensation reaction of tetrakis(2-hydroxyethyl)orthosilicate with chloromethyl-
trimethoxysilane or 3-(chloropropyl)-triethoxysilane. Subsequent conversion of the chloro groups into azido groups, by nucleo-
philic substitution with NaN3 in N,N-dimethylformamide, was conducted upon preservation of the monolithic structure. However,
treatment with NaN3 had a strong influence on the structure in the mesoporous regime, with changes such as an increase of meso-
pore diameter, pore volume and lattice constants, as well as a concomitant decrease of the pore wall thickness, as confirmed by
small angle X-ray scattering, transmission electron microscopy, and nitrogen sorption analysis. Similar effects were observed for
unmodified silica gels by simple ageing in azide-containing media, whether a relatively small or a sterically demanding counter ion
(Na™ or (H3C)4N") was used. The structural modification did not seem to depend greatly on whether an organic aprotic solvent
(N,N-dimethylformamide, 1,1,3,3-tetramethylurea, 1,3-dimethyl-2-imidazolidinone) or a protic solvent that can form hydrogen

bonds, such as water, was used.

Introduction
Inorganic—organic hybrid materials with tailored porosity on  due to the benefits arising from each pore size regime, e.g.,
several length scales are of interest for a variety of applications, rapid mass transport through macropores combined with selec-

such as separation, adsorption, catalysis, energy storage, etc., tivity provided by meso- or micropores. This is especially true
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for materials with uniform pore size distributions in the meso-

porous (2—-50 nm) and/or macroporous regime (>50 nm) [1-3].

A powerful tool in the preparation of stable, mesoscopically
organized materials that are characterized by narrow mesopore
size distributions, high specific surface areas and large pore
volumes, is the application of cooperative self-assembly
processes between supramolecular aggregates of organic mole-
cules, oligomers or polymers and inorganic species such as
alkoxysilanes for silica-based materials [4-12]. Since the first
presentation by Kresge and Beck in 1992, these so-called
M41S-materials have attracted great attention and their forma-
tion mechanism as well as the parameters influencing the
textural properties have been well investigated [4,5]. It is well-
known that the manipulation of the dimensions and the state of
aggregation of the supramolecular aggregates will directly
influence the structural properties of the resulting inorganic
porous material, and research efforts are devoted to the control
of the structural properties through the synthesis conditions. For
ordered mesoporous materials, whose syntheses are based on
block copolymers such ethylene oxide (EO),—propylene oxide
(PO),~ethylene oxide (EO)y, this can be achieved by variation
of the length of the EO or PO blocks, by increasing the syn-
thesis temperature or by the addition of inorganic salts [6,9,13].
Currently, progress in the synthesis protocols even allows for
the preparation of different macroscopic morphologies such as

powders, coatings, fibres, or monoliths.

Monoliths are of special interest for functional devices, e.g., as
chromatography columns, or catalytic reactors. However, to
allow mass transport with a minimal pressure build-up the pres-
ence of a macroporous network is indispensable. Such a second
level of porosity in mesoporous silica monoliths can be intro-
duced by several synthetic approaches: Dual templating with
sacrificial templates, phase separation processes (e.g., based on
polymers), or the application of diol/polyol-modified silanes
[1-3,14-18].

Nakanishi and Lindén relied on polymerization-induced phase
separation during sol—gel processing to form monolithic bodies
with a hierarchical organisation of the pore structure at the
meso- and macroscopic length scale [16,17]. The materials
obtained were characterized by interconnected porosity on
several length scales. The macropore diameter was controlled
through PEO-siloxane interactions, whereas the mesopore
diameter was governed by the presence of the surfactant, e.g.,
cetyltrimethylammonium bromide or a poly(ethylene oxide)-
based polymer. In our group, silicon diolates in the presence of
surfactants were applied for the preparation of monolithic gels
(silica and inorganic—organic hybrid networks) with a cellular

network built up of macropores of about 2 pm diameter and
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periodically arranged mesopores of 7 nm [18]. Each of these
strategies allows for a high level of control over macropore/

mesopore size distribution, surface area, etc.

It is well known that ageing of silica gels in different environ-
ments or in hydrothermal conditions has a pronounced influ-
ence on the final gel structure [19,20]. Ageing at 100 °C in an
autoclave yields mesoporous silica gels with larger pore sizes
and pore volumes compared to gels aged in ethanol at room
temperature due to promoted dissolution and reprecipitation
processes [20]. Processes such as syneresis, Ostwald ripening,
etc., are facilitated and accelerated with increasing temperature
and pressure. The same is true for gels with periodically

arranged mesopores or even mesostructured cellular foams [21].

Structural arrangements can be quite pronounced depending on
the conditions of the post-treatment. One example is the
so-called pseudomorphic transformation, in alkaline solutions
and hydrothermal conditions, from amorphous mesoporous ma-

terials to well-organized mesoporous structures [22,23].

Many silica gels are functionalized by organic groups specific
for their eventual applications. Typical examples are the
hydrophobization with methyl or phenyl groups, and even func-
tional groups such as polymerizable moieties or metal-coordi-
nating groups can be introduced [24]. These groups are typi-
cally incorporated either by post-synthetic grafting processes or
by co-condensation reactions of different alkoxysilanes. The
impact of these synthesis steps on the final pore structure is
quite well investigated [25]. In post-synthetic functionalization
procedures, a porous matrix with the desired pore size, pore
connectivity, surface area, etc., is prepared prior to the modifi-
cation step and the organic moieties are made to react with the
surface silanol groups in a second step. For this approach, it is
assumed that structural changes are minimal [25]. For the
co-condensation approach, in which tetraalkoxysilanes
[Si(OR)4] are condensed to form an inorganic network
in the presence of organically substituted tri-alkoxysilanes
[R'-Si(OR)3], network formation and thus structural features
such as pore size, connectivity, etc., are strongly influenced by
the presence of the organosilane [25].

These organo-functionalized silica gels can be further modified
by chemical reactions with more complex functional groups;
recent examples include Cu(I)-catalyzed 1,3-dipolar cycloaddi-
tions, also termed Click reactions, on silica surfaces involving
alkynes and azide functionalities [26-28]. Reviewing the litera-
ture on this topic reveals that most of the examples of postsyn-
thesis surface chemical reactions are concerned with the
successful chemical conversion, but the structure of the modi-

fied materials is in many cases not characterized in great detail.
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In a recent work, we have shown that prior to the Click reaction,
the conversion from chloro to azido functionalities in silica
monoliths is possible, but that this reaction concomitantly
occurs with major structural changes [29].

The present work focuses on the influence of these surface
functionalization reactions on the structural properties of
preformed silica gels. The first section describes the
nucleophilic substitution of hierarchically organized
Si0,—(CHj3)1 3—Cl gels to give the corresponding
SiO,—(CHy)1 3-N3 gels in a saturated NaN3/DMF solution, with
special focus on the structural changes of the silica backbone. In
a second section the influence of different solvents and counter
ions is discussed for unmodified hierarchically organized SiO,

gels as reference samples.

Results and Discussion
Nucleophilic substitution of chloro- by azido

groups on the silica surface

Nucleophilic substitution of chloroalkyl-modified silica mono-
liths to azide-containing monoliths (SiO,—(CHy); 3-Cl —
Si0,—~(CH3)1 3-N3) was conducted in a saturated solution of
NaNj in DMF on monolithic silica gels that had been treated
with trimethylchlorosilane (Figure 1). During the course of this
reaction, the macroscopic morphology of the monoliths was
retained, and no significant influence on the macroporous
network was observed. The gels had been treated with
trimethylchlorosilane to remove reactive silanol groups and

facilitate drying of the monoliths.

O\ ,/CHS O\ /CH3
Si Si
\ CH, \ ~CH,
) CH, NaN, ) CH,
Sio, ———  sio,
DMF
/O\S' /CI —0~ X
o~ Si==CH 0— Si—CH
/ / ’
o o]

Figure 1: Schematic description of the nucleophilic substitution reac-
tion for chloromethyl-modified silica pore surfaces.

Gels modified with chloromethyl groups (CMTMS) or chloro-
propyl groups (CPES) were subjected to the azide solutions.

The number of azide groups per nm?

was evaluated according
to a previously published method and was found to be in the
range of 0.7 nm 2 (3.0 mmol CMTMS), 1.2 nm 2 (4.5 mmol
CMTMS), 1.3 nm 2 (6.0 mmol CMTMS) and 0.7 nm 2 (3.0
mmol CPES) at a reaction temperature of 60 °C [29]. The pres-

ence of the newly inserted azide functionalities was also
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confirmed by IR-ATR spectroscopy. This type of reaction has
previously been reviewed for a variety of different silica
surfaces, however, the influence of the reaction on the struc-
tural properties of the material has been mostly neglected [30].

This influence of the nucleophilic substitution on the porous
structure of the meso/macroporous monoliths, with special
emphasis on the long range hexagonal ordering of the meso-
pores, was evaluated by nitrogen sorption and small angle X-ray
scattering (SAXS) analyses. Figure 2 shows the nitrogen
adsorption/desorption isotherms at 77 K for modified silica gels
before and after nucleophilic substitution (SiO,—~(CHy); 3-Cl —
Si0,—(CH3)1,3-N3). The isotherms for the chloroalkyl-
containing precursor materials are of type IV with H2 hysteresis
loops according to the classification of Sing et al. [31], whereas
the same samples after conversion of the chlorides into azides
display hysteresis loops of H1 type indicating a narrow distribu-
tion of pores. In addition, the isotherms for SiO,—(CHj); 3-Nj3
exhibit stretching along the volume axis, adsorption and desorp-
tion isotherms display a sharper capillary condensation step and
the relative pressure of the pore filling is shifted to larger values
compared to the corresponding SiO,—(CHy); 3—CI. These varia-
tions in the hysteresis loops indicate an increase in the pore
diameter and still a narrow pore size distribution for
Si0,—-(CH3)1,3-N3.

The H2 type hysteresis loops obtained for SiO,—(CHj); 3—Cl
suggest rather complex pore structures with interconnected
pores of different size and shape, e.g., spherical mesopores
interconnected by smaller windows or large pore channels with
undulating walls are possible. The pore sizes calculated from
the desorption branch of the isotherm, applying the
Barrett—Joyner—Halenda (BJH) model, are in the range of
3.5-4.7 nm for all samples. However, for pore diameters
smaller than 5 nm (in our case presumably given by the small
interconnecting windows; see Table 1, Dpjy pes) the relative
pressure at which desorption occurs is strongly influenced by
fluid cavitations and instability of the meniscus [32]. In ad-
dition, the BJH model is based on the Kelvin equation, which
describes the relationship between the relative vapour pressure
in equilibrium and the radius of curvature of the meniscus [33].
Since a stable fluid meniscus with a given radius of curvature
cannot be guaranteed for the desorption process in all systems,
and the risk of obtaining physically meaningless results exists,
the adsorption branch was also used to calculate the pore size
distribution. This is not the case for the azido-functionalized
samples (SiO,—(CH3)1 3-N3) with pore sizes larger than 5.4 nm
for all samples. Here, the calculation using the desorption
isotherm is favoured, since desorption processes are thermody-
namically more stable compared to the corresponding adsorp-

tion processes.

488



850 7 100007

750 1

Si0,—CHy—Ng —
650 RGN

1000
550 1

450

log |

350 1

volume [cm3/g™"]

100
250 1

150

50 T T

Beilstein J. Nanotechnol. 2011, 2, 486—498.

\ o Si0,—CH,—Cl
\ — Si0,—CHp—N;

\’12\1)\‘

0.2 0.4 0.6 0.8 1.0 0.21

relative pressure [p/pg]

7007 10000 ]

600 -
SiO2—(CHy)3—N3 —

5001 10001

400 A

volume [cm3/g™"]
log |

SiOz~(CHp)3~Cl—>/
300 1 /

200 1

100

0.71 1.21

1.7

scattering vector g [nm~"]

(10)

\ —— Si0,=(CH,)s—Cl
1

— Si0O2~(CH,)3—N3

0.2 0.4 0.6 0.8 1.0

relative pressure [p/pg]

0.0 0.21

T T T

0.71 1.21 1.71
scattering vector ¢ [nm~"]

Figure 2: Nitrogen sorption isotherms (taken at 77 K, left) and SAXS patterns (right) of SiO,—(CH>),—Cl and SiO,—(CH>),—N3 gels after nucleophilic
substitution in a saturated DMF/NaN3 solution at 60 °C. n = 1 (top): Prepared from a silica precursor solution containing 4.5 mmol CMTMS; n =3
(bottom): Prepared from a silica precursor solution containing 3.0 mmol CPES.

Table 1 gives all pore sizes as calculated from the adsorption
and desorption isotherms. As expected, the calculation from the
adsorption isotherm led to larger pore diameters for all samples
with differences in the desorption pore size in the range of 1.7
to 2.4 nm for the methyl-spacer samples (n = 1), and in the
range of 1.0 to 1.3 nm for the propyl-spacer samples (n = 3).
Regardless of which sorption branch was applied for the calcu-

lation, a significant enlargement in the mesopore diameter after

nucleophilic substitution in the range of 2.7 to 3.7 nm for
methyl-spacer samples and in the range of 1.5 to 1.9 nm for
propyl-spacer samples was observed. For instance, the
chloromethyl-modified sample (3.0 mmol CMTMS) showed a
pore diameter Dpjy ads of 5.54 nm prior to nucleophilic substi-
tution and after conversion into the azides an increase to
DgjH,ads = 9.17 nm was detected. The larger amount of

nitrogen adsorbed at relative pressures above p/pg = 0.3 indi-

Table 1: Structural characteristics of SiOo—(CH>)4 3—Cl compared to corresponding SiO2—(CHz)1 3-N3, obtained from nitrogen sorption analysis at

77K.
Sget? [Mm? g7] CgeT
SiO>—Cl SiOp—N3 SiOo—Cl SiO2—N3
3.0 mmol CMTMS 566 513 80.0 56.7
4.5 mmol CMTMS 529 556 64.7 66.7
6.0 mmol CMTMS 445 563 56.3 554
3.0 mmol CPES 611 664 74.8 55.7

Vinax [cm3 g7'] DgyH,pes [nm]° DgyH,ads [nm]°

Si0~Cl  Si0,-N3 SiO~Cl SiO,~N3 SiOp~Cl  SiOp~Nj3
3475 6502 3.69 6.74 5.54 9.17
3972 7682 468 7.34 6.36 9.12
3257 7685 3.70 7.33 5.48 9.13
363.0  630.0 3.50 5.37 4.82 6.34

aCalculated by using the Brunauer—Emmett-Teller (BET) model. PCalculated from the desorption isotherm by using the BJH model. °Calculated from

the adsorption isotherm by using the BJH model.
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cates a dramatic increase of the specific pore volumes (Vax
and Vieso) after nucleophilic substitution, but relatively
constant specific surface areas were observed from the pressure
range p/py = 0.05-0.30). Vipax and Vieso followed the same
trend and showed only slight deviations in their values, thus
only Viax is discussed in the course of this work. The differ-
ence in Vi, between samples before and after nucleophilic
substitution was in the range of 300 to 440 cm3 g~! for methyl-
spacer samples and in the range of 270 cm? g~! for propyl-
spacer samples (Table 1).

The decreasing C-value, indicative of the adsorbent—adsorbate
interactions, for gels prepared from a silica-precursor solution
containing 3.0-6.0 mmol CMTMS follows the trend expected
for gels with increasing coverage of the silica surface with
organic groups. For nitrogen sorption on non-modified silica
materials, the Cggr values are typically in the range 80—150
[34].

Figure 2 also shows the SAXS patterns for the modified silica
gels before and after nucleophilic substitution of the chlorides
into azides (SiO,—~(CHj3); 3—Cl — SiO,—~(CHj3); 3-N3). For all
samples, higher order reflections were found, indicating long
range ordering of the pore system. SiO,—~(CH;); 3—Nj3 exhibited
the characteristic Bragg reflection sequence for a 2-D hexa-
gonal ordering of 1 : 312 : 2 : 72 and the reflections were
indexed to the (10)-, (11)- and (20)-crystallographic planes [35].
A comparison with SAXS patterns of the corresponding
Si02—(CH3)1,3—Cl precursor material clearly indicates
mesostructural changes during the process of nucleophilic
substitution. Both, SiO,—(CHj); 3-Cl as well as
SiO,—~(CHy); 3—N3 showed typical diffraction patterns for a 2-D
hexagonal ordering of the pores. However, the relative inten-
sities of the reflections were different for the chloroalkyl-modi-
fied silica gels compared to the corresponding azido-modified
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gels. The intensity of the (11)-reflection was reduced (almost to
zero) compared to the corresponding azidoalkyl-modified silica
gels. Furthermore, an additional higher order reflection was
found for the chloroalkyl-modified precursor material that can
be indexed to the (21)-crystallographic plane.

The differences in the reflection intensities before and after
nucleophilic substitution (Figure 2) are attributed to the
different form factors arising from differences in the respective
pore wall thicknesses and pore diameters. One approach to
describe these intensities is a two-phase model (pore and silica),
where the form factor can be analytically solved (for more
details see Supporting Information File 1 and [36]). This model
has been previously used to determine the pore diameter and
pore-wall thickness of surface functionalized silica gel mono-
liths [37].

Another approach is based on the reconstruction of the electron
densities from a Fourier series and the appropriate choice of the
phases [38,39]. This has been experimentally and theoretically
used to model the electron density across the pore for modified
and unmodified MCM-41 and SBA-15 materials [11,40] (for
detailed information on SAXS data evaluation, see Supporting
Information File 1).

The best solution for the three observed reflections in our case
was —+—, which differs to the phase shift from —++ for the
first four coefficients for the SBA 15 material observed by
Flodstrom et al. or —++— for the MCM 41 material [11,40]. This
could be due to the variations in the synthesis conditions of the
different materials.

As an example, in Figure 3, the electron density reconstructions
are shown for the Si0,—CH,—ClI and SiO,—CH,—Nj gels, with
Si0,—CH,—Cl exhibiting a smaller pore with a steeper slope of

-+ - -+ - -+ -
___ 3.0 mmol CMTMS, __ 4.5 mmol CMTMS, ___ 6.0 mmol CMTMS,
SiO,-CH,-Cl SiO,-CH,-Cl SiO,-CH,-Cl
___ 3.0 mmol CMTMS, 4.5 mmol CMTMS, ___ 6.0 mmol CMTMS,
= SiO,-CHy-N3 = SiO,-CHy-N3 = SiO,-CHy-N3
> 201 > 2.0f > 2.0
2 2 2
S, S, S,
2 2 2
c C c
3 1.0t 3 1.0f 3 1.0
c c c
[ [ [
© k] ©
< <@ <
[5} [} [5}
-6 -4 -2 2 4 6 -6 -4 -2 2 4 6 -6 -4 -2 2 4 6
distance [nm] distance [nm] distance [nm]

Figure 3: Electron density reconstructions for modified silica gels (SiO,—CH2—Cl and SiO,—CH,—N3) that have been prepared from a silica precursor
solution containing 3.0 (left), 4.5 (middle) and 6.0 (right) mmol CMTMS. The electron density of SiO,—CH,—ClI corresponds to a sharper interface,
whereas the broader distribution of SiO,—CHy—N3 indicates a higher surface roughness due to the nucleophilic substitution.
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the electron densities, whereas the corresponding substituted gel
(Si0,—CH»—N3) has a broader distribution, which indicates a
larger pore with a higher surface roughness.

One would expect the electron density to converge to a constant
value within the silica phase. Unfortunately, due to the limited
number of peaks available for the reconstruction, the resolution
was limited [38,39]. A large constant region would require the
sum of a large number of Fourier coefficients, i.e., a large
number of diffraction peaks, which are not available for our
type of materials. Thus this is an inevitable inherent weakness
of the model.

The change in the ratio of the silica wall thickness to the pore
diameter, during the nucleophilic substitution process, was also
evidenced by nitrogen sorption analysis. An increase in pore
diameter was observed (Table 1), while simultaneously
a reduction of the pore wall thickness was detected for
Si0,—~(CH»)1 3-N3 compared to SiO,—(CH3); 3-CI (Table 2).

In the SAXS experiments, this led to the striking appearance of
the (11)-reflection and the disappearance of the (21)-reflection.
However, whereas sorption analysis indicated a strong decrease
of the pore wall thickness, this effect was much less pronounced
for the SAXS measurements. One possible explanation could be
an additional surface roughness of the pores, which is also in
coincidence with the electron density reconstruction (Figure 3).
The model description in SAXS (see Supporting Information
File 1) as a two-phase material, i.e., cylindrical pores of iden-
tical radius embedded in a silica matrix, leads to the measure-
ment of a mean radius and averages out any differences in the
radii or effects from surface inhomogeneities or roughness
along the length or cross section of the pore. The radius
obtained from SAXS could then lie intermediate between the
radius obtained in the BJH analysis, from the adsorption branch
and that from the desorption branch, as shown in Figure 4. In
the desorption branch, the BJH analysis is restricted, by the
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— SAXS
— BJH,,

— BJH

des

Figure 4: SAXS averages the surface inhomogeneities to a mean
radius in the two-phase model and leads therefore to a slightly larger
diameter than the nitrogen sorption analysis (desorption branch).

presence of small pores or surface roughness, to give the
smallest pore size (Figure 4).

Not only did the reflection intensity change during nucleophilic
substitution, but also the relative position of the scattering
vector qhk) shifted to smaller values (Table 3), indicating an
increase of the repeating unit distance. For instance, the
chloromethyl-modified sample (4.5 mmol CMTMS) showed a
shift of the scattering vector ¢(1g) from 0.65 to 0.61 nm™! after
conversion of the chlorides into the azides, corresponding to an
increase of the d(¢)-spacing from 9.66 nm to 10.26 nm. The
d(10)-spacing was used to calculated the lattice constant, which
was also found to increase during nucleophilic substitution
(Table 3). For example, the chloromethyl-modified sample
showed an increase in the lattice constant from 11.15 nm to
11.85 nm during nucleophilic substitution.

Table 2: Comparison of the structural characteristics of SiO2—-(CHz)1,3-Cl and the corresponding SiO>—(CH3)1 3—N3.

mean pore diameter + 0.32 mean wall thickness + 0.32 tDes? tads®
[nm] [nm] [nm] [nm]
SiO—Cl SiO2—-N3 SiOo—Cl SiO>—N3 SiO-Cl  SiO2-N3  SiO,—-Cl  SiO2-N3
3.0 mmol CMTMS 6.60 7.85 4.00 3.15 6.92 4.22 5.07 1.79
4.5 mmol CMTMS 7.05 8.75 4.15 3.25 6.52 4.51 484 2.73
6.0 mmol CMTMS 6.65 8.10 4.05 3.15 7.02 3.87 5.24 2.07
3.0 mmol CPES 6.50 7.70 4.00 3.30 7.00 5.59 5.68 4.62

aMean pore diameter and wall thickness calculated from the peak intensities using a two-phase model with an analytical approach. PWall thickness,
calculated by: Lattice constant a — DgjH,pes. “Wall thickness, calculated by: Lattice parameter a - Dgjn ads.
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Table 3: Structural properties of SiO,—(CH3)1 3—Cl compared to corresponding SiOo—(CHy)1 3-N3 obtained from SAXS analysis.

q(10? [nm™]

SiO>—Cl SiO>—N3
3.0 mmol CMTMS 0.69 0.66
4.5 mmol CMTMS 0.65 0.61
6.0 mmol CMTMS 0.68 0.65
3.0 mmol CPES 0.69 0.67

d(10)? [nm] aP [nm]

Si0,—~Cl SiOp—N3 Si0,—Cl SiOp-Nj
9.17 9.51 10.58 10.98
9.66 10.26 11.15 11.85
9.26 9.72 10.69 11.23
9.10 9.45 10.50 10.91

aCalculated from SAXS measurements, q(1g) = 4T/A'sin®, d(1g calculated by the Bragg equation. PLattice constant, calculated by 2d(10/(3)"2.

The structural parameters obtained from nitrogen sorption and
SAXS analyses suggest a process of mesostructural changes
during conversion of SiO,—~(CHy); 3—Cl into the corresponding
Si02—(CH3); 3-Nj. Figure 5 shows schematically a hexago-
nally organized porous material with cell parameters a, wall
thickness ¢, repeating unit distance d( and pore diameter D as

obtained from nitrogen sorption.

Figure 5: Schematic representation of a hexagonally organized pore
system with the characteristic sizes. A similar arrangement is found for
the samples by SAXS and transmission electron microscopy (TEM)
analyses.

Based on the nitrogen sorption and SAXS analysis, the
following trends were observed during nucleophilic substitu-
tion: The mesopore diameter and maximal pore volume drasti-
cally increased, while the lattice constant showed only a small
enlargement with a simultaneous decrease in pore wall thick-
ness. The ratio of pore wall thickness to pore diameter
decreased to such an extent, that the new electron density
(phase shift of Fourier coefficients) involved a significant
change in the reflection intensity. We assume that the reduction
in pore wall thickness with a simultaneous increase in pore
diameter can not simply be explained by dissolution processes
of silica, because the lattice constants also increased during the
nucleophilic substitution. Simple ageing of unmodified meso-
scopically organized silica gels in azide-containing media

allows us to demonstrate that the observed effects are not due to

the inserted azide-functionalities, which are covalently attached
to the silica surface, but rather to an exposure of a mesostruc-

tured silica matrix to azide ions, as presented vide infra.

Ageing of unmodified silica gels in azide-
containing media

From the results obtained above for the chloroalkyl-modified
silica gels, the cause of the structural changes cannot be identi-
fied clearly and without ambiguity. Therefore, the reaction
conditions were changed step by step to isolate the influence of
temperature, solvent, anion-cation pair and solvent-azide com-
positions to identify the critical parameter. Pure (not organi-
cally modified) silica gels were kept for 3 d at 60 °C (identical
conditions as for the nucleophilic substitution described above)
in solutions of NaNj in different solvents ranging from N,N-
dimethylformamide (DMF), 1,1,3,3-tetramethylurea (TMU),
1,3-dimethyl-2-imidazolidinone (DMI) to H,O. Reference
samples were kept for 3 d at 60 °C in the respective solvents
without azide and pure silica gels were aged at that temperature.
In addition, sodium azide was changed to tetramethyl-
ammoniumazide ((H3C)4NN3, TMAA). All gels were aged,
treated with trimethylchlorosilane and dried. The structural
characteristics of untreated, reference and silica gels that were
exposed to the different reaction conditions were again deter-
mined by nitrogen sorption and SAXS analyses. Note that the
untreated silica, reference silica and azide-treated silica gels
originated from the same monolithic silica piece, which was
divided into three parts. Figure 6 shows the nitrogen adsorption/
desorption isotherms taken at 77 K for gels treated in DMF and
DMLI; detailed information on gels in HyO and TMU is given in

Supporting Information File 1.

All isotherms are of type IV with H1 hysteresis loops according
to the classification of Sing et al. [33]. The reference samples
that were heat treated in the various solvents showed higher
pore volumes compared to untreated silica gels, but this effect
was clearly intensified by the addition of NaN3, as demon-

strated by the stretching of the hysteresis loops along the
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Figure 6: Nitrogen isotherms and SAXS patterns of untreated silica gels, reference silica gels (solvent/60 °C) and azide-treated silica gels (solvent/
NaN3/60 °C) in different solvents: DMF (top) and DMI (bottom).

volume axis. Furthermore, the addition of NaNj led to a shift of

the relative pressure of the pore filling, by capillary conden-

sation, to higher values. Pore diameters were significantly

increased by the treatment with azide-containing solvents

(Table 4). Differences in pore diameters for the various samples

calculated from the adsorption isotherm in the BJH model were
4.05 nm (DMF/NaN3); 4.21 nm (TMU/NaN3); 2.20 nm (DMI/
NaNj3) and 2.25 nm (H,O/NaNj3). The analogous calculation

Table 4: Structural characteristics of untreated silica, reference silica (solvent/60 °C) and azide-treated silica gels (solvent/NaN3/60 °C) from nitrogen
sorption analysis at 77 K, solvents: DMF and DMI; azide: NaN3 and TMAA.

SiO,
SiO/DMF
SiO,/DMF/NaN3

SO,
SiO,/ DMI
SiO,/DMI/NaN;

Si0,
SiO,/DMF
SiO,/DMF/TMAA

Sger? [m? g7

477
876
592

607
712
803

627
906
657

Cget

62.6
103.3
42.2

54.1
110.6
47.6

62.0
93.0
50.2

Vimax [Cm3 9_1]

441.9
712.7
924.8

529.6
586.1
913.0

554.4
759.4
856.6

DgH,pes? [nm] DgyH,ads® [nm]
5.75 7.51
6.27 9.24
8.01 11.56
6.21 9.35
5.73 7.54
7.34 11.55
6.23 9.21
6.74 9.18
7.33 11.63

aCalculated in the BET model. PCalculated from the desorption isotherm in the BJH model. °Calculated from the adsorption isotherm in the BJH

model.
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Table 5: Structural properties as obtained from SAXS analysis of untreated silica, reference silica (solvent/60 °C) and azide-treated silica gels
(solvent/NaN3 or TMAA/60 °C), solvents: DMF and DMI.

g0 duo? @ fpes®

[nm~"  [nm] [nm] [nm]
SiO, 0.59 10.73 12.39 6.68
SiO,/DMF 0.58 10.77 12.44 6.16
SiOo/DMF/NaN3 0.54 11.68 13.49 5.40
SiO, 0.56 11.13 12.85 6.53
SiOy/ DMI 0.60 10.55 12.18 6.40
SiO,/DMI/NaNg 0.54 11.60 13.39 6.07
SiO, 0.57 11.04 12.75 6.52
SiO,/DMF 0.61 10.27 11.86 5.12
SiO,/DMF/TMAA 0.55 11.33 13.08 5.75

tags®  mean pore diameter® + 0.2 mean wall thickness® + 0.2
[nm] [nm] [nm]
4.92 8.60 3.80
3.19 8.52 3.98
1.85 10.05 3.40
3.39 8.60 4.20
4.59 8.15 4.05
1.86 9.20 4.20
3.54 8.70 4.10
2.68 8.15 3.85
1.45 9.75 3.55

aCalculated from SAXS measurements, q(10) = (411/A)sin®, d(10) calculated by the Bragg equation. bl attice constant, calculated by 2d(10)/(3)1’2. SWall

thickness, calculated by: Lattice parameter a — DgjH pes- dwall thickness, calculated by: Lattice parameter a — Dg n ads- °Mean pore diameter and
wall thickness calculated from the peak intensities (SAXS) using a two-phase model with an analytical approach.

from the desorption branch led to smaller, but still significant,
values for the increase in the pore diameter, i.e., 2.26 nm (DMF/
NaN3); 1.77 nm (TMU/NaN3); 1.13 nm (DMI/NaN3) and 1.84
nm (H,O/NaN3).

Interestingly, the specific surface area Sggt dramatically
increased from 477 m? ¢! to 876 m2 g~! by treatment of silica
gels with pure DMF, whereas by treatment with DMF/NaNj the
SgeT value only slightly increased from 477 m? g1 to 592 m?
g~ 1. For the series with DMF this behaviour was reproduced for
several samples (Table 4). The sample series with TMU and
H,O showed the same behaviour, whereas for the series
with DMI the sample with additional NaNj exhibited
the highest surface area (Table 4, and Supporting Information
File 1).

Higher order reflections were found in the SAXS patterns for
every sample, with the characteristic sequence for a 2-D hexa-
gonal ordering of 1 : 312 : 2 : 712 [35]. As noted before for
the series with SiO,—(CH3); 3—Cl and SiO,—(CH3); 3-N3, a
variation in ratio of the radius of the high electron density
region (that is the silica wall) to the inner pore volume was indi-
cated by changes in relative reflection intensities. However, for
the unmodified silica gels, neither untreated silica, reference
silica nor azide-treated silica displayed the (21)-reflection or
disappearance of the (11)-reflection as was seen for
Si0y—~(CHy); 3—Cl or SiO»—~(CHy); 3-N3_This is also reflected
in the electron density reconstruction (Figure 2, and Supporting
Information File 1). We assume that this is due to differences in
the electron density and pore wall thicknesses for unmodified
silica compared to silica modified with organic functionalities

covalently attached to the silica walls.

After treatment with solvent/NaNj at 60 °C the relative posi-
tions of the scattering vectors g shifted to smaller values
(Table 5, and Supporting Information File 1) indicating an
increase of the repeating unit distances. This was accompanied
by an increase in the lattice constants, with a = 13.49 nm for
samples that have been treated in DMF with the addition of
NaN3, and a = 13.44 nm for the respective TMU and a = 13.39
nm for DMI samples. With H,O/NaNj a slightly smaller lattice
constant of 13.22 nm was observed (Supporting Information
File 1).

With DMF, TMU and DMI we deliberately chose aprotic
solvents that would not solvate the azide ions. This is important
when azides are made to react by nucleophilic substitution,
since assuming a bimolecular mechanism (Sy2), the rate
constant will be increased by a unsolvated, and therefore not
stabilized, nucleophilic agent. This is in agreement with the fact
that when methanol was used as the solvent for the nucleo-
philic substitution, the yield was much lower. However, the
results from the series of gels treated in H,O clearly demon-
strate that the effect on the mesostructure is due to the azide
ions, independent of the coordination environment of the azide.

Substitution of NaNj3 by (H3C)4NN3 (tetramethylammonium-
azide, TMAA) led to similar effects on the mesostructure as
mentioned above. An unmodified silica gel was kept for 3 d at
60 °C in a solution of TMAA in DMF. A reference sample was
kept for 3 d at 60 °C in DMF. The structural characteristics of
untreated silica, reference silica and silica gels that were
exposed to DMF/TMAA (all originating from the same gel
monolith) were again determined by nitrogen sorption and
SAXS analyses.
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Figure 7: Nitrogen isotherms at 77 K and SAXS patterns of untreated silica, reference silica (DMF/60 °C) and azide-treated silica gels

(DMF/TMAA/60 °C).

Figure 7 shows the nitrogen sorption isotherms and SAXS
patterns. As observed previously for NaNj, the addition of
TMAA leads to a shift of the relative pressure of the capillary
condensation step to larger values, indicating an increase in
mesopore diameter. Calculation from the desorption isotherm in
the BJH model indicated an increase in the pore diameter from
6.23 to 7.33 nm, and calculation from the adsorption isotherm
indicated an increase from 9.21 nm to 11.63 nm (Table 4). The
specific surface area SggT showed the same behaviour as for the
series with DMF/NaNj (Table 4). By treatment with pure DMF,

1 was

a dramatic increase from 627 m? g~! to 906 m2 g~
observed, whereas by addition of the azide the Sggt value

remained almost constant.

Higher order reflections with the same characteristic sequence
for a 2-D hexagonal ordering of 1 : 312 : 2 : 712 were found.
As observed for the series before, exposure to the azide com-
pound led to a shift of positions for the scattering vectors g(py)
to smaller values, indicating an increase of the repeating unit
distance. In addition to that, an increase in the lattice constant
was detected. A value of 13.08 nm was found for the sample
that was treated with DMF and addition of TMAA in compari-
son to 12.75 nm for the untreated sample.

Exposure of silica gels to TMAA led to the same mesostruc-
tural effects as observed for NaNj. Therefore, substitution of a
relatively small counter ion (Na™) by a sterically demanding
counter ion ((H3C)4N™) did not change the observed effects of
azides on mesoscopically organized silica gels.

Conclusion
In summary, it was shown that a simple nucleophilic substitu-

tion reaction of chloroalkyl-functionalities on a silica surface to

azidoalkyl-functionalities had an unexpected and drastic effect
on the mesoporous structure. For such co-condensed silica
samples with chloroalkyl-functionalities on the surface, an
increase in the mesopore diameter, pore volumes (V,,x and
Vmeso) and lattice constant with a simultaneous decrease in pore
wall thickness was observed upon nucleophilic substitution in
NaN3z and DMF. Interestingly no influence on the macroscopic
morphology (monoliths) and macroporous network was
observed. In principle the same structural changes, albeit less
pronounced, were observed for pure silica gels that have been
treated in the presence of azide ions.

Further studies have shown that the structural changes can be
related to the presence of the azide ions and are not due to the
higher processing temperatures, counter ions or solvent mole-
cules, as has been tested for N,N-dimethylformamide, 1,1,3,3-
tetramethylurea, 1,3-dimethyl-2-imidazolidinone and water as
the solvent, as well as tetramethylammonium cations as the
counter ion.

Therefore, exposure to an azide-containing medium can be seen
as a new postsynthetic approach to influence the mesostructural
properties of highly porous silica gels.

Experimental

Materials: Tetraethylorthosilicate (TEOS, Fluka), 3-(chloro-
propyl)-triethoxysilane (CPES, Aldrich), chloromethyl-
trimethoxysilane (CMTMS, Wacker Chemie AG), and
trimethylchlorosilane (TMCS, Merck) were used without
further purification. Ethylene glycol (EG, Aldrich) was purified
by drying with Na,SO4 and distillation from Mg. Pluronic P123
(M, = 5800), EO»gPO7oEO;,o (BASF) was applied without

purification. For preparation of saturated azide solutions,
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sodium azide (Merck), tetramethylammoniumchloride (TMAC,
Alfa Aesar) and tetramethylammoniumazide (TMAA, synthe-
sized as described below), N,N-dimethylformamide (DMF,
VWR), 1,3-dimethyl-2-imidazolidinone (DMI, Aldrich) and
1,1,3,3-tetramethylurea (TMU, Aldrich), were used without
further purification.

Preparation of hierarchically organized silica gels:
Tetrakis(2-hydroxyethyl)orthosilicate (EGMS) was synthesized
according to Brandhuber et al. [41,42]. Hierarchically orga-
nized silica gels were prepared by condensation of EGMS in an
aqueous reaction mixture containing P123 as the structure-
directing agent and hydrochloric acid as the catalyst, according
to a percentage by weight ratio of SiO,/P123/1M HCIl : 18/30/
70 wt %. The reaction mixture was homogenized for 1 min
using a vortex stirrer to obtain a viscous white mixture, which
was allowed to gel in a closed PP cylinder at 40 °C. The gels
were kept at the same temperature for 7 d after gelation for
ageing. Immersion of the wet gels in a solution of 10 wt % of
trimethylchlorosilane (TMCS) in petroleum ether (PE) for 24 h
and washing with PE and ethanol according to [37] resulted in
complete expulsion of Pluronic P123, water and glycol.

Preparation of chloroalkyl-modified silica gels: Chloroalkyl-
modified silica gels were prepared according to [29] by a
co-condensation of EGMS and CMTMS or CPES in various
molar ratios of EGMS:CMTMS = 9:1; 6.75:1 and 4.5:1. EGMS
and CPES were used in a molar ratio of 9:1. The exact compos-
itions can be found in Table 6. The gels were kept at the same
temperature for 7 d after gelation for ageing. The wet gels were
immersed in a solution of 10 wt % of trimethylchlorosilane
(TMCS) in petroleum ether (PE) for 24 h to react with the free
silanol groups, and washed by repeated immersion and storage
of the whole monoliths into PE (three times within 24 h) and
ethanol (five times within 48 h).

Nucleophilic substitution: The wet chloroalkyl-modified silica
gels were immersed into a saturated solution of NaN3 in DMF

at 60 °C, kept for 3 d and subsequently purified by repeated

Beilstein J. Nanotechnol. 2011, 2, 486—498.

immersion in water (five times within 24 h) and ethanol (three
times within 48 h) to remove unchanged NaNj. Drying of the
wet silica gels was performed by simple evaporation of the
solvent under reduced pressure at 60 °C.

Ageing of the silica gels in azide-containing media: Azide
solutions of NaN3 in DMF or TMU were prepared by heating
under reflux for 8 h at 80 °C followed by decantation from
residual sediment at room temperature. A solution of NaN3
(0.1 g) in DMI (40 mL) was refluxed for 8 h at 80 °C, resulting
in a transparent solution. A solution of NaN3 (0.1 g ) in H,O
(40 mL) was prepared at room temperature, resulting in a trans-
parent solution. A solution of TMAA in DMF was prepared by
mixing 0.78 g TMAC (0.78 g) and NaNj3 (0.46 g) in DMF
(70 mL) followed by refluxing for 8 h at 80 °C and filtration.
The wet silica gels were immersed into the azide solutions at
60 °C and kept for 3 d. Purification and drying of the wet gels
was performed as describe above.

Characterization: The azide functionalities were detected by
ATR-FT-IR spectroscopy using a Bruker Tensor 27. The
density of the azides on the surface was calculated by the
specific surface area (Sggt) and the percentage of nitrogen,
which was determined by elemental analysis of nitrogen using
an ELEMENTAR Varino, according to:

p(azide) = T
My -300- Sggt <10

where my is the mass of nitrogen in 100 g of the silica gel, Na
is Avogadro’s constant, My is the molar mass of nitrogen
and Sggt is the specific surface area according to the
Brunauer—-Emmett—Teller (BET) model.

Adsorption/desorption isotherms of nitrogen at 77 K were
obtained with a NOVA 4000e (Quantachrome). Prior to
analysis the samples were degassed at 60 °C for 3 h. The
specific surface area was evaluated using sorption data in a rela-

tive pressure range of 0.05-0.30 with a five-point-analysis

Table 6: Starting composition for chloroalkyl-modified mesostructured silica gels.

EGMS chloroalkyltrialkoxysilane template
SiO5 content [%]2 amount [g]  organo-functional silane amount [mL] amount [mmol] P123 [g] 1M HCI [g]
21.8 8.20 — — — 3 7
21.8 7.38 CMTMS 0.38 3.0 3 7
21.3 7.10 CMTMS 0.57 4.5 3 7
21.3 6.82 CMTMS 0.78 6.0 3 7
21.8 7.35 CPES 0.72 3.0 3 7

2Determined by TG analysis.
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according to the BET model. Small angle X-ray scattering
(SAXS) experiments were performed either with a Bruker
Nano-Star or a Bruker Nano-Star (turbospeed solution) and a
2-D position sensitive detector (HiStar or Vantec 2000). Both
instruments are equipped with a pinhole generator, where the
X-ray beam is collimated and monochromatized by crossed
Gobel mirrors.

The pore-to-pore distances of the mesoporous structures were
obtained from the first Bragg peak, the d(;q) reflection. The
lattice constant a was calculated by Zd(lo)/(3)”2. The pore
diameter and the pore wall thickness were calculated from the
peak intensities using a two-phase model with an analytical ap-
proach [36,37] or alternatively from an electron density recon-
struction with the appropriate choice of phases for hexagonal
structures [11,37,38].

For comparison, the pore size was obtained from the
Barrett-Joyner—Halenda (BJH) model from the de- and adsorp-
tion branch of the isotherm and the pore wall thickness derived
from the pore-to-pore distance from the SAXS measurements
and subtraction of the corresponding pore diameter from the
BJH model.

Supporting Information

Supporting Information features a detailed description on
the evaluation of SAXS data, as well as extensive

measurement data on unmodified silica gels.

Supporting Information File 1

Evaluation of the SAXS data and measurements of
unmodified gels.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-2-52-S1.pdf]
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In this minireview, we survey recent advances in the synthesis, characterization, and modeling of new oligothiophene—oligopeptide

hybrids capable of forming nanostructured fibrillar aggregates in solution and on solid substrates. Compounds of this class are

promising for applications because their self-assembly and stimuli-responsive properties, provided by the peptide moieties

combined with the semiconducting properties of the thiophene blocks, can result in novel opportunities for the design of advanced

smart materials. These bio-inspired molecular hybrids are experimentally shown to form stable fibrils as visualized by AFM and

TEM. While the experimental evidence alone is not sufficient to reveal the exact molecular organization of the fibrils, theoretical

approaches based on quantum chemistry calculations and large-scale atomistic molecular dynamics simulations are attempted in an

effort to reveal the structure of the fibrils at the nanoscale. Based on the combined theoretical and experimental analysis, the most

likely models of fibril formation and aggregation are suggested.

Introduction

Amyloid and amyloid-like fibrillar aggregates, formed by
natural proteins or oligopeptides, have attracted much attention
both due to their involvement in medical pathologies (such as
Alzheimer’s disease, Parkinson’s disease, etc. [1-3]) and their
possible applications as building blocks in nano- and biotech-

nology. Understanding the molecular details of peptide self-

assembly into fibrillar aggregates has been a challenge owing to
the large size, low solubility, and the noncrystalline and hetero-
geneous nature of the fibrils.

During the last decade, considerable progress in our under-

standing of the principles of fibril formation has been made
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owing to numerous experimental and theoretical studies and,
importantly, the resolution of peptide arrangements at the atom-
istic level by means of X-ray crystallography and solid-state
NMR [4-6]. The outstanding ability of amyloidogenic peptides
to self-assemble and form extremely stable and tough nano-
structures has been realized, and thus they are now actively
probed as building blocks for various nanotechnology applica-
tions by covalently binding them to synthetic moieties [7-10],
and engineering fusion proteins [11] and colloidal particles
[12,13]. However, we are still too far away to say that the
complete picture of the fibril self-assembly is now available at
the molecular, nano- and microscale levels.

In this area, the approach that is gaining more and more atten-
tion is the synthetic conjugation of peptides to other molecular
compounds. Conjugates of synthetic and natural macro-
molecules are of great current interest because of their

s

HHYHI
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promising biomedical, microelectronic, and other advanced
technological applications [7-10,14,15]. Covalent attachment of
synthetic polymer blocks to amyloidogenic peptide sequences
leads to a new class of block copolymers that can inherit typical
properties of their constituents, e.g., enhanced performance
characteristics, conductivity, biocompatibility, and high propen-
sity for self-organization. In this respect, oligothiophene—oligo-
peptide conjugates are of particular interest. The conjugation of
oligothiophenes and amyloidogenic peptides may result in new
compounds that supplement the potentially semiconducting,
optical, and electroluminescent properties of oligo- and poly-
thiophenes with the self-assembling, specific binding, and
stimuli responsive behavior of biological moieties, thus opening
up opportunities for the design of smart materials at the
nanoscale. An example of a hypothetical fibrillar aggregate
structure, formed by a bithiophene covalently linked to peptide
sequences, is illustrated in Figure 1d.

Figure 1: Various morphological organization examples of fibrillar aggregates that can be formed by polymer bioconjugates: (a) Wide planar tapes
[18]; (b) helical superstructure [19]; (c) tapes with a dumb-bell shaped cross section [20]; (d) helical tapes with a thiophene block in the middle [21].
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Several reviews [7-9,15] summarize the recent progress in the
field of the chemistry of polymer bioconjugation in which the
biconjugation with amyloidogenic peptides is one of the most
frequently used techniques. The resulting interplay of
intermolecular interactions is affected by both the synthetic and
peptide parts, leading to an even greater structural polymor-
phism than observed in natural amyloid fibers, keeping in mind
that synthetic chemistry provides more variability in the struc-
ture of the building blocks, including branched molecular
topologies [16].

A number of hypothesized self-organized morphologies that
may be adopted by various polymer bioconjugates are shown in
Figure 1. Moreover, the interplay between different interactions
may also suggest a dependence of the supramolecular organiza-
tion on the external conditions, such as temperature, solvent
quality, pH value, etc. [17].

While the chemical structure of the aggregating compounds is
almost always known, and the fibrillar morphology at the
submicrometer scale is resolved by electron or atomic force
microscopy, the structure of the fibrils at the atomistic and
nanoscales, including the packing of the single molecules, very
often remains beyond the capabilities of experimental measure-
ments to elucidate. In particular cases, it becomes possible to
gain insight into the intrinsic structure of the fibrils, e.g., by
means of X-ray diffraction when the corresponding microcrys-
tals can be obtained, or when sufficient solid state NMR data is
available. However, for the majority of compounds and more-
over for polymer-bioconjugates, the available experimental evi-
dence regarding the intermolecular interactions is in most cases
limited to spectroscopic analysis (IR, UV-vis, CD spec-
troscopy) and diffraction patterns (X-ray, SAED) and thus the
exact structural arrangement at the nanoscale and its connection

to the morphology remains elusive.

The molecular simulation methods in this respect become an

attractive tool to supplement and interpret the experimental
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data, because they can fill in the missing gaps in the under-
standing of the relationship between the structural arrangement
and the fibrillar morphology. When 3-D atomistic structures of
microcrystals or oligomeric aggregates are available they may
be used to construct computational models of the fibrillar
aggregates, and through the application of atomistic molecular
dynamics (MD) simulations the structural data can be extended
into the dynamic domain. Since microcrystals usually only
provide the structures of the basic aggregation units,
different arrangements of these units into the protofilaments
and then fibers may be probed in computer simulations.
However, when no initial 3-D structural data is available, the
application of computer simulations may be less straightfor-
ward. In this case, it is necessary to predict or suggest various
trial arrangements, construct the aggregates, and then test their
characteristics against available experimental data. The latter
approach has a much wider applicability in terms of studied
compounds and potential applications for the rational computer-
aided design of new macromolecular systems with specific

properties.

In this minireview, we discuss the recent progress in the design,
synthesis and in computer simulations of new oligothiophene—

oligopeptide conjugates that can self-assemble to form
nanoscale fibrillar aggregates. The main focus is on the experi-

mental and theoretical results obtained in our group.

Review

Synthesis of oligothiophene—oligopeptide
hybrids

The hybrid molecules discussed in this paper are bio-functional-
ized organic semiconductors. They represent either di- or mono-
substituted conjugates with a quaterthiophene block and an
oligopeptide block containing three repeat units of L-valine-L-
threonine. These molecular hybrids — the A—-B—A-type com-
pound 1 [22] and the A-B-type compound 6 [23] — and their
synthesis are presented in Scheme 1 and Scheme 2, respective-
ly. The peptide blocks were equipped at the termini with
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Scheme 1: Synthesis of quaterthiophene-f-sheet-peptide hybrid 1 [22]; (i) Hg(l)OAcy, CHCI3, 0 °C — r.t., 14 h; I, 0 °C — r.t,, 6 h; (ii) Cu(I)l, TMSA,
Pd(PPh3),Cl,, piperidine, 60 °C, 2 h; (iii) 6 equiv CsF, MeOH/THF, r.t., 2 h; (iv) 0.4 equiv [Cu(CH3CN)4]PFg, 0.4 equiv Cu(0), DCM, r.t., 40 h.
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Scheme 2: Synthesis of quaterthiophene-B-sheet-peptide hybrid 6 [23]; (i) POCIl3, DMF, dichloroethane, reflux, 3 h; (ii) KoCO3, methanol/THF, r.t.,
overnight; (iii) 0.4 equiv [Cu(CH3CN)4]PFg, 0.4 equiv Cu(0), DCM, r.t., 40 h. (Thr-Val)P™ refers to a pseudoprolien unit, (Val-O-Thr) refers to the

switch segment (framed bottom right) , and aPhe stands for p-azido-Phe.

poly(ethylene oxide) (PEO) chain. Due to their amphiphilic
character and the defined secondary structure of the biological
moiety, hybrids 1 and 6 are expected to reveal interesting self-

assembly behavior in solution and on solid substrates.

Symmetrically substituted didodecyl-quaterthiophene 5 was
chosen as the basic building block (Scheme 1), representing a
planar fully conjugated backbone with the ability to self-
assemble at the liquid—solid interface into very regular lamellar
structures [24]. The intermolecular forces involved are primary
van der Waals interactions of the interdigitating long alkyl side
chains. Furthermore, the planar conjugated thiophene backbone
is well known to interact by n—m stacking to form larger crys-
talline structures. With respect to the peptide part, the L-valine-
L-threonine (Val-Thr)s sequence effectively forms -sheet sec-
ondary structures. Hybrids 1 and 6 were shielded laterally by
poly(ethylene oxide) chains in order to enhance solubility and
processability and to induce the formation of isolated fibrillar
structures.

The synthesis of the semiconductor block, bisethynylated
quaterthiophene 2b and the final oligothiophene—peptide hybrid
1 is shown in Scheme 1: The diiodinated quaterthiophene 4 was

synthesized from the corresponding parent compound 5 by iodi-
nation at the terminal a-positions, with mercury(Il)acetate and
elemental iodine in dry chloroform, to give compound 4 in 94%
yield.

The remarkable tendency of these peptide blocks to form
B-sheets enormously hinders the synthesis of the hybrids due to
aggregation during reaction [16,25]. In order to overcome this
problem, the aggregation tendency was temporarily suppressed
through a synthetic strategy, which employs pseudoprolines
((Thr—Val)P™) [26] and a switch ester segment [27] (Scheme 2).
The pseudoprolines were inserted as a transient structure-
disrupting protecting group for threonine and the switch ester
segment as a temporary structural defect in the peptide block.
Whereas the pseudoproline unit is removed during standard
acidic deprotection conditions, the switch ester segment is
preserved at low pH. Reestablishment of the native a-amide
peptide backbone can be achieved by an increase in the pH to
neutral or even slightly basic conditions.

The peptide segment was obtained by a semi-automated solid-

phase supported peptide synthesis (SPPS) by sequential
coupling of standard fluorenylmethoxycarbonyl (Fmoc)-
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protected amino acids and the pseudoproline unit onto a
preloaded TentaGel resin [27]. Incorporation of the Fmoc-
protected azido-phenylalanine (aPhe) and the addition of the
switch ester segment between valine (Val) and threonine (Thr)
were accomplished by means of bench top coupling techniques
[27]. An end-functionalized poly(ethylene oxide) block,
containing 14 or 15 repeat units, was attached to the N-terminus
of the supported peptide. Subsequent liberation of the
peptide-PEO 5 conjugate from the support, followed by precipi-
tation, centrifugation and lyophilization, gave the fully
protected peptide-PEO 5 conjugate 3 in 61% yield (Scheme 2)
[19].

The PEO-peptide—quaterthiophene hybrid (A-B) 6 was
prepared analogously to the A-B—A-type hybrid 1 by the reac-
tion of monoethynylated quaterthiophene 8 and protected
peptide—PEO; 5 conjugate 3 [28] (Scheme 2). Ligation of freshly
prepared 8 with the PEO-peptide conjugate 3 was accom-
plished by Cu(I)-catalyzed Huisgen cycloaddition.
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Self-assembly of oligothiophene—oligopep-
tide hybrids

The self-assembly properties of the A-B—A-type molecules on
surfaces were analyzed by means of atomic force microscopy
(AFM) as a powerful tool to visualize superstructures in the
nano- and micrometer regime [22,23]. The substrate employed
was muscovite mica, and tapping mode was chosen for scan-

ning.

For deprotection, the triblock oligothiophene—oligopeptide com-
pound 1 (Scheme 1) was first treated with 30% trifluoro acetic
acid (TFA) in dichloromethane. Under these acidic conditions,
all protecting groups present in hybrid 1 (#-Boc, pseudoproline,
t-butyl ester) are removed, except for the switch ester segment,
which is preserved in the new form 1'. Thus, molecule 1' still
exhibits a kink in the peptide backbone, as shown in Figure 2.

To investigate the self-assembly of 1', several solvents were
employed, including water (pH = 4-4.5), aqueous phosphate

Figure 2: The A-B—A-type hybrid 1 in the deprotected, but still kinked, form 1'.
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buffer (pH = 6-6.5), and dichloromethane with two droplets of
THF (pH = 2). These attempts resulted in the formation of clus-
ters or irregularly twisted short fibers of 1' on the mica sub-
strate.

Due to the hybrid nature of 1', two opposing intermolecular
interactions could dominate the self-assembly process, namely
H-bonding and n—n stacking. Thus, a solvent-guided strategy
was employed in order to gain control over the self-assembly
process. Deprotected, but still kinked, compound 1' was
dissolved in dichloromethane (a good solvent for the oligothio-
phene moiety), and to this solution methanol (non-solvent for
the oligothiophene part) was added gradually through a syringe
pump until a ratio of DCM/MeOH of 1:1 was reached (pH = 5).
The switch segments in the peptide moieties were still intact
[19,27]. The solution was spin-coated on the mica substrate and
well-defined microstructures were visualized by means of AFM
(Figure 3).

The fibrillar structures exhibit single object widths of about 12
+ 1 nm (not tip corrected), with height maxima of 3 + 0.4 nm,
and lengths of up to several micrometers. The presence of these

100 nm
[ ]

Beilstein J. Nanotechnol. 2011, 2, 525-544.

fibers was confirmed in our recent work [22] by means of trans-
mission electron microscopy (TEM). The finding of helical self-
assembled fibers for compound 1' (Figure 3b) is rather
surprising, since the efficiency of the switch ester segment in
suppressing B-sheet formation had been demonstrated previ-
ously [19,25].

In order to re-establishing the native peptide backbone of 1,
0.001 M sodium hydroxide dissolved in methanol was added to
a solution of 1' in dichloromethane. The AFM images
(Figure 4) showed fibrous structures with lengths of up to
1-2 pm, heights of 2.4 + 0.4 nm and widths of 11 £ 2 nm. The
lack of helicity in the fibers (at least at our resolution capacity)
indicated that in this state of the peptide the fibers do not pos-
sess a chiral substructure. This finding was confirmed by means
of TEM [22].

The self-assembly of the unsymmetrical mono-f-sheet-
peptide—oligothiophene hybrid 6 (Scheme 2) was investigated
on mica substrates by AFM as well. For deprotection, this com-
pound was treated with 30% trifluoro acetic acid (TFA) in
dichloromethane. Under these acidic conditions, all protecting

540 SE0
d¥: 0.01435 nm

500 520
X 15.29 nm

nm
24
18
12
06

500 &850 BOO GBSO 700
diX: 240 nm d¥: 0.635 nm

Figure 3: AFM height images of hybrid 1' on mica from a 1:1 DCM/MeOH solution; a) left: Network of fibers after 2 d; right: Fibrillar features found
after 2 h; b) left: Left-handed helical fiber, right: Cross section and height profile from the marked sections in 2b [22].
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Figure 4: AFM images of the switched PEO—peptide—quaterthiophene—peptide-PEO compound 1 [22].

groups present in hybrid 6 are removed, except for the switch ~ Taking into account the experimental findings described before
ester segment, which is preserved. Thus, the molecule 6' still  for the disubstituted A-B—A system 1', similar conditions were
exhibits a kink in the peptide backbone (Figure 5). chosen for A-B system 6'. The 1:1 DCM/MeOH solution of 6'

15>

O

HN.__O

Figure 5: A-B system 6' in deprotected, but still kinked, form.
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Figure 6: AFM height images of 6' on mica from a 1:1 DCM/MeOH solution. a) left: Image of fibers obtained after 2 d; right: Zoom of fiber networks;
green arrows: Contact points of individual fibers; b) left: Zoom of left-handed helical fibers; right: Cross section and height profile of helical fiber [22].

was established much faster than the one of 1' in order to form
the highly regular, exclusively left-handed, helical fibers, which
can be observed in AFM (Figure 6).

The fibrillar structures show single object widths of about 20 +
2 nm (AFM, not tip corrected), height maxima of 3.5 + 0.4 nm,
and lengths of up to several micrometers (Figure 6a, left). A
tightly wound, strictly left-handed substructure was resolved for
the fibers, possessing a pitch length of 25 + 2 nm (Figure 6b,
right). At several points, contact between the individual fibers
can be seen (green arrows in Figure 6a, right) but there is no
evidence for fiber intertwining to form multihelices.

Based on the results obtained from the symmetric system 1', the
same controlled way of transferring the switch ester segment
into native amide bonds was chosen for 6'. The AFM investi-
gations of 6 adsorbed onto the mica substrate revealed fibrous
structures (Figure 7).

The pattern of the self-assembled fibers, though, does not
correspond to a network but is instead more reminiscent of
bundles or clusters of fibers (Figure 7a, left). Surrounding these

larger areas of concentrated material, single fibers can be found
(Figure 7a). At higher resolution it was shown that the “single”
fibers consist of several smaller filaments aligned in parallel
(Figure 7b), which explains the irregularly frayed appearance of
the bigger fibers. The cross-section analysis reveals, as well, the
structure of the filaments composing the bigger fiber (Figure 7b,
middle). Especially in the close view images (Figure 7b, left:
Height, right: Amplitude), it can clearly be seen that shorter
fibrillar structures are also deposited as singular features on the
mica surface. These features can be considered to represent
single filaments that have not been self-assembled into the
bigger structures (“fibers” or bundles).

Because of the composition of the bigger fibers from filaments,
it was impossible to determine unambiguous values for the
height and width of the bigger fibers or even bundles. For the
bigger fibers, lengths between 1 and 2 um and heights of 1 £+
0.2 nm were observed. Widths ranged mostly between 15 and
48 nm but also sporadic widths of up to ~80 nm could be found.
In order to gain more information on the smallest objects
observed, the filaments seen in the background of the images
were investigated with respect to their geometry as well. They
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Figure 7: AFM height and amplitude images of fully switched PEO-peptide—quaterthiophene 6 on mica [23]. a) left: AFM height image obtained after
7 d; right: Zoom of single fiber; b) left: Height image of single fiber consisting of smaller filaments; middle: Cross section corresponding to the marked

section in b), right: Amplitude image of b) left.

showed lengths of 100-200 nm, widths of 6—8 (+2) nm and
heights of 0.4-0.7 (+0.2) nm.

Compared to the fibers obtained in the kinked state of the mole-
cule, 6' (Figure 6), the microstructures found for the fully
stretched out peptide, 6, seem to be, by far, less self-contained
and persistent (Figure 7). Not only do they lack the left-handed
helical superstructure observed for the latter, but also the fila-
ments containing molecules 6 seem to be more prone to self-
assemble into higher structures (fibers and bundles), whereas
the helical fibers of the hybrid 6', are more insulated and do not
seem to merge into any higher order (Figure 6). In addition,
fibers from 6' observed by AFM are much longer and well
confined. These observations lead to the assumption that the
mode of self-assembly of the individual molecules in their
respective states, kinked 6' and stretched 6, differs profoundly.
Whereas the kinked hybrids, 6', seem to self-assemble in such a
way that the intermolecular noncovalent interacting forces are
fully saturated, i.e., the formed microstructures do not make use
of any unsaturated sites for, e.g., hydrogen bonding, the

stretched out state of the peptide in 6 seems to form higher
structures, in which unsaturated sites for intermolecular interac-
tions may be present.

Models of molecular aggregates

Molecular models were developed and simulated on the basis of
our experimental findings. Quantum chemical calculations
based on the Austin Model 1 (AM1) level were performed on
isolated, and bundles of, oligothiophene—oligopeptide mole-
cules for the case of 1'. The PEO units were omitted in the
calculations for simplification. The models were constructed in

vacuum.

Accounting for the unexpected formation of helical fibers in the
kinked state of hybrid 1', as discussed in the previous section
(see also [22]), we suggested the molecular models shown in
Figure 8.

The symmetric optimized conformation of 1' was employed as
the basis for the development of a model. The slightly offset
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Figure 8: Calculated minimum energy conformation of oligothiophene—oligopeptide hybrid 1" in the three Cartesian directions (top). Calculated model
of an ensemble of eight molecules (bottom, left) as well as a model cartoon (bottom, right). White arrow shows the fiber growth direction [22].

packing of two 1' molecules leads to 8 favorable H-bond inter-
actions in each peptide part. Thus, the peptide strands interact in
a favorable antiparallel fashion (green arrows in Figure 8). The
oligothiophene backbones (yellow boxes in Figure 8) are sep-
arated by 8 A, avoiding an efficient n—n interaction in the 1'
fibers. The voids in between the oligothiophenes can be filled
by the nondepicted flexible PEO-chains (blue coils in Figure 8).

This model also accounts for an inherent left-handed superstruc-
ture of the formed fibers, arising from the function of the oligo-
thiophene block as a rigid and preorientating spacer between the
peptide arms of 1'. In addition, the antiparallel arrangement of
the peptide blocks stabilizes the fiber in a helical manner and is
responsible for fiber growth. The height of the superstructures is
predicted to be 3.2 nm, fitting well with the experimental values
of 3 + 0.4 nm. The calculated angle between the pitch and the
fiber growth direction (45 £ 2°) corresponds well to the experi-
mental finding (40 £ 5°). The model predicts three hybrids of 1'
to be needed for the completion of one loop, leading to a theo-
retical pitch length of 18 £ 1 nm, which is in agreement with the
experimental finding from AFM images (20 = 1 nm). The thick-

nesses of the fibers experimentally determined by AFM and
TEM correspond to the lateral interaction of 8—12 molecules of
1' in the theoretical model.

For the native state of the peptide moiety in hybrid 1, the
following model for the superstructure can be deduced from the
stretched molecular geometry and by following the best packing
taking into account the intermolecular interactions observed in
the calculated model of 1' (Figure 9).

The fibers observed in AFM and TEM do not display any
helical superstructure. Hence, a flat arrangement of the single
molecules in a B-sheet structure is most likely. The B-sheet
structure itself was corroborated by IR spectroscopy and SAED
(d spacing of 4.8 £ 0.1 A). The calculated molecular length of 1
(without the flexible PEO chains) amounts to 10 nm, which fits
very well with the experimentally observed widths of the fiber
of 11 £ 2 nm (AFM). The height of the fibers observed on the
mica was 2.4 £ 0.4 nm. It is known, that the height of a single
layer B-sheet with this peptide sequence is 0.9 £ 0.1 nm, so a
double layer structure of two B-sheets on top of each other is
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Figure 9: a) Schematic representation of hybrid 1. Black coils: PEO chains, green arrow: Peptide strand; yellow box: Quaterthiophene; b) Model of

parallel B-sheet superstructures of hybrid 1.

assumed based on the data available. Such multilayer B-sheets
are well known in literature and result from interactions of the
hydrophilic or hydrophobic sides, respectively, of two B-sheets
[20]. In such a manner, unfavorable interactions with the
solvent can be prevented.

The model for the self-assembly of 6' is depicted in Figure 10.

The superstructure was deduced from the theoretically calcu-
lated molecular geometry of 6' and by taking into account the
knowledge of the intermolecular interactions of the thiophene
moieties and the calculated model of 1'.

The representation of the molecule’s minimum energy con-
formation and its schematic representation is given by the same
code as that used for the model of 1' (yellow box: Quaterthio-
phene backbone; green arrow: Peptide segment; blue coils: PEO
chains). When forming dimers from molecules of 6' (kinked
state), such as depicted in Figure 7b and c, an analog of hybrid
1' (referring to the arrangement of the peptide arms with respect
to the conjugated backbones) is obtained. Thus, such dimers
should mimic the single molecules of the corresponding disub-
stituted hybrid 1' with respect to the formation of inherently
left-handed helical fibers (Figure 8, bottom panel). The driving
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Figure 10: Model for the self-assembly of hybrid 6', based on the theoretically calculated conformation of 6' and the model for hybrid 1'; a) con-
formation of 6"; b) and c) depiction of dimers of 6" in the three Cartesian directions; c) proposed ensemble of four molecules of 6'.
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forces for the formation of such proposed dimers could be the
compensation of dipole moments of the single molecules in
addition to a favorable intermolecular interaction of hydrophilic
(peptide—PEO) and hydrophobic (quaterthiophene) parts of the

molecules.

Furthermore, the model revealed a separation of 8 A between
the quaterthiophene backbones of two adjacent dimers of 6',
due to the antiparallel intermolecular interaction of their peptide
arms, similar to the case of 1' (Figure 8). In the case of the
postulated formation of dimers of 6', however, favorable van
der Waals interactions of the alkyl side chains are also involved
(Figure 10d) [29]. Eventually, the voids in between laterally
adjacent molecules can be filled by the PEO-chains due to their
high degree of flexibility, as in the case of 1'.

The dimensions of the left-handed helical fiber observed in
AFM for hybrid 6' would fit well with such a proposed model.
The experimentally observed fibers of 6' are wider than for
hybrid 1' (20 + 2 nm versus 11 £ 2 nm). Thus, more dimers of
6' interact laterally in the superstructure, possibly due to favor-
able van der Waals interactions of the alkyl chains,
leading to a greater width of the fiber. The height of the fiber
was experimentally determined to be 3.5 + 0.4 nm for
hybrid 6', which is comparable to the height determined for
hybrid 1' (3 £ 0.4 nm). Hence, also the observed angle between
the pitch and the fiber growth direction, which was determined
to be 55 £+ 3° for 6' as opposed to 45 + 2° for 1', becomes
comprehensible, since for a larger number of laterally inter-
acting molecules, and a higher resulting width of the fiber, a
more obtuse angle between the pitch and the fiber growth direc-
tion must result, if the same overall height of the fiber for 1' and
6' is to be maintained (Figure 8). Eventually, for hybrid 1', it
was predicted that three hybrids are needed to complete one
loop of the helical structure resulting in an experimental pitch
length of 20 = 1 nm (see above). The length of a single mole-
cule of 1' amounts to 10 nm, whereas the length of a dimer of 6'
is approximately 12 nm. Thus, the greater pitch length of 6' (25
+ 2 nm) fits very well with the proposed model based on the
assumption that also for 6' three dimers are needed to complete
one loop of the helix.

Atomistic molecular dynamics simulation

To further enhance our theoretical understanding of the princi-
ples governing the formation of the fibrillar structures from
thiophene—peptide conjugates and to gain more insight into the
structure and dynamical behavior of the aggregates at finite
temperatures, a theoretical methodology based on classical
mechanical force fields and molecular dynamics simulations
was developed [23]. Although molecular models based on clas-

sical mechanics lack the level of precision in describing inter-
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molecular interactions when compared to quantum chemistry
models, they allow much higher levels of conformational space
sampling, which are needed to reveal the optimal conformation
of the aggregates and incorporate the entropic finite tempera-
ture effects, which may lead, for instance, to the twist of the
fibrils induced by an increase in backbone dynamics [30].
Computer simulations provide an important opportunity to shed
light on the possible supramolecular organization patterns, their
stability and the governing interplay of intermolecular interac-
tions. To the best of our knowledge, we were the first to apply
the rational principles of structure prediction by means of con-
formation space search based on molecular mechanics, and
subsequent MD simulations to study the peptide-directed,
noncovalent assembly of thiophene-peptide hybrids [23,31-35].

However, even in classical MD simulations, the rate of con-
formational sampling is not enough to observe spontaneous for-
mation of fibrillar aggregates; hence, a special computational
methodology incorporating the available experimental evidence

was developed.

As a starting point for the theoretical considerations of the
experimentally observed nanofibers, the molecular structure of
the molecule was constructed. Our theoretical research method-
ology consists of four main steps schematically depicted in
Figure 11.

First, the available experimental data, including available X-ray
structural data, for the arrangement of peptide moieties in bio-
logical amyloid-like fibrils was analyzed, and possible periodic
arrangements of molecules consistent with experimental results
were proposed. Second, an approach based on MD simulations
was applied to obtain periodic molecular arrangements that
correspond to the local free-energy minimum where all local
degrees of freedom (torsion angles, side chain conformations,
hydrogen bonds) achieve their optimal positions. Then, these
optimal arrangements were used to construct long fibrillar
aggregates, the dynamic and statistical behaviors of which were
investigated by means of MD simulations. Finally, the results
obtained from analysis of the simulations were compared with
experimental data, which enables us to suggest the most likely
molecular arrangement pattern that should be observed in the
experiment.

We demonstrate this approach through the example of the A-B
system 6 in the native state of the peptide. In principle both
parts of this hybrid molecule (thiophene part and peptide part)
may be capable of strong intermolecular interactions, thus
leading to the formation of highly anisotropic structures such as
nanofibers, nanorods, etc. However, the IR spectroscopic data

for the compound under study revealed that the B-sheet struc-
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Figure 11: Theoretical analysis workflow (see text).

ture formation was at least involved in the self-assembly mech-
anism of our nanofibers. While the formation of fibers at the
nanometer scale (especially amyloid-like fibers) from separate
peptide moieties due to B-sheet aggregation is a common self-
assembly mechanism, as discussed previously, it is natural to
assume that similar peptide—peptide interactions play the struc-
ture-determining role during the aggregation of our hybrid com-
pound and form the scaffold of the fibrils.

Relying on the basic ideas and our current understanding of
amyloid fibril aggregation patterns [2,4,36], one can hypothe-
size that the basic arrangement pattern of peptides in the fibrils
is either simply single layer B-sheets (as is sometimes seen for
peptide polymer conjugates [19,20]) or double layer aggregates
(as seen in many natural fibrils). One can propose two basic
periodic arrangements of hybrid molecules in single layer tapes
based on an either parallel or antiparallel organization of the
peptide moieties in the f-sheets. Several other double layer
arrangements are then derived from these single layer arrange-
ments by stacking the f-sheets face-to-face in an aggregation
manner similar to the cross-p-spine structure of amyloid fibrils
(for more detail, see, e.g., [37]). Below we present the details of
the periodic arrangement construction by using the combina-
tion of molecular alignment and MD simulations.

The construction of aggregates from single molecules can be
done with the inclusion of subsequent minimization and relax-
ation steps as follows. First, the conformations of the initial
molecules were adjusted: The peptide block is considered to be
in the form of a B-strand engaged in either an ideal parallel or
ideal antiparallel B-sheet; this is solely determined by the values

of the dihedral ¢ and y angles of the peptide backbone, which

are known to be ¢ =—119°, y = 113° for B-strands engaged in
parallel B-sheets and ¢ =—139°, y = 135° for B-strands engaged
in antiparallel B-sheets. The thiophene block, including the
4-azidophenyl-alanine side chain and alkyl chains, is consid-
ered to be in a planar, extended conformation corresponding to
the local energy minimum. In order to construct a proper peri-
odic arrangement that could be used as an elementary structure
to construct long fibrils, a corresponding periodic unit cell that
consists of two (for single-layer fibrils) or four (for double-layer
fibrils) molecules was derived. The period implied by the unit
cell along the fibrillar axis was set to be 4.8 A per B-strand so as
to correspond to that generally observed in amyloid fibrils
(9.6 A for two strands). As a first step, two molecules were
arranged into two single-layered periodic structures with a
parallel and an antiparallel arrangement of B-strands, the
peptide segments in both cases were aligned in register so as to
maximize the number of interstrand hydrogen bonds, which was
monitored during the system arrangement (Figure 12). Energy
minimization for such periodic single-layer systems (that can be
regarded as infinitely long crystalline tapes) was then performed
followed by a long relaxation MD run.

The single-layer periodic structures obtained were then used as
building blocks to form various double-layer structures, that is,
structures that contain a double-layer B-sheet as the main struc-
tural part. An efficient computational strategy for constructing
these double-layer arrangements from the equilibrated single-
layer dimers was used to mimic the “steric zipper” arrangement
of the peptide part as observed in some microcrystals [37,38],
followed by an extensive relaxation MD run allowing the mole-
cules to adjust their periodic arrangement to the best local

minimum of free energy.
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Figure 12: Constructed periodic crystalline cells for (a) antiparallel and (b) parallel arrangement of peptide strands in single-layer fibrils. Alkyl chains
are not shown. Dashed lines represent the hydrogen bonds responsible for B-sheet formation. Right insets present the principal arrangement of

peptide and thiophene moieties [23].

The double-layer arrangements were then created from the
single layer arrangements. In principle, possible hypothetical
double tape arrangements of the peptide core are depicted
schematically in Figure 13.

There are in total eight principal arrangement possibilities.
However, due to experimental evidence and basic physical prin-
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I Face-to-face Face-fo-back !

Up-up

Up-down

Observed

- Not yet observed

ciples, many of them may be left out from further consideration.
It is worth noting that the alternating nature of [Thr—Val];
sequence exposes the hydrophilic threonine side chains from
one side of the B-sheet and hydrophobic valine side chains from
the other side. Thus one side of the f-sheet may be considered
hydrophobic while the other hydrophilic. Assuming that the
hydrophobic—hydrophilic interactions are one of the main

Antiparallel
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I Face-to-face
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= back
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Observed

Observed

Figure 13: Possible options for the arrangement of B-sheets in a cross-f motif. Two identical sheets can be classified by the orientation of their faces
(either “face-to-face” or “face-to- back”), the orientation of their strands (with both sheets having the same edge of the strand “up”, or one “up” and the
other “down”), and whether the strands within the sheets are parallel or antiparallel. Both side views (left) and top views (right) show which of the six
residues of the segment point into the zipper and which point outward. Green arrows show two-fold screw axes, and yellow arrows show translational
symmetry. Below each class are listed protein segments that belong to that class. Reprinted by permission from Macmillan Publishers Ltd: Nature

[37], copyright 2007.
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driving forces, the structures with energetically unfavorable
contacts of hydrophobic and hydrophilic moieties can be left
out. This simple consideration already reduces the number of
possible double-layer arrangements to the following three struc-
tures: The “face-to-face” antiparallel arrangement and two
parallel face-to-face arrangements (“up-up” and “up-down”
structures). The “up-down, face-to-face” parallel arrangement in
turn is considered unlikely as (i) such a structural arrangement
of B-strands is not observed experimentally to date for bio-
logical amyloid fibers, (ii) such an arrangement will not be
favored by the interaction of dipole moments of the adjacent
tapes, and (iii) moreover only one such arrangement is steri-
cally allowed because of the bulkiness of the thiophene frag-

ments of the hybrid molecule.

Each of the two remaining principal arrangements can be real-
ized in two variants depending on which kind of faces (with
exposed threonine or valine sidechains) are in contact. The
resulting four arrangements are shown in Figure 14 (here and
below they are denoted as I, 11, III, and IV).

These structures were constructed as follows. First, the single-
layer structure was replicated, turned 180° around the axis of
the tape, and then adjusted in the lateral plane, so that the
peptide segments of two single-layer fibrils would be approxi-
mately in register forming a “steric zipper” in the center of the
fibril as seen in microcrystals of amyloidogenic peptides. Any
overlap of molecular fragments that occurred (e.g., within alkyl-
chains) was removed by small adjustments of the involved
torsion angles, which would anyway reach their equilibrium
values during the relaxation run. Since double-layers are
considerably more complicated conformational assemblies,
particularly with respect to the organization of the surfaces
buried between the two B-sheets and the interaction of the side
chains at these surfaces, a 10 ns MD relaxation run was

hydrophobic
contact
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performed for these periodic structures. During this run, a
certain rearrangement of the side chain conformations between
the B-sheets took place. The relative enthalpies of formation for
these structures during the run were monitored, in order to track
the system relaxation. The lowest relative enthalpy of forma-
tion was observed for structure III. Relative to structure III,
structures I, II and IV have an additional enthalpy of formation
of 11, 6 and 12 kcal/mol per molecule, respectively. Although
this data set was obtained in vacuum simulations and the effect
of solvent was neglected, it gives valuable quantitative data for
the understanding of the hierarchy of interactions in such
systems and is consistent with the supposition that hydrophilic
interlayer contacts and an antiparallel arrangement of the
B-sheets are the factors that lead to a gain in enthalpy of forma-
tion. However, in our case because of the specific geometry of
the molecules, the aggregation pattern based on antiparallel
B-sheets and hydrophilic interlayer contact (Figure 14, system
IV) leads to the loss of close packing between the thiophene
moieties and thus becomes energetically unfavorable.

Both obtained single-layer periodic arrangements and two of the
double-layer structures with minimal enthalpy of formation
(arrangements (II) and (II1)) were used to construct long fibrils
by replicating the periodic cell along the axis of the filament.
For the selected systems, planar straight fibrils 80 p-strands in
length (approximately 40 nm) were constructed and subjected to
10 ns MD simulations at 7= 300 K. To this end, the LAMMPS
simulation package [39], based on the domain decomposition
strategy, was employed. The conformational evolution of the
constructed aggregates during the simulations allows the study
of the shape and morphology of the fibrils, as well as tracing the
influence of the intermolecular arrangement on the con-
formation of the aggregates at the nanoscale. Comparative
analysis of various fibrils (as well as comparison of the fibrils
composed of hybrid molecules to those consisting only of
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Figure 14: Schematic representations of constructed double-layer periodic arrangements from the hybrid molecule under study, classified by B-sheet
orientation (parallel versus antiparallel) and the type of interlayer contact (hydrophobic versus hydrophilic) [23].
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peptides) allows us to discuss the role of various intermolecular
interactions in stability and behavior of the aggregates, as well
as to compare their geometry and behavior to the experimen-
tally observed characteristics.

Representative snapshots that describe the conformational
evolution of different fibrillar arrangements are presented in
Figure 15.

All the systems demonstrated their stability during the
simulation run in the sense that all molecules preserved
their relative positions in the aggregates with respect to their
neighbors, however, certain conformational rearrangements
both at the molecular level and at the nanoscale were observed.
In all the cases, the -sheet organization dominated the struc-
ture and remained the main scaffold for the fibril organization.
A simulation time of 10 ns appeared to be enough to grasp the
main characteristics of the fibril morphology and its evolution.
As seen from Figure 15a and b, single layer fibrils are capable
of a more pronounced conformational rearrangement than
double layer fibrils, as the double-layer organization of the
fibrils makes them stiffer and conformationally more stable.

U‘,i‘”””
A
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Further we will examine the evolution of different aggregate
types.

The simulations of single layer fibrils based on the parallel
arrangement of B-strands (Figure 15a), revealed that the fibril
undergoes certain conformational changes during the evolution,
however, it remains rather linear and axially rigid
(Figure 15a2). The initially planar structure of the fibril under-
goes certain twists with respect to its axis, while the con-
formation of the peptide backbone changes. As seen from
Figure 15a2 the originally flat peptide sequences of the mole-
cules have developed a kink by rotational rearrangement of the
peptide backbone at the position of the glycine residue, which
connects the [Thr-Val]; sequence with the rest of the molecule.
Since glycine has no side chain, it does not hinder the rotation
around C—N and C-O bonds of the peptide backbone and hence
allows the observed flexibility. Meanwhile, the thiophene
moieties of the molecules remain in closely packed alignment,
thus forming a continuously organized axial structure with a
left-handed twist. On the contrary, the single layer fibril based
on the antiparallel arrangement of B-strands, which lacks much
of the thiophene—thiophene interactions (since the spacing

b) e <4
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b2) N
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d2)

Figure 15: Snapshots of four different types of fibrils at the initial conformation (a1, b1, c¢1, d1) and after 10 ns of evolution (a2, b2, c2, d2). Peptide
moieties are depicted with arrows, thiophene moiety using van der Waals spheres; images c2, c3, d2, d3 use van der Waals representation also for

the peptide part for clarity [23].
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between the thiophene segments is twice as large as in the case
of the parallel arrangement), tends to curl to form a left-handed
helical structure (Figure 15b). It should also be noted that the
left-handed helix formed by a tape that has different types of
faces (e.g., hydrophobic and hydrophilic face) may in principle
exist in two conformations, that is, one where the hydrophobic
side is directed to the inner compartment of the helix, and the
reverse case. The variant of the helix curl should depend on the
balance between the interactions of the side chains on each side
of the tape with each other as well as with the solvent. Note that
the fibril composed of the hybrid molecules (Figure 15b) tended
to have the hydrophobic face of the tape at the inner part of the
helix.

Contrary to the single layer fibrils, double layer fibrils result in
almost planar tapes with a possible twist along the axis. The
interactions between the adjacent single layer tapes strengthen
the structure and molecular order by hydrogen bonds and steric
interactions. However, the interactions also reduce the peptide
flexibility, and thus do not favor additional peptide bending,
which, e.g., led to the formation of kinks in the peptide back-
bones of single layer arrangements (Figure 15a). Moreover the
stacking of two tapes with identical faces implies other
“geometrical” considerations, such as suppression of helix for-
mation, since each tape, if taken separately, would prefer to curl
in the opposite direction to its neighbor, and thus the “curling”
potential vanishes. The double tape fibril composed of parallel
B-sheets stacked with hydrophilic faces (Figure 15¢) remained
surprisingly planar with only a small left-handed twist at one
end of the fibril, which may be attributable to end effects.

Meanwhile the double tape arrangements based on antiparallel
B-sheets (Figure 15d) formed a relatively planar, stable, left-
handed twisted tape with an approximate twist of 30 degrees per
40 nm.

From the view point of various technological applications, the
most important question concerns the arrangement of the conju-
gated thiophene moieties and the interplay between n—=
stacking and B-sheet formation. As spacing between the mole-
cules implied by the p-sheet structure corresponds to 4.8—5 A,
whereas the spacing between the planes of thiophene rings
participating in n—x stacking interaction is estimated ideally to
be around 3.3-3.5 A [40,41], these interactions have competing
behavior in terms of the periodicity implied during molecular
aggregation. The analysis of histograms for the distribution of
distances between the centers of mass of peptides and also
between quaterthiophenes clearly reveals that the arrangement
of the peptides into B-sheets dominates the periodicity implied
for the aggregates for all types of simulated fibrils, thus
meaning that the thiophene moieties have to adopt the periodic
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arrangement settled by the peptides. There are two possible
variants of such behavior. In the case of a parallel arrangement
of the B-strands, the thiophene moieties tilt synchronously, thus
simultaneously preserving the high degree of ordering and
fulfilling the periodicity restrictions implied by the B-sheets. In
the case of the antiparallel arrangement, the proposed double
layer fibril (Figure 15d) in principle has the same linear density
of quaterthiophenes along the fibril as in the case of fibrils with
parallel arrangement, because the thiophene moieties from
different tapes come in contact to make a sort of “steric zipper”
along each side of the double tape. However, in this case, the
thiophene parts tend to lean towards one another to form
dynamic clusters with gaps between them, which alleviate the
differences between optimal inter-thiophene and inter-peptide

distances.

The comparison of the conformational behavior (twisting or
curling of the aggregates) of various simulated fibrillar aggre-
gates and their spatial dimensions (cross section of 6-8 A,
heights of 1.4—1.8 A (double layers)) with the available AFM
data (Figure 7) suggests that the double layer arrangement
based on parallel B-sheet organization (Figure 15c¢) fits well
with the available experimental data and may be considered as
the highly probable model for the actual aggregation pattern.

Conclusion

Combining synthetic and biological building blocks to form
various types of biomimetic thiophene-based hybrid com-
pounds offers a means to construct new ordered supra-
molecular nanostructures and soft materials through self-organi-
zation, and such structures may exhibit a rich polymorphism
over nanometer length-scales. The design of such hybrid mole-
cules is a unique strategy, which aims to create smart nanomate-
rials that combine the properties of both the synthetic and bio-
logical components. Applying such an approach in the chem-
istry of conjugated compounds leads to new organizational
concepts at nanoscales for these technologically important
molecules.

This minireview was focused on and limited to a summary of
recent advances in the understanding the self-organization
processes observed for oligothiophene—oligopeptide conjugates,
which are capable of forming long fibrillar aggregates in solu-
tion and on substrates. In particular, we reported on the
successful synthesis of new bio-substituted organic semicon-
ductor compounds where the rigid quaterthiophene block is
either di- or monosubstituted with peptide sequences that
display a high propensity to form f-sheets. These molecular
hybrids can spontaneously self-assemble into stable fibrillar
aggregates as visualized by AFM and TEM. We presented data
on both kinked and nonkinked states of the peptide chains and
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found that the behavior of both symmetric (A—-B—A) and asym-
metric (A-B) hybrids in relation to the superstructure forma-
tion differs deeply, depending on the peptide conformation.
These observations lead to the assumption that the mode of self-
assembly of the individual molecules in their respective states,
kinked and stretched, differs profoundly. Theoretical
approaches based on quantum chemistry calculations and atom-
istic molecular dynamics (MD) simulations were attempted in
order to reveal the possible intermolecular arrangements, their
characteristic features, and to devise the possible arrangement
models. Several models of the aggregation pattern of molecules
for the A—B-and A—B—A-type conjugates were presented based
on quantum chemical calculations. We have discussed a theo-
retical approach developed to study possible intermolecular
arrangements and their characteristic features at finite tempera-
ture. This methodology incorporates available experimental
data to suggest different variants of possible fibrillar nanostruc-
tures. These structural candidates were studied theoretically and
their behavior was then cross-validated against available experi-
mental evidence. Large-scale all-atom MD simulations for
several proposed fibrillar models were also performed. They
revealed the dependence of the fibrillar morphology on the
intrinsic molecular organization of the fibrils. Using combined
theoretical and experimental analysis, we have suggested the
most likely models of fibril formation.

Future work should be aimed towards the development of new
ways for the formation of semiconducting fiber-like supra-
molecular structures with mechanical properties mimicking
those of natural materials such as silk or amyloid fibers. The
idea is to obtain conductive materials with good mechanical
strength and elasticity for various applications. Innovative
methods such as computer simulations and combined multidis-
ciplinary partnerships between chemists, physicists, and
biochemists are required for the development and optimization
of these bioinspired materials to provide fundamental under-
standing of their structural and charge transport properties.
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Abstract

Cellular response to both surface topography and surface chemistry has been studied for several years. However, most of the studies
focus on only one of the two parameters and do not consider their possible synergistic effects. Here, we report on a fabrication
method for nanostructured surfaces composed of highly ordered arrays of silica nanocones with gold tips. By using a combination
of block copolymer nanolithography, electroless deposition, and reactive ion etching several parameters such as structure height and
structure distance could easily be adjusted to the desired values. The gold tips allow for easy functionalization of the substrates
through a thiol linker system. Improved neural cell adhesion can be obtained and is dependent on the nature of the nanocone
surface, thus illustrating the influence of different surface topographies on the nanometer length scale, on a complex cellular behav-
ior such as cell adhesion. Substrate and surface functionality are shown to last over several days, leading to the conclusion that the
features of our substrates can also be used for longer term experiments. Finally, initial neural cell adhesion is found to be more
prominent on substrates with short intercone distances, which is an important finding for research dealing with the reactions of

neuron-like tissue in the immediate moments after direct contact with an implanted surface.

Introduction
Nanostructured materials for medical applications are intended  surface chemistry. Countless studies on cellular response to
to be in contact with human tissue and therefore to influence nanoscale topographies [1-4], chemical gradients [5,6], and

cell function by their surface topography as well as by their ~ combinations of both [7] have been conducted, which has led to
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the accumulation of basic knowledge concerning cell
morphology changes. However, long-term cellular response to
nanostructures has not been understood due to the lack of ma-
terial integrity. In addition, mainly standard microfabrication
techniques including photolithography, wet etching, or reactive
ion etching, as well as simple chemical approaches, have been
employed for the fabrication of nanostructured materials
neglecting the complexity of the biological aspects.

After tremendous work on cellular response to surface features
in the micrometer range, such as grooves, ridges and wells, the
research focus has shifted to the investigation of the potential of
nanostructured materials for controlling cell-surface interac-
tions [8]. For several years experimental studies on the influ-
ence of nanoscale topography on cell behavior have been
largely obstructed by the lack of nanofabrication techniques to
generate functional structures. Recent advances in nanofabrica-
tion techniques such as nanoimprint lithography (NIL) [9],
nanosphere/colloidal lithography [10], dip pen lithography [11],
e-beam lithography [12] have enabled and motivated biomate-
rial development. However, most of these methods have disad-
vantages such as high fabrication costs, lengthy preparation
times, small-sized nanostructured areas (few square microns) or
restricted chemical functionality due to the limited access to
composite materials. In particular, the number of material
surfaces that offer a tuneable parameter range is insufficient. In
spite of the huge progress in material science, chemical and
topographical surface gradients have mainly been investigated
separately [13] neglecting composite materials such as semicon-
ductor/metal structures [14-17]. Only a few attempts to study
cell-surface interactions through topographical and chemical
gradients have been reported to date [18]. Representative
review articles on neuronal cell response to nanostructured
surfaces have been published [19,20]. Despite the enormous
effort made in this research area, intelligently designed ma-
terials are still required in order to control the interaction
between cells and materials, and which can find applications in
the fields of tissue engineering, implants, cell-based biosensors,

and basic cell biology [21].

In this work, a multiparametric platform for the determination
of cellular response has been fabricated by a combination of
block copolymer micelle lithography (BCML), electroless
deposition (ED) and reactive ion etching (RIE). The resulting
highly ordered silica nanocone array with gold tips allows for
the investigation of several parameters in cell studies at the
same time, that is two- (distance) and three-dimensional (topog-
raphy) aspects, as well as chemical and biological stimuli.
Structures with feature sizes in a range of 50-250 nm for the
nanoparticle spacing (i.e., the distance between etched nano-

structures) and 10-500 nm for the structural height, can be

Beilstein J. Nanotechnol. 2011, 2, 545-551.

easily achieved on large areas. Gold nanoparticles on top of the
nanostructures allow for spatially resolved functionalization
with a variety of biomolecules through simple thiol chemistry.
A 3,3'-dithiobis(sulfosuccinimidylpropionate) (DTSSP) linker
molecule was used to immobilize laminin, an extracellular
matrix, multidomain, trimeric glycoprotein, on the differently
structured substrates. Laminin is known to support neural cell
adhesion, proliferation, and differentiation. The cell adhesion
activity of human neuroblastoma cells (SHSY-5Y) was investi-
gated on these substrates and correlated with topographical
features of the nanocone arrays.

Results and Discussion

Scheme 1 shows the fabrication process for nanocone arrays
with gold tips. First, arrays of gold nanoparticles were deposited
on a glass surface by diblock copolymer micelle lithography
(BCML); this is a versatile technique which allows for the
generation of extended quasi-hexagonal arrays of metallic
nanoparticles with tuneable interparticle distance (Scheme 1a).
Briefly, a diblock copolymer (polystyrene-block-poly(2-
vinylpyridine), PS-b-P2VP) was utilized as a nanoreactor for
depositing metallic nanoparticles. A representative SEM image
of an as-prepared gold nanoparticle array that should act as a
mask upon subsequent reactive ion etching (RIE), is shown in
Figure Sla (Supporting Information File 1). However, the small
diameters of the gold nanoparticles (1-15 nm) are not sufficient
to resist the harsh etching conditions required for the fabrica-
tion of the desired topography and chemical functionality (gold
on top of the nanocones). To increase the size of the gold
nanoparticles, electroless deposition (ED) was used
(Scheme 1b) resulting in the generation of nanocone arrays with

” ~ W
(a) (b)
3
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OOy - OOV,
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Scheme 1: Method used to fabricate silica nanocone arrays with gold
functionalized tips. A quasi-hexagonally ordered gold nanoparticle
array was deposited on a silica substrate by block copolymer nano-
lithography (a). Electroless deposition was employed to increase the
size of the gold particles (b) before subsequent reactive ion etching
was performed (c). The resulting nanostructures can be functionalized
with biological active molecules at their gold tips through thiol chem-
istry. (d) Gold nanocone array whose gold tips have been functional-
ized with DTSSP and laminin.
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Figure 1: SEM images of the nanocone arrays with gold tips fabricated by a combination of BCML, electroless deposition, and RIE, from three
different block copolymer solutions: (PS(501)-b-P2VP(323) (first column), PS(1056)-b-P2VP(495) (second column), and PS(5355)-b-P2VP(714) (third
column)). The first row (a—c) shows SEM images of the nanocones taken at a 45° angle from the surface. The second row (d—f) depicts SEM images
taken by using an ESB detector showing the compositional intensity differences between the gold particle and amorphous silicon oxide underneath.

Finally, the last row (g—i) displays cross-sectional SEM images.

tuneable topographic features. Electroless deposition is an auto-
catalytic process that allows for the spatially resolved deposi-
tion of metal on to metal surfaces or colloids. Gold nanopar-
ticle arrays with gold particle diameters of approximately
30—45 nm were prepared (Figure S1b). Finally, a reactive ion
etching (RIE) process was employed to generate nanocone
arrays (Scheme 1c). The etching process was controlled in such
a way that gold particles remained on top of the nanocones, in
order to provide easily accessible anchor points for biological
molecules (Scheme 1d). As expected, the nanostructure height
could be controlled by choosing the appropriate etching time.
The shape of the etched nanoscale features depends on the
etching gas composition as well as on the employed substrate
material (glass or fused silica; data not shown).

Scanning electron microscopy (SEM) images of the fabricated
nanocone arrays with gold tips are displayed in Figure 1 and
Figure Slc,d (Supporting Information File 1). Three different
diblock copolymers were used for the generation of gold
nanoparticle arrays ((PS(501)-5-P2VP(323), polymer 501 (first
column); PS(1056)-b-P2VP(495), polymer 1056 (second
column); and PS(5355)-b-P2VP(714), polymer 5355 (third
column)) in order to tune the interparticle and, consequently,
the nanocone spacing, as well as the amount of potential
binding sites available in every 1 pm? of the flat surface. Below,

each polymer is abbreviated by its PS unit number. Low-magni-
fication side-view SEM images (tilt angle: 45°) of the nano-
structures are shown in the first row and confirm the quasi-
hexagonal order of the array as well as the variation of the
nanocone distance. The location of gold and SiO; in the nano-
structures was visualized using an energy selective backscat-
tered (ESB) detector, which gives nanoscale compositional
information by contrast differences. Obviously, gold is mainly
detected at the tips of the silica nanocones (Figure 1, second
row). The height of the different nanostructures is similar and
does not depend on the employed diblock copolymer but rather
on the etching time (cross-sectional SEM images, third row).

Important parameters of the fabricated nanocone arrays with
gold tips are summarized in Table 1. Relevant parameters such
as the interparticle distance d and the radius of the gold
particle r were directly extracted from SEM images or deduced
by simple calculations (i.e., the number of gold nanoparticles in
every 1 um? surface). In order to obtain reliable data, at least
three samples from every batch of the nanostructures were
inspected with Inlens, SE2 and ESB detectors. An increase in
gold nanoparticle size and interparticle/nanocone distance with
increasing diblock copolymer chain length was observed.
Consequently, a declining number of gold nanoparticles
per um? of the flat glass surface was obtained with increasing
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Table 1: Measured (r, R and d) and calculated (N) dimensions of the nanocone arrays fabricated using three block copolymer solutions (PS(501)-b-

P2VP(323), PS(1056)-b-P2VP(495), and PS(5355)-b-P2VP(714)).

PS(501)-b-P2VP(323)

radius of the gold particle r (nm) 1312
radius of the base of the nanocone R (nm) 28+5
distance between two nanocones d (nm) 65+ 12
gold-nanoparticle projected surface 289 + 106

density (um~2) after BCML (calculated value)

PS(1056)-b-P2VP(495) PS(5355)-b-P2VP(714)

14+£3 173
36+4 42+7
78 + 16 105 + 26
189 + 32 105+ 20

Figure 2: Scanning electron microscopy analysis (45° tilt) of adhering SHSY5Y human neuroblastoma cells. The figure shows a clear adhesion of
cellular protrusions to the Au-tipped nanocones. Images were taken at different magnification with a SE2 detector.

diblock copolymer chain length. The structures had an average
areal density of particles of 289 + 106, 189 + 32, and
105 £ 20 pm™2 for the substrates fabricated from polymer 501,
polymer 1056 and polymer 5355, respectively.

Contact angle measurements were carried out prior to the
surface functionalizations in order to determine the intrinsic
hydrophobicity resulting from the nanostructure. Figure S2
(Supporting Information File 1) illustrates the contact angle
measurements taken from nanocone arrays prepared from three
different diblock copolymer chain lengths, before (first row)
and after surface functionalization with DTSSP and laminin
(second row). In general, the contact angles and therefore the
hydrophobicities of the three fabricated nanostructures are quite
similar before functionalization (~60°). Attaching biomolecules
to the surfaces lowers the contact angle to values of approxi-
mately 20° proving that the hydrophobicity/hydrophilicity of
the substrates is a constant parameter in the following cell
experiments. The potential of the substrates to support neural
cell adhesion was tested with SHSYS5Y human neuroblastoma
cells.

Figure 2 shows adhered SHSYS5Y human neuroblastoma cells
on top of the nanostructured arrays. The gold-tipped nanocones
were biofunctionalized with laminin with DTSSP as a thiol-
based linker between the gold tips and the protein. Laminin is a
protein that mediates cell adhesion and provides a cell survival

signal. It was covalently bound to the gold nanoparticles. The
line between biofunctionalized nanocone arrays and nonfunc-
tionalized glass is clearly visible in the phase contrast and scan-
ning electron microscopy images (see Figure S3, Supporting
Information File 1). The bare glass was completely passivated
by silane—PEG2000 and showed little or no cell adhesion. The
images shown were taken after 3 hours adhesion time and cells

showed protrusion and spreading activity on all substrates.

Figure S4 (Supporting Information File 1) depicts single neural
cells and their protrusions, as analyzed by scanning electron
microscopy. The substrates were tilted at 45° to make the three
dimensional pillar structures visible. For SEM analysis of
neural cell adhesion, both Inlens- and SE2-detectors were used.
The Inlens detector offers better insights to the cellular details
and the SE2-detector gives a better resolution for the nanocone
structures. The images show that cellular protrusions adhere on
top of the nanocones and not in between. Gold that may have
been sputtered back to the surface in small amounts did not lead
to effective cell adhesion on the nonfunctionalized side of the
substrate. The cell membrane and the cellular protrusions are in
close proximity, which is important for the functional aspects of
the substrates in possible applications as surfaces for neuro-
active implants.

Figure 3 shows the quantitative analysis of SHSY5Y-cell adhe-
sion to three different kinds of laminin-functionalized
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substrate: A flat glass surface, a glass surface decorated with a
gold nanoparticle array, and a glass surface structured with an
array of gold-capped nanocones. The data shown were extracted
from microscopy images taken after 24 hours adhesion time.
The gold nanoparticle substrates showed more cell adhesion
than did the pure glass surfaces but less cell adhesion than did
the nanocone arrays with gold tips. The gold-capped nanocones
display overall higher cell adhesion in comparison to flat gold
particles or bare glass. Cellular adhesion was ~40% higher on
gold-capped nanocones compared to flat gold nanoparticles.
Comparison of cell adhesion on substrates fabricated from
polymer 501, polymer 1056, and polymer 5355 reveals that
cells plated on substrates generated from polymer 501 and
polymer 1056 have similar adhesion activities, while cells on
the substrates made from the 5355 polymer have slightly less
cell adhesion activity in terms of cell numbers. Cellular adhe-
sion is highly influenced by the protein density that is afforded
to the cell by the substrate [22,23].

250 Gold-capped nanocones
200 ['Gold nanoparticles % %
on glass
150
Control

% of adherent cells

100
50
0- -
501 1056 5355 501 1056 5355 Glass
Substrate

Figure 3: Percentage of adherent cells compared to cell adhesion on
control surfaces (glass cover slip coated with laminin, value equals
100%). The nanocone arrays with gold tips show overall higher cell
adhesion in comparison to gold nanoparticles on glass or bare glass.
Cell adhesion on nanocones is approximately 40% higher compared to
flat gold nanoparticles.

An increased ligand-to-ligand spacing results in an increased
distance between the transmembrane proteins of the adherent
cells, which in turn results in decreased cellular adhesion.
Substrates obtained from polymer 501 and polymer 1056 have
similar spacing compared to substrates made from
polymer 5355 (Table 1) and thus exhibit similar cell adhesion
activities. Our experiments showed that nanocone arrays with
gold tips are a suitable tool for higher neural cell adhesion
activity and therefore might be interesting as a surface struc-

turing scheme for neuroimplants.

Experimental
Synthesis of gold nanoparticle arrays: The gold nanoparticle
arrays are generated on SiO, surfaces by means of the BCML
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technique as described before [24-26]. Briefly, three different
polystyrene(x)-block-poly(2-vinylpyridine)(y) block copoly-
mers were employed: (PS(x)-b-P2VP(y)) with x and y being 501
and 323; 1056 and 495; and 5355 and 714 respectively, where x
and y represent the number of theoretical repeat units of poly-
styrene and poly-vinylpyridine, respectively, as calculated by
the initial monomer/initiator feed ratio. Except for the polymer
solution of x, y = 501, 323 which was made to a concentration
of 5 mg/mL and a loading of 0.4 (defined as L = n(metal
precursor)/n(PS-b-P2VP)), the other polymer solutions were
made to a concentration of 3 mg/mL and a loading of 0.4. The
substrates were treated with hydrogen plasma in a PVA TePla
plasma system (150 W, 0.4 mbar, and 45 minutes) in order to
reduce the metal salts into the corresponding metals and as well

as to remove the polymer matrix.

Gold nanoparticle enlargement by electroless deposition:
The next step is to increase the size of the gold nanoparticles by
a published method, known as light-assisted electroless deposi-
tion [27-29].

Reactive Ion Etching: Afterwards, an RIE process was applied
to etch the SiO; layer. A Plasma Lab 80 Plus ICP-RIE system
was used, with a mixture of CHF3 and CF,4 gases (at a ratio
of 10:1, respectively) at a total pressure of 10 mTorr, a tempera-
ture of 20 °C and an RF power of 30 W. The gold particles act
as a “mask” for the etch resulting in conical structures with gold
particles located at the top. The nanocone arrays with gold tips
can later be coated with different molecules such as proteins or
antibodies.

Cell culture and cell adhesion experiments: Cell culture
maintenance for SHSY-5Y neuroblastoma cells was performed
as described previously [24]. The substrates for cell adhesion
experiments were passivated with silane-PEG2000 as described
before [30] and then biofunctionalized with 10 pg/mL
laminin-1 with a 25 mM solution of DTSSP (Pierce, USA) in
PBS as a linker between gold and laminin. Laminin-coated
glass cover slips (control) were fabricated by a standard
protocol [31]. SHSY5Y human neuroblastoma cells were then
incubated on the substrates for 324 h at 37 °C and 5% CO; ata
cell density of 80,000 cells/mL. The cells were fixed with 4%
para-formaldehyde and analyzed by phase contrast microscopy
(Zeiss Axiovert 40 CFL microscope). The average cell counts
per measured field with 10x magnification objective normal-
ized to glass for each substrate, offer the possibility to directly
compare each substrate and deduct its adhesion activity. After
critical point drying (Baltec CPD 030 critical point dryer), the
substrates were coated with carbon by means of a Med 020
Coating System (Leica Microsystems) and finally examined by

scanning electron microscopy (Zeiss Gemini Ultra-55).
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Supporting Information

Supporting Information features additional images and
illustrations of the nano-arrays and the adhered cells.
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Additional images and illustrations.
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Abstract

Terthiophene (3T) molecules adsorbed on herringbone (HB) reconstructed Au(111) surfaces in the low coverage regime were
investigated by means of low-temperature scanning tunneling microscopy (STM) and spectroscopy (STS) under ultra-high vacuum
conditions. The 3T molecules adsorb preferentially in fcc regions of the HB reconstruction with their longer axis oriented perpen-
dicular to the soliton walls of the HB and at maximum mutual separation. The latter observation points to a repulsive interaction
between molecules probably due to parallel electrical dipoles formed during adsorption. Constant-separation (/-V) and constant-
current (z-¥) STS clearly reveal the highest occupied (HOMO) and lowest unoccupied (LUMO) molecular orbitals, which are found
at —1.2 eV and +2.3 eV, respectively. The HOMO-LUMO gap corresponds to that of a free molecule, indicating a rather weak
interaction between 3T and Au(111). According to conductivity maps, the HOMO and LUMO are inhomogeneously distributed
over the adsorbed 3T, with the HOMO being located at the ends of the linear molecule, and the LUMO symmetrically with respect
to the longer axis of the molecule at the center of its flanks. Analysis of spectroscopic data reveals details of the contrast mecha-
nism of 3T/Au(111) in STM. For that, the Shockley-like surface state of Au(111) plays an essential role and appears shifted
outwards from the surface in the presence of the molecule. As a consequence, the molecule can be imaged even at a tunneling bias
within its HOMO-LUMO gap. A more quantitative analysis of this detail resolves a previous discrepancy between the fairly small
apparent STM height of 3T molecules (1.4-2.0 nm, depending on tunneling bias) and a corresponding larger value of 3.5 nm based
on X-ray standing wave analysis. An additionally observed linear decrease of the differential tunneling barrier at positive bias when
determined on top of a 3T molecule is compared to the bias independent barrier obtained on bare Au(111) surfaces. This striking
difference of the barrier behavior with and without adsorbed molecules is interpreted as indicating an adsorption-induced dimen-

sionality transition of the involved tunneling processes.
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Introduction

Because of their expedient properties and their diversity, oligo-
and polythiophenes are among the most investigated organic
semiconductors. Especially, oligothiophenes are very promising
candidates for molecular electronics and have been exploited to
form organic field-effect transistors [1,2], optical switches [3],
light emitting diodes [4], and solar cells [5-7]. To optimize the
performance of such devices, the properties of the interface
between the organic component and a metal electrode are of
utmost importance. Essential parameters, such as the injection
characteristics of charge carriers into the organic semicon-
ductor or the temporal stability of a device function, critically
depend on this interface behavior. As a consequence, the infor-
mation on detailed adsorption geometries of a single molecule
and on the morphology of extended molecular structures, as
well as insight into the electronic structure of molecules on
metal surfaces and their dynamic properties are of fundamental
interest. All these basic issues can be addressed by scanning
tunneling microscopy (STM) on a single-molecule scale. Addi-
tionally, quantum chemical properties of a thiophene molecule
acting as a single-molecular wire have been investigated [8]. In
that specific work, however, the molecule was just weakly
coupled to the metal through a thin insulating layer, whereas
strong coupling is desirable when contacting a molecular semi-
conductor to a metal electrode in order to obtain an efficient

injection behavior.

Earlier investigations of thiophenes with STM were carried out
on self-assembled monolayers (SAMs) mostly under ambient
conditions or in the liquid environment of an electrochemical
cell [9-11]. In the present contribution we analyze terthiophene
(2,2":5',2"-terthiophene), 3T, as a representative of linear oligo-
thiophenes being adsorbed on a Au(111) electrode within the
low coverage regime (<1 monolayer (ML)), allowing us to
study the interaction of molecules with the substrate on a single-
molecule level. Specifically, the topographic and morphologi-
cal properties of the molecules as well as of their arrays were
studied by STM and the corresponding electronic properties by
scanning tunneling spectroscopy (STS), both at low tempera-
ture to obtain the highest resolution possible. The results reveal
many similarities to the corresponding experimental data
obtained for 4-mercaptopyridine (4MPy) on Au(111) [12]. This
suggests a common STM contrast mechanism for such mole-
cules, at least on this surface. Finally, we discuss the differen-
tial barrier height. This not so commonly determined character-
istic, describing the voltage dependent tunneling barrier, has
been introduced recently in order to remove features of the
tunneling tip from STS spectra, assuming the validity of the
Wentzel-Kramers—Brillouin (WKB) approximation. Again, 3T
and 4MPy on Au(111) exhibit a similar bias dependence of the
barrier, which may be attributed to a different dimensionality of
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the tunneling process on the 2-dimensional surface state and on

the localized state induced by the molecule.

Experimental

Commercially available gold films (typical thickness 250 nm,
Arrandee, Germany) on glass were flame annealed in a butane
flame to develop extended (111) facets. After introduction into
ultra-high vacuum (UHV), these films were further annealed at
temperatures up to 700 °C to remove contaminants from the
surface. After a routine check of the gold surface by STM at
low temperature (p < 1 x 10710 mbar, T~ 5.5 K) [13], the
samples were quickly transferred to the preparation chamber
under UHV conditions and, there, 0.2 to 0.7 monolayers (ML)
of 3T (obtained from Sigma Aldrich and further purified) were
deposited onto the gold film at a rate of about 0.01 nm/s from a
home-built Knudsen-type cell. After deposition, the samples
were immediately transferred back to the low-temperature
STM. During the complete transfer and deposition process, the
sample holder was kept well below room temperature. A rough
estimate from the cooling curve gives Tsymple < —40 °C at any
time with molecules on the surface.

For tunneling, W tips were prepared by electrochemically
etching of W wires and subsequent annealing of the tips at
~2000 °C in UHV. Finally, tips were conditioned by field emis-
sion and desorption at ~1 pA and <1000 V until they showed
the expected topographic and spectroscopic STM/STS behavior
on Au(111) and Nb(110).

Results and Discussion

Figure 1(a) shows a topographic image of about 0.2 ML of 3T
on Au(111) several days after preparation. One recognizes the
elongated molecules on top of a faint corrugation (~10 pm)
given by the herringbone reconstruction (HB) of the gold
surface (Au(111)-(22 x V3)). Presumably, due to the boundary
conditions and strain in the Au film, the HB is straight and the
length of the unit mesh may vary from 18 to 22. Whereas
immediately after their deposition the 3T molecules are almost
randomly distributed on the Au(111) surface, the distribution in
Figure 1(a) clearly reveals that the HB serves as a template
where (i) the 3T prefer the fcc regions (~93%); (ii) the 3T orient
themselves perpendicular to the soliton walls of the HB and, at
a lower probability, in multiples of 120° (<1 10> directions);
and (iii) for a given coverage, the 3T apparently maximize their
intermolecular distance (here: 2.4 nm). The observed preferen-
tial occupation of fcc areas within the HB reconstruction by the
3T translates into a higher binding energy of the molecules at
these locations as compared to hcp areas. This is, at least quali-
tatively, corroborated by the fact that molecules from within

hep areas can be easily made to move by scanning the STM tip,
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Figure 1: (a) Topographic image of ~0.2 ML of 3T on Au(111) (50 x 50
x 0.17 nm3; Iser = 90 pA, V; = —2.0 V); (b) autocorrelation of (a) indi-
cating the abandonment of the hcp regions as well as the equidistant
arrangement of the molecules; (c) topographic image of 3T/Au(111) at
a coverage of 0.5 ML (7.7 x 7.7 x 0.2 nm?3; lse; = 70 pA, V; = =1.5 V):
3T form armchair units made from 3 molecules in fcc regions; (d)
close-up of a few 3T molecules in 3D representation (7.0 x 7.0 x

0.17 nm3; Isg = 70 pA, V; = —1.4 V). The molecules in the upper row
reside in an fcc region.

or even made to jump onto the tip, whereas corresponding
movements of molecules from fcc areas demand tunneling
currents considerably higher than 100 pA and also a tunneling
bias, V4, close to the lowest unoccupied molecular orbital
(LUMO) of 3T.

A preferential adsorption of the aromatic molecules in the fcc
regions has also been observed for azobenzene [14], 1-nitron-
aphthalene [15,16], tetrathiafulvalene [17], and 9-aminoanthra-
cene [18]. The tendency of the molecules to maximize the inter-
molecular distances may point to some charge transfer between
molecule and substrate upon adsorption [17]; the resulting
dipoles would be perpendicular to the surface and parallel to
each other, and thus a repulsive interaction is expected. Both,
the preferential occupation of fcc areas by the molecules as well
as their equidistant chain-like arrangement are made even more
clearly visible by the autocorrelation function of Figure 1(a) as
presented in panel (b).

At higher coverage, 3T adsorbs increasingly in hcp regions.
Concurrently, 3T aggregates are formed in fcc regions. These
small aggregates are armchair structures which are perpendicu-
larly aligned with the HB as seen in the center of Figure 1(c).
These 3D aggregates, however, are not stable under STM
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conditions and their formation is in contrast to the observation
of long range ordering of a-sexithiophene on Au(111) [19]. A
possible reason could be the considerably weaker interaction of
3T with the substrate due to its shorter chain length.

The appearance of 3T/Au(111) is bias dependent in STM. In
Figure 1 all molecules appear as elongated entities. In a close-
up, Figure 1(d), one recognizes two faint constrictions (3—5 pm)
in the molecules at the positions of the two bonds between the
thiophene rings. At higher bias, the molecules appear more
rounded in STM and become almost spherical at a bias of
Vi > +2.0 eV. Figure 2(a) and Figure 2(b) summarize the bias
dependent morphology of 3T. The molecular height is almost
independent of bias, V;, when | Vi | < 1.5 eV, with a value of
0.14 nm. For lower and higher values of V; (< —1.5 eV or
> 1.5 eV) the molecular height increases linearly although with
different slopes (—0.16 nm/eV and 0.69 nm/eV in the two
regimes given above, respectively). The length of the mole-
cules is almost constant for V; <—1.2 eV at 1.39 + 0.07 nm and
for V;>—1.2 eV at 1.25 + 0.01 nm (Figure 2(b)). Finally, also
the molecular width is almost constant for V; < 1.5 eV at 0.7 nm
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Figure 2: Apparent (a) molecular height, h, and (b) molecular length, /,
and width, w, of 3T/Au(111). Solid straight lines indicate linear fits to
sections of data discussed in the text; slopes/constant values are
assigned to each.
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and increases to approximately the molecular length at
Vi~ 2.4 eV. At low bias the size of 3T is slightly larger as
compared to the geometric size of a free 3T molecule (1.26 nm
x 0.47 nm), which can easily be explained by the finite radius of
curvature of the tunneling tip. The height, however, is consider-
ably smaller than expected. Kilian et al. measured the height of
quaterthiophene on Ag(111) by X-ray standing waves and
determined a separation of the molecules from the surface of
0.315 nm [20]. Such a considerable difference requires an ex-
planation. Typically one would argue in STM that a change of
the density of states (DOS) or the barrier height, @, above a
molecule changes the tip—sample separation. However, the
spatial distribution of the DOS may also change. We will

discuss this in more detail later.

In order to understand the morphology of the 3T/Au(111) we
performed STS. Since 3T is an extended object in STM, one
must take into consideration that the STS results may depend on
the specific location on a molecule where spectra are taken.
Figure 3(a) displays I-V spectra recorded on the bare Au(111)
(dashed red curve), at the end of the molecules (green curve,
position 1 as indicated in the inset), and in the center of the
molecular flank (blue curve, position 2 as indicated in the inset).
The bare Au(111) shows the expected behavior with the
Shockley surface state for £ > —0.5 eV, the lower edge of the L
gap at £ = —1 eV, and the d bands for £ < -2 eV. At the end of
the molecule, the -V curve is very similar to the curve on bare
gold except for a pronounced peak of the conductivity at
—1.3 eV, which is attributed to the HOMO of 3T/Au(111), and
there is a minor but significant increase for £ > 2 eV caused by
the LUMO of 3T/Au(111). In the flanks, the /-V curve corre-
sponds, to a good approximation, to 1/5 of the /-V curve
measured on bare Au(111) with a pronounced increase for
Vi > 1.0 eV which is due to the LUMO of the molecule.

To resolve the electronic structure in an extended energy range
covering more of the d bands and the entire LUMO, we
performed constant-current (z-7) spectroscopy, where the
tunneling current is kept constant while the tip—sample sep-
aration, z, and the differential conductivity, dvl, is recorded. As
shown previously [12], a more appropriate quantity to compare
to the DOS of the sample is the product dy/ x V; since, when
plotting versus V4, the singularity of oy/ at V; = 0 is lifted.

Besides the features already mentioned above, these z-J spectra
show additionally the upper edge of the L gap on the bare gold
at V; = +3.7 eV, and, most importantly, one finds a pronounced
peak on the molecule, which we attribute to the LUMO of the
molecule. In this representation (Figure 3(b)), the LUMO of a
molecule in the fcc region of the HB can be nicely fit by a
Lorentzian with the center at V', = +2.26 eV and a width of
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Figure 3: STS of 3T/Au(111): (a) constant-separation (/-V) spectra
taken on the bare gold surface significantly far away from the mole-
cule (red), taken at the center of the flanks (position 2 in the inset)
(blue), and taken at an end of the molecule (position 1 in the inset)
(green); the initial setpoint before disabling the feedback loop is
approximately given by the intersection of the curves at (+1.6 eV,
150 pS); (b) constant-current (z-V) spectra (/set = 29 pA) taken at the
bare gold surface (red curves) and in the flanks (blue) or the ends
(green) of the molecule to detect the LUMO and the HOMO, respect-
ively. Also shown is a Lorentzian fitted (black curve) to the positive
branch on the molecule (center 2.26 eV, width 0.71 eV corresponding
to a lifetime of ~0.5 fs).

0.71 eV, which corresponds to a lifetime of electrons in the
LUMO of ~0.5 fs.

The spatial distribution of electronic states at an energy £ can
be imaged by measuring the conductivity of the tunneling junc-
tion simultaneously with topography at a given bias V; = E and
a bias modulation at a frequency well above the cut-off
frequency of the topographic feedback loop. Figure 4 displays
the topography (left column, (a) and (e)) of a single molecule
that was scanned twice, once with J; = —1.14 eV close to the
HOMO (upper row) and once with V; = +2.28 eV close to the
LUMO (lower row). The corresponding conductivity maps are
shown in the second column of Figure 4 for the HOMO
(Figure 4(b)) and for the LUMO (Figure 4(f)). The lateral drift
is negligible resulting in a excellent reproducibility of the lateral
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Figure 4: (a) and (e) shape of single 3T molecule on Au(111) (2 x 2 x 0.15) nm3, (b) and (f) dy/ maps showing the spatial distribution of the electron
density of the HOMO (V; = —-1.14 eV, I, = 56 pA for (a) and (b)) and the LUMO (V; = 2.28 eV, Iy = 100pA for (e) and (f)), respectively. (d) and (h) show
line profiles across the molecule in the topographies (a) and (e), together with the profile across the dy/ maps (b) and (f), respectively. (c) and (g)
represent the electron density for 3T of (c) the HOMO and (g) the LUMO, respectively, as calculated by the program “Gaussian03”. Scales and the
orientation of the molecule in (c) and (g) are approximately equal to (a) and (e).

position during consecutive scans. The contour of the topog-
raphy (half height of the molecule, black line) is drawn in the
Oyl maps for better orientation and comparison. For clarity, we
took also cross sections from topography and conductivity maps
along the lines included in the conductivity maps. These
profiles are displayed in Figure 4(d) and Figure 4(h). Accord-
ingly, the main maxima of the HOMO are located exactly at the
ends of the molecule with four additional minor maxima in
between at the boundary of the molecule, two on each side. The
LUMO is located exactly at the flanks of the molecule
appearing like the wings of a butterfly. Consequently, the mole-
cule appears slightly longer by ~0.14 nm at biases below
—1.2 eV (Figure 2(b)), and it gets broader when approaching the
bias corresponding to the LUMO, in accordance with the results
shown in Figure 2. Relative to the long axis of the molecular
contour, the minor maxima of the HOMO are typically very
asymmetric while the LUMO appears symmetric relative to the
same axis. Thus, the HOMO allows identification of the orien-
tation of the 3T molecules. Comparison to a ball-and-stick
model of the 3T molecule, as inserted in Figure 4(a), and to the
HOMO-LUMO distributions of a free 3T as calculated by
Gaussian03, and given in panels Figure 4(c) and Figure 4(g),
respectively, suggests that the observed asymmetry can be
attributed to the fact that the central sulfur atom does not
contribute significantly to the HOMO of a free molecule, as
opposed to its contribution to the LUMO. Thus, with respect to
symmetry, the adsorbed 3T molecule shows some resemblance

to the free molecule behavior. In closer detail, however, clear

indications of the influence of adsorption are visible, such as the
butterfly shape of the LUMO.

We return to the discussion of the contrast mechanism of 3T in
STM. At low bias, as mentioned above, the 3T molecule
appears to have a height of 0.125 nm in STM images while
X-ray standing wave measurements suggest a separation of
0.315 nm between the nuclear planes of the gold surface and the
molecule. To clarify this significant discrepancy from the
STM’s point of view, the differential barrier height defined by
D gigr = (0,0vI/dvD)? [21] was determined. The differential
barrier, ®g4;fr, may be thought of as similar to the commonly
used apparent barrier height defined by @y, = (8,/1)2, which is
bias dependent. Due to differentiation, however, ®g4j¢ is much
more sensitive to changes in the tunneling probability at the
Fermi levels as compared to ®@gp,. The corresponding results for
D4ifr measured on and away from the molecule are displayed in
Figure 5. For the bare Au(111), ®4j¢r is almost constant at
Dgirr = 4.8 eV over the complete bias range from —2 eV to
+2 eV [22]. Though the absolute value of ®g4i¢ may vary from
sample to sample within a range from 4 eV to 5 eV, the
constancy of those values independent of the applied bias, V3, is
typical for Au(111) surfaces [12]. On the molecule, Dgjsr is
slightly higher at low bias and decreases linearly for positive
bias. Importantly, the barriers on and away from the molecule
are not sufficiently different to change the tip-sample sep-
aration significantly in these two positions. Thus, barrier effects

cannot be responsible for the above-mentioned height discrep-
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ancy. Furthermore, since STS reveals that the electronic prop-
erties of 3T/Au(111) are almost identical to those of bare
Au(111) (Figure 3) in the bias range —1 eV to +1.5 eV, one
concludes that STM performed at low bias on 3T/Au(111)
senses a Au surface state that is modified by the molecular
adsorption. Assuming, similarly to the case of 4-mercaptopyri-
dine (4MPy) on Au(111) [12], that the final tunneling state is
simply the Au(111) surface state shifted outwards from the
surface due to the presence of the molecule, this shift can be
identified from the experimentally determined height of the 3T
molecule at low bias (0.14 nm).
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Figure 5: Differential barrier height ®gitt = (3,0v//dy/)? on (blue) and off
(red) the 3T molecule. The straight lines are linear fits to the positive
and negative branches, respectively (red: On Au(111); blue: In the
center of 3T). The differential barrier of gold here is almost constant at
Pgis = 4.8 eV. The differential barrier on 3T drops off linearly for posi-
tive bias and is slightly greater at small bias compared to bare
Au(111).

At a bias V> 1.5 eV the LUMO of the molecule contributes
perceptibly to the density of states (DOS) and, to maintain the
current setpoint under feedback, the tip must be withdrawn from
the surface with increasing bias in accordance with the DOS of
the LUMO, thus leading to an enhanced apparent height of the
3T molecule. For the LUMO energy, a molecular height of
approximately s, = 0.2 nm (Figure 2(a)) with respect to the
surface state on the bare Au(111) is extrapolated. Combined
with the expectation that the position of the undisturbed
Au(111) surface state is approximately half a Fermi wave-
length in front of the nuclear surface plane (0.15 nm), this adds
up to an apparent molecular height, 4,,, of about 0.35 nm in
excellent agreement with the X-ray standing-wave experiment

[20] and, thus, resolving the above discrepancy.

It is interesting to mention here, that, as in the case for
4MPy/Au(111), also 3T/Au(111) exhibits a linear dependence
of @ for positive bias with a slope close to —1. This behavior

is significantly different from the bias-independent barrier
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height on the bare Au(111) surface. As mentioned previously
[12], such a linear bias dependence of the differential barrier as
measured on the molecules is hard to understand within the
three-dimensional WKB approximation, since, in that case, the
parallel component of the energy £, (perpendicular to the
tunneling direction z) formally adds to the effective barrier (the
transmission probability function changes from

T(EV;z)=exp(~J@+V, /2= :z)
in one dimension to

T(EV:z)=exp(~J@+V, /2=, -z) =exp(~ [0V, [ 2= E +E, -2

in three dimensions with E' = E;, + E). At positive bias we may
assume, for simplicity, that the states aligned with the upper
Fermi level (tip) dominate the barrier measurement. Additional-
ly, for 3T as well as for 4MPy on Au(111), the sample DOS
does not influence the barrier measurement since it is constant
[21] at least in the low bias range. Consequently, we may set £
= Vi and, hence, E, = —E/3 to E, = —E/2 to explain the measure-
ment of g4igr. On the other hand, we attributed the involved
sample states in that energy range to a modified surface state
which means extending the 2D state into the 3™ dimension. We
believe that the characteristic change in the behavior of ®gj¢y,
from being approximately constant on Au(111) to dropping off
almost linearly on a molecule, is a manifestation of that change
in dimensionality. However, presently there are still too many
open questions as to the role of the tip (dispersion) and even
whether there would be principal limits to the WKB approxima-
tion.

Conclusion

Low-temperature scanning tunneling microscopy and spectro-
scopies (STM, STS) under ultra-high vacuum conditions were
applied to investigate the structural and electronic properties of
terthiophene molecules (3T) adsorbed on Au(111) in the
submonolayer regime. The data clearly revealed that the stan-
dard herringbone reconstruction (HB) of the Au(111) surface
acts as a template, with 3T molecules preferentially adsorbed on
its fcc regions in a perpendicular orientation with respect to the
soliton walls of the HB. Adsorbed in this way, the 3T mole-
cules exhibited almost identical interparticle distances pointing
to repulsive intermolecular interactions, probably due to elec-
trical dipoles formed by the adsorption. The lateral variation of
the adsorption energy appeared to be relatively small allowing
for tip-induced rotations and displacements of the molecules,
depending on the tunneling current and the bias.

The shape of a single 3T molecule on Au(111) depended merely
on the bias for values below +1.5 eV. For a bias above +1.5 eV,
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the shape of the molecule was strongly influenced by tunneling
into its LUMO. The STM height of the molecules was shown to
have special significance. Emphasizing here the bias regime
between HOMO and LUMO, the STM appearance of the 3T
was found to be governed by a modified Shockley-like surface
state of Au(111), which is shifted outwards from the gold
surface in the presence of the molecule. Additionally, when
adding the separation of the Shockley-like surface state from
the nuclear plane of the Au surface atoms to the apparent STM
height of the 3T molecules on Au(111) measured at a bias
corresponding to the LUMO, one obtains a value for the mole-
cule—surface separation close to that which was reported for
X-ray standing-wave experiments.

The energetic positions of both, the HOMO and LUMO, could
be precisely determined by constant-current STS resulting in
values of —1.3 eV and +2.26 ¢V, respectively. While most data
suggest a relatively weak interaction of 3T with the gold
surface, the lateral distribution of the LUMO-HOMO is signifi-
cantly different from the expectation based on calculated elec-
tron distributions of a free 3T molecule. While the LUMO is
mostly located at the center of the flanks of the molecules,
leading to a butterfly-like appearance of this distribution, the
HOMO is located at the ends of the molecule and shows a clear
asymmetry relative to the axis of the 3T molecules. Combining
LUMO-HOMO STS data, thus, allows determination of the
orientation of a 3T molecules on Au(111).

Finally, the differential barrier on and away from the
3T/Au(111) was determined and similar results were obtained
as previously reported for 4-mercaptopyridine on Au(111). In
both cases, the differential barrier shows a linear drop-off at
positive bias as opposed to the practically bias-independent
behavior on the bare Au(111) surface. Referring to the expected
WKB behavior and combining with the presently reported
results leads to an interpretation in terms of a dimensional
crossover induced by performing STS on top of and through a
3T molecule.
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We present a review of the theoretical and experimental evidence for the peculiar properties of comb copolymers, demonstrating

the uniqueness of these materials among other polymer architectures. These special properties include an increase in stiffness upon

increasing side-chain length, the spontaneous curvature of adsorbed combs, rod—globule transition, and specific intramolecular self-

assembly. We also propose a theory of chemically heterogeneous surface nanopattern formation in ultrathin films of comblike

macromolecules containing two different types (A and B) of incompatible side chains (so-called binary combs). Side chains of the

binary combs are strongly adsorbed on a surface and segregated with respect to the backbone. The thickness of surface domains

formed by the B side chains is controlled by the interaction with the substrate. We predict the stability of direct and inverse disc-,

torus- and stripelike nanostructures. Phase diagrams of the film are constructed.

Introduction

Recent advances in macromolecular synthesis allow precise
control over structure and polydispersity of architecturally com-
plex polymers [1-3]. Among these polymers are comb or brush
copolymers, i.e., macromolecules which consist of a backbone
and attached side chains [4,5]. Originally the interest in comb
copolymers was motivated by the desire to achieve liquid-crys-

talline (LC) ordering of flexible linear macromolecules through
the attachment of mesogene side chains and also to enhance the
solubility of rigid conjugated polymers such as polyaniline
[5-7]. Additional attention to brush copolymers was stimulated
by their biological relevance — such an important class of

biomolecules as proteoglycans has comblike structure. These

569

O


http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:igor@polly.phys.msu.ru
http://dx.doi.org/10.3762%2Fbjnano.2.61

molecules are involved in cell signalling and cell surface
protection as well as joint lubrication, lung clearance and carti-
lage stability, cellular matrix integrity [8-13]. Comb copoly-
mers also have unusual viscoelastic properties (super-soft elas-
tomers) [5,14], may form micelles as big as 300 nm [15] and
have extremely interesting 2D conformational behavior in the
adsorbed state [4]. Brush copolymers with diblock and triblock
copolymers as side chains can be used for the creation of well

defined organic nanotubes that are soluble in water [16,17].

There are three key methods for the synthesis of graft copoly-
mers [1,5]. The first method involves grafting of previously
prepared side chains onto the backbone (the so-called “grafting
onto” method). Branch points are obtained by chemical modifi-
cation of backbone units or by copolymerization with a mono-
mer of the required functionality. The second approach involves
the synthesis of active centers along the backbone (the syn-
thesis of macroinitiators) and subsequent growth of side chains
from these centers by polymerization (the so-called “grafting
from” method). The third approach is termed macromonomer
(or “grafting through” method). This method consists of two
steps. In the first stage macromonomers (future side chains) are
synthesized. Then the copolymerization of the macromonomers
and the monomers forming the backbone takes place. Each
strategy enables control of different parameters such as grafting
density, chemical composition, polymerization degree of side
chains and the backbone, polydispersity, etc. Achievement of
the desired set of these parameters is quite a complicated task,
e.g., due to the steric repulsion of side chains in the case of
dense grafting. In some cases a combination of these methods
may produce combs which would be otherwise unobtainable.

In this article we pursue two goals. In the first part we give an
overview of the peculiar properties of comblike macromole-
cules, emphasizing the behavior of the macromolecules
adsorbed on a surface. In the second part we propose a theory of
self-organization of binary combs, i.e., macromolecules with
incompatible side chains of types A and B, adsorbed on the

surface.

Results and Discussion

Properties of comb copolymers

Stiffness of macromolecules

One of the most prominent properties of densely grafted comb-
like macromolecules is their high stiffness induced by strong
intermolecular interactions of the side chains. It was suggested
that this feature may lead to the creation of systems capable of
LC ordering. Such ordering may appear in semidilute solutions
of semiflexible polymers if the ratio of the persistence length A
to the diameter of the molecule D exceeds some threshold
value, A/D > 10 [18,19].
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The last couple of years have seen a somewhat revolutionary
change in the understanding of the basic properties of single
polymer chains [20,21,23]. New theoretical approaches and
modeling results indicated that correlations of tangent vectors
along a polymer chain are described by a power law instead of
exponential decay, even in theta solvent [21] and in the melt
[22]. Previously, this fact was also established for chains in a
good solvent [24,25]. These findings make the use of the persis-
tence length meaningless as a quantity for the description of the
local bending properties. The trajectory of comblike macromol-
ecule (semiflexible cylindrical object) also follows a power law
dependence, rather than exponential [23], and thus cannot be
correctly described by the persistence length. At first glance,
this may bring a two decades long discussion of the scaling
properties of the persistence length of comb copolymers to a
halt. However, all the inconsistencies are still relevant if as we
remind ourselves that the discussion was actually devoted to the
bending elasticity, which is described by the bending modulus
and not by the persistence length. The latter characterizes orien-
tational correlations in the case of their exponential decay and
may not exist, while the bending modulus always does.
Nonetheless, in this section we will use the term persistence
length for convenience.

Starting with the computer simulation work in the mid 1960s
[26], a few experimental and simulation papers, demonstrating
the effect of stiffening of the comblike macromolecules with the
increase of the side chain length and grafting density, appeared
in the 1980s [27-29]. However, only after blob concept was
introduced by De Gennes [30], were the first theoretical expla-
nations presented, including a theory by Birshtein et al. [31].
According to this theory, deformation of a comb copolymer
with bending less than the diameter of the molecule leads to
jumping of the side chains, from concave to the convex side of
the “persistence tube”, and the elastic energy increases only
when the radius of curvature becomes less than D. Hence, it
was proposed that the persistence length is on the order of the
diameter of the polymer and their ratio does not depend on
either the length of the side chains or on their grafting density.
Since the approach did not allow an estimation of the coeffi-
cients, it was impossible to devise any conclusions about LC
ordering in these systems. An alternative theory was developed
by Fredrickson [32]. The persistence length of the molecule was
estimated by comparison of the free energies of rectilinear and
curved brushes, and calculations led to the following result:
A~ ol78M 158 where M is the number of segments in the side
chain and o is the grafting density of the side chains, 6 < 1. The
expression for the diameter of the tube D ~ o/4M3/4 agreed
with that obtained by Birshtein et al. Thus, AD ~ 6!>8°8 and
was much higher than unity at 6 >> M3 i.e., according to the

theory of Fredrickson, nematic ordering is possible. Numerous

570



later theoretical and experimental works [33-43] have not
reached a consensus over the scaling of the persistence length
with the diameter of comb molecules, nor about the possibility
of LC ordering (for detailed discussion, see another review [4]).

Notwithstanding the difficulties, all the studies indicated a
substantial increase in the stiffness for the backbone and the
side chains. For the discrepancies Binder et al. [23] offered two
possible explanations. First, they may arise because of the use
of the persistence length in the experiment, while the use of
alternative measures of rigidity may lead to consistent results
between modeling and experiment. Second, the scaling regime
discussed by theoreticians is not attainable in experiments,
because the length of the side chains is rather short (around 100
monomer units or less) [23,44,45]. As a conclusion of this
section, we hope that further accurate studies and comparison of
theory and experiment in light of new discoveries [20-23] may
resolve an almost two decade old contradiction [31,32].

Combs with complex chemical structure

After revealing the properties of combs with homopolymer side
chains, the next logical step is an increase in the complexity of
the chemical structure of the system under consideration. If
more than one type of monomer unit is introduced in the comb
copolymer a whole range of questions arises, the most interest-
ing being: What types of intramolecular aggregation may occur
in solution? The case of a hydrophobic backbone with
hydrophilic side chains has revealed quite interesting behavior
[46-48]. Both scaling theory [46,47] and simulations [47,48]
predicted that collapse of the main chain with increase of
hydrophobicity in densely grafted combs would lead to forma-
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tion of a necklace of intramolecular starlike micelles, with
hydrophobic corelike domains connected by extended bridges
and hydrophilic corona formed by the grafts (Figure 1). Scaling
analysis reveals that the formation of finite-size intramolecular
micelles happens only in a narrow range of interaction parame-
ters near the transition point. A similar pearl-necklace structure
was detected experimentally for core—shell cylindrical polymer
brushes with a solvophobic inner (core) block and a solvophilic

outer (shell) block in selective solvents [49].

Combs with two types of incompatible side chains (binary
brushes) obviously represent quite intriguing objects due to the
potential for intrachain segregation leading to Janus-like struc-
ture. Theoretical analysis, within the Flory—Huggins approach,
of the intrachain segregation [50,51] demonstrated that, as the
quality of the solvent worsens, segregation occurs at lower
values of the parameter yag. In the case of a poor solvent, the
segregation condition yogM ~ 1 qualitatively corresponds to the
spinodal conditions for microphase segregation in melts of
diblock copolymers [52]. Calculation of the free energy for a
comblike copolymer with complete segregation of side chains
showed that a molecule can spontaneously curve. A simulation
study [53] confirmed the existence of spontaneously curved
conformations under certain conditions, but failed to find the
regime of complete separation into two distinct domains.

Further studies were done by Binder et al. [44,45] for combs
with high grafting density (bottle-brushes). They suggested that
separation in comb copolymers with two types of side chains is
a phase transition in a quasi one-dimensional object. Hence, an
ordered state is impossible according to Landau theorem [54].

€=0.9

€=1.0 =15

Figure 1: lllustration of the transition from a wormlike structure through a cylindrical micelle down to a spherical micelle, with decreasing solvent
quality for the backbone. To make the structure of the backbone clearly visible, the side chains are only drawn as thin lines. Reprinted with permis-
sion from Kosovan, P.; Kuldova, J.; Limpouchova, Z.; Prochazka, K.; Zhulina, E. B.; Borisov, O. V. Macromolecules 2009, 42, 6748—-6760. Copyright

2009 American Chemical Society.
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In all the cases under consideration (poor, theta, and good
solvents, and various forces of interaction between units of side
chains of various types), correlations along the backbone
rapidly decayed [45]. The extrapolation of the correlation length
to T — 0 showed that, even in this case, there was no long-
range ordering. Moreover, Binder et al. mention that at finite M
values, the cross section will look like a butterfly rather than a
circle, as this ensures the smaller number of contacts between A
and B units. Segregation will proceed according to the Janus
cylinder type only if the energy of attraction between equiva-
lent units is much higher than the energy of repulsion between
units of different kinds. As in [53], it was shown that if the
solvent is selective for A and B chains, spontaneous curvature
of the molecule will occur.

Recent data obtained from off-lattice molecular dynamics simu-
lations [55] suggest that pearl-necklace type separation is also
possible in binary bottle-brushes. This type of separation
induced by the decrease in the solvent strength was also
predicted for combs with one type of side chain through scaling
[56], self-consistent field theories [57] and computer simula-
tions [58]. Such a structure was shown to be stable for inter-
mediate and small values of grafting density.

Janus cylinders were experimentally obtained in a rather
different way by dissolution of a microscopically separated
polymer melt of triblock copolymers [59,60]. At first, a phase is
obtained, where the middle block forms thin cylinders on the
border between lamellae formed by the outer blocks. Subse-
quently, the chains in the middle block are cross-linked, and in
the last stage, the melt is dissolved. Each comb in the solution
consists of a backbone formed by cross-linked middle blocks,

and end blocks remain in segregated state after dissolution.

Microphase separation

Microphase separation in block copolymer melts has attracted
significant attention over the past several decades [61-64]
because it produces a fascinating set of ordered nanostructures,
which are envisioned to become a core solution of many appli-
cations [65,66]. At first, researchers concentrated on the
detailed study of self-organization in melts of diblock copoly-
mers [52,67,68]. Later on the interest in the search for novel
morphologies shifted to the consideration of copolymers with
complex architectures [69,70], nanoparticles imbedded in block

copolymer matrices [71], etc.

Before the successful controlled synthesis of graft copolymers
[1,2], microphase separation in combs was modelled by theo-
reticians mostly within the weak segregation theory (WST) ap-
proach [52,72]. Spinodals of microphase separation were calcu-

lated for melts of comb copolymer in which the backbone and
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the side chains were chemically different units [73]. It was
shown that the transition from a homogeneous to an ordered
state is determined by the parameters of the repeating unit, each
unit consisting of a spacer between the adjacent branch points,
and of the side chain. An increase in the number of these
elements ceases to influence the spinodal curves after it exceeds
about 20 units. The spinodals were constructed for two types of
branching point distributions: Regular and random [74]. The
authors found that spinodals of microphase separation for
different distributions converge to different limiting curves
while having the same chemical composition. A theory of
microphase separation in melts of double comblike copolymers
was developed in [75,76]. This kind of comb contains two
different types of side chains attached to common branch points
in a pairwise fashion (A and B side chains are attached to a
common unit of the backbone). In [75], copolymers with a
regular distribution of branch points were examined. The
behavior of a spinodal as a function of the number of repeating
units showed two characteristic types. For one combination of
the parameters, abrupt changes in the wave vector character-
izing the instability of the homogeneous state were discovered.
These changes are specific for systems with two characteristic
length scales corresponding to the lengths of the backbone and
side chains. The existence of these abrupt changes implies that
systems with two different scales can form periodic microstruc-
tures that are of great interest for potential applications. This
so-called two-scale instability was discovered first in comb-coil
copolymers [77,78] which consist of comb-like and linear
blocks and represent an example of high architectural
complexity for graft copolymers. The effect of the distribution
of branch points of the side chains on the spinodals of
microphase segregation in melts of double comb-like copoly-
mers, was considered in terms of the weak segregation theory
by comparison of regular, random and gradient distributions
[76]. It was demonstrated that an increase in the nonuniformity
of the distribution of the side chains widens the stability region
of the microphases. Abrupt changes of the wave vector of the

microstructure are also possible for the nonuniform distribution.

Liquid-crystalline side chains

Multiscale ordering, which was discussed in the previous
subsection, can be achieved in a different way, namely through
comb copolymers with liquid crystalline side chains (SCLC).
The self-assembly of such copolymers with LC chains is
different from that of their flexible counterparts, due to the
combined possibility of microphase separation with LC
ordering of stiff segments. For example, already linear rod—coil
copolymers exhibit such non-trivial morphologies as arrow-
head, zigzag, wavy lamellar and smectic bilayers [79,80]. For
more details, see recent review [81]. LC phase transition

temperatures were found to be close to the homopolymer case.
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However, in several examples stabilization of liquid-crystalline
and microphases influenced each other. Zhang and Hammond
achieved the stabilization of the smectic phase by lamellar
phase formation [82]. Influence of LC transition on microphase
segregation was observed in [83] where the authors demon-
strated that the transition from a body-centered cubic
morphology to a hexagonal one was stimulated by an
isotropic—nematic transition. In another case, a mixed lamellae/
cylinder phase transformed into a pure lamellar one as a result
of the loss of LC ordering [84].

The first theories to described the SCLC copolymers appeared
in the 1980s, on the basis of lattice models [85,86], as a
response to the achievements in synthesis [87]. Subsequently, a
more rigorous approach, with inclusion of the Maier—Saupe
form of interaction, was suggested by Warner and Wang [88].
Spinodals of the microphase separation of a SCLC copolymer
with LC groups, attached to the backbone through the flexible
spacers, were calculated in [89].

From a practical point of view coil-LC comb copolymers, i.e.,
copolymers which contain a coil block and a block with LC side
chains (Figure 2), are more interesting than SCLC copolymers
without a coil block. The main reason is simple: Microphase
separation in the latter case between the backbone and the LC
side chains is achievable, but the period of the microstructures
is strongly limited by the length of the spacer between adjacent
LC side chains. Coil-comb architecture allows better control of
this parameter and the symmetry of the phases, and thus attracts
more attention from both experimentalists [82,90-93] and theo-
reticians [94-96].

Figure 2: Schematic representation of coil-LC comb copolymer.

In the first of the theoretical publications concerning coil-LC
comb copolymers [94], the authors plotted phase diagrams by
comparison of the free energies of homogeneous, lamellar,
cylindrical and spherical morphologies. The free energy was
calculated by summation of the bending energy of the worm-
like chain of the backbone, the Maier—Saupe contribution for
LC ordering of side LC chains, the stretching energy of the
amorphous block, the surface tension and the mixing
Flory—Huggins contributions. Later studies [95,96] used SCFT
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and strong segregation theories. In particular, it was found that,
for the probed parameter space, microphase separation is neces-
sary in order to achieve the orientational ordering [95]. The
structure of lamellar and cylindrical phases was considered in
more detail in [96]. Stability regions of two different cylin-
drical and four different types of lamellar phases were found
(Figure 3). Conditions for stability of each structure can be

summarized as follows [96]:

1. Amorphous cylinders: Long macromolecules; high frac-
tion of the B and C (LC) units; any values of the surface
tension coefficients satisfying the strong segregation
conditions.

2. Liquid crystalline cylinders: Long macromolecules; high
fraction of the A units and small enough fraction of the
liquid crystalline units; any values of the surface tension
coefficients satisfying the strong segregation conditions.

3. A LB lamellae: Long macromolecules; the A block has
to be a bit longer than the B block; small enough frac-
tion of the liquid crystalline units; any values of the
surface tension coefficients satisfying the strong segrega-
tion conditions.

4. BAB lamellae: Short enough macromolecules; high frac-
tion of the A units; small enough fraction of the liquid
crystalline units; high values of the surface tension coef-
ficient y4c.

5. ABB lamellae: Short enough macromolecules; high frac-
tion of the A units; high enough fraction of the liquid
crystalline units.

6. ABA lamellae: Short enough macromolecules; high frac-
tion of the A units; high fraction of the liquid crystalline
units.

Theoretical predictions [96] were consistent with experimental
results [93] for the transition between amorphous cylinders and
A 1B lamellar phases. In the experiment [93], wedge-shaped
molecules with sulfonic group at the tip have been incorporated
into a poly(2-vinylpyridine)-block-poly(ethylene oxide) (P2VP-
b-PEO) diblock copolymer by proton transfer at different
degrees of neutralization. Then scanning force microscopy
(SFM) and X-ray studies were applied to assess the
morphology. The agreement was found to be especially good
for the diameters of cylindrical domains in the amorphous

cylindrical phase, for different degrees of neutralization.

The evident tendency of researcher to study more complex
systems is represented by the use of mean-field theory [97] to
investigate diblock copolymers with both blocks containing
mesogene groups. It was predicted that the lamellar phase has
an unusual nonlinear soft elastic response due to the rotation of

the LC groups.
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Figure 3: Stable morphologies in coil-LC comb copolymer melts.

Comblike macromolecules adsorbed on a flat

surface

The physical behavior of adsorbed comb copolymers is much
better understood, through the direct visualization of the mole-
cules by SFM [98]. SFM allows the determination of the con-
formational characteristics such as contour length, comb width,
backbone curvature, radius of gyration, etc. After adsorption the
macromolecules can adopt many different conformations
including globular, coil- and rod-like. The physical phenomena
behind this complex behavior are described in the following
few subsections.

Bending modulus

In comparison with the macromolecules in solution, strong
adsorption makes most of the side chains two-dimensional
(2D). This leads to a large stretching of the 2D chains, D ~ M,
in contrast to a weaker exponent for the 3D case, D ~ M>/4.
Theoretical calculations for the 2D comb predicted a depend-
ence of the bending modulus on the number of segments in the
side chain as M3, both for symmetric or asymmetric distribu-

tions of side chains relative to the backbone [99]. For
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combs made of polyhydroxyethyl methacrylate backbone
(N =2150 £+ 100) and PBA side chains (polymerization degree
n = (12 £ 1)—(140 £ 12)) adsorbed from good solvent on mica,
SFM results for the bending modulus are approximated by the
exponents v = 2.7 + 0.2 [100], which is close to the theoretical
prediction of 3. The difference between the experimental and
theoretical results may be attributed to the incomplete adsorp-
tion of side chains: Part of the chains forms a 3D brush atop a
2D monolayer. Therefore, a “2.5”-dimensional model including
two objects, a 2D monolayer and a 3D semi-cylinder, can be
used to approximate the shape of the adsorbed brush. Within
this model, the bending modulus of the adsorbed brush in a poor
solvent can be approximated as follows [101]:

5 1— 3
m(ﬂj M3+( q’j M (1)
X X

where ¢ is the fraction of adsorbed chains and parameter x < 1

is the ratio of the brush length L to the contour length of the
backbone aN. Parameters ¢ and x depend on the energy of
attraction to the surface. Equation 1 shows that if the bending
modulus is approximated solely by the power-law function
K ~ aM", then, depending on the strength of adsorption, the
exponent will be in the range 2-3, in agreement with the above

reported experimental value [100].

Interactions between the 2D side chains induce a very strong
force, elongating the backbone. Furthermore, if the length of the
side chains exceeds some threshold value, the brushes undergo
self-scission because of the breaking of the covalent bonds in
the main chain [100,102].

Spontaneous curvature

If the distribution of 2D side chains is “frozen” and asymmetric,
then the comb molecule will form curved and snakelike confor-
mations [99,103,104]: The higher the asymmetry, the bigger the
curvature. It is surprising that if one allows the possibility of the
side chains “jumping” from one side to the other, rectilinear
conformation of the brush with symmetric distribution of the
side chains will not be reconstructed, despite a penalty in the
mixing entropy. It was found that the self-equilibration of 2D
brushes results in their curvature [105-109]; the explanation was
provided in the theoretical papers [107-109]. The free energy of
the curved conformation is smaller due to the decrease in the
extension of the side chains under their asymmetric distribution.
On the convex side of the brush, the extension drops due to
enlargement of accessible space, while on the concave side it
decreases due to a reduction in the number of side chains.

Further computer simulation [110] and theoretical [111] studies
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confirmed the existence of the spontaneous curvature of
adsorbed comb macromolecules. Similar results were obtained
for brush membranes within the self-consistent field approxima-
tion [112]. In addition, all theories predict the existence of a
small barrier for the bending free energy.

Rod—globule transition

Brush molecules adsorbed at the water/air surface with the
Langmuir-Blodgett technique have shown an ability to undergo
transition from straight (rodlike) to globular conformation
[98,105,113]. For potential applications there exists the interest-
ing possibility to govern this process either by lateral compres-
sion-expansion of the film [105] or by a change of the spreading
parameter by admixing of an organic solvent [113]. The char-
acter of rod-to-globule transition depends on the length of the
side chains: Discontinuous (first order) transition was observed
and quantified for brushes with long side chains [105].

Recently, a series of works [114-118] has revealed a new way
to change the conformation of brushes adsorbed on solid
substrates. Relative changes in composition of water/ethanol
vapors lead to reversible transformations from the extended to
the compact globular conformation both for isolated molecules
[114] and dense films [118].

Interesting results were obtained for the critical exponent v of
the end-to-end distance of the adsorbed brushes [117,118].
Adsorption of isolated combs of poly(butanoate-ethyl
methacrilate)-grafi-poly(n-butyl acrylate) were studied in [117].
Immediately after adsorption, a value of v =0.77 was measured,
which is close to the 2D statistics of a polymer chain with
excluded volume interactions. This quantity dropped to 0.53
after a collapse-reexpansion cycle. The proposed explanation
was the following: Initially after deposition from a good solvent
the molecule adopts the conformation with a symmetric distrib-
ution of the side chains (left-right distribution), which is kineti-
cally trapped. After transition to a globular state and reexpan-
sion, the side chains have the possibility to rearrange thus
forming an asymmetric distribution. The asymmetric distribu-
tion is thermodynamically more favorable [104] and leads to the
snakelike structure with v ~ 0.5.

In the case of the dense brush monolayer, the exponent v ~ 0.75
practically does not change after the collapse-reexpansion
cycles [118]. The monolayer was prepared by LB technique and
transferred on mica. In the LB monolayer, each individual chain
saves the conformation of the single 2D molecule, hence
v ~ 0.75. After the collapse—reexpansion cycle, the exponent is
slightly smaller, v = 0.73, but still larger than that for the
isolated molecules. One possible explanation is the idea of

“memory” of the intermediate conformation in the collapsed
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state. Another explanation takes into account the balance
between the surface energy of 3D aggregate and the stretching

free energy of combs in the film [118].

Tadpole conformation and the idea of a molecular
motor

Quite an important parameter for the rod—globule transition is
the grafting density of the side chains. A more densely grafted
brush becomes globular much earlier upon an increase in the
surface pressure. A good example is provided in experiments
with a gradient in the grafting density along the backbone of the
brush [119]. An increase in the surface pressure led to
rod—globule transition at the end of the brush with a higher
grafting density, thus leading to tadpole-like form of the comb
molecules. This kind of molecule may serve as a molecular
motor by analogy with the directional movement of diblock
copolymers [120]. Computer simulations demonstrated that
diblock copolymer adsorbed on a striped surface can shift pref-
erentially in one direction if one of the blocks undergoes peri-
odic collapse and readsorption [120]. In the case of combs, a
difference in the desorption properties between the sparsely and
densely grafted ends may have the same effect on the move-
ment [4,120].

Nanostructures in monolayers of binary comb

copolymers

Thin films of block copolymers have attracted considerable
attention as a convenient material for the preparation of hetero-
geneous surfaces. The proximity of macroscopic phase bound-
aries affects the orientation of the nanodomains as well as the
film structure. Parameters, which govern the orientation, are the
interfacial energy of the boundaries [121,122] and the film
thickness [123]. In the case of lamellae-forming symmetric
diblock copolymers, the perpendicular orientation of the
lamellae was found to be stable if the polymer had a high molar
mass [123,124] or if none of the blocks had a strong affinity
towards the substrate or the air [125]. Otherwise, the lamellae
have a parallel orientation with respect to the substrate [125].
Many other factors such as an electric field [122], or competi-
tion between the non-lamellar bulk morphology and the affinity
of the blocks to the surface [126], or chemically patterned
substrates [127,128] may also have a strong influence on the
orientation of the diblock copolymer domains.

A chemically heterogeneous surface pattern can reliably be
generated from ultrathin films with thickness much smaller than
the equilibrium period of the bulk morphology. For instance,
this can be obtained by the adsorption of a polystyrene-block-
poly(2,4-vinylpyridine) diblock copolymer (PS-5-P2,4VP) on
mica from a non-selective dilute solution [129-133]. The

P2,4VP-block is strongly adsorbed and forms approximately a
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monolayer; the other (PS)-block is incompatible with the air,
substrate and P2,4VP-block. In order to reduce the number of
unfavorable contacts, PS aggregates into clusters which are
stable over a very wide range of block lengths [134]. A different
situation can be observed when the stickiness of one of the
blocks is variable (for example, poly(ethylene oxide)-block-
poly(2-vinylpyridine, PEO-b-P2VP)). Variation of the sticki-
ness can result in surface nanopattern formation [135]. A theo-
retical study of ultrathin films of diblock copolymers with
varying stickiness of one of the blocks shows that surface
nanopatterns with disc-, stripe- and holelike structures can be
obtained. If both blocks can be partially desorbed and one of
them can spread atop the other block [136], a wider set of
morphologies appears: Stripes, discs, holes, bilayers, substrate-

phobic stripes and discs, etc. [136].

Binary comb copolymers comprising incompatible side chains
of A and B types attached to a common backbone, may also be
used as building blocks to form novel nanopatterns. In our
previous work we demonstrated that the conformation of the
adsorbed binary comb molecule has a controlled spontaneous
curvature [137]. Thus, repulsion of the side chains of different
type, on the one hand, and connectivity of the side chains by the
backbone, on the other hand, lead to the formation of intramole-
cular structures. The goal of this section is to study the self-
assembly of ultrathin films of binary comb copolymers within a

strong segregation approach.

Model of ultrathin film of binary combs

As in [135], we study here a dry, ultrathin film of binary comb
copolymers, which were obtained by adsorption of the blocks
on a flat surface from a dilute solution. The usual procedure for
the preparation of these films involves immersion of the sub-
strate into the solution and pulling it out. Hence, we assume that
the overall number of adsorbed macromolecules is constant, but
the surface area is still larger than the total area covered with
polymer segments. Thus we may analyze the thermodynami-
cally stable morphologies through the variation of the spreading
parameter (film area). Each brush molecule contains two types
(A and B) of incompatible, flexible side chains. It was assumed
that the sequence of grafting points of A and B chains is regu-
larly alternating. Let us denote by N, Mp, and My the number of
segments in the backbone, A and B side chains, respectively;
N,Mp,Mg >> 1. It was assumed that the linear size of each
segment of the brush is equal to . We studied densely grafted
combs, i.e., the side chains are attached to each segment of the
backbone and their number is equal to N. The fraction of the
side chains of type B is denoted by § = Ng/N, where Ny is the
total number of side chains of type B. The side chains of type A
are strongly adsorbed on the surface and form a layer of the

thickness a. This allows us to consider the latter as a two

Beilstein J. Nanotechnol. 2011, 2, 569-584.

dimensional object with densely packed units, as it minimizes
the number of unfavorable contacts between A units and the air.
The B chains are strongly incompatible with the A side chains
and may adopt both the two-dimensional (adsorbed) con-
formation as well as partially desorbed (“shrunken”) one.
Adsorption and desorption of the B chains is controlled by the
interactions with the substrate. The sum of contributions from
the interfacial interactions and the entropic elasticity of the side
chains determines whether the lateral segregation is possible.
The following structures are involved in the analysis of thermo-
dynamic stability (Figure 4): Disclike structure (a) and the
structure of the inverse discs (e); hexagonally packed micelles
with a toruslike core formed by partially desorbed B chains (b);
parallel stripes (c); and hexagonally packed inverse toruslike
“holes” formed by strongly adsorbed A chains in the matrix of
partially desorbed B chains (d). The analysis is performed
within the strong segregation approximation [68].

Figure 4: Schematic representation of some of the possible nanostruc-
tures formed by binary combs with strongly adsorbed A side chains
(red) and partially desorbed B chains (blue): (a) Disc-shaped micelles
ordered with the symmetry of a hexagonal lattice (HEX); (b) Torus-
shaped micelles ordered with HEX symmetry; (c) parallel stripes; (d)
Inverse torus-shaped micelles ordered with HEX symmetry; (e) inverse
disc-shaped micelles (“holes”) also ordered with HEX symmetry.

Discs

In the model of the disclike micelle, we assumed that the core is
formed by the side chains of type B and has a disc shape of
radius R and the thickness (Figure 5). We studied the regime
of weak desorption of the B chains where the end-to-end dis-
tance of them is considerably larger than the thickness of the
core, a < h << R. Side chains of the A type are strongly
adsorbed and form the shell of the micelle with outer radius R,
and thickness a.

The free energy of the micelle can be written as a sum of four

contributions:

A B
Fyise = Fint + Foi +Fel + Feont 2

int

576



Figure 5: Schematic representation of the disc-shaped structure.

The first term, F;,;, is the interfacial energy:

- P N 2
Fint = (yAs +Yaa)U(Ry — R )+(YBS +7YBa TR

- (3)
+21R(h — a)Yg, +2nRayy (o —nR3)

Here, R =R/a and R, = INQA/a. The first term in Equation 3 is
the energy of interactions of the A side chains with the sub-
strate and the air; Y, and v,, are the corresponding surface
tension coefficients. The next two terms describe interactions of
B chains with the substrate and the air. The last term in Equa-
tion 3 corresponds to the energy of the substrate/air surface; 7,
is the substrate/air surface tension coefficient; o is the area of
the substrate divided by the number of micelles on the substrate.
This contribution describes spreading of B chains on the
surface: It is not a constant as it would be in the case of the
fixed film area. Each micelle comprises Q macromolecules. The
condition of the dense packing of monomer units in the core
and in the shell of the micelle can be written as:

nR%h = ONgMy, m(R%—R*)=ON\M,, 2nR=0ON (4)

Here, the volume per monomer unit is assumed to be equal to
the cube of the segment length. The last condition corresponds
to the fact that the backbone of each particular brush molecule
is almost fully stretched. Using the above conditions, the inter-
facial energy per macromolecule (divided by a constant N) can
be written in the following form:

— F
Fipe = L lentN
e
2SsMB 28 Mx(1-B)  yo0
—ypy (h-1) -8B _25MCD) | Voo
(x+Dh (x+1) ONa
2SgMB
= h—1)——=——+const. ,
YBa( ) (x+1)h n

where j; ZVijaz/ka are the dimensionless surface tension
coefficients; x = MA/Mg, (x > 1), and M = (M + MB)/2. Sp =
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(Yo ~ YAa ~ YAs) and Sg = (Yo — YBa ~ ¥Bs) are dimensionless
spreading parameters, which control the stickiness of the side

chains. In our case, S4 is fixed, positive and should be fairly
large to provide a monomer thick layer for A chains. We
considered only variation of the stickiness of B chains. In the
system with a fixed number of chains, parameter 6yyo/NQ (the
area of the substrate divided by the number of chains) is
constant for all the nanostructures examined, and therefore, it

can be omitted.

Now let us calculate the elastic free energy of the side chains
(terms Fef? and Fe}? in Equation 2) which can be calculated by
analogy with [137]. For the shell (A chains) we supposed that
all chains are equally stretched and their ends are located at the

outer boundary (Figure 5). The elastic free energy can be

written as:
A F} (-B)(Ra
o == [ M E(dr ©)
kaQN a R

where E(r) = dr/ds is the local stretching of the side chain,
which depends on radial coordinate r. The expression for E(r)
can be calculated using the differential form for the dense
packing condition of the monomer units in the ring of width dr:
2zrdr = adsQN4. Therefore, taking into account the space
filling condition Equation 4, we get:

2
o Gl 0 11 ln(l 7

_ x(1-B)h
el (x+Dh

p

To calculate the elastic free energy of B side chains, the radial
distribution of the free ends has to be taken into account. This
term can be approximated by the one obtained for the case of
cylindrical micelles in the bulk [68]:

FB_m PR Mp’

= 8
4T My 32 ®

Conformational entropy loss due to adsorption of the side
chains comprises contributions from A and B units. The free
energy of the B chains can be calculated as that of the chains
placed in a slit of thickness 4. Owing to the condition R >> A,
we can use the so-called ground-state approximation [138],
where the energy per monomer unit is the minimum eigenvalue

A of the differential equation:
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The boundary conditions are taken to satisfy the requirement of
a constant density of monomer units inside the slits. The solu-
tion of Equation 9 has to be symmetric with respect to
the coordinates origin (the middle of the slit), i.e

y(x) = const.- cos(x\/a/a) .

energy per chain takes the following form:

Thus, the confinement free

- FB 4n®  MP

B

F conf = conf_ _ ) (10)
kTON 3 (x+Dh

For A side chains the confinement free energy is constant for all
the structures considered and therefore can be omitted. From
Equation 5, Equation 7, Equation 8, and Equation 10, the total
free energy of the disc-like micelle (per one molecule), Equa-
tion 2, can be written as:

Fy; :2(1—[3)2[3M1n(1_x(1—[3)h]+ﬁ ME
isc (X+1)h B 3 (x+l)h2 )
4n? MpB _2SBMB .
E (x+Dh>  (x+Dh +7VBa(h—1).

The equilibrium value of the free energy is calculated by mini-
mization with respect to the thickness 4.

Tori

The toruslike micelle has a dense, torus-shaped core of thick-
ness 4 and of radii INQB and R formed by the B side chains. A
smoothed profile of the core can be approximated by a step-like
shape (Figure 6) if the width of the torus, INQ—INQB, is much
larger than the thickness h. Strongly adsorbed A side chains
occupy a ring of thickness a and of outer radius INQA.

Figure 6: Schematic representation of torus-shaped structure.

The general form of the free energy can be described by Equa-
tion 2. In the case of torus-like micelles the condition for the

Beilstein J. Nanotechnol. 2011, 2, 569-584.

dense packing of monomer units in the core and in the shell of

the micelle can be written as:

n(R* — R3)h = ONg M,

(R —R?) = ON M 4, (12)
2nR = ON
Interaction contribution Fj, takes the form:
Fint: Fin
ky TON
25MP 4MB
= h—1)— L
=7Ba (1= (x+Dh /B (x+1)Rh
L 2S,M1-B) | 3900 4
(x+D) QNa2
285 MB _4MB
=yp,(h—1)-—B 4 +const.
V3o (1) G+nn BT R T

The elastic free energies of the core and the shell are calculated
in a similar way to those of the disclike structure:

2
[76113 :_B_Rln[l_ﬂ] (14)
2h (x+1)AR
and
2
Fa - =B Rln(l+4Mx(l B)j : (15)
2 (x+DR

where the conditions in Equation 12 are used.

The confinement free energy has the same form as for the case
of discs. Hence the total free energy of the torus-like micelles
can be written as

2
Ftor = a=p)
2

2
—B—Rln 1-
2h

4n’  MB
+ 2
3 (x+1)h

(x+DR

AMB
(x+ DRA
_25pMB

G+ 1)h
_AMB
(x+)Rh

Rln(prwj

(16)

*+YBa (h - 1) + YBah 1-
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The equilibrium value is calculated by minimization with
respect to the parameters R and .

Stripes

If the value of the fraction of B side chains B increases, the
torus-like structure becomes unfavorable and a stripes-like
structure can be observed (Figure 7). The width of the A chains
monolayer is 2(Ry — R). The B stripes have width 2R and thick-
ness 4 (condition 1 < h << R remains valid).

Figure 7: Schematic representation of a stripe-shaped structure.

For this structure the total free energy has the form:

str =

23M (1+ X(1-B)° K2 }

- 1 h2 3
(x+2 ) B an
4n*  MB  2SgMB
+ - + h-1
3 et Gepp 7D

where the space-filling conditions are: 2LRh = QNgMp and
2L(Ry — R) = ONM, respectively. Here, L — oo is the length
of the stripes. The first term in Equation 17 is the elastic free
energy of the side chains, NgR%/Mg + N4(Ry — R)2/My. Other
terms are written similarly to the case of torus shaped micelles.

We can find conditions for the transition to a monomer thick
structure (2 = 1) for the stripes:

an’
3

SCI‘ ~

+ 2[32.

Thus, the completely two dimensional structure is stable if
Sp > S§.

Inverse Tori

In the case of a large asymmetry of the binary combs forming
the film (Ng < Ny), the inverse torus-shaped structure can be
stable. Morphology of this structure is similar to that of the
torus-shaped one, with the difference being that the inner part
(core) of the micelles forms a monolayer of A type (Figure 8).
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Figure 8: Schematic representation of an inverse torus-like structure.

Similarly to the free energy of the conventional torus,
Equation 16, the free energy of the inverse torus takes the form:

2
Fror =§—hR1n(1+ﬂJ

(x+1)Rh
2 2
_(1-p) R]n[l_4Mx(1—B)j+4n MB 18)
2 (x+DR 3 (x+1)i?
_25gMB _ _AMx(1-PB)
ARV L G AR T Lty

Holes

Finally, the last structure that can be observed in ultrathin film
of the binary comb copolymers is the one inverse to the disk-
like micelles (Figure 9). This structure is characterized by a
disk-like, monomer thick core of the A side chains and by thick-
ened corona of the B units.

Figure 9: Schematic representation of “holes”

The free energy of the “holes” takes a form similar to the case
of disks, Equation 11:

Foo_20-ppiM (B ) n My(1-p)
hole = x ¥ ) x1-P)h ) 3 (x+))
4an®  MB  2SgMPB )
_25 _
3 (x4 A2 TInTRRLA
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Phase diagrams

Phase diagrams in terms of the fraction of B side chains,
B = Ng/N, and of the spreading parameter, Sg, are depicted in
Figure 10. Boundaries between different nanostructures are
determined from the conditions of equality of the free energies.
The nearly horizontal line, Sg', distinguishes the “landscape” of
the film. Above the line (high values of Sg), the film is
completely flat consisting of 2D binary combs. Depending on
interaction parameters, all analyzed morphologies can be stable.
If B is small enough, a minor fraction of the B chains forms the
core of the micelles in the film, i.e., disclike morphology. An
increase of B may result in toruslike structure if the incompati-
bility of polymer B with the air (the surface tension coefficient
YBa) 18 low enough. Indeed, the inner surface (line) of the torus
possesses extra (in comparison with the disc) energy, which
destabilizes the structure at high values of yg,. A further
increase of B leads to the formation of a stripelike structure,
which does not correspond to the symmetric composition
B = 1/2. The reason for that is the value of the parameter
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x = Ma/Mg = 2 (Figure 10a—c). One needs a higher fraction of
short B chains on one side of the backbone to “equilibrate” the
excluded volume of long A chains on the other side. The
inverse toruslike structure is also stable only at relatively small
values of the surface tension coefficient y5, (Figure 10a).
Finally, if B is high enough, the A blocks form the core of the
micelles in the film.

Prominent nanostructures with elevated B domains are stable at
Sp < Sg . Here all the boundaries are shifted towards higher
values of B. This effect can be explained by partial desorption
(shrinkage) of the B chains, which is accompanied by the
decrease of their lateral stretching. Therefore, in order to stabi-
lize a certain structure at low values of Sg, one needs to take
molecules with higher B to increase the stretching of the B
chains. Both direct and inverse toruslike structures disappear
with the decrease of Sg at fixed values of yg, and ya,. This
behavior is also related to the energy of the inner surface of the
torus: Decreasing Sy thickens the torus and increases the

21—“ M =200 21~ IFQ M =200
' x=20 x=20
YBa = 0.8 YBa=1.5
Yaa =07 Yaa = 1.4
14 | 14}
as} 7+ 1disc I4s
U)h 2 torus 1 disc
o) 3 stripe | 2torus
° 4 inverse torus 3 stripe
S 5 hole 4 inverse torus
© 0 . 1 I ! I
g 0.30 0.60 0.90 0.50 0.75
e~ | = 21F 3 =
2 b [ c | M =200 [ d | M =200
ko] x =20 x =05
5 Vea = 2.3 Y8a = 0.8
% 15+ YAa = 2.0 YAa = 0.7
14
10 +
7+ 1disc
5L 2 torus
1 disc | 3 stripe
2 torus 4 inverse torus
3 stripe 5 hole
0 s Il s 1 0 L s 1 1 1 s 1 L s
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fraction of B side chains, 3

Figure 10: Phase diagram of the film in terms of the fraction of B side chains, B = Ng/(Na + Ng), and the spreading parameter Sg. The line Sg = Sgr
splits the regions of flat and prominent morphologies. The spreading parameter Sp satisfies the inequality Sy > SR to ensure 2D conformation of A

chains.
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surface energy. The particular slope of the boundaries of the
prominent morphologies allows us to conclude that the varia-
tion of the stickiness of one of the blocks in the film can lead to
morphological transitions.

Changing of the parameter x from 2 to 0.5 (Figure 10a and
Figure 10d) corresponds to the shortening of the A chains with
respect to the B chains. In this case the whole phase diagram
shifts towards lower values of B (one needs a smaller fraction of
long side chains of B type to change the morphology).

Partial desorption of the B side chains influences not only the
morphology but also the size and aggregation number of the
micelles in the film (Figure 11). The increase in stretching of
the B chains with Sp leads to a decrease in the value of the
spontaneous curvature of each comblike molecule (the so-called
energetic curvature [137]) and, hence, to the growth of the
radius of the micelles (disc- or toruslike) and their aggregation
number (Figure 11).

80

M =200 prominent .
70 x=20 stripes P
I YBa = 0.8
60 yaa=07 .
[ B=0.64 .
50 : prominent
L holes
! IEN
301 i
L : N
Qo 20r / :
o _ inent prominenté
8 10 pr(zjriglssen inverse flat holes
IS ' tori
> 0 L 1 L 1 NN B 1 P B | 1 ' 1 M|
g 0O 2 4 6 8 10 12 14 16 18 20
RS —
= 80 =200 N
& 70 x=20 4
2 [ YBa=0.8 P
()] : .
© 60r Yaa = 0.7 prominent
B =0.57 stripes
50
e b |
30
flat stripes
201 : P
10F prominent
discs P
0 % R
0 2 4 6 8 10 12 14 16 18 20 22

spreading parameter, Sg

Figure 11: Aggregation number Q as a function of the spreading para-
meter Sg at different values of : § = 0.64 (a) and 0.57 (b). The vertical
lines split the regions of stability of various nanostructures.
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Direct and inverse toruslike nanostructures are characteristic
structures of the binary combs and they are absent in the films
formed by diblock copolymers [135,136]. This feature is related
to the form of “building blocks” in self-organized films. The
ability to form spontanecous curvature on the level of individual
comblike macromolecules predefines stability of the toruslike
structures.

Conclusion

In conclusion, we can state that the improvement in procedures
for the synthesis of comblike macromolecules makes it possible
to prepare new classes of polymers with well-defined structures.
In turn, this leads to the discovery of properties not typical of
other types of molecules. Specifically, the effects of the strong
extension of chains and the feasibility of controlling con-
formational properties on the surface are of indubitable interest
for the creation of diverse molecular machines. Even though
intensive studies of comblike polymers have been carried out
for more than two decades, the question whether the con-
formational properties of such molecules in solution depend on
structural parameters remains unsolved. However, considerable
progress has been achieved in the study of polymers adsorbed
on the surface.

At present, researchers have shifted their attention to comblike
macromolecules of complex chemical structure. These systems
are of the utmost interest for the discovery of new effects and

for creating new materials.
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Abstract

Aiming at model systems with close-to-realistic transport properties, we have prepared and studied planar Au/TiO, thin-film model
catalysts consisting of a thin mesoporous TiO; film of 200400 nm thickness with Au nanoparticles, with a mean particle size of
~2 nm diameter, homogeneously distributed therein. The systems were prepared by spin-coating of a mesoporous TiO; film from
solutions of ethanolic titanium tetraisopropoxide and Pluronic P123 on planar Si(100) substrates, calcination at 350 °C and subse-
quent Au loading by a deposition—precipitation procedure, followed by a final calcination step for catalyst activation. The structural
and chemical properties of these model systems were characterized by X-ray diffraction (XRD), transmission electron microscopy
(TEM), N, adsorption, inductively coupled plasma ionization spectroscopy (ICP-OES) and X-ray photoelectron spectroscopy
(XPS). The catalytic properties were evaluated through the oxidation of CO as a test reaction, and reactivities were measured
directly above the film with a scanning mass spectrometer. We can demonstrate that the thin-film model catalysts closely resemble
dispersed Au/TiO, supported catalysts in their characteristic structural and catalytic properties, and hence can be considered as suit-
able for catalytic model studies. The linear increase of the catalytic activity with film thickness indicates that transport limitations
inside the Au/TiO; film catalyst are negligible, i.e., below the detection limit.
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Introduction

There is a long history of studies in surface science of the
elementary steps in catalytic reactions with idealized, planar
model systems. In this way, a detailed mechanistic picture, on a
molecular scale, has been derived from experimental and theo-
retical studies for a number of catalytic reactions on metal
single crystal surfaces under ultrahigh vacuum (UHV) condi-
tions [1]. It was soon realized, however, that because of the
tremendous differences in the materials and reaction conditions
between the idealized and realistic cases, the conclusions and
results obtained from these model studies could not be easily
transferred to the context of a realistic catalytic reaction [2-6].
Here it should be noted that many reactions are not accessible
for investigations under surface science conditions, since the
rates of specific reaction steps, or of the overall reaction, are too
low under these conditions, a classical example of this situation
being the synthesis of ammonia [7]. Accordingly, the last two
decades saw increasing efforts to bridge the gaps between reac-
tion conditions, often known as the “pressure gap”, and between
materials (the “materials gap”) [2-6]. On the one hand, this
includes the increasing use of techniques that can also be
applied under or close to realistic reaction conditions, in the
mbar to 1 bar range, such as high-pressure scanning tunneling
microscopy (STM) [8-10], high-pressure X-ray photoelectron
spectroscopy (HP-XPS) [11-14], polarization-modulation
infrared reflection absorption spectroscopy (PM-IRAS) [15-17]
or X-ray absorption spectroscopy (XAS) techniques [18,19],
which allow us to gain detailed information on the structure,
elemental/molecular chemical composition and electronic/vibra-
tional properties of the catalyst surface and adlayers during
reaction. On the other hand, more realistic, but nevertheless
structurally well defined model systems were introduced,
including in particular planar supported metal catalysts, where
metal nanoparticles are supported on thin oxide or other com-
pound films, or on massive oxide substrates [20-22]. These
model catalysts were prepared in different ways, e.g., by depo-
sition of the respective active metal phase by evaporation, depo-
sition of preformed metal nanoparticles or chemical impregna-
tion and subsequent activation procedures. While structurally
and chemically still reasonably well defined, these systems are
also more realistic than pure metal substrates in that they
include, e.g., particle size effects or effects resulting from the
interface between the support and the active material.

These model systems differ from realistic catalysts, however, in
one important aspect with respect to their (internal) transport
properties, as given, e.g., by the absence/presence of pore diffu-
sion. Therefore, we recently started to develop a new type of
model system, consisting of a nanoscale catalyst layer of a
hundred to a few hundred nanometers thickness on a planar

support. While both the preparation procedure and the internal
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surface chemistry and structure closely resemble those of real-
istic, dispersed catalysts, the transport properties in the nano-
structured catalyst are much better controlled. Therefore, these
model catalysts should be particularly suited for studies on the
influence of the internal nanostructure and transport properties
on the reaction characteristics. Furthermore, they may serve
also as model systems for the development of catalytically

active coatings.

In the following, we present initial results on the preparation,
structural and spectroscopic characterization and catalytic prop-
erties of ultra-thin Au/TiO; catalyst films, which were prepared
by spin-coating a thin film of mesoporous TiO; of 200—400 nm
thickness on a flat Si(100) substrate and subsequent loading
with Au nanoparticles. After describing the experimental pro-
cedures, we first present transmission electron microscopy
images and XRD results characterizing the structure and
morphology of these films and the distribution and particle size
of the Au nanoparticles. The chemical state of the materials was
characterized by XPS, and finally the catalytic activity of these
model systems was characterized by a scanning mass spectro-
meter set-up that was modified for these measurements.

Experimental
Sample preparation and physical characteri-

zation

In a typical procedure, 0.32 g Pluronic® P123 (5 pmol) in 6 g
ethanol (0.13 mol) were homogenized with a solution of 2.68 g
titanium tetraisopropoxide (9.45 mmol) in 1.36 mL
hydrochloric acid (conc.), resulting in a clear TiO, sol. After an
aging period of 60 min at room temperature, the sol was spin-
coated on the precleaned Si substrates with a spinning speed of
4000 rpm (for 280 nm thickness) for 30 s. To vary the film
thickness of the titania films, spinning speeds of 2000 rpm (for
420 nm thickness) and 6000 rpm (for 190 nm thickness) were
used instead for 30 s. The Si(100) wafer was cut into small
pieces (9 mm x 9 mm) prior to the coating procedure. To
remove possible organic contaminants, the wafer was cleaned
with acetone, rinsed with distilled water and immersed into a
piranha solution (2 HySOy4 : 1 HyO, (30%)) for 5 min, followed

by rinsing with water.

Subsequently, the films were aged in air for 8 h at room
temperature, followed by drying in an oven (40 °C, 24 h, air).
Finally, the structure-directing agent Pluronic® P123 was
removed by calcination in air at 350 °C for 3 h, with a ramp rate
of 1 K min™!.

For the N, sorption and inductively coupled plasma ionization

spectroscopy (ICP—OES) measurements, a larger quantity of the
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titania material was needed: The remaining coating solution was
cast in petri dishes and aged analogously to the thin coatings.
After the aging step, the material was scraped off and calcined
in air for 3 h at 350 °C with a heating ramp rate of 1 K min™'.

The Au/Ti0O,/Si catalysts were prepared following a deposi-
tion—precipitation (DP) procedure as described previously [23-
25]. Up to 5 TiO,/Si samples were immersed into 100 mL H,O
and heated to 60 °C. Then an aqueous solution of 0.01 M
HAuCly 3H,0 was added at constant temperature, while the
suspension was stirred and the pH of the solution was kept
constant at about 5.5 by dropwise addition of 0.01 M K,CO3
solution. Subsequently, stirring was continued for additional
30 min, and the solution was then cooled to room temperature.
Finally, the Au/TiO,/Si precatalysts were washed several times
with distilled H,O to remove residual potassium and chloride
ions as well as unreacted Au species, and then dried at room
temperature in vacuum. Prior to the measurements, the Au/TiO;
catalyst film was calcined for 1 h at 350 °C in 2 mbar O, (0350

treatment).

The Au/TiO, film thickness was either obtained from the trans-
mission electron microscopy (TEM) measurements (see below)
or by AFM profilometry by means of a Topometrix Explorer
SPM (scan range: 100 pm) in contact mode. By mechanically
removing part of the Au/TiO, film, we generated a free-
standing edge of the film on the Si substrate around the sample
center, whose height was measured by AFM. Evaluation of
single line profiles across the step edge between the bare Si sub-
strate and the region of the intact Au/TiO, film yielded statisti-
cally relevant data.

The surface area and the pore diameter of the titania (cast TiO,
material, different batches) was determined by N, sorption
measurements (Autosorb MP1 and Quadrasorb,
Quantachrome). The specific surface area was calculated using
the Brunauer—-Emmett—Teller (BET) relation in the p/py range
of 0.05 to 0.3 [26]. The pore size distribution was evaluated
from the desorption branch of the isotherms, by the procedure
developed by Barrett, Joyner and Halenda (BJH) [27]. XRD
measurements were performed on a PANalytical MPD PRO

instrument, with Cu Ka radiation (A = 0.154 nm).

X-ray photoelectron spectroscopy (XPS) measurements were
performed using two different XPS systems: In the one system a
hemispherical electron analyzer (SPECS, EA 200) was used
together with a dual Al/Mg X-ray source (SPECS, RQ 20/38),
using Al Ka radiation (1486 eV). Survey spectra were recorded
with a pass energy of 197.76 eV, or for detail spectra with a
pass energy of 43.95 eV. In the second, we used a PHI 5800
system (Physical Electronics) with a hemispherical electron
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analyzer in combination with an X-ray source for monochro-
matic Al Ka radiation. Here, survey spectra were recorded with
a pass energy of 93.9 eV (detail spectra with 29.35 eV).
ICP-OES measurements were performed on an Ultima 2 instru-
ment (Horiba Jobin Yvon).

Electron microscopy measurements

The samples were cut into pieces (diamond wire saw) and glued
together face-to-face for cross-sectional TEM measurements.
These sandwich-like glued sample pieces were mechanical
ground, dimpled and polished down to a thickness of <5 um
(Gatan dimple grinder). Low angle (10°) argon ion etching with
energies of 5 to 1 keV (Fischione 1010 ion mill) was used to
achieve electron transparency with lamella thicknesses of
<100 nm. The TEM measurements were carried out on a FEI
Titan 80-300 microscope operated at 300 kV in scanning mode
(STEM). The microscope was equipped with a high-angle
annular dark-field (HAADF) STEM detector (type Fischione).
The mass sensitive HAADF contrast (intensity scales with ~Z2)
results in a very strong signal of the Au nanoparticles that could
therefore be easily detected and measured by simple thresh-
olding of the STEM images. X-ray spectroscopy to determine
the composition was carried out using a Philips CM20 TEM
operating at 200 kV equipped with an EDAX energy dispersive
X-ray SiLi detector. Scanning electron microscopy was carried
out on a Zeiss NVision 040 equipped with in-lens secondary
electron detector and back-scatter detector and an EDAX
energy dispersive silicon drift X-ray detector. For imaging, a
voltage of 1 kV was used, and for EDX spectroscopy an energy
of 5 kV was used.

CO oxidation activity measurements

The catalytic measurements were performed in a scanning mass
spectrometer (SMS) system with a dedicated reaction chamber
for reactions at pressures up to several mbar, and a separate
second chamber containing a differentially pumped mass
spectrometer (for details see [28,29]). The Au/TiO, samples
were mounted on a heatable sample stage in the reaction
chamber. For the reaction measurements, the reaction chamber
was backfilled with the reaction gas mixture (in this case CO
and O,), with the gas flow being controlled by mass flow
controllers (O;: Hastings, HFC-302, 0-50 sccm, CO: MKS
1479A, 0—-100 sccm).

The reaction chamber is connected to the analysis chamber by a
quartz capillary with an inner diameter of 3 mm. At the lower
end of the capillary, which reaches into the reaction chamber, a
small cylindrical flow restrictor (channel length 3 mm, inner
diameter 50 pm) is glued into the slightly widened orifice. The
flow restrictor ends in a flat Ti cap (cylindrical volume with

inner diameter of 2.5 mm and height of 0.1 mm) to collect the
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gas species above a defined sample area. In this way, a much
larger surface area of the underlying sample contributes to the
measured signal than in the previous set-up [28], where the end
of the capillary transformed into a tip with a constricted channel
(inner diameter: 70 um, outer diameter: 300 um). The gas
species are then guided towards the analysis chamber and, after
leaving the quartz tube, directly into the ion source of a quadru-
pole mass spectrometer (QMS). A triple-axis, high precision,
sample stage allows for free (relative) positioning of the sample
underneath the Ti cap, at any lateral position on the sample
surface (cf. Figure 1). For the measurements, the pressure in the
reaction chamber was varied between 0.5 and 5 mbar, resulting
in pressures within the analysis chamber of 1:1078-3-1077 mbar.
When the capillary head is fully approached towards the sample
surface, we still find no measurable drop in the pressure under-
neath the Ti cap. Hence, the gas flow into the volume enclosed
by the cap is high enough under these conditions that the
outgoing flow through the capillary does not lead to a measur-
able pressure drop in the reaction volume under the Ti cap (cf.
[29]). The slow flow of reactants into and out of the reaction
volume also results in an accumulation of CO, product gas
within the reaction volume, which in turn leads to an enhance-
ment of the CO, signal such that this can be reproducibly
detected.

to QMS

G
flow
restrictor:
=50 ym
\ pyrometer
/7

CO +0,
~

N

resistive

Ta-heater Si (reference)

AU/TIO, film

Figure 1: Schematic drawing of the end of the SMS capillary and the
sample in the scanning mass spectrometer. Lower part: Sample holder
with resistive heater and two separate samples (here: Au/TiO3 film on
Si and a catalytically inactive Si wafer), upper part: Capillary with flow
constriction (can be moved from one sample to the next one).

To obtain background-corrected product gas concentrations in
the reaction measurements, we performed additional measure-

ments on a piece of Si wafer located next to the actual sample,
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and which served as reference sample. Since the Si surface is
catalytically inactive, the CO, concentration above that sample
can be considered as a measure of the background signal that is
superposed on the CO, concentration arising from the catalyti-
cally active sample. This assumption is valid as long as the pro-
duct gas concentration is low enough to not significantly affect
the concentration and flow of the reactant gases (CO and O,).
Furthermore, the Si reference sample was used for measuring
the temperature at the sample surface with a calibrated pyrom-
eter (LumaSense - Impac IPE 140) during the time period when
the capillary was located above the Au/TiO, sample (Figure 2).
In this way, the temperature measurements are independent of
any variations in the specific emissivity of the Au/TiO; films.

0.14 T T T T T 140
~ +— CO, absolute signal
. - - = - CO, background fit | | 190
E 0.124 \\ \ — temperature O
5 L, 1100 3
Sot{ NN\ 2
s ~ @ {80 @
ON .. | v @ @
0.08+ \ | 2
© SRR
0.06 . . ; —=
0 200 400 600 800 1000
time /s

Figure 2: Principle of the SMS measurement on the mesoporous
Au/TiO; film with CO oxidation as a test reaction. The CO, signal was
measured for decreasing sample temperature (blue data) atop the
catalytically active layer (1) and the bare Si reference (2).

CO conversions were calculated from the CO; content in the
reaction gas as probed by the mass spectrometer, based on tabu-
lated values for the ionization probability of the respective
species CO, O, and CO; [30]. The gas flow into the mass
spectrometer was calculated by assuming a maximum differ-
ence between the pressures in the reaction chamber and in the
reactor (underneath the Ti cap) of 3%. This is justified by the
fact that we did not detect any change in the gas flow to the
mass spectrometer when approaching the Ti cap towards the
sample surface. The incoming CO and O, stream entering the
reactor from the outside (from the reaction chamber) was calcu-
lated by assuming that all molecules hitting the space between
Ti cap and sample surface will enter the reaction volume, and
the height of the Ti cap was adjusted relative to the sample
surface such that the pressure difference of 3% (see above) was
reached. This yields a minimum value for the incoming gas
stream, but higher values are possible as well. Accordingly, the
conversions given in the next section are maximum values;

lower values are also possible.
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Results and Discussion
Characterization of TiO, coatings and
Au/TiO, catalysts

The thin-film Au/TiO, catalysts were prepared by an evapor-
ation-induced self-assembly (EISA) approach, by spin-coating a
Si(100) wafer with a TiO, sol containing a structure-directing
agent [31], followed by precipitation—deposition of Au on these
films. A stable and coatable sol was only obtained at very low
pH (conc. HCI), due to the high reactivity of the titanium
alkoxide precursor at higher pH values. The crystallinity and
morphology of the coating depends critically on the posttreat-
ment temperature. As synthesized, the coatings possess an
amorphous network structure comprising mesopores. The meso-
scopic ordering of the pore system after the heat treatment was
confirmed by small angle X-ray scattering, displaying a broad
maximum at 20 = 1.35, indicating repeating unit distances of
6.54 nm (data not shown). Upon calcination, the material
crystallized and anatase nanocrystallites formed at temperatures
above 350 °C; crystallization was completed with increasing
temperature (600 °C). Further heat treatment resulted in the for-
mation of the thermodynamically stable polymorph rutile, with
complete transformation from anatase to rutile at about 1000 °C
(cf. Figure 3). Concomitantly with crystallization, the orga-
nized mesopore system collapsed during the heat treatment as
expected when structure-directing agents, such as Pluronic
P123, are applied [32]. Nevertheless, a porous material was
obtained, built up from anatase crystallites of 9 nm diameter
(calculated from the Scherrer equation) with specific surface

land a

areas (after calcination at 350 °C) of 175 m2-g~
monomodal, narrow, pore-size distribution with an average pore
size of 3.1 nm (see Supporting Information File 1 for experi-

mental data).

The DP method employed for Au loading of the oxide films
was not expected to cause major changes in the structure of the
oxide film because of the gentle conditions, which was also
confirmed in previous studies of Au/TiO, catalysts based on
highly dispersed mesoporous TiO, supports [33].

From the ICP-OES analysis of the Au/Ti0O, catalyst material
(cast in the Petri dishes) we derived a Au content of 2.7 wt %.
This is in the range of Au contents typical for realistic
supported Au catalysts [25,34]. XPS measurements of the same
cast material yielded a Au loading of 4.3 wt %, which is in rea-
sonable agreement with the ICP—OES data. Contamination
levels (e.g., Cl) were below the detection limit of XPS (XPS
data on Au/TiO; films see in the following section).

Further information on the structural characteristics of the thin-
film model catalysts was obtained from TEM analysis of the

Au/TiO; layers. Using the procedures described in the experi-
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Figure 3: X-ray diffraction patterns obtained for TiO, coatings treated
at different temperatures as indicated in the figure.

mental section, cross-sectional TEM measurements were
performed directly on the nanoscaled Au/TiO, film, allowing
for a detailed characterization of the structure of the TiO; layers
and of the distribution of the Au nanoparticles (NPs) in the
TiO; film and their size distribution. According to these
measurements (see Figure 4), the mesoporous TiO; films on the
Si(100) substrate form a compact, homogeneous layer of poly-
crystalline mesoporous TiO, with a uniform film thickness
(~280 nm at 4000 rpm) and typical TiO, crystallites of
10-20 nm. The observation of very small Au NPs agrees well
with earlier findings for DP prepared Au/TiO, catalysts, which
generally yielded Au NPs with small sizes and a relatively
uniform particle-size distribution [35].
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Figure 4: Cross-sectional scanning TEM image of a mesoporous
Au/TiO5 film spin-coated onto a Si(100) wafer and subsequently
loaded with Au.

Based on the TEM analysis, the Au particles are homogenously
distributed in the TiO, film, with a broad particle-size distribu-
tion ranging from 0.25 to 68 nm. On the O350 calcined cata-
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lyst film, before CO oxidation, the maximum of the particle-
size distribution is located close to ~2.0 (mean particle size
2.0 = 1.6 nm, Figure 5, left). As expected from the much higher
temperature during the calcination pretreatment, we observed
no substantial changes in the gold particle-size distribution after
the CO oxidation reaction (see Figure 5 right, mean particle size
2.2 + 1.3 nm). This result closely resembles previous findings
on highly dispersed Au/TiO, catalysts, which also showed no
significant growth of the Au NPs during reaction with similar
pretreatment and reaction conditions/procedures [36-38].

Note that the size distribution of the Au nanoparticles differs
significantly in the thin anatase films (280 nm thickness)
compared to on the dispersed TiO, supports with approxi-
mately spherical TiO, particles of about 10-20 nm in diameter
[33,39]. Despite the fact that we used the same preparation
procedure for the Au deposition and formation of Au NPs on
the TiO, film as on the dispersed TiO, support, the Au parti-
cles are measurably smaller than those obtained on a highly
disperse mesoporous TiO, support (anatase, 175 m2-g~!,
maximum of the particle-size distribution at about 3.0 nm)
[33,39]. Furthermore, the particle-size distribution is broader for
the mesoporous TiO, films. These differences may be related to

frequency / %

o 1 2 3 4 5 6 7 8
particle diameter / nm

frequency / %

0 1 2 3 4 5 6 7 8
particle diameter / nm

Figure 5: Upper part: High-magnification TEM images of the Au/TiO5 thin-film catalyst after oxidative pretreatment (left) and after subsequent CO oxi-
dation reaction (300 min on stream, right); lower part: Corresponding Au particle-size distribution.
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differences in the Au particle growth process from a Au>" solu-
tion, and specifically to the different diffusion pathways of
A" ions towards the TiO; surface in the two cases, the TiO,
film and the TiO, powder. For deposition on the TiO, film
samples, which were placed at the bottom of a beaker during
stirring, the average diffusion path of the Au*™ complex to the
TiO, surface was larger compared to deposition on the TiO;
particles that were free to move in the whole volume of the
solution. Consequently, the probability that an Au3* ion meets
the surface of a Au nanoparticle will be higher for deposition on
dispersed TiO, than on the TiO, film. The broader Au particle-
size distribution in the Au/TiO, film catalyst may be due to
different reasons. First, earlier TEM analysis of powder Au
catalysts was performed on a Philips CM 20 instrument
(200 kV, thermionic electron emission) operated in conven-
tional bright-field TEM mode with much lower sensitivity and
spatial resolution than obtained on the present instrument (FEI
Titan). On the former instrument, the smallest Au particles that
could be detected within the background of the porous matrix
were around 1.2 nm in diameter. In the current analysis, parti-
cles with sizes down to 0.3 nm could be detected since the scan-
ning mode of a field emission STEM using a HAADF detector
delivers a very good signal-to-background ratio, especially for
particles consisting of heavy elements within a matrix of low-
atomic-number elements (contrast scales with approximately
72). This may at least partly explain the higher probability of
very small Au NPs in the present Au/TiO; film catalysts as
compared to previous data on dispersed Au/TiO, catalysts.
Second, although we have no direct evidence, we cannot rule
out effects from residual Cl in the thin film catalysts. The pres-
ence of chloride anions is known to enhance the mobility and
aggregation of Au NPs [40,41], and we cannot rule out that the
residual Cl contents in the Au/TiO; film catalyst after the DP
process are slightly higher than in a powder Au/TiO; catalyst.
Even at levels far below the detection limit of XPS (~0.01 ML),
Cl could have measurable effects.

XPS results

The composition of the Au/TiO; catalyst layer surface, in par-
ticular the oxidation state of the Au NPs and the amount of Au
present in the film, was characterized by XPS, both before and
after the oxidative pretreatment. Survey spectra showed the
presence of Au, Ti, oxygen, and carbon species; significant
carbon contributions are attributed to contaminations picked up
during the sample transfer through air after drying or after calci-
nation. Representative detail spectra of the Au(4f) region are
displayed in Figure 6 (upper and lower panel). The Au(4f) spec-
trum of the dried catalyst, prior to calcination, includes two Au
related contributions, a metallic Au® species with a Au(4f7))
signal at 84.5 eV as the main component (intensity ~66% of the

total Au(4f) intensity), and a second pair of peaks related to
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ionic Au species [42-44]. The latter peaks appear at 1.9 eV
higher binding energy compared to the metallic Au species, in-
dicative of a Au3" species [42,44]. The binding energy of the
metallic Au(4f;/,) peak was calibrated with respect to the
Ti(2p3/2) peak of the mesoporous TiO, (Eg = 459.0 eV)
[33,44]. The total Au(4f) intensity corresponds to a Au content
of 8.6 (as prepared) and 5.2 (after calcination) atom %, equiva-
lent to 41 wt % (as prepared) and 26 wt % (after calcination).
The loss in Au(4f) intensity upon O350 treatment results from
Au® particle formation, which increases the absorption of
Au(4f) electrons as compared to a dispersed distribution of
Au3" ions and very small Au® NPs. After calcination, the
Au(4f) signal only shows the spin—orbit splitting of the Au(4f)

state of Au® species, without any indication of ionic species.

intensity / a.u.

94 92 90 88 8 84 8 80
binding energy / eV

Figure 6: Au(4f) signals of the Au nanoparticles in mesoporous
Au/TiO catalyst films before (upper panel) and after (lower panel)
oxidative pretreatment.

The significantly higher Au content in the Au/TiO; thin-film
catalyst as compared to the dispersed Au/TiO, catalyst (cf.
value of 4.3 wt % in the cast material given before) may arise
from the fact that XPS measurements are sensitive only to the
uppermost layers (a few nanometers) of the sample surface. An
inhomogeneous distribution of the Au NPs in the film, with a
pronounced enrichment at or close to the film surface, would

result in much higher measured Au(4f) signals than obtained for
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a homogeneous Au NP distribution, at identical total Au
contents. The TEM results, however, clearly indicate a homoge-
neous distribution of the Au NPs in the film, and a similar result
was also obtained from high resolution SEM measurements,
which resolved a lateral distribution of Au NPs and surface
sensitive conditions (at 1 keV beam energy), which is compat-
ible with that observed in the TEM images. Finally, Au contents
of 15 wt % and higher were obtained also in EDX spot
measurements on Au/TiO; thin-film catalysts. These probe the
entire film thickness, and even into the Si substrate, as evident
from the presence of a visible Si peak. Hence, despite a similar
Au loading process and process parameters, the DP process
leads to significantly higher Au contents on the TiO; film
samples than on highly disperse TiO, powder. Most easily, this
can be explained by the much smaller mass and surface area of
the TiO, films (~0.1 mg per batch with 4-5 film samples) as
compared to that of the dispersed TiO; support (~10 mg per
batch) during Au deposition in identical solution volumes.

In total, most of the structural properties of the mesoporous
TiO, thin films on Si(100) substrates (crystallinity, pore size)
are similar to those found in the mesoporous TiO, powder.
Subsequent Au loading leads to a homogeneous distribution of
the Au nanoparticles with a slightly smaller mean size, but a
broader size distribution than obtained for disperse TiO,
supports, for both mesoporous or nonporous (P25) supports.

The Au content in the thin films, however, is significantly
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higher than in the disperse material, and must be reduced in
future work. On the other hand, when comparing with typical
planar Au/TiO, model systems, consisting, e.g., of Au nanopar-
ticles deposited on single-crystalline TiO,(110) supports by
evaporation under UHV conditions, the size distributions are of
comparable width. In contrast, depositing preformed Au
nanoparticles, prepared by micellar techniques, yields model
catalysts with much narrower size distributions and approxi-
mately spherical Au NPs of comparable size [36]. Hence, based
on their structural characteristics, mesoporous Au/TiO; thin
film catalysts can be regarded as structurally well-defined
planar model systems, which are closer to realistic catalysts
than conventional planar model catalysts, but are nevertheless
structurally well defined and thus are a suitable candidate to

bridge the materials gap.

Catalytic properties of the mesoporous
Au/TiO5 films

CO, formation as function of time

The catalytic activity of the Au/TiO, films for CO oxidation
was investigated in different ways. First, we tested the initial
activity and the tendency for deactivation as a function of time
in stream.

Figure 7 shows the catalytic activity of the mesoporous
Au/TiO; films as a function of time (CO:0, = 1:1, total pres-
sure: 2 mbar) in two different temperature regimes, at 140 °C
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Figure 7: CO conversion during CO oxidation over a mesoporous Au/TiO5 film as a function of time and sample temperature, at room temperature
and at 140 °C. The inset shows the further development of the CO conversion at 140 °C (blue dots) up to 3 h (180 min) under identical conditions and
the effect of subsequently modifying the temperature (red curve). Dotted lines serve as guides for eye.
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(blue dots) and at room temperature (black squares). The data
reveal a rapid deactivation of the film catalyst at room tempera-
ture (50% of initial activity value is lost within a few minutes),
whereas at 140 °C the decrease in activity is much slower (50%
after 3 h, see inset before temperature modulation).

Possible reasons for the deactivation of TiO; supported Au
catalysts are the agglomeration/sintering of Au particles (“irre-
versible deactivation”) and the accumulation of stable adsorbed
species, such as surface carbonates or water, on the catalyst
surface [23,24,38,45,46]. The latter deactivation process is re-
versible, if the adsorbed species can be removed without
affecting the catalyst itself, e.g., by thermal desorption. Since,
based on the TEM measurements, there was no significant
change in the mean particle size during the reaction, Au NP
sintering can be ruled out as the main reason for the rapid deac-
tivation. Moreover, since particle agglomeration/sintering is a
thermally activated process, this process should be faster at
higher temperatures, which is in contrast to our observation.
The much faster deactivation of the catalyst at room tempera-
ture instead points to an enhanced accumulation of stable
adsorbed species, which may cause blocking of active sites
[23,24,38,45,46]. At higher temperatures, the enhanced desorp-
tion/decomposition of these surface species results in slower
accumulation rates and hence slower deactivation, in agreement
with our findings [38]. The nature of the site-blocking adsor-
bate, however, is not clear from these experiments. It is likely
that, similar to previous findings based on combined in situ IR
and reaction measurements on dispersed Au/TiO; catalysts [23],
surface carbonates are mainly responsible for the deactivation
[24,38,45,46]. However, additional effects from other species,
e.g., residues of the synthesis process that are still present in the
support material after the calcination procedures prior to the
reaction measurement, cannot be ruled out. Evidence for an
important role of surface carbonates in the deactivation process
comes from a measurement in which the CO, evolution was fol-
lowed while lowering the reaction temperature from 140 °C to
70 °C and then returning to 140 °C again, where it was held for
1 h (inset of Figure 7). In that measurement, we found that the
CO; production after the initial decay increased to even higher
values after the reheating to 140 °C than were measured before
the temperature variation, that is from 50% to 60% of the initial
signal intensity. Afterwards, the CO; signal slowly returned to
values as they would have been expected without the intermit-
tent temperature variation. Most simply, the higher CO, forma-
tion rate after the heat-up procedure can be understood by addi-
tional CO, formation due to the decomposition of carbonate
species that were accumulated on the surface at the previously
lower temperature [46]. Once the excess surface carbonates are
removed, the CO, formation rate returns to its ‘normal’ value.

While this argument appears plausible, definite proof for this
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hypothesis must wait for in situ IR measurements on the
Au/TiO; thin-film catalyst, which are planned for the future.

The fact that the deactivation at 140 °C is still faster than
observed on a dispersed Au/TiO; catalyst supported on
nonporous P25 (Degussa) at the same temperature [38] may be
explained by the smaller TiO, surface area available per Au NP
in the thin film catalysts, which results from a combination of a
much higher Au loading (~25 wt % versus 3.3 wt % in [38]), a
smaller Au NP size (2.0 nm versus 3.2 nm in [38]), and a higher
surface area (175 m?-g~! versus 56 m2-g~! in [38]). In total, the
surface area per Au NP decreases to below one third of the
value in the Au/P25 catalysts, and therefore surface blocking by
stable adsorbed reaction by-products could be correspondingly
faster. Similar effects were proposed recently by van den Berg
et al. for a Au/TiO,-MCM-48 catalyst [47]. On the other hand,
the fact that there was little difference in deactivation between
dispersed mesoporous and nonporous TiO, supported Au/TiO,
catalysts, despite the much higher surface area of the meso-
porous catalysts [38,48], contradicts this proposal. Furthermore,
the very rapid deactivation at room temperature, which is
considerably faster than observed for dispersed Au/TiO; cata-
lysts at similar reaction temperatures (not shown), indicates that
in that case contributions from other site-blocking adsorbates
that are not present on P25 based Au/TiO, catalysts, play a role
as well. In summary, the physical origin for the rapid deactiva-
tion is not yet clear, but most likely it is related to more than a
single effect. Finally it should be noted that absolute rates
cannot be derived from these measurements at present, and
further work focusing on that aspect is in progress.

CO oxidation activity as a function of film thickness

A second important aspect in the catalytic properties of these
film catalysts is related to transport effects, specifically to the
accessibility of deeper lying regions within the mesoporous
Au/TiO, films by the reaction gases. This was investigated by
measuring the activity of three samples with different film
thicknesses (190 nm, 280 nm and 420 nm), which were fabri-
cated with different rotation speeds (2000 rpm, 4000 rpm and
6000 rpm) during the spin-coating process. For direct compari-
son, the different TiO, film samples were loaded with Au
simultaneously, using the same aqueous solution of
HAuCly-3H,0. The catalytic activity of the Au/TiO, film
samples towards CO oxidation was measured at 140 °C ina 1:1
mixture of CO and O, (total pressure 2 mbar). To reduce the
effect of deactivation before or during the measurements, the
samples were heated to 140 °C before adding the reactant gases,
and the catalytic activity was evaluated within the first minutes
after adjusting the CO and O, gas flows. The resulting CO
conversions, corrected for contributions from the background

intensity (see Experimental section), were plotted versus the
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respective film thickness (Figure 8). Considering also that the
background corrected CO, signal (CO conversion) on the bare
Si wafer (film thickness: 0 nm) must be zero by definition, we
obtain a linear fit to the data with a slope corresponding to an
increase of the CO conversion of 0.037% per 100 nm Au/TiO,
film layer.
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Figure 8: CO conversion measured above mesoporous Au/TiO; films
of different thicknesses.

The linear increase of the CO, evolution/CO conversion with
increasing film thickness is clear proof that under the given
reaction conditions transport effects within the mesoporous
Au/TiO; film are negligible. This together with a low conver-
sion leads to identical reaction conditions at all locations on and
in the film sample. This result implies that in further catalytic
reaction measurements on these film catalysts, the product gas
evolution detected atop a certain position on the film surface is
representative for the entire underlying layer volume, and can
be normalized accordingly. Lateral transport of product mole-
cules within the film can be neglected considering that the
diameter of the sampled surface area (2.5 mm) is large in com-
parison to the film thickness of 200—400 nm.

CO oxidation: Apparent activation energy and reac-
tion orders

A third aspect deals with inherent reaction properties such as
the apparent activation energy (temperature dependence of the
reaction rate) and the reaction orders (partial pressure depend-
ence of the reaction rate). Here it is of interest whether the
model systems exhibit characteristics that are comparable to
those of realistic dispersed catalysts, in this case to those of
dispersed Au/TiO, catalysts.

The apparent activation energy £ was determined on a 280 nm
thick Au/TiO, film by varying the temperature during the
measurement between 70 and 130 °C while recording the CO,
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production (CO:0; = 1:1, total pressure 2 mbar). In order to
reduce the impact of contributions from catalyst deactivation
(see above), we started with the high temperatures. The
resulting logarithmic CO conversions are plotted versus the
inverse temperature in Figure 9. The gaps in between the four
groups of data points result from measurements on the refer-
ence sample (cf. Figure 2). The apparent activation energy of
EA=239+0.2 kJ'mol ™!, obtained from the Arrhenius plot, is
comparable in size to results obtained under similar reaction
conditions on other model systems (Diemant et al. [49]:
27 kI'-mol™!, Valden et al. [50]: 15-23 kJ-mol™!) or on
dispersed catalysts (Bollinger et al. [51]: 29 kJ-mol™!, Liu et al.
[52]: 24 kI-mol”!, Haruta et al. [35]: 34 kJ'mol™!, and
Schumacher et al. [53]: 27 kJ'mol™!). Considering the still-
existing differences in reaction conditions (reaction gas pres-
sure and composition, catalyst pretreatment), the numbers indi-
cate a good agreement in the reaction characteristics of the
Au/TiO; film catalysts and the realistic Au/TiO, catalysts.
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Figure 9: Arrhenius plot of the CO conversion, which is proportional to
the CO oxidation rate, to determine the apparent activation energy Ea
for Au nanoparticles in a mesoporous TiO; film.

Further information on the reaction characteristics comes from
the reaction orders, i.e., the pressure dependence of the reaction
rate rcop in a power law rate description:

[0} Q,
rco2 =k poy”  Pce’ M

with the total reaction order n being the sum of the partial reac-
tion orders aco and opy. In order to determine the total reac-
tion order n, we performed a series of measurements in which
we varied the total pressure in the reaction chamber between 0.5
and 5 mbar, while keeping the composition of the gas mixture
constant at CO:0, = 1:1. Similar measurements were performed
for three different temperatures, 100 °C, 115 °C and 135 °C.
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For reaction at 135 °C, the partial reaction orders ap» and aco
were additionally determined by varying either the CO (pcg) or
the O, partial pressure (pg3), while keeping the other compo-
nent constant (1 mbar). The resulting data were evaluated
according to Equation 1, by plotting the logarithmic CO conver-
sion versus the logarithmic total pressure (total reaction order 7,
Figure 10a) or versus the logarithmic CO or O, partial pressure
(partial reaction orders 0, and acq, Figure 10b).

The calculated total reaction orders n vary between 0.9 for
100 °C and 1.7-1.8 for 115 °C and 135 °C. The reaction order
at 7= 100 °C obtained in these experiments (n = 0.9 £ 0.1) is in
good agreement with results from our group on model systems
(Diemant et al.: n = 0.88 [49]). Comparison with corresponding
reaction data for dispersed, realistic, Au/TiO, catalysts is
limited by large differences in the reaction conditions, in par-
ticular in the composition of the reaction gas, but including also
the total pressure, and the reaction temperature. Accordingly,
typical total reaction orders measured on Au/TiO, powder cata-
lysts were found to vary between » = 0.3 and 2.1 (e.g., Haruta et
al. [35]: n =0.3; Bollinger et al. [51], Liu et al. [52], Cant et al.
[54]: n = 0.65; Lin et al. [55]: n = 0.9; Bondzie et al. [56]:
n=2.1), an overview is given in [34]. In addition to the reac-
tion gas composition, also the preparation method and the
pretreatment of the catalyst may affect these values. Concen-
trating on reaction conditions comparable to the present
measurements, Schumacher et al. reported a total reaction order
of n=1.11 for reaction at 80 °C [53]. Considering the trend in
our experimental data, which reveals a pronounced decrease of
the reaction order with decreasing temperature, we expect a
value of below n = 0.8 for the total reaction order at 80 °C,

which fits well with the above numbers.
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Comparison of the partial reaction orders in these measure-
ments and those reported in previous studies equally suffers
from the variation in reaction conditions. Nevertheless, we can
summarize a few of the characteristics which seem to be valid
over a large range of reaction conditions. For instance, in most
studies (except for that by Liu et al. [52]), the reaction order of
CO was larger than that for O,, and it was always positive. The
latter finding, which is in contrast to observations on platinum
metal catalysts in the low-rate branch, indicates that the reac-
tion is not limited by CO,g4-induced blocking of active sites, but
by a lack of CO,q. The partial reaction orders determined in
these experiments at 135 °C (cf. Figure 10a) follow these
trends, the CO reaction order (aco = 1.0) is higher than the
corresponding O, value (agy = 0.8). This is also compatible
with the previous observation that at 1 mbar and 140 °C the
steady-state CO,q coverage is very low already in the absence
of Oy, due to rapid CO,q desorption, and is even less in the
presence of O, [38]. For CO oxidation on dispersed Au/TiO,
catalysts, CO and O reaction orders of n = 0.34 (at 1 mbar O,,
CO variable) and n = 0.32 [24] or 0.38 [57], respectively (at
1 mbar CO, O, variable), were reported for reaction at 80 °C
and comparable gas-phase compositions. The much lower reac-
tion orders in the above two studies can be explained by the
lower reaction temperatures in those cases. Considering the
steep increase of the total reaction order with temperature, by
almost 100% upon increasing from 90 °C to 135 °C, we would
expect a similar effect also for the partial reaction orders. The
resulting values of around n = 0.4 for the partial reaction orders
would agree perfectly with the findings in the earlier studies.

In summary, we demonstrated that the local catalytic properties

of these nanoscaled mesoporous Au/TiO, films largely
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Figure 10: a) Determination of the total reaction order n in the CO oxidation reaction at temperatures of 100 °C, 115 °C and 135 °C by varying the
total pressure from 0.5 to 5 mbar at constant reaction gas composition (CO:O5 = 1:1). b) Partial reaction orders of O, and CO at a reaction tempera-

ture of 135 °C and constant partial pressure of the other reactant (1 mbar).
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resemble those of commonly investigated Au/TiO, catalysts
supported by highly disperse, nonporous or mesoporous TiO5.
This is a precondition for their use as a model catalyst. Future
research will concentrate on i) clarifying the physical origin of
the faster deactivation at room temperature, and in particular on
ii) exploring the role of transport effects in these films on the
reaction characteristics, both by locally resolved measurements
on microstructured samples by means of higher resolution scan-
ning mass spectrometry and by time-resolved measurements,

e.g., in a temporal analysis of products reactor.

Conclusion

Aiming at model catalyst systems with close-to-realistic internal
transport properties, we have prepared nanoscaled mesoporous
Au/TiO; films of 200400 nm thickness, with Au nanoparticles
embedded in a mesoporous TiO; film, and investigated their
structural, chemical and catalytic properties. The systems were
prepared by spin-coating of a mesoporous TiO, film from solu-
tions of ethanolic titanium tetraisopropoxide and Pluronic P123
on planar Si(100) substrates, calcination at 350 °C and subse-
quent Au loading by a deposition-precipitation procedure, fol-
lowed by a final calcination step for catalyst activation. N,
adsorption and XRD measurements revealed a surface area of
175 m2-g™! and a repeat unit of ~6.5 of the mesostructured
anatase TiO, films after calcination. After Au loading, XPS and
EDX measurements determined Au contents of between 15 and
30 wt %, which is much higher than obtained by the same DP
procedure on otherwise similar highly disperse TiO, material
(cast material, 3—4 wt %). After calcination, only metallic Au®
was detected in the film, which was present as Au NPs, in
agreement with previous findings for dispersed Au/TiO, cata-
lysts. Cross-sectional TEM measurements revealed a homoge-
neous distribution of very small Au nanoparticles in the TiO,
film, with a maximum in the size distribution at 2.0 nm; these
findings were supported also by highly surface sensitive SEM
images (no enrichment of Au NPs at the film surface). Reaction
measurements of the CO oxidation reaction, performed with a
scanning mass spectrometer directly above the film, yielded
reaction characteristics that are very close to those of highly
dispersed Au/TiO, catalysts at comparable reaction conditions,
with an activation energy of 23.9 kJ-mol™! and temperature-
dependent positive reaction orders (at 135 °C aco = 1.0 and
002 ~ 0.8). Furthermore, the observation of a linear increase of
the activity with increasing film thickness indicates that mass
transport limitations inside the film are essentially absent
(below the detection limit), and the reaction conditions (partial
pressures) inside the film are independent of the location.

The good agreement between the results presented here and
those for dispersed Au/TiO, powder catalysts illustrates that
this model system is well suited to further bridge the materials
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gap between model studies and real catalysts. The absence of
transport limitations in the Au/TiO; films, as evidenced by the
linear increase of activity with thickness, together with the
ability of locally resolved mass spectrometric measurements
will allow us to investigate possible transport effects. Accord-
ingly, future work will include studies of microstructured
Au/TiO; film patterns for investigating transport effects, and
more detailed studies of structural effects imposed, e.g., by
changes in the film morphology or in the Au particle size, and
finally such work will focus on establishing in situ spec-
troscopy techniques.

Supporting Information

Supporting Information features details on the nitrogen
sorption measurement of porous titania.
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Abstract

We introduce a scheme to obtain the deconvolved density of states (DOS) of the tip and sample, from scanning tunneling spectra
determined in the constant-current mode (z—V spectroscopy). The scheme is based on the validity of the Wentzel-Kramers—Bril-
louin (WKB) approximation and the trapezoidal approximation of the electron potential within the tunneling barrier. In a numerical
treatment of z—V spectroscopy, we first analyze how the position and amplitude of characteristic DOS features change depending on
parameters such as the energy position, width, barrier height, and the tip—sample separation. Then it is shown that the deconvolu-
tion scheme is capable of recovering the original DOS of tip and sample with an accuracy of better than 97% within the one-dimen-
sional WKB approximation. Application of the deconvolution scheme to experimental data obtained on Nb(110) reveals a conver-
gent behavior, providing separately the DOS of both sample and tip. In detail, however, there are systematic quantitative deviations
between the DOS results based on z—) data and those based on /-V data. This points to an inconsistency between the assumed and
the actual transmission probability function. Indeed, the experimentally determined differential barrier height still clearly deviates
from that derived from the deconvolved DOS. Thus, the present progress in developing a reliable deconvolution scheme shifts the

focus towards how to access the actual transmission probability function.

Introduction
Undoubtedly, the power of scanning tunneling microscopy real space [1]. Moreover, previous experience on metal-insu-
(STM) is based on its capability to map the surface topology of lator-metal tunnel junctions [2] immediately suggested

a conductive sample with resolution down to the atomic scale in  extending STM to become a local analytical tool, opening up
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the field of scanning tunneling spectroscopy (STS). The most
prominent property that can be accessed by STS is the local
electronic density of states (LDOS). For that purpose, the
applied tunneling bias, V, is ramped while the probe—sample
separation is kept constant (commonly denoted as /-V spec-
troscopy) [1,3]. However, determination of the sample LDOS
from such a measurement is always obscured by unavoidable
interfering influences from other STS constituents such as the
tunneling barrier, with its bias-dependent transmission proba-
bility, as well as from the LDOS of the probing tip. The
problem becomes most clearly visible when referring to the
semiclassical Wentzel-Kramers—Brillouin (WKB) description
of tunneling processes. There, the experimentally determined
tunneling current, /, is expressed as a convolution integral
involving the sample and tip LDOS as well as the barrier behav-
ior on equal footing. Thus, if there is just one /- characteristic
available for a given tunneling barrier, extraction of the sample
LDOS is in principle impossible. That used to be the standard
situation for previous tunnel junctions with their fixed oxide
barriers. In STS, however, at any given sample location,
barriers can be experimentally adjusted. In this way, additional
information is provided by taking /-V curves at different fixed z
values.

Based on this additional degree of freedom when applying STS,
much work has been devoted in the past to unraveling the
different contributions to the tunneling current. Most of the
work was concerned with removing at least a proposed
tunneling probability from the measured quantity, assuming
validity of the WKB approximation. This, however, still leaves
a kind of a convolved LDOS of tip and sample [4-12]. Recently,
it was shown that the tunneling current as described by the
WKB approximation can be transformed into a Volterra inte-
gral equation of the second kind and, therefore, well-known
schemes can be applied to solve such an equation numerically
[7,8]. Taking this one step further, it was demonstrated that,
taking /-V curves at different tip—sample distances, these
Volterra equations form a set of coupled integro-differential
equations, which allow for a deconvolution of the transmission
probability as well as of the LDOS of tip and sample [13].

I-V spectroscopy is not the only STS measurement mode to
determine the LDOS of a sample. Though less commonly used,
z—V spectroscopy, alias constant-current spectroscopy, offers an
interesting alternative to the /-J mode. In constant-current
mode, the topographic feedback loop is left on and, thus, the
tunneling current is held constant while the bias, V, is scanned
and the derivative of / with respect to V, oyi(V), as well as the
varying tip—sample separation, z(V), is acquired. In a number of
cases, z—V may be superior to /-V spectroscopy. Examples are

the common case of a limited dynamic range in the current
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measurement, the need to keep the tunneling current below a
certain upper limit in order to avoid local damage of a delicate
sample, or the necessity of a measurement over a wide range of
biases, such as in case of samples with adsorbed organic mole-
cules in order to resolve the lowest unoccupied molecular
orbital (LUMO) [14-16]. Ziegler et al. showed that an approxi-
mation, originally derived for /-J spectroscopy in reference [7],
can be used to obtain a joint LDOS of tip and sample from such
a measurement [17]. However, so far such a deconvolution
scheme as that for /-J spectroscopy is not yet available for z—V
spectroscopy.

Consequently, it is the aim of the present contribution to
provide such a scheme by extending the previous deconvolu-
tion derived for /- spectroscopy and tailoring it for the z—V
mode. After a short introduction to the theory, the deconvolu-
tion scheme is applied to different LDOS model functions for
tip and sample. By numerically calculating the related I-V
curves for various barrier and LDOS parameters, insight is
gained into how these parameters may influence “experimental”
data. The newly developed deconvolution is adopted to analyze
experimental STS data obtained on Nb(110). By comparison
with earlier results we find that the commonly used transmis-
sion probability function (TPF) according to the one-dimen-
sional WKB approximation is deficient, at least in the case of
Nb(110). We propose that the differential barrier height is a
sensitive indicator of how to adjust the TPF to obtain a more
realistic description of the tunneling probability.

Results and Discussion
Theory

The underlying theory for z—V spectroscopy is closely related to
that applied to -V spectroscopy [7] except for an explicit
dependence on the tip—sample separation, z. The starting point
of the calculation is the tunneling current, /, as given by the
one-dimensional WKB approximation for a barrier character-
ized by an energy-dependent transmission probability function
(TPF), T(E,V,z). Assuming zero temperature, application of a
bias, V, results in a tunneling current which, according to WKB,
can be written as

I(V,z)ex Tps (E)- pr(E-V)-T(E,V,z)dE, (1)

where pg and p are the sample and tip density of states (DOS),
respectively, and E is the energy of electrons participating in the
tunneling process; z is considered as being an independent vari-
able with Opz = 0. If, in a z—) measurement, z is the response of
the tip—sample separation on ramping the bias voltage for a

preset constant current, /j, we denote z as Z(V)|[0 or for
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simplicity z(V). According to Simmons [18,19] the TPF,
T(E,V,z), can be approximated by assuming a trapezoidal shape
of the barrier, leading to

T(E,V,z):exp - /(x((p-i—%—yE)-z , ?2)

where ¢ is the height of the tunneling barrier at zero bias and
a=8m/ hz. We introduced here the dimensionless parameters 3
and y. For the trapezoidal approximation in 1-D, = 2 and
y = 1. The parameter B may be increased slightly, e.g., to
account for the image potential, while y may be used to consider
the energy dependence of the TPF on the dispersion relation of
the electrons [7,20]; for a surface state with no energy compo-
nent perpendicular to the surface and perfect parabolic disper-
sion, y = 0. Note, that y X £ may be replaced by any continuous
energy-dependent function with no impact on the proposed
formalism. This way, a wide range of energy-dependent decay
lengths of the electron states into the vacuum may be imple-

mented in the deconvolution scheme.

Taking the derivative of Equation 1 with respect to bias delivers

Oyl(V,z)cpg(V)pr(0)-T(E=V,z)

_TPS(E)T(EaV,Z)' +pr(E-V)- Vo2 E. 3)

0 28, L
B<|>+Bv

where we used —0pp(E—V) = Ogp(E—V). Comparing Equation 3
with Equation 5 in [17] we set Opz = 0 since z is an independent
variable. If we set z = Z(V)| Iy’ Opl(V,z(V)) would necessarily be
zero. Equation 3 can now be solved formally for pg(V), giving

1
V)yo ———————
) O T(E=r )
opl(V,z)+
,
[ps(E)T(E.V,2):| Noup(E~V)——o—
0 2B ,/(PJF**YE

This is a Volterra integral equation of the second kind. For a
known pr(¥) it can be solved numerically by means of the
Neumann approximation scheme, by replacing pg(¥) on the left
side by ps(¥),+1 and on the right side by pg(V),,. Assuming a
constant tip DOS, ¢ > V, and applying the mean value theorem

of integrals, we arrive at an equation that has been introduced
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already in [7] for I-V spectroscopy and extended to z—V spec-
troscopy in [17]:

1 \/Ez
eIV, )+
25| TN

qy | 5

As the tunneling junction is symmetric, we may change the
reference frame from the sample to the tip. We then obtain simi-
larly a Volterra integral equation for the tip DOS:

1
pr(Vr )< .
r() ps(Vr =0)-T(E=Vr,2)
GVT](—VT,Z)+

opps (E - T)+
y

[pr (E)T(EV7.2)| Jops (E

0 2[5 go+—ny

where VT =—V is the bias with respect to the Fermi level of the
tip. Note that this equation is identical to Equation 4 in the
respective reference frame, but 0y/ has to be mirrored at V=0
because Oyl has been measured in the reference frame of the
sample.

With Equation 4 and Equation 6 we have a set of two coupled
integro-differential equations for the sought properties pg(¥)
and pr(¥) based on the measurable data 0y and z(V). The add-
itionally required parameter ¢ can be determined from, e.g.,
Iz spectroscopy and the absolute tip—sample separation,
Z(V)|I0 =z, +AZ(V)|IO, can be reasonably guessed or esti-
mated through recently proposed methods [12].

This set of Volterra integral equations is applied in order to
deconvolve the DOS of both sample and tip, by referring to a
previously described scheme [13]. There, the basic idea was to
take advantage of the additional information provided by
different 0p/—V curves, taken at different tip—sample separa-
tions. Presently, the additional information is provided by
different 0p/—V and z(V) curves taken at different set currents,
Ij. Note that it is the TPF that makes the difference. As it is not
symmetric in E, V, or z, it allows deconvolution of the tip and
sample DOS .

In the following section we will demonstrate this deconvolu-
tion scheme for z—V spectroscopy. Starting with model func-
tions for pg(¥) and pp(¥), the “experimental” data I(V,z) for a
given V and z are calculated according to Equation 1. Add-
itionally, Z(V)|[ for a given set current, /, is determined by
calculating /(V,z) and varying z until |/(V,z)-1y|/[y < 0.001. Next,

609



Oyl 1s calculated from Equation 3 with the afore-determined
z(V)|I0 for a given /. In this way, two sets of )/ and z(V)
curves for set currents Iy ; and I, are obtained and mimic
experimental data, which form the starting point of the decon-
volution procedure. Assuming that on entry to the deconvolu-
tion scheme no specific information is available for pg(¥) and
pt(¥), both entries are initialized as unity for the iteration.

It should be noted that, due to the coupled equations, one may
commence the iteration with data for either the larger or the
smaller set current. There is no criterion available to determine
a better choice. In the following examples we achieved better
results, i.e., faster convergence and better accuracy, when
starting with data for the smaller set current. Note also, as previ-
ously reported [7,13], that numerical errors may accumulate
during the iterations leading to a divergence of the DOS at the
boundaries. For a sufficient optimization we found that it is
necessary to repeat the iteration at least four times but not more
than six times, which, according to the numerical examples

presented below, will lead to acceptably accurate results.

Equation 6 and Equation 4 exhibit an apparent singularity with
z — —o for V' — 0. However, this singularity is not substantial
in theory and is of no practical relevance, since experimental
data can be safely measured only above a minimal bias, Vii,.
Below Vi the tip or sample could be damaged. Assuming that
the measurement is started at that sufficiently small bias, Viyip,
such that pg, pt = constant for |E| < |Viin| and Vipin << ¢, we
replace in Equation 4 the integral

4 Vinin V=Vin 4
j...dE: f .. dE+ .[ . dE+ _[ ... dE.
0 0 Vinin V=V nin

The first term on the right then gives

Vmin V] in aEpT (_V) *

j ...dE =~ pg(0) T T(E,V,Z(V)) pT(,V).\/g.Z(V) dE

0 2BJo+V /B—yE

oppr (-V)+
zpS(O)~T(E:O,V,Z(V))-me pT(fV)-\/a-z(V) s

2BJo+V /B

and similarly the last term gives
[ dE=ps(V)-T(E=V,2(V)) Vnin| p1 (0)-Na-2(V) |
Vm

in 2B~V /B
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These approximations simplify the numerical integration of
experimental data. However, to account for the missing data in
the range 0 < V' < Vi, extrapolation of the experimental data
towards zero bias is carried out. For this purpose, in the case of
Oyl being linear and for z(V) being logarithmic the extrapola-
tions delivered satisfying results.

Numerical Examples

Analysis of peak positions

Before we start applying the deconvolution procedure, we
analyze how different characteristic features of the sample and
tip DOS appear in the “experimental” Op/—V curves or the
derived quantity 0p/ x V within the one-dimenional WKB
approximation. For that purpose, we start with a Gaussian peak
of a given width and height, at various peak positions within the
range —1.8 eV to +1.8 eV, in an otherwise constant DOS of the
sample while the tip DOS is kept constant. In Figure la the
corresponding conductivity, Oyl, is presented showing the
following characteristics: (i) There is a hyperbolic background
in the conductivity, since the TPF can be approximately
described by T ~ V! at low bias for a constant DOS and
constant tunneling current (the already discussed singularity at
zero bias is excluded). (ii) For DOS peaks in the negative
energy range (occupied states) only weak shoulders are visible,
while DOS peaks in the positive energy range (empty states)
result in pronounced peaks with increasing amplitude for
increasing peak bias positions. This is an immediate conse-
quence of the growing TPF for increasing energies, E£. In the
present case, the resulting conductivity peaks in the negative
bias range are so weak that a reasonable analysis of their pos-
ition is not possible. (iii) The pronounced peaks in 0/ at posi-
tive bias shift in energy with respect to the original position in
the DOS. The shift is always negative and amounts to —0.15 eV
in Figure la. Furthermore, this peak shift depends on the pos-
ition, Emay o of the Gaussian in the model DOS as well as on its
width, w, the set current, [, and the barrier height, ¢. The
corresponding numerically determined peak positions, as
depending on these parameters, are presented in Figure 1c—f.
Due to the hyperbolic background, the peak shift in 0y is larger
the closer the original DOS peak is to zero bias. The depend-
ence on its width, w, and the set current, /), is as expected: The
broader the original DOS peak and the smaller the set current,
the larger the shift of the corresponding peak in 0p. Thus, it is
worth noting that for lifetime-broadened states in transition
metals or molecular states on top of a metal surface, which may
approach ~1 eV, the expected peak shifts in 0/ will be of
similar order. The peak shift in dependence on the barrier height
(Figure 1d) is larger the lower the barrier. However, for a rea-
sonable barrier height ranging from 2 eV to 4.5 eV the shift is

relatively small.
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Figure 1: Calculated dy/~V curves (a) and (dy/ x V)-V curves (b) for different peak positions in the sample DOS ranging from —-1.8 eV to +1.8 eV. The
model DOS of tip and sample are constant with an additional Gaussian peak in the sample DOS at the given position. Parameters are: Barrier height
¢ =3 eV, Iy =13.7 nA. The initial peak positions were +[1.0 (black, magenta), 1.2 (red, yellow), 1.4 (green, dark yellow), 1.6 (blue, navy), 1.8 (cyan,
purple)] eV. Panels (c) through (f) show the dependence of the peak positions in d\/ on the barrier height, @, the set current, Iy, the initial peak pos-
ition, Emax,0, and the width of the peak, w, respectively. The values of the set currents result from the particular choice of the tip-sample separation at

zero bias.

The hyperbolic background around zero bias can be removed by
plotting 0yl x V versus V (Figure 1b), which corresponds to
setting o =0 and T~ V! in Equation 5. Accordingly, the peaks
at positive bias shift back towards the original positions as
given by the sample DOS. Peaks in the negative bias range,
however, remain hardly detectable while those in the positive
range are largely enhanced at increasing bias positions, even
though the peak heights are all equal in the original DOS. Thus,
the results presented in Figure 1 may serve as a warning that

experimentally observed peak-like features in 0y/ cannot imme-

diately be assigned to corresponding DOS characteristics. For
that purpose, a complete deconvolution procedure must be

applied as presented in the following.

Recovery and deconvolution of the DOS

In the first example we focus on the positive bias range (in the
reference frame of the sample). Again, a model DOS of the
sample is defined by setting it to unity with an additional
Gaussian peak centered at 0.6 eV (height # = 1, width
w = 0.2 eV). Similarly, the model DOS of the tip is taken as
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unity with a Gaussian peak at —=1.2 eV (h =1, w=0.2 eV). For
two set currents Iy ; = 80.7 nA and Iy, = 0.386 nA, and an
effective barrier height of ¢ = 3 eV the resulting z—) curves and
the corresponding O0p/—V curves were calculated. The results are
displayed in Figure 2a and represent “experimental” data as
before. The curves show the expected behavior: Decreasing the
set current from /o 1 to Iy leads to a shift of z(V) to larger
values. The 0y/—V curves (inset in Figure 2a) roughly scale with
the ratio of the set currents. In detail, however, there are small
deviations from a constant shift of z(}) or from a linear scaling
of Opl with the set currents. It is exactly these deviations that
allow for the deconvolution of the DOS. Both z—V curves ex-
hibit a logarithmic behavior with two shoulders, one at about
0.7 eV and a very small one at 1.6 eV. The conductivity o)/
shows a shoulder at around 0.5 eV and a broad peak at around
1.5 eV, both on top of a hyperbolic background (~ V1) as
discussed above.
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When applying the deconvolution scheme to these data it turned
out that the best results were achieved by starting the iteration
from Equation 4 with data related to the smaller set current, /g .
After six iterations the Gaussian peaks in the sample and tip
DOS clearly emerged (Figure 2b) with an accuracy of better
than £0.03 when compared to the given model DOS.

As a second example, the deconvolution scheme was applied to
the negative bias range (in the reference frame of the sample).
Again, the model DOS used as input consists of a Gaussian
peak on top of a constant background at unity. The peak in the
sample DOS is centered at —=1.2 eV (A =1, w= 0.2 eV) and in
the tip DOS at +1.2 eV (h =1, w = 0.2 eV). It should be noted,
that both peaks should lead to a superposed feature appearing at
a bias of —1.2 eV in the “experimental” 0y/ curves. With the
two set currents, Iy ;1 = —80.7 nA and Iy, = —0.386 nA, we
obtained the two z—V curves displayed in Figure 2¢. Both z—V

c) ., 1 ——1,,=-80.7 nA
S, - - - 1,,=-0.386 nA
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Figure 2: Numerically calculated z(V)-V curves in the a) positive and c¢) negative bias range with respect to the sample. The two set currents are

a) Ip,1 = 80.7 nA and lp» = 0.386 nA and c) Ip 1 = -80.7 nA and I » = —0.386 nA. The inset displays the corresponding dy/-V curves. For better com-
parison, the dy/-V curve for Iy » has been scaled by /g 1/lp 2. b) and d) are the corresponding recovered and deconvolved DOS for the positive and
negative bias range, respectively, together with the errors () relative to the model DOS (upper curves, pse: black solid, pre: red dashed; lower
curves, 0pse: black solid, dpte: red dashed). The values of the set currents result from the particular choice of the tip—sample separation at zero bias.
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curves show a logarithmic behavior with a shoulder at about
—1.2 eV. The related 0y/—V curves are displayed in the inset of
Figure 2c. Both have a peak at —1.1 eV. The shift of about
0.1 eV relative to the model value has already been discussed in
section “Analysis of peak positions”. When applying our decon-
volution scheme at negative bias the best results were achieved
when starting from Equation 6 with data for the lower set
current. After six iterations the deconvolved DOS of tip and
sample emerged as shown in Figure 2d. In comparison to the
model DOS the accuracy is better than 0.0042 over the
complete bias range under study.

Both examples clearly demonstrate successful recovery and
deconvolution of the density of states of tip and sample within
the framework of the one-dimensional WKB approximation
with data obtained from z—J spectroscopy. As in the case of /-
spectroscopy, we found (besides numerical/technical issues)
only one restriction to the successful implementation of the
formalism: The DOS of tip and sample must be continuously
differentiable, and slopes that are too steep will reduce the accu-
racy of the result. It turned out, as might have been expected,
that the larger the difference between the two set currents the
better the recovery and the deconvolution of the DOS of the tip
and sample.

Application to experimental data

In the following we apply the above-described scheme to
experimental data obtained on Nb(110) [21]. The measure-
ments were performed on a home-built low-temperature STM
operated at a base pressure of ~107!0 mbar and a base tempera-
ture of 5.2 K [22]. The 0y/—V curves were recorded at different
set currents by employing a lock-in technique with a modula-
tion frequency of ~500 Hz, which is well above the bandwidth
of the topographic feedback loop. As tunneling tip, we used an
electrochemically etched tungsten wire, which was subse-
quently heated in UHV to ~2000 °C and conditioned by field
emission and desorption.

In analogy to [13] we measured a set of five Op/—V curves
together with the corresponding z—V curves for both positive
and negative bias. For each sign of the bias, two of these oy/—V
curves are displayed in Figure 3. The 0y/-V curves for the
smaller set current, I 5, have been scaled by the ratio of the set
currents, Iy »/Ip 1, in order to make the small separation-depen-
dent differences apparent. The insets depict the corresponding
z—V curves, which were recorded simultaneously. We applied
the deconvolution scheme pairwise to the data sets, on each
occasion cycling three times through the iteration in order to
avoid divergence of the DOS at the interval boundaries. The
resulting tip DOS’s were averaged and the result, pre (cf.
Figure 4b), was used to calculate the sample DOS. The aver-
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aged result for the sample is presented in Figure 4a as “experi-
mental sample DOS”, pge. The tunneling barrier height was
determined from a separate /—z measurement at low bias at the
same spot as the dp/—V curves, and a value of ¢ = 4.1 eV was
extracted. The coefficients  and y in the TPF (Equation 2) were
setto p =2 and y = 1 for negative energy and y = 1.11 for posi-
tive energy. This choice of y for positive energy results from an
adjustment of the tunneling probability to the measured differ-

ential barrier height, as proposed in [20] (see below).

Inspecting first pge, one finds two broad maxima centered at
around £1.2 eV with a plateau in between from —0.5 eV to
+0.4 eV. There are several minor peaks and shoulders in the
negative energy range at [—1.8, —1.6, —1.25, —1.0, —0.8, —0.6,
—0.3, —0.15] eV, and at [0.5, 0.8, 1.1, 1.4, 1.8] eV in the posi-
tive energy range. Most probably due to the limited accuracy of
data and/or the calculation, the specific development of those
features depends on the course of the iteration and the details of
the data processing. The tip DOS, pre (Figure 4b), is smooth in
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Figure 3: dy/-V curves measured on Nb(110) a) in the positive bias
range at two different set currents (/p 1 = 215 pA and /y » = 65 pA), and
b) in the negative voltage range at Ip 1 = =215 pA and /p > = -65 pA.
The insets depict the corresponding z(V)-V curves, which were
measured simultaneously. (¢ = 4.1 eV). The given values of the set
currents are the averages of the tunneling current during the measure-
ment at an accuracy of £5%.
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Figure 4: Recovered and deconvolved DOS'’s of the sample derived
from z—V measurements (black solid) and /-V measurements
(dashed). Parameters used in the calculations are: zg = 0.4 nm for z—V
and zp = 0.6 nm for /-V spectroscopy, B =2, y = 1.11 for positive and
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the positive energy range, with a weak and broad maximum at
about 1 eV. In the negative energy range, however, there is an
exponential increase with a pronounced maximum at —1.8 eV.

For comparison we performed additionally constant-separation
spectroscopy at the same location and applied the related decon-
volution scheme [13] to those data using the same parameters 3
and y. The result is included in Figure 4 (dashed blue lines). It
agrees very well with the DOS obtained from z—V spectroscopy
except for a much stronger increase (a factor of ~7 instead of a
factor of 2) in the sample DOS at positive energy. We interpret
this as an indication that the assumed TPF needs to be modified.
The stronger increase in the sample DOS is related to the less
pronounced peak of the tip DOS at negative energy. It is impor-
tant to note that the energetic position of the characteristic DOS
features is almost identical in /-V and z—V spectroscopy. The
features, however, are palpably more pronounced in /-V spec-
troscopy. Comparing results obtained here with those published
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previously [13,21] or with theory [23-26], the energetic posi-
tions are similar, but the overall behavior of the DOS is consid-
erably different. Consequently, in the following we focus on the
overall behavior of the DOS.

There are several reasons why the experimental DOS obtained
here may or even should be different from the theoretical/ex-
pected DOS. Firstly, with STM local measurements are
performed revealing correspondingly local DOS variations due
to the imperfections of a real Nb(110) surface. Secondly, one
should be aware that at negative energies, i.e., for occupied
states, recovery and deconvolution of the DOS is much more
challenging, because these states contribute little to the total
tunneling current. This is most clearly demonstrated in
Figure la and b, where identical peaks in the sample DOS
change from being pronounced in STS spectra when centered at
positive energies, to being hardly detectable when shifted to
negative energies. As a consequence, even small deviations
from our assumptions (1-D WKB and trapezoidal approxima-
tion; dispersion) or measurement errors have a strong impact on
the result, especially in the negative energy range (on the
sample and the tip side). A rough estimate of the required accu-
racy in the measurement is given by considering the fractional
contribution of the TPF to the total dy1, d. that arises from elec-
tron states at the Fermi level of the tip compared to that which
arises from the states at the Fermi level of the sample. This

contribution is approximately given by

o5 () pr(0) T(112) _ps(N)T(V2)
ps (0)-pr (F) T(7,0.2) s (0) T(7,0.2)

assuming pp(E) =1 and V<< 0 V. If now pg(E) =1 + ds®(E —
V) with the Heaviside function, @, i.e., pg changes at E= V' by a
step of size —dg to unity, the contribution of states at energy
E =V changes at bias, V, by

T(V.V,2) [Vz aJ
—zés.exp — =
T(V,0,z) 2\o

Solving for V and setting the inequality correctly, leads to

2o ln( ° j o

zaJa | Og

8=0.(V—€)=58.(V+g)=3g

V>

6 corresponds to the required accuracy to detect a relative
change of dg in the sample DOS at bias V. In our experiments,
an accuracy of 1% corresponds to a detectable change of ~9%
in the sample DOS at —2 eV. The accuracy of the deconvolved
DOS is probably even lower.
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A third and probably the most important reason why the experi-
mental sample DOS would be different from expectations is the
fact that we used effectively a one-dimensional WKB approxi-
mation. To correct for this to first order, we introduced the para-
meter y in Equation 2 where, for the sake of simplicity, we
assumed vy to be constant, i.e., the parallel energy component
Ep=(1—7)E. Such a correction has a tremendous impact on the
resulting DOS especially at negative energy. In order to eluci-
date that problem, we show in Figure 5 a comparison of the
experimental sample DOS displayed in Figure 4 (black curve)
with results of the calculation obtained by changing v just by
+0.01. Such a tiny change of y leads to a variation of the DOS
by £40% at +2 eV, and at —2 eV the DOS even goes negative.
Thus, the difficulty shifts from the original problem of devel-
oping a deconvolution scheme to the problem of finding the
correct TPF.

Elaborating on that point, we employ the differential barrier
height (DBH) as introduced previously in [7]. A subsumption of
the DBH approach is as follows: All electron states in the
energy range E = 0...V contribute to the apparent barrier height,
Papp = /o % (0.1/1)%, weighted by their individual tunneling
probability and the product of the DOS pg(E) x pp(E-V) [7].
Consequently, the apparent barrier height is relatively insensi-
tive to changes of the DOS. The DBH, o¢4iff = 1/a X
(8.0p11dy1)%, however, selects predominantly contributions from
the limiting energies £ = 0 and £ = V and, thus, is extremely
sensitive to changes of the DOS at the Fermi levels. Figure 6
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Figure 5: Influence of the parameter y on the resulting experimental
sample DOS. Three DOS are shown in the positive energy range for
y = 1.11 as in Figure 3a (black solid curve), y = 1.10 (blue dashed),

y = 1.12 (green dashed) and in the negative energy range for y = 1.00
as in Figure 3a (black solid curve), y = 0.99 (blue dashed), y = 1.01
(green dashed). Note that changing y has an asymmetric influence on
the DOS.
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shows the DBH as calculated from measured 0y/—z curves taken
at the given biases (blue dashed curve) and the DBH as calcu-
lated from the deconvolved DOS shown in Figure 4 with the
given values for B, vy, and zg = 0.6 nm. Additionally, we calcu-
lated and plotted the DBH for constant DOS and the given sep-
aration (black dash-dotted curve) according to:

Paifrec (V-2) =

2
/(p +%T‘1 (E=V,z)+ /(p —%T“ (E=0V,z)| (®

T E=V,2)+T (E=0,2)

This entity can be interpreted as the square of a weighted
average of the inverse tunneling decay lengths. In the case of
varying DOS an additional weight factor would appear in front
of the inverse decay lengths containing the DOS.

The agreement between the experimental and the calculated
DBH from the deconvolved DOS is, however, unsatisfactory.
This is a clear indication that the TPF used in the calculation
does not yet reflect the true TPF accurately. The most promi-
nent difference occurs in the energy range £ > 0.5 eV where the
experimental DBH falls off linearly as ¢@gjfr =~ 4.4 eV — 0.7E,
whereas the calculated DBH increases linearly. Note that the
DBH depends on the tip DOS, which decreases exponentially in
the corresponding negative energy range (see Figure 4b). The

1 . _sample barrier

tip barrier

differential barrier height (eV)

344/ - z-V spectroscopy | wNrxa ]

3217 - - - |-z spectroscopy O]

3.0 1 = -const pg, py \»\\i
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Figure 6: Differential barrier height (z= 0.6 nm, ¢ = 4.1 eV) as derived
from the deconvolved DOS (Figure 4, solid curves) according to the
WKB approximation, and as obtained from an independent dy/—z
measurement with the same tip on the same sample at the same pos-
ition (dashed blue). The black dash-dotted curve is the calculated DBH
for constant DOS using the same TPF as for the other data, i.e., § = 2,
y = 1.11 for positive bias and y = 1.0 for negative bias. The sample and
tip barriers indicate the barriers experienced by electrons at the Fermi
level of the tip and of the sample, respectively, according to the one-
dimensional WKB approximation.
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exponential decrease of the tip DOS at negative bias favors
increasingly deeper-lying states at the Fermi level of the sample
and thus pushes the DBH towards the higher tip barrier. If this
exponential decrease does not describe reality correctly, one has
to compensate for the changing DOS by an appropriately
changing tunneling probability. A first guess could be adjusting
¢ and vy such that they fit to @g4ige = @ + V/2 —yV [20]. In our
case we would obtain y = 1.2, which is too great since the
weighting is neglected. Consequently, we took half of the
change, giving y = 1.1 for our calculations at positive bias.
However, it must be left to future work to find a better adjust-
ment of the TPF, e.g., by using an energy dependent y = y(E), or
to consider a possible dependence of the TPF on the symmetry

of the involved electronic states [27].

Conclusion

A formalism that was introduced in [13] to recover and decon-
volve the DOS of tip and sample from /-V spectra was extended
to allow application also to z—V spectroscopy data within the
framework of the WKB approximation including the trape-
zoidal approximation. Successful recovery/deconvolution was
demonstrated with simulated data. The corresponding results
provide information on how the energy position of character-
istic DOS features depends on relevant parameters such as the
barrier height and width, the tip—sample separation, and true
energetic position of such a feature. It is instructive to see here
how the sensitivity of STS to variations of the DOS changes
with energy and how little the occupied states contribute to the
tunneling current and its derivative. The newly developed
scheme was applied to experimental data obtained on Nb(110)
by z—V spectroscopy and compared to corresponding results
based on the previous formalism introduced for /-V spec-
troscopy. We find comparable accuracy for both approaches.
Thus, the advantages of z—J spectroscopy as mentioned in the
introduction can, if necessary, be exploited without losing accu-
racy in the course of the deconvolution procedure.

Comparison with earlier experimental [13] and theoretical
results suggest, however, that the major deficiency of the STS
analysis lies in the assumed transmission probability function
(TPF). Thus, the problem has shifted from developing a decon-
volution procedure to finding an adequate TPF that describes
tunneling between tip and sample in a more realistic way. To
tackle this problem it is presently suggested to elaborate on the
properties of the differential barrier height (DBH) as obtained
from measurements and the deconvolved DOS. For a proper
deconvolution procedure, both DBHs should agree. In the case
of discrepancies, however, one should re-iterate the procedure
with an adjusted TPF until satisfactory agreement is obtained.
Failure of such an adjustment could imply a principal limitation

of the WKB approximation.
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Abstract

The photodissociation of small organic molecules, namely methyl iodide, methyl bromide, and methyl chloride, adsorbed on a
metal surface was investigated in real time by means of femtosecond-laser pump—probe mass spectrometry. A weakly interacting
gold surface was employed as substrate because the intact adsorption of the methyl halide molecules was desired prior to photo-
excitation. The gold surface was prepared as an ultrathin film on Mo(100). The molecular adsorption behavior was characterized by
coverage dependent temperature programmed desorption spectroscopy. Submonolayer preparations were irradiated with UV light
of 266 nm wavelength and the subsequently emerging methyl fragments were probed by photoionization and mass spectrometric
detection. A strong dependence of the excitation mechanism and the light-induced dynamics on the type of molecule was observed.
Possible photoexcitation mechanisms included direct photoexcitation to the dissociative A-band of the methyl halide molecules as
well as the attachment of surface-emitted electrons with transient negative ion formation and subsequent molecular fragmentation.
Both reaction pathways were energetically possible in the case of methyl iodide, yet, no methyl fragments were observed. As a
likely explanation, the rapid quenching of the excited states prior to fragmentation is proposed. This quenching mechanism could be
prevented by modification of the gold surface through pre-adsorption of iodine atoms. In contrast, the A-band of methyl bromide
was not energetically directly accessible through 266 nm excitation. Nevertheless, the one-photon-induced dissociation was
observed in the case of methyl bromide. This was interpreted as being due to a considerable energetic down-shift of the electronic
A-band states of methyl bromide by about 1.5 eV through interaction with the gold substrate. Finally, for methyl chloride no
photofragmentation could be detected at all.
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Introduction

The understanding of the mechanisms involved in the light-
induced excitation and fragmentation of organic molecules on
metal substrates is of great importance in several research areas
and applications connected to surface chemistry and catalysis.
Photostability, photooxidation, and photocatalysis are impor-
tant concepts in this respect that attract considerable interest in
the fields of nanotechnology and surface engineering [1,2]. The
present investigation focuses on fundamental mechanistic
aspects associated with the interaction of small organic mole-
cules with metal surfaces. For this purpose, ultrafast, time-
resolved laser spectroscopy was applied to provide insight into
light-induced molecular fragmentation on surfaces on the time-
scale of nuclear motion. The system under investigation was a
nanoscale organic—inorganic layer structure composed of an
organic overlayer adsorbed on a weakly interacting ultrathin
gold film on a Mo(100) single crystal substrate. Methyl halide
molecules are simple pseudo-diatomic photochemical model
systems, which have been studied in great detail in the gas
phase (see, e.g., [3-7]) as well on several metallic and
nonmetallic solid substrates (see, e.g., [8-14]). The adsorption
of methyl iodide on a gold surface has been previously investi-
gated [9,11]. However, nothing has been reported so far about
the adsorption of methyl bromide or methyl chloride on gold.
Also, no ultrafast time-resolved laser investigations of methyl
halide molecules on metal substrates have been performed so
far. Only recently, the femtosecond (fs)-laser time-resolved
photodissociation of methyl iodide and methyl bromide on
oxide-supported gold nanoparticles was investigated [15-17].
The gold films employed in the presented experiment for the
investigation of photoinduced reaction dynamics of methyl

halide molecules on metallic supports were grown on Mo(100).

The central questions of the present investigation are concerned
with the dependence of the photoexcitation and the subsequent
photodissociation dynamics on the electronic structure of the
organic adsorbates and, even more importantly, on the inter-
action with the substrate surface. Furthermore, the obtained
results provide insight into fundamental issues of the ultrafast
reaction dynamics of molecules on metallic surfaces and the
influence of organic-molecule—inorganic-substrate interactions

on the molecular photoreaction dynamics.

Results and Discussion

In the following, the results of the molecular adsorption studies
and the investigations of the photodissociation dynamics are
presented for the three molecular-adsorbate systems investi-
gated. The characterization of the ultrathin gold films on
Mo(100) that have been employed as a substrate in the present
study is detailed in Supporting Information File 1.
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Adsorption of methyl halide molecules

on Au/Mo(100)

Methyl iodide

Figure 1a shows temperature-programmed desorption (TPD)
spectra recorded after dosing different amounts of CD3I mole-
cules at 90 K onto a 10 ML gold film grown on Mo(100).
Similar to the TPD investigations of methyl iodide on Au(100)
[11] and on Au(111) [9] surfaces that have been reported in the
literature, we found that most of the first layer desorbs without
fragmentation. At submonolayer coverage just one desorption
peak, which shifts to lower temperature with increasing
coverage, appears in the TPD spectra. A similar desorption
feature has been observed for CH31 [10,18] and CH3Br [12] on
MgO, CH3Br on LiF [19], and CH3Cl on Pd(100) [20], as well
as for CH3Cl, CH3Br and CH3l on GaAs(110) [21,22], and the
coverage dependence is attributed to the adsorbate—adsorbate
repulsion that results from the interaction between the static
dipole moments of adsorbed molecules. Due to this lateral
repulsion between the adsorbate molecules, the activation
energy for desorption decreases with increasing coverage and,
hence, the desorption temperature decreases. The completion of
the first monolayer of CD3l molecules appears for doses just
below 4.75 L, in agreement with the previous investigations on
Au(100) [11]. The peak below 140 K in Figure 1a is due to the
multilayer desorption. Higher coverages were not investigated

in this experiment.

About 4% of the CD3I molecules of the first layer dissociate
and produce ethane. The inset in Figure 1a shows the evolution
of the ethane signal in the temperature-programmed reaction of
CDj3I molecules on the 10 ML Au film on Mo(100). The ethane
signal starts just below 300 K, extends up to 400 K and presents
a maximum at 350 K. Based on similar results for Au(100) [11]
and Au(111) [9], the ethane formation is thought to be a conse-
quence of methyl iodide dissociation followed by coupling
between the methyl radicals. Since the temperature at which
ethane appears is higher than that for the ethane molecular
desorption (below 100 K), it was concluded that the ethane for-
mation is the rate-determining step as opposed to the desorp-
tion [11]. Furthermore, it can be assumed that the methyl iodide
molecules involved in the thermal reaction are adsorbed on
defect sites and dissociate close to the ethane-appearance
temperature (300 K) [11]. The remaining iodine atoms resulting
from dissociation should desorb from the surface as atoms at
temperatures higher than 650 K [23] (not investigated here).
The intensity of the ethane signal saturates at a CD3l coverage
corresponding to an exposure of about 0.75 L in agreement with
the previous investigation of Yang et al. [11]. No other thermal
reaction products were detected.
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Figure 1: Temperature-programmed desorption/reaction spectra
showing the molecular desorption of: (a) CD3l, (b) CH3Br and (c)
CH3ClI from a 10 ML Au film on Mo(100). The numbers indicated next
to the spectra represent the methyl halide exposure in units of Lang-
muir. The inset displays the C,Dg signal evolution. The C,Dg signal
intensity has been multiplied by a factor of 100. All spectra were
obtained with a heating rate of 2 K/s.

Methyl bromide

The adsorption behavior of methyl bromide on a gold surface
was also investigated by means of TPD spectroscopy, and the
results are displayed in Figure 1b. Methyl bromide generally
desorbed at higher temperatures from the gold substrate as
compared to methyl iodide. For an exposure of 0.25 L the
CH3Br desorption began at around 150 K and extended to
310 K, with an intensity maximum at about 275 K. For an expo-
sure of 1 L CH3Br, a decrease of the maximum desorption
temperature to about 235 K was observed. Additionally, a new
desorption feature appeared below 200 K. When 2 L of CH3Br
were dosed onto the Au film, a distinct desorption peak at
120 K was observed separate from the main desorption peak as
observed at lower coverages, with the maximum now shifted to
205 K. No investigations of the adsorption of methyl bromide
molecules on a gold surface have been reported so far in the
literature. The interpretation of the features displayed in
Figure 1b is therefore based on TPD experiments with methyl
halide molecules adsorbed on different substrates, which have
been reported in the literature (see above). The desorption peak
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above 170 K is assigned to the molecular desorption of CH3Br
molecules from the gold surface. Its shift to lower temperature
with increasing adsorbate coverage is attributed also to a repul-
sive desorption that is caused by the interaction between the
static dipole moments of the adsorbed molecules. A similar
desorption characteristic was observed for submonolayer cover-
ages of CH3Br on Ru(001) [13]. The distinct peak at 120 K is
assigned to the onset of the CH3Br multilayer desorption, which
was observed to start at an exposure of 3.4 L on Ru(001) [13].
In contrast to methyl iodide adsorbed on a gold surface, no ther-
mally induced reaction products of CH3Br, such as methane or
ethane, were detected. As well, no evidence for methyl bro-
mide dissociation subsequent to adsorption on the Au substrate
was found.

Methyl chloride

Similar to the case of methyl bromide, no desorption studies of
methyl chloride on a gold surface have been reported so far.
Our results are depicted in Figure lc. Already at 0.85 L expo-
sure two desorption features were observed. The high-tempera-
ture peak shifts to lower temperatures with increasing coverage,
indicating again repulsive adsorbate—adsorbate interactions.
Interestingly, already at 0.85 L exposure a low-temperature
desorption peak also emerges at around 110 K. This peak might
indicate early multilayer desorption, which would be in accor-
dance with similar results of CH3Cl adsorbed on Ru(001) [13].
In this case the authors reported the onset of multilayer
desorption for a methyl chloride exposure of 1.6 L. Also for
methyl chloride no thermally induced reaction products were
detected.

Molecular photodissociation dynamics
Molecular photoexcitation on solid surfaces is generally
believed to proceed through one of the two following mecha-

nisms:

1. Electron attachment leading to transient negative molec-
ular ions, which in the case of the methyl halide mole-
cules are unstable and subsequently decompose, or

2. direct photoexcitation of the adsorbed molecules to elec-
tronically excited states, which will determine the
following photoreaction dynamics. For the methyl halide
molecules the first optically accessible states belong to
the dissociative A-band.

These two principally possible photoexcitation scenarios are
schematically illustrated in Figure 2 for the methyl halide mole-
cules adsorbed on a metal surface. For methyl iodide both reac-
tion pathways are energetically possible with the absorption of
one pump-laser photon of 266 nm wavelength. For methyl bro-

mide and methyl chloride the A-band absorption maximum is
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6.2 and 7.3 eV, respectively, above the electronic ground state
of the free molecules [3] and thus not accessible through one-
photon excitation at 266 nm (4.7 eV).

Substrate CH,X Adsorbate
CH; + X
=t ——<"(ch +x
9 _______________ /( 3 )Au
Q
<
Iu +

~~~~~~ CHj +X

CH,+X(g)
CH,+X (ad)

C-X bond distance

Figure 2: Schematic potential energy diagram for CH3X (X =1, Br, Cl)
molecules adsorbed on a metal surface. The shape of the potentials
and the general idea have been adapted from data on CH3Br in [7,24-
27]. The numbers of the excitation and detection mechanisms refer to
the discussion in the text. The electronic levels that are proposed to be
involved in the excitation and detection mechanism on the gold surface
are indicated by the dashed red lines.

Methyl iodide

Methyl iodide photodissociation on gold: CD3] was adsorbed at
submonolayer coverage on a 10 ML Au film on Mo(100) and
irradiated with fs-laser pulses of 266 nm wavelength (pump
beam, 80 fs, p-polarized, 1-2 mW/cmz). For the subsequent
fragment ionization a probe laser beam with a wavelength of
333 nm (80 fs, p-polarized, 600 mW/cm?) was employed.
However, neither photodissociation products nor the parent
molecule were detected, independent on the pump—probe delay
time. Similar results were reported by White and coworkers for
methyl iodide adsorbed on Pt(111) [28-31]. In their work,
methyl iodide molecules that were adsorbed on the metal
surface were exposed to the full spectrum of an Hg arc lamp.
The photodissociation and the desorption of the molecules from
the surface was subsequently monitored by means of X-ray
photoemission spectroscopy. White and coworkers reported that
only 10% of the first CH;3I layer adsorbed on the Pt(111) sub-
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strate dissociated when the sample was irradiated for 120 min
with a 100 W Hg arc lamp [29]. In contrast, a facile cleavage of
the second layer was observed. According to vibrational spec-
troscopy investigations, the methyl iodide molecules adsorb on
a Pt(111) surface with the halogen atom bound to the surface
and with the C-I axis considerably tilted away from the surface
normal [32]. On Au(100) an adsorption geometry with the C-I
axis almost parallel to the surface plane is even expected for
CH3l at submonolayer coverages [11]. Under these circum-
stances, the ground state of the CH3I molecule is only slightly
perturbed from the gas phase. In contrast, the excited state is
strongly bound to the metal surface, which facilitates the recap-
turing of the ground state before the C—I bond stretches consid-
erably. As a consequence, the molecule will almost instanta-
neously relax back to the ground state after excitation, and the
molecular dissociation will be quenched [29]. Also on an
Ag(111) surface the methyl iodide molecules adsorbed at mono-
layer coverage are photodissociated at a slower rate compared
to those adsorbed at multilayer coverages, which also indicates
a substantial quenching of the photodissociation when the mole-
cules are in contact with the metal substrate [33,34]. In contrast
to CH3l, however, the photodissociation of the first monolayer
of CH3Br and CH3Cl is easily promoted on the Pt(111) surface
through UV irradiation [24,31,35,36].

Trapping of iodine atoms at the surface subsequent to CD3l
photodissociation on gold: Figure 3 displays the time evolution
of the CD3* signal during continuous admission of CD3l to a
10 ML Au film on Mo(100). The surface temperature was held
at 120 K to ensure a maximum CDj;l coverage of just about one
monolayer (Figure 1a and [11]). In the beginning (period A in
Figure 3), the surface was continuously irradiated by the pump-
and probe-laser beams. An increase of the CD3™ signal inten-
sity was observed, starting after a few tens of seconds. The satu-
ration of the CD3™ signal appeared close to 2000 s. The CD3"
signal up to 2000 s approximates to an exponential rise func-
tion. The obtained time constant is T4 = 410 £ 20 s. After
2000 s (period B in Figure 3), the CD3I admission was stopped,
but the surface was further irradiated by the laser beams. The
CD3" signal immediately started to decrease. This decay is best
fitted by a second-order exponential decay function. The time
constants of the fast and slow decaying parts are tg; =55+ 5 s
and 1 = 300 £ 100 s, respectively. After 3000 s the CDsl gas
admission was restarted (period C in Figure 3) and the CD3*
signal exhibited an abrupt increase. The best fit to this signal
with an exponential rise function gives a time constant of t¢c =
75+£22s.

The initial rise of the CD3" signal in Figure 3 (period A) cannot

be attributed to the continuous accumulation of CD3I mole-

cules onto the surface, since the saturation of the monolayer is
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Figure 3: Time evolution of the integral CD3" intensity (open circles)
during the continuous admission of CD3l to a 10 ML Au film on
Mo(100). The surface temperature was 120 K. At 2000 s the gas
admission was stopped for 1000 s. The solid lines represent the best
fits to the different parts of the measured data (A, B and C) with expo-
nential growth and decay functions, as appropriate (see text for more
details). Pump pulse: 266 nm, 2 m\W/cm?; probe pulse: 333 nm,

600 mW/cm?;, pump—probe delay time: 130 fs.

expected within less than 10 s. Moreover, a subsequent irradi-
ation of a new (but already covered with CD3l) surface area, of
the same sample, gave a similar exponential rise of the CD3;"
signal. Therefore, it must be assumed that the result shown in
Figure 3 indicates a change in the nature of the surface during
laser irradiation. As discussed in the previous section, just a
small amount of C—I bond cleavage of CH3Il at monolayer
coverage on Pt(111) was observed after a long period (120 min)
of irradiation with a 100 W Hg arc lamp [29]. In the present
experiment a much more intense light source, i.e., a fs-laser,
was employed. Therefore, in our experiment the dissociation of
the CD3l adsorbed at monolayer coverage on Au can be
assumed to occur at a somewhat faster rate (on the time scale of
tens of seconds in contrast to tens of minutes). According to the
adsorption geometry and binding energy of methyl iodide mole-
cules on the Au surface [11], we expect the trapping of the
iodine atoms at the surface subsequent to CD3I photodissocia-
tion. Consequently, during the laser irradiation of the sample an
iodine film (or a gold—iodine layer) might be formed between
the Au surface and the subsequently adsorbed CD3I molecules.
On this iodine film, the photodissociation of the CD3I mole-
cules should not be quenched anymore. The suggestion of the
formation of an iodine layer, or at least an iodine containing
gold layer, in the present experiment is supported by the investi-
gations of White and coworkers, who observed that the CH3l
photodissociation on a Pt(111) surface precovered with a mono-
layer of iodine atoms was not quenched either [37].

The rise time of the CD3™ signal in Figure 3 (period A) should
be related to the formation of the iodine layer. Once the sample
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is modified, i.e., the light-induced transformation CD31/10 ML
Au/Mo(100) — CD3I/1/10 ML Au/Mo(100) is completed, the
laser can induce the dissociation and fragment desorption of an
significant fraction of the CH3I molecules that are adsorbed on
the iodine layer. The dissociated and desorbed amount of CD3l
is immediately restored owing to the continuous admission, and
a stable methyl desorption signal is established at the end of
period A in Figure 3. In period B of Figure 3, the fast decaying
part is attributed to the dissociation of the uppermost CDj3l
molecules that were weakly adsorbed on the iodine layer. The
slowly decaying part in period B could be attributed to the
dissociation of strongly bound CD3I molecules, which were
possibly surrounded by iodine atoms. Towards the end of period
B in Figure 3 it can be expected that the sample surface
consisted mostly of iodine atoms adsorbed on the gold film on
Mo(100). The considerably faster rise of the methyl signal in
period C of Figure 3, when the gas admission was restarted,
compared to the one obtained in the beginning of the experi-
ment (see period A in Figure 3), supports the assumption that a
change of the surface composition after laser irradiation during
continuous methyl iodide admission had occurred. The CD3*
signal in period C is attributed to the dissociation of CD3I mole-
cules adsorbed on the new iodide film that was formed during
the previous laser irradiation. The fast rise of the CD3* signal
then reflects the time needed to saturate this iodine film surface
with CD3I molecules. The maximum CD3* signal intensities
reached in both periods B and C coincide. The exact values of
the time constants presented in Figure 3 depend of course
strongly on the laser intensity. In particular, the rise time in
period A can be considerably extended at reduced laser inten-
sity.

In Figure 4 laser desorption mass spectra recorded from the
sample surface employed in the previous experiment (Figure 3)
after 3500 s are shown. At a surface temperature of 150 K
(Figure 4a), signals corresponding to atomic and molecular
iodine are detected separate from the methyl mass peak. At
150 K the CD3l coverage is below one monolayer (Figure 1a)
and therefore, iodine atoms and molecules can also be desorbed
by laser irradiation from the iodine layer on the gold surface,
which also supports the assumption that iodine atom fragments
have been previously trapped on the gold surface.

In contrast, at 100 K surface temperature multilayer coverages
of CDj3l are possible. The mass spectrum in Figure 4b was
obtained at this surface temperature and confirms that, under
these multilayer conditions, the atomic and molecular iodine
desorption from the iodine layer on the gold surface is
suppressed because the iodine layer is completely covered by
CDj3l. In addition, when the sample was held at 100 K the
methyl peak intensity was about 35 times higher than that at
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Figure 4: Mass spectra recorded at (a) 150 K and (b) 100 K from the
same sample surface as in Figure 3 period C, after 3500 s. The inset
presents a zoom-in to the mass spectrum (b). During the recording of
the mass spectra, CD3l was continuously dosed onto the surface.
Pump pulse: 266 nm, 2 mW/cm?; probe pulse: 333 nm, 600 mW/cm?;
pump—probe delay time: 130 fs.

150 K owing to the CD3I multilayer formation (note that at the
chosen delay time of 130 fs no iodine atoms or I, molecules
resulting from molecular CH;3I photodissociation were detected
with the employed probe laser beam [38]; the detected I-atoms
and I, molecules in the mass spectrum must therefore originate
from the iodine layer on the gold surface). On the modified gold
surface (I/Au/Mo(100)) it was then possible to record the fs
photodissociation dynamics of CD3I by monitoring the tran-
sient methyl cation signal intensity as a function of the
pump—probe delay. The result is shown in Figure 5. The CD3"
transient signal consists of a peak structure with a maximum at
50 fs. The interpretation of this transient is based on earlier
experiments with methyl iodide on an insulating magnesia
surface and on the power dependences of the pump and the
probe laser, which support a single-photon excitation followed
by a two-photon ionization [18,38,39].

Dissociative electron attachment according to excitation mecha-
nism (1) in Figure 2 might be possible. In this way transient
CH;3I™ ions would be generated, which would subsequently
decompose. However, the formation of methyl cations would in
this case involve a transition from the anion, via the neutral, to
the cation. Of course, the exact locations of the respective
potential energy surfaces are not known, but owing to the steep
slope of the potentials at short distances (Figure 2) it is likely
that this would require a three-photon transition, which is not in
accordance with our observed two-photon ionization probe
process. Therefore, it is assumed instead that one single photon
of 266 nm excited the adsorbed methyl iodide molecule to the
A-band (excitation mechanism (2) in Figure 2). The peak struc-

ture is then attributed to the dynamics of the dissociating
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Figure 5: Femtosecond photodissociation reaction of multilayer methyl
iodide adsorbed on 10 ML Au/Mo(100) recorded by monitoring the
transient methyl cation signal intensity as a function of the
pump—probe delay time (pump: 266 nm, 2 m\W/cm? and probe: 333 nm
60 mW/cm?2). The solid line is the best fit of an exponential “rise and
decay” model to the experimental data, yielding the indicated time
constants 11 and T5.

excited transition state of methyl iodide in the A-band, which
can be directly ionized with the highest cross section after 50 fs
by two photons of the probe pulse at 333 nm wavelength (exci-
tation mechanism (3) in Figure 2). Subsequent rapid decompo-
sition of the excited methyl iodide cation is proposed to lead to
the observed methyl fragment signal. Fitting the experimental
data with an exponential “rise and decay” model (convoluted
with the laser cross correlation function) yielded the time
constants of 1) = 60 = 10 fs and t, = 70 £ 10 fs for the rise and
decay of the peak structure, respectively.

Methyl bromide

In contrast to methyl iodide molecules adsorbed at submono-
layer coverage on the gold surface, which did not photodisso-
ciate, methyl bromide adsorbed on the same substrate at
submonolayer coverage was easily photodissociated. Figure 6a
displays a mass spectrum recorded from submonolayer
(0.25 ML) CH3Br adsorbed on 10 ML Au/Mo(100). The spec-
trum was recorded at 90 K. The pump and probe wavelengths
were 266 nm and 333 nm, respectively. The pump—probe delay
time was fixed to 140 fs. As can be seen, the only observed
photoreaction product was CH3". Mass spectra recorded under
different experimental conditions, i.e., different pump—probe
delay times, laser intensities, coverages, and temperatures, did
not lead to the detection of other reaction products.

The time evolution of this methyl cation signal is shown in
Figure 6b. Similar to the real-time photodissociation of CD3l
molecules on I/Au/Mo(100), which was discussed above, the
CHj;" transient signal in Figure 6b exhibits a peak structure. The
signal starts at 0 fs and no CH3" transient signal was detected
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Figure 6: (a) Time-of-flight mass spectrum obtained from 0.25 ML methyl bromide adsorbed on a 10 ML Au film on Mo(100) at 140 fs pump—probe
delay time. (b) Transient fs-photodissociation dynamics of CH3Br molecules adsorbed on Au(100)/Mo(100) recorded by monitoring the CH3* signal as
a function of the pump—probe time delay. The surface temperature was 150 K. The solid line is the best fit of an exponential “rise and decay”-model to
the experimental data, yielding the indicated time constants 14 and 1,. For the shown transient, four single transients were averaged to improve the
signal-to-noise ratio. The transient was obtained with 2 mW/cm? pump (266 nm) and 200 mW/cm? probe (333 nm) laser power.

for reaction times longer than 600 fs. The measured data were
also fitted with an exponential “rise and decay” model. The
determined rise and decay time constants were t; = 60 + 10 fs
and 1 = 90 + 20 fs, respectively. The maximum of the peak
structure was located at 140 + 20 fs. The error of +20 fs, in
determining the maximum intensity, was derived from several
transients recorded under similar conditions, i.e., similar sub-
strate preparation, molecular coverage, and laser parameters.
The other errors in determining the time constants were
acquired directly from the fitting procedure.

Laser power dependence measurements indicated that the
fundamental mechanism of the CH3Br photodissociation on the
gold film is similar to that of methyl iodide on I/Au/Mo(100).
The pump and probe power dependences of the CH3™ signal
intensity at 140 fs pump—probe delay time are depicted in
Figure 7 in a double-logarithmic representation. The slope of
the graphs is an indication of the number of photons involved in
the respective processes. From Figure 7 it can be seen that one
pump photon was needed to excite the adsorbed CH3Br mole-
cules. Therefore, the electron attachment mechanism might be
possible, however, the two-photon probe power dependence
renders this option again unlikely because rather three photons
of 333 nm would be expected to be required to excite CH3Br™
to CH3Br*. The A-band of the free methyl bromide molecule
has its maximum absorption cross section at around 6.2 eV [3].
The observation that CH3Br adsorbed on Au can be excited by
means of a single photon with a central wavelength of 266 nm
(4.7 eV) to a dissociative state, which is most likely the A-band,
thus strongly indicates that the gold substrate induces a red-shift
of the CH3Br A-band of about 1.5 eV. This energetic down-

shift of the A-band states due to the interaction of the mole-
cules with the gold surface is schematically indicated by the red
dashed lines in Figure 2. Similar results were reported in the
literature for CH3Br adsorbed on Ag(111) [34]. Figure 7b
displays the quadratic power dependence measured for the
probe laser beam, which confirms that two probe photons are

most likely required to generate the ionized methyl fragments.
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Figure 7: Intensity of the CH3* signal as a function of (a) pump power
and (b) probe power. Both measurements (a) and (b) were performed
for a pump—probe delay time of 140 fs. The straight lines represent
linear fits to the experimental data yielding the indicated slopes n.
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Therefore, it is assumed that the excited adsorbate molecules
were ionized by two nonresonant photons of 333 nm wave-
length, and the ionized excited transition state decomposed
yielding the CH3" fragment.

The maximum intensity of the CH;™ transient peak obtained
from the CH3Br photodissociation on gold is located at 140 fs
(Figure 6b), whereas the transient peak of the CD3" signal
resulting from CD3I photodissociation on I/Au/Mo(100) was
located at 50 fs with slightly different time constants for the rise
and the decay of the signal. This is a clear indication of the
different interaction of CH3Br with Au/Mo(100) compared to
that of CD3I with I/Au/Mo(100). Thus, if the molecules disso-
ciate by direct photoexcitation through the A state (which is
proposed for methyl iodide and bromide), then these data repre-
sent intramolecular dynamics of the weakly perturbed molecule
sitting on the Au surface, i.e., the dynamics in the transition-
state region of photodissociation, which is intimately influ-
enced by the detailed interaction with the surface. Clearly,
further insight from first principles simulations on these systems

would be highly desirable to complement the experimental data.

Methyl chloride

No light-induced formation of fragments was observed in the
case of methyl chloride. This is most likely due to the fact that
the A-band of CH3ClI with an absorption maximum at 7.3 eV
above the electronic ground state of the free molecule [3]
cannot be energetically lowered enough to become accessible to
the 4.7 eV photons of the 266 nm pump laser beam.

Conclusion

The present investigation demonstrates that time resolved
pump—probe fs-laser time-of-flight mass spectrometry is able to
probe the photodissociation dynamics of organic molecules on
metallic substrates. The observed molecular dynamics varies
strongly for the three investigated methyl halide molecules and
reflects the different electronic structure of the molecules as
well as the interaction with the gold substrate surface. The
dissociation of methyl iodide on gold after UV irradiation was
found to be quenched. In contrast, a modification of the gold
substrate by slowly emerging iodine fragments was observed,
which inhibited the quenching mechanism and enabled the
measurement of transient methyl fragment signals. In the case
of methyl bromide one-photon excitation was found to lead to
the decomposition of the molecules on the gold surface. This
was interpreted as an indication for a considerable red-shift of
the A-band excitation of methyl bromide due to the interaction
with the substrate. The alternative mechanism of dissociative
electron attachment was found to be unlikely to be responsible
for the observed dynamics of both molecules. Methyl chloride
did not yield any detectable photofragments.

Beilstein J. Nanotechnol. 2011, 2, 618-627.

Experimental

The experiments were performed in an ultrahigh vacuum
(UHV) chamber equipped with standard tools for surface
preparation and characterization [15,18,40]. Prior to deposition
of the gold film, the surface was cleaned by heating the
Mo(100) crystal to 2000 K by means of electron bombardment.
Subsequently, the surface temperature was ramped down to
1000 K. In order to avoid the surface contamination, the Mo
crystal was held at 1000 K by resistive heating until the back-
ground pressure restored (<5 x 10710 mbar). Subsequently the
surface was cooled down to the deposition temperature of
400 K. The gold evaporator was initially degassed and subse-
quently gave stable deposition rates over extended periods of
time. In order to ensure the constant evaporation rate, prior to
each deposition, the Au oven was preheated for 15 min. Subse-
quently, the substrate was positioned 10 mm away from the
gold source and the support was held at 400 K. The gold evap-
oration was performed at normal incidence. The maximum
background pressure in the UHV chamber reached throughout
the gold evaporation process was less than 2 x 1072 mbar.
Deuterated methyl iodide was employed in the present study,
but test measurements with CH3I yielded identical results.
CD3sl, CH3Br, and CH;3Cl (all from Sigma-Aldrich, >99.5%,
additionally purified by several freeze—pump-thaw cycles) were
dosed onto the gold substrate at 90 K by means of an UHV
compatible pulsed valve that was connected to a stainless steel

tube ending close to the surface.

The fs pump (266 nm, third harmonic of fundamental, 80 fs,
1 mW/cm? average power, p-polarized) and probe (333 nm
central wavelength, tuned by an OPA, 80 fs, 600 mW/cm?
average power, p-polarized) were generated by a commercial
amplified 1 kHz Ti:sapphire laser system (Spectra Physics Spit-
fire). The time zero in the experiments was determined in situ
by monitoring the integral pump—probe time-dependent two-
photon electron emission signal from the molybdenum surface.

Mass measurements were carried out on a homebuilt time-of-
flight mass spectrometer [18,39]. The grounded Au/Mo(100)
substrate served as the repeller electrode of a Wiley—McLaren-
type acceleration lens arrangement [41]. The pump and probe
laser beams collinearly irradiated the surface at an angle of 45°.
Reaction products and intermediates that were ionized by the
probe laser pulse were immediately removed from the surface
and directed into the time-of-flight mass spectrometer by the
static electric field between the substrate surface and the first
acceleration electrode of the mass spectrometer. The ions pass a
field free drift tube with different velocities according to their
mass-to-charge ratio and are finally detected by a multichannel
plate amplifier arrangement as a function of their flight time. To

obtain the transient evolution of the product ion mass signals,
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the mass peaks were averaged over 2500 laser pulses for a fixed
pump—probe delay time. The initial coverage was subsequently
restored by admitting an identical amount of compound to the
surface with the pulsed valve. Subsequently, the procedure was
repeated for a new pump—probe delay time. Several of the thus
obtained transients were averaged to yield the shown data.

Supporting Information

Supporting information features the description of the
characterization of the gold ultrathin films on Mo(100).

Supporting Information File 1
Characterization of ultrathin gold films on Mo(100).
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-2-65-S1.pdf]
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Optical properties of two series of fully conjugated cyclo[n]thiophenes were analyzed experimentally and theoretically. The absorp-

tion spectra reveal a shift to higher wavelengths with increasing size of the cycles, which can be successfully described by an exci-

tonic approach based on a Frenkel exciton Hamiltonian. Furthermore, intriguing new bands in the absorption and fluorescence

spectra of the smaller macrocycles disclose the dominance of their ring strain.

Introduction

In the last few decades organic conjugated polymers and
oligomers, in particular poly- and oligothiophenes, have
attracted a broad interest due to their excellent electronic and
transport properties in the solid state, which allow their applica-
tion in a variety of organic-electronic devices, such as organic
field-effect transistors, organic solar cells, and sensors [1-4].

Typically, such n-conjugated systems comprise extended linear

one-dimensional (1D) structures showing interesting optoelec-
tronic properties. In the solid state they represent organic semi-
conductors, whereas by doping with oxidants metallic states
with higher conductivities can be achieved. For various series of
1D linear oligothiophenes, which, in contrast to their polydis-
perse polymeric counterparts, exhibit defined molecular struc-

tures, it was proven that the physical properties correlate well
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with the length of the conjugated chain [5-8]. However, in par-
ticular for the shorter oligomers, end-effects imposed by the end
groups perturb structure—property correlations, whereas for
longer derivatives saturation of, e.g., optical transitions occurs
leading to a limiting value. In this respect, 2D macrocyclic
systems, cyclo[n]thiophenes (CnT) [9-11], which are shape-
persistent and cyclically conjugated, were recently introduced
by our group. They are not only theoretically most-interesting
systems [12-16] providing an infinite n-conjugated chain like an
idealized polymer, but they also represent a novel class of
organic semiconductors without end-effects exhibiting fasci-
nating optical [17-20] and self-assembling properties [21-23].

In a statistical macrocyclization approach under high-dilution
conditions, the first cyclic representatives C12T, C16T, and
C18T were prepared starting from terminally ethynylated
terthiophenes, in only low yields and quantities, which is a
general observation for the statistical synthesis of macrocycles
[24-26]. Somewhat later, we developed a novel method using
the same ethynylated oligothiophenes and Pt(I1I)-precursors as
templates leading to stable coordinatively bound metallomacro-
cycles, which were transformed to the corresponding diacetyl-
ene-bridged macrocycles by elimination of the metal centers
and simultaneous C—C bond formation. In a final step, the
diacetylene units were subsequently transformed to thiophene
units forming the final cyclothiophene. By this “metal-template
approach”, among other derivatives the series was extended to
C8T as the smallest member and the overall yield was impro-
ved to around 10% [6,7]. More recently, by applying Pt(II)-
oligothienyl complexes [27], a more direct general and highly
effective “one-pot” synthesis of cyclo[n]thiophenes was devel-
oped. By using linear pentameric quinquethiophene L5T as a
building block, a series of individual macrocycles CnT, from
C10T to an unprecedented size up to C35T, was obtained in an
excellent overall yield of around 60%. For the first time, CnTs
including members with an odd number of repeating units

Series |

R = —C4Hg

n=1(C8T)
3 (C12T)
5 (C16T)
6 (C18T)

Beilstein J. Nanotechnol. 2011, 2, 720-726.

became available on a preparative scale. Thus, the following
macrocycles were isolated and characterized: C10T, C15T,
C20T, C25T, C30T, and C35T [28]. X-ray structural analysis
of C10T and characterization of its charged states revealed an
unusual polaron pair structure of doubly oxidized C10T%*
serving as a model for charged and conducting states in linear
oligo- and polythiophenes [29].

In this article, we present and analyze optical data on two larger
series of cyclo[n]thiophenes CnT, series I and series II, which
differ in ring size and substitution pattern of the solubilizing
butyl side chains. The obtained structure—property relationships
were further analyzed by our theoretical model based on
Frenkel exciton theory. The comparison of the experimental
with the theoretical spectral parameters gave valuable insights
into the electronic structure, because they correlate the mono-
mer transition energy (®g), the magnitude of the electronic
coupling between the thiophene monomers in the macromole-
cules (J), and the extent of the delocalized n-conjugated system
[17].

Experimental

The solutions were freshly prepared with chloroform (Merck,
UVASOL). UV-vis absorbance spectra were recorded on a
Perkin-Elmer Lambda 19 spectrometer, and corrected fluores-
cence spectra were recorded on a Perkin-Elmer LS 55 under

ambient conditions.

Results and Discussion
The macrocycles examined in this study are depicted in
Scheme 1.

The first family of compounds (series I) is represented by alter-
nately substituted thiophene units, every second unit having two
butyl side chains in the B-positions leading to highly symmet-
rical derivatives: C8T, C12T, C16T, and C18T. Due to the

R Series |l
-
s/ R
o ~ R = —C4H9
N= x| on=1(c10m)
2 (C15T)
STN_r 3 (C20T)
=~ 4 (C25T)
R 5 (C30T)
], 6(C35T)

Scheme 1: Chemical structure of the oligothiophene macrocycles (series | and Il). The coordinate system used in the theoretical description is

included.
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pentameric starting material LST with dibutyl substitution at
thiophenes 2 and 4, in series II a different alkyl chain substitu-
tion pattern resulted and allowed synthesis of macrocycles
composed of an even or odd number of thiophene rings. There-
fore, a much more extended series from C10T (cyclodimer) as
the smallest member to C35T (cycloheptamer) as the largest
was obtained.

The photophysical properties of the two series of macrocycles
were analyzed by absorption and fluorescence spectroscopy.
The data are summarized in Table 1. Two linear oligothio-
phenes, L5T and L10T, are included in the table as references
having an identical substitution pattern to the macrocycles in
series II. L5T is the building block used for the cyclization
reactions and L10T the linear dimer.

Absorption spectra of the macrocycles in dichloromethane
(DCM) at room temperature were characterized by several
broad unstructured bands in the UV—vis region (Figure 1 and
Figure 2).

In each series, the position of the low energy band, related to
the n—7* transition of the macrocyclic systems, shifts on going
from the smaller cycles to the larger ones. The absorption band

Beilstein J. Nanotechnol. 2011, 2, 720-726.
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Figure 1: Absorption and fluorescence spectra of the macrocycles of
Series | in dichloromethane (the excitation wavelength was chosen at
the maximum of the absorption band).

(Amax in Table 1) shifts to higher wavelengths with increasing
number of thiophene units in the macrocycle (AA =25 nm and
Al =28 nm in series I and II, respectively). The corresponding
transition dipole lies in the molecular plane and is oriented
almost parallel to the m-conjugated backbone, strongly depen-
dent on the number of thiophene units composing the delocal-
ized m-system, as in the case of the linear analogues [12].

Table 1: Photophysical data of the cyclothiophenes belonging to series | and Il in comparison to the linear reference compounds. Maxima at the
absorption and emission wavelengths, Amax@S and Amax®™ (absolute maximum underlined), the extinction coefficient £ and the normalized extinction
coefficient (¢/N;). L6T and L10T denote the linear homologues. Data of series Il were taken from [28].

CnT series Amax@Ps € &/N; [L'mol~!-cm™~1)2 Amax®™
| I [nm]([eV])? [L‘mol~"-cm™12 I [nm]([eV])2
8 396, ~500 (3.13, ~2.48) 51300 6413 435, 452 (2.85, 2.74) // 567, 602 (2.19, 2.06)
10 417, ~500 (2.97, ~2.48) 86000 8600 ~568, ~629, 685 (~2.18, ~1.97, 1.81)
12 392 (3.16) 55000 4583 ~556, 593, ~660 (~2.23, 2.09, ~1.88)
15 423 (2.93) 119000 7933 582, ~603 (2.13, ~2.06)
16 414 (3.00) 97000 6106 577, ~615 (2.15, ~2.02)
18 421 (2.95) 123000 6833 575, ~610 (2.16, ~2.03)
20 434 (2.86) 130000 6500 572, ~603 (2.17, ~2.06)
25 440 (2.82) 163000 6520 570, ~607 (2.18, ~2.04)
30 444 (2.79) 183000 6100 568, 607 (2.18, 2.04)
35 445 (2.79) 196000 5600 567, 604 (2.19, 2.06)
L5T 392 (3.16) 28000 5600
L10T 435 (2.85) 51000 5100 553, ~587 (2.24, ~2.11)

aSolvent: Dichloromethane.
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Figure 2: Representative absorption and fluorescence spectra of the
smallest and largest macrocycles of series Il in dichloromethane (taken
from [28]). The excitation wavelength was chosen at the maximum of
the absorption band.

Although a direct cross-correlation between the absorption of
the two series seems inappropriate, the general trend shows that
the macrocycles in series I absorb at higher energies than those
of series II: C15T (Apax = 423 nm) absorbs at a higher
wavelength compared to the next higher macrocycle C16T
(Amax = 414 nm): The blue-shift of the absorption band in
series | indicates slightly lower n-conjugation due to bigger
distorsions of the thiophenes induced by steric interactions of
the increased number of alkyl chains (8 versus 6 for C16T and
C15T, respectively).

A closer look at the smallest macrocycles (C8T and C10T)
reveals a weak, but clear absorption band at lower energies
(~500 nm), which in the case of the bigger macrocycles is over-
lapped and covered by the stronger main absorption band

Beilstein J. Nanotechnol. 2011, 2, 720-726.

(Figure 1 and Figure 2). Because the selection rules for the elec-
tronic transitions of cyclic molecules substantially differ from
those of the linear homologues, the transition to the lowest
excited state in the macrocycles, which appears at ~2.48 eV
independently of the ring size, is not allowed, whereas the
degenerate second transition (corresponding to the intense
absorption band) is permitted and ring-size dependent (see
above) [12]. Figure 3 shows a sketch of the possible electronic
transitions depending on the macrocycle size and taking into
account the relative energies of the involved ground and excited
states. The lack of vibronic structure in the absorption bands of
all macrocycles indicates a nonplanar delocalized -system with
more or less well-pronounced torsion angles between the thio-
phene rings. This is in accordance with the behavior of the
linear oligomers, which as well show a more pronounced

aromatic structure in their ground state.

In both series the extinction coefficient increases with
increasing macrocyclic ring size, although the values for series |
are smaller than for series II (Table 1 and Figure 4, also see
below Equation 6 and Equation 7). This effect can be attributed
to the already mentioned distinct substitution pattern for both
series. The extinction coefficient versus number of thiophenes
in the cycle for series II fits well to a linear trend (red curve in
Figure 4) with a slope of 4428 L-mol™!-cm™! per thiophene.
This value is much lower than the normalized extinction coeffi-
cients (¢ value/N, the number of thiophenes in the macrocycle)
in this series, which decay linearly with the macrocycle size
(Table 1) reaching the normalized value for the linear oligomers
L5T and L10T (~5100 L-mol™!-cm™). Due to this discrepancy,
a better fit can be calculated taking the last value as a supple-
mentary point into account: A second linear fit can be calcu-
lated for the smaller macrocycles (up to C15T) with a slope of
8058 L-mol !-cm™!. Interestingly, the normalized extinction

\

k=218 ww - -

k=0 S - — : N i
>
<
e
w

So
Cc8T C10T C12T, C15T C16T, C20T, C25T, C30T, C35T

Figure 3: Sketch of the electronic transitions in the macrocycles: Ground state (Sy), first (S1) and second (Sy) excited state. Plain arrows are
weighted by the transition probability. The black wavy arrows represent nonradiative deactivation.
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coefficient remains almost constant in series I (exception C12T)
with a value of about 6500 L-mol!-cm™!.

200000 4

150000 4

100000 4

50000 A

~ = y"=1019 + A0EA % (F° = 0.897)
— "= 46523 + 4428 x (F* = 0.981)
——— =540 + B2 1 (R = 0.8E3)

Extinction coefficient (L mol‘1cm‘1)

L B e B e e L B e i e e
0 5 1a ] 20 2 30 35

Ny

Figure 4: Extinction coefficient for the macrocycles of series | (circles)
and Il (squares) versus the number of thiophenes including the corres-
ponding least-squares fit (y' and y") for the fit function € = a + bA,.
Compound C12T (circle in parentheses) was not included in the linear
fit of series I.

The fluorescence spectra revealed a structured emission band,
in which up to four vibronic contributions can be observed. In
contrast to the discussed torsion of thiophene units in the
ground state of the macrocycles, we assume that in the excited
state the macrocyclic conjugated backbone tends to planarize
reducing the torsional angles of the thiophene units and in
accordance to the linear analogues tends to a more quinoidal

structure.

The fluorescence spectra of the larger macrocycles are alike
with respect to their shape and energy position with maxima at
around 2.15 eV (series I) and 2.18 eV (series II). For the small
macrocycles, however, striking differences concerning the
emission-band shape emerge and new bands appear, pointing to
a special behavior most probably related to the inherent ring
strain in these smaller homologues. The most relevant features
concern the appearance of a very weak fluorescence band in the
case of C8T at ~450 nm and a more red-shifted emission in the
case of C10T. The latter can be explained by the tendency of
C10T to form dimers (excimers) in the excited state [29], which
emit at lower energies with respect to the monomers (1.81 eV
versus 2.18 eV). For the smallest cycle, C8T, we observe a
weak structured emission band at much higher energy than the
Sg < S; transition, whose origin can be attributed to the emis-
sion from the second excited state, S, (Figure 1, Table 1 and
Figure 3). This double fluorescence behavior becomes possible
because an incomplete energy transfer to the S; state occurs
allowing partially the emission from the populated higher

excited state S,.

Beilstein J. Nanotechnol. 2011, 2, 720-726.

In a previous theoretical work we showed that the optical exci-
tations of thiophene-based linear and cyclic oligomers can be
described by Frenkel excitons, which are delocalized over the
oligomeric m-system [12,30]. Concerning the macrocycles of
series I and II, we assume, as a first approach, that the elec-
tronic excitations of a thiophene subunit can be described by
two relevant energy levels corresponding to the HOMO and the
LUMO level. We assume that the energies of these states and
the transition-matrix elements are essentially unmodified by the

side chains. The Hamiltonian of the model then reads

Hex :(’JOZ,]:ZJ")(”'

s (DI ISR

M

o is the excitation energy, N, the number of thiophene units in
the macrocycle, J describes the transfer of the excitation energy
between neighboring thiophenes and ‘n) is the excited state at
thiophene n. Throughout, we assume periodic boundary condi-
tions, i.e., thiophenes 1 and N, are nearest neighbors and
complete the macrocyclic shape. The Schrédinger equation for
this Hamiltonian can be represented as a difference equation.
The energy eigenvalues and the eigenfunctions are given by the

following expressions:

2
E;, =wg—2Jcos —nk S
N (2)
+(N,—1)/2, N, odd

k = 0’ il, i2, ’{+Nr/2’ Nr even

i) =20 Dy (m)|m), 3

exp iz—nkm . 4)

Dk(m):\/]lv_ v

The allowed optical transitions between the ground state ‘0) and
the excited states (3) with energies given by (2) are determined
by the matrix elements of the ring dipole operator:

H=X, 5 (|0) (] +[m){0]). ®)

Here {1, is the local optical dipole moment between the molec-
ular ground and excited states. We assume that these dipole
moments can have a component 1 parallel to the z-axis and a
component u,; perpendicular to the z-axis, i.e., lying in the ring
plane (x—y plane) and oriented in a tangential manner around
the ring (Scheme 1) [31].
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The evaluation of the z-component of the ring dipole moment
p, for the case that all molecular dipole moments p, are equal

results in the following selection rule:
Ol |K)* =nf N3 ©)

For the evaluation of the x-component of the ring dipole
moment p, we again assume that the molecular dipole
moments have the same | . However, the in-plane component
for each molecule is oriented parallel to the ring tangent and
thus its orientation is shifted by 27/N; as compared to those of
the neighboring molecules. The evaluation of the dipole

moment operator gives in this case
N,
O]y ) =02 (B4 ™)

According to Equation 2 the two selection rules (Equation 6 and
Equation 7) result in two different absorption lines, which
agrees with our experimental finding of two absorption bands,
more clearly observed for the small macrocycles. The first tran-
sition given for the component of the dipole moment perpendic-
ular to the x—y plane has the selection rule £ = 0 and their
energy reads £ = oy — 2J, independent of the macrocycle size.
The line position given for the component of the dipole moment
in the x—y plane has the selection rule & = +1 and the line pos-
ition reads £y = g — 2J cos(2a/N;). In the fit, using a least-
squares procedure in the Maple software, we determine the
parameters m( and J, related to the monomer transition energy
() and the coupling energy between thiophene units (J). The
results of the fit (in eV) are shown in Figure 5. The values
corresponding to the smallest macrocycles in both series (C8T
and C10T) were not included in the fitting, because of their
evident deviation from the general trend. The reason for this
behavior might be the ring strain of the macrocycle and the
torsion that the individual thiophene rings experience due to
their small ring size. This guess is supported by geometry calcu-
lations for C8T and X-ray structure analysis for C10T [10,29].

The macrocycles show an energetic decrease of their line posi-
tions, i.e., an increase of their wavelengths, with increasing ring
size, which can be successfully described by Equation 2 and
was observed experimentally. The circles show the experi-
mental line positions of the macrocycle series I, and the squares
show those of series II. The parameters of the fit are
g = 5.713 eV, and J! = 1.472 eV (series I, excluding C8T),
and og!' = 4.853 ¢V, and J'T = 1.051 eV (series II, excluding
C10T). We must stress here that the parameters obtained for the
fit to series I should be treated with care because of the low

number of macrocycles in the series (3 elements). The differ-

Beilstein J. Nanotechnol. 2011, 2, 720-726.
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Figure 5: Diagram of the energy of the absorption band (eV) versus
the number of thiophenes in the macrocycles of series | (circles) and Il
(squares), including the least-squares fit to Equation 2.

ence between the @ values can be attributed to the limitation of
the theory, which does not take into account the thiophene
substitution pattern. For comparison, the parameters obtained
for the homologous linear oligomers are wg = 5.5 eV and
J=1.3 eV [30]. Because of the strong sensitivity of the fit to the
oo parameter, a better comparison can be performed by
applying the well-established linear , parameter to the two
cyclic series, using it as a fixed value in the fitting and
comparing the obtained coupling constants. These amount to
J'=1.355 ¢V and JI = 1.388 ¢V and reveal a slightly better
electronic coupling for macrocycles of series Il and therefore a
reduced transition energy, which agrees with the experimen-
tally red-shifted absorption of this series as compared to

series I.

The experimentally observed linear increase of the extinction
coefficients with increasing ring size (Figure 4) was also
predicted by Equation 6 and Equation 7, confirming that the
electronic excitation is distributed along the ring. These find-
ings strongly corroborate the description of the electronic exci-
tations by the model based on Frenkel excitons, despite the
limitations assumed in this approach. A series of improvements
of the model can be adopted in the future.

Conclusion

Oligothiophene macrocycles exhibit interesting photophysical
properties. Due to the ring geometry, the electronic transitions
follow distinct selection rules and the transition dipoles are
mainly arranged in the macrocycle plane. Similar to the behav-

iour of linear oligomers, the absorption maxima positions

725



tended towards a fixed value with increasing size of the macro-

cycle. The size-dependent effects on the absorption spectra

(energy and extinction coefficient) can be described in the

framework of a Frenkel exciton theory. The small macrocycles

show most interesting photophysical behaviour (dual fluores-

cence), mostly due to their strong ring strain.
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The self-assembly properties of a series of functionalized regioregular oligo(3-alkylthiophenes) were investigated by using scan-
ning tunneling microscopy (STM) at the liquid—solid interface under ambient conditions. The characteristics of the 2-D crystals
formed on the (0001) plane of highly ordered pyrolitic graphite (HOPG) strongly depend on the length of the n-conjugated
oligomer backbone, on the functional groups attached to it, and on the alkyl substitution pattern on the individual thiophene units.

Theoretical calculations were performed to analyze the geometry and electronic density of the molecular orbitals as well as to

analyze the intermolecular interactions, in order to obtain models of the 2-D molecular ordering on the substrate.

Introduction

In the last few decades conjugated organic polymers and
oligomers have attracted a broad interest due to their excellent
electronic and transport properties in the solid state, which
allow their application in a variety of organic-electronic devices
[1]. Among others, organic semiconductors based on thio-

phenes are very promising materials in the field, because of

their superior stability and the possibility to chemically func-
tionalize them without affecting their electronic properties. The
most prominent example is given by the regioregular (head-to-
tail-coupled) poly(3-hexylthiophene), which is among the best-

performing photoactive materials in polymer solar cells [2-4].

The self-organization of the polymer chains in the bulk seems to
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be a key factor, which determines the efficiency of the charge
transport through the material and ultimately the performance in
organic-electronic devices. In recent years, various approaches
have been followed to elucidate the ordering principles of
conjugated polymers, by X-ray diffraction and scanning
tunneling microscopy. Valuable information about intermolec-
ular interactions taking place on substrates has been obtained
[5-71.

Although the substitution pattern is regioregular and chemi-
cally controlled, the inherent chain length dispersity of poly(3-
alkylthiophenes) leads to a mesoscopic structure of the resulting
films, which are composed of polycrystalline domains
embedded in a disordered matrix [7]. Furthermore, the knowl-
edge of clear structure—property relationships, connecting the
physical properties with the length of the conjugated system,
and the recent success in the field of small-molecule organic
devices have restored huge interest in structurally well-defined
and therefore monodisperse, crystalline oligomers [8].

The method of choice to investigate the ordering of organic
semiconductors adsorbed on flat metallic surfaces, at the
desired molecular level in the subnanometer range, is scanning
tunneling microscopy (STM). With this method, the self-
assembly of oligo- and polythiophenes on surfaces has been
successfully investigated in the last few years [5,6,9-14]. The
2-D crystalline arrangement on surfaces is a result of a delicate
balance between several weak intermolecular van der Waals
forces and molecule—substrate interactions, as well as intermol-
ecular hydrogen bonding in the case of functionalized oligothio-
phenes [15-17]. The typical flat metallic substrates (HOPG,
Au(111), Ag(111), etc.) employed in STM differ from the ITO
electrodes used in the devices, which are usually rendered flat
by an organic hole-transporting layer. Despite the differences, a
good approach to elucidate the bulk properties of the active
molecules is to probe their intermolecular interactions on nonre-
active substrates, such as HOPG, by means of STM.

In this paper, we report the investigation of the self-assembly
properties of a series of carbonic acid functionalized regioreg-
ular (head-to-tail-coupled) oligo(3-hexylthiophenes) on HOPG
at the liquid—solid interface as examined by STM at room
temperature. The ambient and environmental conditions
employed in this study are essential in order to mimic the depo-
sition conditions for real devices. Supported by quantum-chem-
ical calculations, the interpretation of the STM images and the
analysis of the intermolecular forces will be highlighted.

Results and Discussion
The molecules analyzed in this study, carboxylic acid-function-

alized regioregular oligo(3-hexylthiophenes), HnTCOOH, are
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sketched in Figure 1. The n-conjugated system, comprising the
aromatic thiophene rings and being responsible for the elec-
tronic properties of the molecule, extends from 4 to 12 thio-
phene repeating units, and the molecular size stretches accord-
ingly from 1.7 nm to 5.4 nm. The carboxylic acid group
(COOH) at the terminal a-position of the oligothiophene back-
bone allows the formation of effective intermolecular hydrogen
bonding through dimer formation. The regioregular hexyl-side-
chain substitution pattern enhances the solubility of the com-
pounds in organic solvents and their crystallinity on the sub-
strate.

CeH13

m n=4,6,8 10,12
HT s~ J;COOH

Figure 1: General formula of carboxylic acid functionalized oligothio-
phenes HNTCOOH.

Figure 2 shows a large-scale STM image of a monolayer of
tetramer H4TCOOH adsorbed at the solution-HOPG interface.
Several terraces of the graphite substrate are visible in the
image. On the terraces, a very well ordered monolayer of

H4TCOOH can be seen extending over the micrometer range.

In the first images after deposition, several domains with sizes
ranging from tens to hundreds of nanometers can be recognized.
In Figure 2 (left) four out of six possible domains (labeled “A”
to “D”) can be seen. The six domains correspond to the two
enantiomorphic molecular arrangements (with a relative angle
of 10°) combined with the three crystallographic axes of the
underlying HOPG substrate. In Figure 2 (left) “A” and “C”
correspond to two orientations (at an angle of 120°) of the same
enantiomorph, as do “B” and “D”.

The molecules are lying flat on the nonreactive HOPG surface.
The oligothiophene backbone carrying the delocalized n-elec-
tron system is recognized in STM images as bright spots under
the given scanning conditions, which correspond to a higher
tunneling probability. On the contrary, the alkyl side chains,
corresponding to the insulating part of the molecules, are
extended perpendicular to the oligothiophene backbone and can
be recognized as dark regions, reflecting the expected lower
tunneling probability.

Figure 2 (center) shows a short range image of H4TCOOH
adsorbed on HOPG, exhibiting submolecular resolution. The
unit cell contains two molecules and the cell parameters are
a=3.6+0.1nm, 5=2.1+0.1 nm and o =42 + 2° (Table 1).
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Figure 2: Left: STM image of H4TCOOH on HOPG (100 x 100 nm2, U = =120 mV, / = 50 pA). The letters label the different domains as explained in
the text. Center: STM current image of H4TCOOH on HOPG (10 x 10 nm?2, U = -100 mV, / = 50 pA). The arrows label the positions of the carboxylic
groups. Right: Quantum chemical model of the adsorbate, including the electron-density distribution of the HOMO and HOMO-1 for the dimer.

The molecules are ordered in lamellae with an interlamellar dis-
tance of 1.4 nm. This value correlates very well with data
published for ordered monolayers of hexyl-substituted oligo-
and polythiophenes and can be explained by van der Waals
interaction driven full interdigitation of the alkyl chains of two
opposite molecules in their all-trans conformation in different
rows [9-12,18].

Theoretical calculations on a group of four molecules,

excluding the substrate, support the dimer formation and are in

very good agreement with the observed unit-cell parameters,
with a = 3.6 £ 0.1 nm, » =2.1 £ 0.1 nm and a = 39 + 1°
(Figure 2, right, and Table 1). In the lamellae the molecules
form an angle of 8° between the molecular axis and the row
direction. The two molecules building the pair are separated by
small regions of low tunneling current (labeled with an arrow in
Figure 2, center), which we assign to the carboxylic acid ends
of two H4TCOOH molecules in a head-to-head arrangment. It
is widely observed in STM images that carboxylic acid groups

appear as dark spots under negative bias [19,20]. Our theoreti-

Table 1: STM and theoretical parameters of 2-D crystals of the investigated carboxylic acid functionalized oligothiophenes HnTCOOH.

Molecular and

Compound Lattice Parameters

H4TCOOH Molecule length [nm]
a[nm]
b [nm]
al’]
H6TCOOH Molecule length [nm]
a [nm]
b [nm]
al’]
H8TCOOH Molecule length [nm]
a [nm]
b [nm]
al’]
H10TCOOH Molecule length [nm]
a [nm]
b [nm]
al’]
H12TCOOH Molecule length [nm]
a [nm]
b [nm]
al’]

ST™M Calculations
1.7 1.8
3.6 3.6
21 2.1
42 39
2.6 2.6
5.3 5.4
3.0 2.9
29 27
3.5 3.4
7.0 6.8
3.8 3.7
21 22
4.3 4.2
9.0 8.5
4.2 4.5
19 18
4.6 4.7
9.6 9.5
4.9 4.9
17 16
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cal calculations support the experimental findings (Figure 2,
right), showing no contribution of the end-function to the occu-
pied frontier orbitals (HOMO and HOMO-1) close to the Fermi
level. This arrangement stabilizes the monolayer by neutral-
izing the dipole moments of the molecules, which are oriented
along the molecular axis (Figure 2, right; plain arrows). The
carboxylic acid groups of two head-to-head arranged molecules
are able to undergo hydrogen-bond formation, additionally
stabilizing the monolayer (Figure 2, right).

In the current image (Figure 2, center) submolecular resolution
was obtained for the oligothiophene backbones. Due to the low
negative bias applied and at the limit given by the tunneling
barrier of this compound, we can assume that the observed eight
lobes per molecule correspond to the local density of states
(LDOS) of the molecule, which are very close to the Fermi
level and are coupled, at this bias, to an almost anisotropic
contribution from the LDOS of the substrate.

In Figure 3, STM images of a 2-D crystal of the next higher
homologue, hexamer H6TCOOH, are depicted. Figure 3, left,
shows a large-scale STM image of a densely packed monolayer.
The molecules are perfectly arranged in lamellae and two
domains (out of six possibilities, see above) can be observed.
The lamellae are separated by about 1.3 nm, like in the case of
H4TCOOH. In these regions the insulating hexyl chains inter-
digitate (Figure 3, right). Despite a high degree of crystallinity,
the monolayer reveals a few defects (Figure 3, left), which are
noticeable as faint depressions, probably related to molecules
adsorbed at unstable sites. Adsorption and desorption processes
equilibrating at the liquid—solid interface induce, in turn after
10-20 minutes, a self-healing process to form a perfectly

ordered monolayer over several micrometers.

Figure 3 (center) shows a small-scale image of a single domain.
The molecular resolution allows the determination of the unit-
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cell parameters: a = 5.3 + 0.1 nm, » = 3.0 £ 0.1 nm and
o =29 £ 2°. In the unit cell two molecules arrange as a dimer,
with their carboxylic acid functional groups facing each other
due to H-bonding, like in the case of H4TCOOH. With the
help of theoretical calculations a model of the molecular
packing can be obtained (Figure 3, right). The unit-cell parame-
ters are calculated to be a = 5.4 nm, b = 2.9 nm, and .= 27° in
very good agreement with the experimental data. The plain
arrows depicted in the model show that this molecular arrange-
ment allows the full neutralization of the molecular dipoles
within the plane.

In Figure 4 and Figure 5, STM images of compounds
H8TCOOH and H1I0TCOOH adsorbed at the HOPG surface
are shown. The large-scale images (Figure 4 and Figure 5, left)
reveal monolayers with different orientations (see above). The
STM image of octamer HSTCOOH was taken immediately
after adsorption and therefore reveals an increased number of
vacancies relative to monolayers of the shorter oligomers. This
phenomenon can be explained by a decrease in diffusivity as the
size of the oligomers increase. However, the adsorption—desorp-
tion dynamics at the surface and the observed Ostwald ripening
[21,22] lead to an almost perfect monolayer with time. The
arrangement of the molecules reveals a more columnar than
lamellar ordering, although after careful analysis, the dimer for-
mation can also be determined for these long oligomers
(Figure 4 and Figure 5, center). The unit cell calculated for the
crystalline regions of HSTCOOH and H10TCOOH mono-
layers contains two molecules and the parameters correlate very
well with the quantum-chemical model displayed in Figure 4
and Figure 5, right, and in Table 1. The more extended n-system
of HSTCOOH and H10TCOOH induces a face-to-face molec-
ular arrangement with a negligible offset and therefore a more
columnar structure. The distance between the columns amounts
to 1.3 nm and the space is filled by interdigitating alkyl chains

(Figure 4 and Figure 5, right).

Figure 3: STM image of HSTCOOH. Left: 70 x 70 nm?2, U = -360 mV, / = 50 pA. Center: 20 x 20 nm2, U = -361 mV, / = 50 pA. Right: Theoretical
model. The small black arrows emphasize the H-bonding position. The big arrows indicate the orientation of the molecular dipole moments.
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Figure 4: STM images of HSTCOOH. Left: 60 x 60 nm?2, U = -640 mV, / = 44 pA. Center: 30 x 30 nm?2, U = =725 mV, | = 35 pA. Right: Theoretical
model. The small black arrows indicate the H-bonds. The big arrows show the orientation of the molecular dipole moments.

Figure 5: STM images of HIOTCOOH. Left: 50 x 50 nm2, U=-200 mV, | =73 pA. Center: 24 x 19 nm2, U=-100 mV, [ = 22 pA. Right: Theoretical
model. The small black arrows point out the H-bonding position. The big arrows show the orientation of the molecular dipole moments.

The 2-D crystal of the longest oligomer, HI2ZTCOOH, is arranged in columns and domains related to the crystallo-
shown in Figure 6, left. A densely packed monolayer can be graphic axes of the HOPG substrate. The columns are not
seen. One can easily recognize the molecules, which are perfectly straight, in contrast to the stacks of derivatives

Figure 6: STM images of H12TCOOH. Left: 80 x 80 nm2, U = =200 mV, / = 73 pA. Center: 20 x 20 nm2, U = =750 mV, / = 68 pA. Details of the
regions in the dashed rectangles are given in (i) and (ii). Right: Theoretical model. The small black arrows point out the H-bonding position. The big
arrows show the orientation of the molecular dipole moments.
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H8TCOOH and H10TCOOH, due to several possibilities for
an offset in the pseudo face-to-face arrangement of the long
H12TCOOH molecules.

In the small-scale STM images of HI2TCOOH some very
interesting effects can be seen (Figure 6, center). At the domain
boundaries, molecules in a nonlinear, bent shape can be distin-
guished (Figure 6, center right (i) and (ii)). In order to fill the
space between the domains, the adsorbed molecules partially
change their conformation from the usual linear shape to a cres-
cent shape. In Figure 6, center right (i), the five terminal thio-
phenes are arranged in a syn-conformation causing the observed
hairpin bend. In Figure 6, center right (ii), an oligomer con-
formation, in which several thiophene units are in syn-arrange-
ment, seems to be responsible for the observed crescent shape
of the adsorbed H12TCOOH molecules. The hairpin con-
formation was already observed for corresponding regioregular
poly(3-alkylthiophenes) adsorbed on a HOPG surface [5], but
for an oligothiophene this behavior is shown here for the first
time. More detailed analysis on the adsorption conformation at
different solution concentrations of all the oligomers presented
in this communication reveals that only the longest oligothio-
phene, HI2TCOOH, changes the typical all-anti conformation
to syn-containing ones at the domain boundaries. X-ray struc-
ture analyses on different series of alkylated oligothiophenes
[12,18] have shown that, with a unique exception, smaller
oligomers throughout prefer an all-anti conformation [23],
whereas for longer oligomers syn-conformations at the terminal

thiophene units typically seem to be more favored.

Conclusion

The self-assembling properties of a series of regioregularly
alkylated oligothiophenes on HOPG were studied by STM at
the solid—liquid interface. The experimental unit-cell parame-
ters were compared with the results of quantum chemical calcu-
lations and a very good agreement was found. This result
demonstrates a major contribution of intermolecular van der
Waals and H-bonding interactions to the stabilization of the
monolayer on the HOPG surface. Conformational changes of
the HI2TCOOH molecules at the domain boundaries of the
adsorbate were shown for the first time for self-assembling
oligothiophenes. This effect appears to be closely related to the
already known hairpin conformation of the related regioregular
poly(3-alkylthiophenes).

Experimental

The solutions were freshly prepared with 1,2,4-trichloro-
benzene (Aldrich). STM measurements were carried out under
ambient conditions with a low-current STM (RHK Rochester
Hills, Michigan, USA) equipped with an STM 1000 control
system. Details concerning the set-point current and bias
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applied are given in the figure captions. Mechanically cut Pt/Ir
(80/20) tips were used. For the measurements at the
solution—substrate interface, a solution of the compound in
1,2,4-trichlorobenzene was applied onto a freshly cleaved
(0001) face of highly oriented pyrolytic graphite (HOPG).
Measurements were repeated with different tips and different
samples to confirm reproducibility and to ensure that the images
were not affected by tip and sample artifacts. Theoretical calcu-
lations were performed on a semi-empirical basis with the
Austin Model 1 (AM1) and the Parameterized Model 3 (PM3)
by using the Hyperchem (Hypercube, Inc., FL) software
package. No constraints or annealing simulations were applied.
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