This Thematic Series of the *Beilstein Journal of Nanotechnology* is devoted to nanophotonics, nano-optics and nanospectroscopy, and covers the field where nanoscience meets photonics, optics and spectroscopy. Since the pioneering days of scanning near-field optical microscopy [1,2], one of the main goals has been to combine scanning probe microscopy techniques with the spectroscopic means to characterize the chemical structure of materials with nanometer spatial resolution [3-6]. This has turned out to be a demanding but, at the same time, rewarding endeavor. The scaling down of optics and spectroscopy to the length scale of molecules is not simply a matter of making things smaller; the optical phenomena and spectroscopic behavior at the nanoscale are indeed markedly different from those at the macroscopic scale. This challenge continues to fascinate researchers all around the world and has led to many new discoveries concerning the interaction between light and matter at dimensions much smaller than the wavelength of electromagnetic radiation [7-9]. Well-known examples are the negative refractive index created by metamaterials [10,11], the quantum confinement observed in the absorption and luminescence spectra of semiconductor nanoparticles [12], and the plasmon resonances of silver and gold nanoparticles. The concept of plasmon resonance has led to broad applications, such as optical antennas made from noble metals, which have been used to locally focus light into volumes with dimensions far below the diffraction limit and to enhance the emission of locally excited states into the far field [13]. Equally important are fundamental studies of the optical properties of individual quantum systems, such as single atoms, single molecules [14] or single quantum dots, with high spectral resolution and high time resolution. A single molecule is the smallest chemical unit and can be regarded as a single-photon source; its optical properties demonstrate most naturally the quantum characteristics of light and reveal details of intermolecular interactions that would be otherwise hidden in an ensemble.

Nanophotonics and nanospectroscopy shine light into this intriguing new world. The study of the interaction between light and matter at the nanometer scale is motivated by the rapid progress in nanoscience and nanotechnology and requires the close cooperation of researchers from a number of different disciplines, including physics, chemistry and biology. Widespread applications can be imagined, e.g., in materials sciences in the pursuit of efficient photovoltaic energy conversion; in the
engineering sciences as quantum devices functioning as switches that truly operate at the quantum limit with single photons; or in the life sciences as local optical sensors to observe chemical processes in living cells.
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Towards multiple readout application of plasmonic arrays
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Abstract
In order to combine the advantages of fluorescence and surface-enhanced Raman spectroscopy (SERS) on the same chip platform, a nanostructured gold surface with a unique design, allowing both the sensitive detection of fluorescence light together with the specific Raman fingerprint of the fluorescent molecules, was established. This task requires the fabrication of plasmonic arrays that permit the binding of molecules of interest at different distances from the metallic surface. The most efficient SERS enhancement is achieved for molecules directly adsorbed on the metallic surface due to the strong field enhancement, but where, however, the fluorescence is quenched most efficiently. Furthermore, the fluorescence can be enhanced efficiently by careful adjustment of the optical behavior of the plasmonic arrays. In this article, the simultaneous application of SERS and fluorescence, through the use of various gold nanostructured arrays, is demonstrated by the realization of a DNA detection scheme. The results shown open the way to more flexible use of plasmonic arrays in bioanalytics.

Introduction
Fluorescence spectroscopy and microscopy is one of the most important analytical techniques in the life sciences and medicine. Due to its extreme sensitivity, fluorescence allows investigations on a single-molecule level [1]. Fluorescence in bioanalytics is mostly used for tracking intrinsic fluorophors (autofluorescence) or special fluorescence labels, which selectively bind to special cellular functional groups, such as proteins or nucleic acids [2,3]. However, the broad emission spectrum of the fluorescence reporter molecules prevents the parallel detection of several fluorescent dye labels by fluorescence microscopy.
Raman spectroscopy, i.e., the excitation of vibrational modes through inelastic light scattering, allows one to obtain highly specific molecular fingerprint information without the need for external labels. The drawback of the intrinsically small Raman scattering cross sections not allowing for trace analytics and fast detections times can be overcome by applying surface-enhanced Raman spectroscopy (SERS). The enhancement of the inherently small Raman cross sections by applying SERS is based on the strong plasmonic field enhancement at rough metallic surfaces. Since SERS combines the unique fingerprint specificity of Raman with trace level sensitivity, it is a very active topic in (bio)analytics [4-13].

In order to exploit the advantages of both fluorescence and SERS spectroscopy in a single sensor platform, the goal of the work presented here is the development and application of an innovative nanostructured surface that will allow both detection schemes. Thus, several requirements must be fulfilled by the plasmonic array:

1. Periodically patterned arrays with homogenous signal enhancement must be prepared, because difficulties in the fabrication of metallic surfaces with reproducible signal enhancement hamper the routine application of SERS as a (bio)analytical tool [14].
2. A patterned plasmonic active film is essential for detecting both fluorescence and SERS signals through a single plasmonic array, since the optimum distance between the (fluorescent) molecules and the metallic surface, for gaining the maximum signal intensity, is different in the two cases. The most efficient SERS enhancement is achieved for molecules within the first layer of the metallic surface, where the fluorescence signal will be quenched most efficiently. Thus, a parallel detection of fluorescence and SERS is prevented when applying a continuously nanostructured metallic layer, such as roughened metal electrodes, as a sensor array.
3. A further requirement which has to be fulfilled is the realization of large-scale production capacity for applications in (bio)analytics.

One of the most common type of periodically patterned plasmonic arrays is based on the formation of a polystyrene or silicon dioxide bead mask during the production process, such as in nanosphere lithography (NSL) [15,16], film over nanospheres (FON) [17,18], and sculpted SERS substrates [19]. Here, the arrays are tunable by varying the size of the monodisperse polystyrene or silicon dioxide beads. Unfortunately, frequently occurring constructional defects within the mask are transferred to the nanostructured metallic surface. Furthermore, electron beam lithography (EBL) [20] is a promising production technique for periodically patterned plasmonic arrays. We have recently shown that gold nanorhomb arrays produced by EBL [21] provide a homogenous signal enhancement across a large area [22]. By virtue of the patterning process, the optical parameters are tunable by varying both the size of the nanoparticles and the period of the array [23], which leads to design and fabrication strategies of SERS arrays developed to gain a maximum SERS enhancement [24].

Furthermore, the use of our gold nanorhomb arrays fabricated on a quartz wafer allows the binding of analyte molecules also through direct attachment to the quartz surface. Thus, molecule–surface distances from zero to several tens of nanometers (depending on interparticle distances) can be obtained, hence allowing both fluorescence and SERS detection. Finally, once optimized, plasmonic arrays produced by electron beam lithography can also be prepared through nanoimprint techniques, an inexpensive method to manufacture large quantities. Therefore, we report here on the application of such a nanorhomb array on a quartz wafer biochip platform for DNA detection by fluorescence and SERS readout. By doing so, fluorescence microscopy allows for a fast detection of any positive or negative binding event within several seconds. Moreover SERS provides detailed molecular fingerprint information of fluorescence reporter molecules. This work contributes to the development of the more flexible usage of different optical detection schemes on the same chip surface.

Results and Discussion

The work presented in the following reports on the design and application of biosensors based on periodically patterned plasmonic arrays, which can be read out by both fluorescence and Raman spectroscopy, thus utilizing the unique sensitivity of fluorescence spectroscopy and the molecular selectivity of Raman spectroscopy. Therefore, chip surfaces with gold as the plasmonic material and with clearly defined arrays in the range of 200 × 200 µm² were fabricated. The number and position of the plasmonic arrays across the entire sensor chip can be adjusted to the particular research and application of interest. In Figure 1A, the SEM image of a section of the periodically patterned plasmonic array is depicted. Rhombic structures with interparticle distances of ~100 nm were fabricated on a quartz wafer. The size of the single rhomb-shaped gold nanoparticles of the plasmonic arrays used in this study was 50–240 nm along the short axis and 100–750 nm along the long axis. The shape and size of the nanoparticles of the plasmonic array define its optical properties.

In order to illustrate potential applications of these plasmonic arrays for bioanalytics, the arrays were tested for DNA detection. Therefore, capture oligonucleotides were immobilized on the chemically modified quartz surface between the gold nanorhombs. The nonspecific interaction of the DNA strands with the gold surface, through the nitrogen atoms of the DNA
bases, was prevented by the formation of an octanethiol SAM as a lipophilic protection layer. Dye-labeled target DNA was incubated on the chip surface and bound efficiently to the complementary capture sequences during the hybridization process. Figure 1B highlights the different readout methods, utilizing the properties of the periodically patterned plasmonic arrays. The excitation of localized surface plasmon resonances (LSPR) at the metal dielectric interface induces a strong electromagnetic field with evanescent decay on the metal surface. This strong field enhancement by the evanescent field can be employed for an effective enhancement of the weak Raman cross section (surface-enhanced Raman spectroscopy – SERS) [25] and also of the fluorescence signal (surface-enhanced fluorescence – SEF) [26]. However, the signal enhancement in SERS and SEF is characterized by different dependencies on the distance between the analyte and metal surface. In order to establish rules for an analyte–metal-surface, distance dependent, signal enhancement, scanning probe microscopy (SPM)-based measurements in combination with an optical readout were performed by several research groups: Roth et al. applied distance dependent tip-enhanced Raman spectroscopic (TERS) measurements, where SERS is combined with the SPM technique AFM (atomic force microscopy). These distance dependent TERS studies revealed that the highest signal intensities can be found for the smallest distance between tip and surface and moreover that the enhancement decays on a length scale of approximately 10 nm [27]. Furthermore, Anger et al. investigated the distance dependent enhancement of single-molecule fluorescence. The most efficient fluorescence enhancement was detected for distances in the range of 3–7 nm, whereas for shorter distances the molecular fluorescence was quenched [28]. Since the plasmonic behavior of a SPM probe for tip-enhanced near-field optical microscopy is comparable with that of a single metallic nanoparticle, the usage of periodically ordered plasmonic arrays should allow the application of SERS readout for molecule–metal surface distances up to 10 nm and SEF for analyte–metal distances of around 5 nm (Figure 1B). For distances of more than 20 nm the molecule remains more or less unaffected by the strong electromagnetic field enhancement, so normal fluorescence should be detectable.

In order to test the simultaneous application of fluorescence readout and SERS measurements on one common biochip platform, a DNA detection scheme based on the usage of a well-known fluorescence dye label (cyanine dye Cy3.5) was performed. In doing so, complementary and noncomplementary (here: negative control) capture DNA was immobilized on the sensor surface. Furthermore, the biochip was treated with dye-labeled target DNA, which binds to its complementary sequence. In a first test, fluorescence spectroscopy as one of the standard methods in bioanalytics was performed for a fast and easy control of the biochemical binding process: In the complementary case a bright fluorescence signal was detected, whereas under the same conditions no fluorescence signal was found for the noncomplementary case (Figure 2A). In order to gain more detailed information, SERS was employed as a readout tech-
nique for the same biosensor. The detected mean value SERS spectra, shown in Figure 2B, are dominated by contributions of the Cy3.5 label (see therefore the reference spectrum in [29]). The detected background signal, which can be attributed among others factors to the fluorescence emission of the dye, was subtracted from all SERS spectra for better visibility. An intense SERS signal of the reporter molecule Cy3.5 was detected due to the double helix formation in the complementary case. By insertion of mismatches within the DNA strand, the binding efficiency of the dye labeled target DNA and moreover the SERS signal was decreased for the noncomplementary case (Figure 2C). Thus, the established biosensor allowed the distinction between a complementary and a noncomplementary binding of target DNA through both a fluorescence and SERS detection scheme. This will be useful for the flexible usage of the same biochip platform in applying different detection schemes.

In order to achieve a maximum SERS enhancement, the excitation wavelength should lie within the plasmonic absorption. As shown in Figure 3A the optical transmission minimum at around 700 nm indicates the surface plasmon excitation along the short rhomb axis. Thus the Raman excitation wavelength of 633 nm is in resonance with the short wavelength tail of the plasmon band. However, the emitted Stokes Raman-scattered light of modes that are also in resonance with the surface plasmon will also be enhanced due to the plasmon resonance of the nanoantenna. This effect is described as the second part of the electromagnetic SERS mechanism [30,31]. Recently we [24] investigated this contribution of secondary emission enhancement to the overall SERS signal, utilizing the anisotropic character of gold nanorhomb arrays. Since the signal enhancement follows the plasmonic profile, fabrication strategies were developed for the vis and NIR spectral region. Here, the geometry of the gold nanorhombs was optimized by numerical calculations to efficiently improve the emission enhancement process. In Figure 3B a typical SERS spectrum is depicted for the complementary case concerning the capture and dye-labeled target DNA. The background-corrected fingerprint signature is dominated by contributions from the dye-label Cy3.5. In order to investigate the mismatch specificity of the binding process on the biochip surface, capture DNA was immobilized on the free quartz surface with the complementary sequence (NS150), one mismatch (NS151), three mismatches (NS153), and the noncomplementary sequence (N7), with respect to the Cy3.5-labeled target DNA. Figure 3C shows the Raman signal intensity of three prominent Raman modes, as determined by their peak areas. The mean values of the signal intensities are plotted for each of the tested capture DNA sequences. The largest signal intensities were found for the complementary case (NS150) due to the most specific interaction between the capture and target molecule. The Raman signal intensities for the mismatch (NS151, NS153) cases are lower than for the complementary (NS150) case, thus demonstrating the mismatch specificity of the used protocol. In addition, the signal intensity for the negative control (N7) is significantly lower than for the complementary case. Thus the established biochip is an appropriate tool for sequence specific SERS investigation and application to DNA analytics.

Due to the strong electromagnetic field enhancement, the fluorescence intensity of chromophores can also be enhanced in close vicinity to the metallic nanoparticles (SEF) [32,33]. In order to verify the amount of fluorescence signal enhancement...
Figure 3: Mismatch-selective SERS investigation. (A) Transmission minimum at around 700 nm indicates the surface plasmon excitation along the short rhomb axis (inset: SEM image of periodically distributed nanorhombs). The excitation wavelength of 633 nm and the Raman interval matches the plasmonic profile. (B) The background-corrected Raman spectrum is dominated by contributions from the dye-label Cy3.5. The target DNA sequence is complementary to that of the capture DNA. (C) In order to illustrate the sequence-specific Raman intensity of three different Raman bands (marked in Fig. B), capture DNA with the complementary sequence (NS150), one mismatch (NS151), three mismatches (NS153), and the non-complementary sequence (N7) with respect to the Cy3.5-labeled target DNA were immobilized on the biochip surface. The strongest Raman signal intensity was detected for the complementary case, which indicates the efficient double helix formation.

Figure 4: Various plasmonic arrays, which were used for a fluorescence comparison study. (A) SEM images of the used plasmonic arrays illustrate the nanoparticle size and the interparticle distance, which is in the range of 100 nm. The fluorescent dye was bound to DNA strands on the free quartz surface. Binding to the gold layer was hindered by a lipophilic protection layer. Thus the detected fluorescence intensity was strongly correlated with the area of free quartz surface per unit cell (Figure 4B). The lower the density of gold per unit cell, the higher the fluorescence intensity should be. Furthermore, the fluorescence enhancement is locally confined

that is due to coupling with a strong electromagnetic field, various plasmonic arrays were used for this study. The SEM images are depicted in Figure 4A. As mentioned above, the plasmonic samples were arrays of gold nanorhombs mounted on a quartz wafer, with interparticle distances in the range of 100 nm. The fluorescent dye was bound to DNA strands on the free quartz surface. Binding to the gold layer was hindered by a lipophilic protection layer. Thus the detected fluorescence intensity was strongly correlated with the area of free quartz surface per unit cell (Figure 4B). The lower the density of gold per unit cell, the higher the fluorescence intensity should be. Furthermore, the fluorescence enhancement is locally confined
to nanosized areas with strong electromagnetic field enhancement, which correspond to the edges of the short rhomb axis when using visible excitation wavelengths [22]. The perimeter of the nanorhomb plays no prominent role in the electromagnetic field enhancement. Due to the large distances between the gold nanoparticles, the fluorescence intensity of molecules bound on the quartz surface remains mainly unaffected by the excitation of the LSPR. Therefore, the detected fluorescence intensity was normalized with respect to the free quartz surface area per unit cell of the various plasmonic arrays.

Capture DNA was immobilized on the free quartz wafer. The dye-labeled target DNA bound to its complementary capture sequence. Thus, the formation of the DNA double helix was indicated by the fluorescence signal of the Cy3.5 label. The absorption and emission spectra of the fluorophore Cy3.5 and moreover the plasmonic profiles of the used gold nanorhomb arrays are depicted in Figure 5A for comparison. Since the various plasmonic arrays are characterized by a different size of the individual gold nanorhombs (Figure 4A), the transmission minimum, indicating the excitation of the LSPR, shifts to higher wavelengths with increasing size of the gold nanorhombs. Thus the LSPR peak overlaps with the absorption and emission spectra differently, which may have an influence on the fluorescence intensity. The normalized fluorescence intensity (detected fluorescence/free quartz surface area per unit cell, illustrated in Figure 5B) of sample 2 is surprisingly higher than that for the other plasmonic samples, whereas sample 3 and 4 exhibit comparable signal intensities. The observed fluorescence enhancement with sample 2 opens the way towards systematic SEF investigations with tunable plasmonic arrays. Furthermore, these results provide insight into the fluorescence enhancement mechanism. Due to the spectral overlap of the plasmonic profile with the absorption spectrum of the dye, an enhanced excitation rate may be reached. Thus the fluorescence intensity is enhanced because the fluorophore is excited more often [32]. This mechanism may be the explanation for the signal increase seen with sample 1 and 2 for fluorescence measurements of Cy3.5. A further contribution to SEF is described as an enhanced decay rate that improves the quantum yield of the fluorophore and decreases the lifetime, which should allow the fluorophore to undergo more excitation–de-excitation cycles before photobleaching occurs [26,32].

**Conclusion**

In this paper, the application of a sensor platform employing fluorescence and SERS detection was introduced. Since the signal intensity is known to show a strong dependence on the distance between the molecules of interest and the metallic surface of the plasmonic active particle [27,28], an array of periodically patterned gold nanostructures mounted on a quartz wafer was preferred for these multimodal readout applications, due to the feasibility of binding molecules to the quartz layer, resulting in different distances to the metallic surface. In studying the example of a DNA detection scheme with a Cy3.5 dye label, fluorescence spectroscopy was applied, due to its fast detection time of several seconds, in order to detect the binding event of complementary DNA on the biochip surface. Additionally, SERS provides fingerprint information of the dye-label and the results illustrate the mismatch selectivity. By careful adjustment of the plasmonic behavior, the fluorescence intensity of the dye-label was significantly increased. As a result, the tuning of the optical behavior of plasmonic arrays allows studies of the fluorescence and SERS enhancement mechanism in future work. Finally, this study is a contribution towards the development of more flexible applications of the same biochip platform, through the performance of both fluorescence and SERS microscopy.
Experimental

Fabrication process of periodically patterned gold nanorhomb arrays. The geometry of the plasmonic array was optimized for maximum signal enhancement by finite element method (FEM) simulations (COMSOL Multiphysics). Periodically patterned SERS arrays were fabricated by means of electron beam lithography and Argon ion beam etching. Quartz wafer was coated with 20 nm of gold by vacuum evaporation, followed by spin-coating of a 120 nm thick PMMA (poly-methyl methacrylate) resist layer onto the metal film. The resist layer was exposed by a commercial e-beam writer (LION LV-1, Vistec Electron Beam GmbH) operating at 20 keV. After the development of organic solvents (60 s in MIBK:IPA = 1:1 solution), the unprotected gold layer was removed by Argon ion beam etching. Finally, the entire process was completed with oxygen plasma cleaning. The fabrication process was described in detail previously [21-23,34]. Based on the concept of the crossed exposure of two gratings of lines in the resist layer, regularly patterned gold surfaces were produced. The gold surfaces were characterized by means of SEM and optical far-field transmission measurements (Lambda-950 Perkin Elmer).

Sample preparation (DNA immobilization). The regularly patterned gold nanorhomb arrays were treated with oxygen plasma under gentle conditions (35 W, 30 s) before usage. To prevent nonspecific interactions of the DNA strands with the metallic surface through the DNA bases, the plasmonic arrays were incubated in a 10 mM ethanolic solution of octanethiol, providing a lipophilic protection layer (here: Self assembled monolayer (SAM)) on the gold surface [35]. For the binding of the amino-modified capture DNA, the quartz surface was modified with 3-glycidyloxypropyl trimethoxysilane (GOPS) as described elsewhere [36]. The DNA capture solution (complementary sequence NS150: amino-link-5'-TTT TTT CAG CAT GTG CTC CTT GAT TCT ATG-3'; three mismatch sequence NS153: amino-link-5'-TTT TTT CAG CAT GTG CTC CTT GAT TCT ATG-3'; negative control N7 5'-ACT GAC TGA CTG ACT GAC TGA CTG GGC GGC GAC CT-3'-amino-link) was prepared as a 1 µM solution in 5× phosphate buffered saline (PBS). To deposit small volumes (here: 4 nL) of the capture DNA solution, a Nano-Plotter NP 2.0 (GeSiM mbH, Großerkmannsdorf, Germany) was used. After the drops dried up, the complete immobilization of the capture DNA strand was ensured by an UV linking process [37] (5 min at 254 nm). Finally, the chips were thoroughly washed to remove all unbound capture DNA. Before the hybridization, the dye-labeled target DNA (50 nM Cy3.5-labeled sequence: Cy3.5-5'-CAT AGA ATC AAG GAG CAC ATG CTG AAA AAA-3') was suspended in 5× saline–sodium citrate (SSC) and 0.1% sodium dodecyl sulphate (SDS). Droplets of approximately 10 µL of the target DNA were added onto the chip and incubated for 1 h at 40 °C in a humidity chamber. Afterwards, the substrates were washed for 5 min each in 2× SSC and 0.1% SDS, 2× SSC and 0.2× SSC. Finally, the chips were dried under a stream of nitrogen.

Fluorescence measurements. Fluorescence images were recorded by means of an Axio Imager A1m microscope with an AxioCam MRc5 camera (Carl Zeiss Jena GmbH, Germany). The correct settings of excitation and emission wavelength for the samples were realized by the special filter set 77HE (Carl Zeiss Jena GmbH, Germany), which contains a through-hole bandpass filter with specific excitation wavelengths in the range of 483 nm, 564 nm and 642 nm. Excitation and emission spectra of the fluorescent dye Cy3.5 were measured with a Jasco FP-6200 spectrofluorometer (JASCO Germany).

SERS set-up. The Raman spectra were recorded with a micro-Raman setup (HR LabRam invers, Jobin-Yvon-Horiba). The spectrometer has an entrance slit of 100 µm, a focal length of 800 mm, and is equipped with a 300 line mm⁻¹ grating. The 633 nm line of a He–Ne laser (Coherent) with a laser power of ~600 µW incident on the sample was used for excitation. The Raman scattered light was detected by a CCD camera operating at 220 K. A Leica PLFluor ×100 objective (NA 0.75) was used for focusing the laser light onto the samples (focus size ~1 µm) and collecting the Raman signal.
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Abstract

Full spectroscopic imaging by means of tip-enhanced Raman spectroscopy (TERS) was used to measure the distribution of two isomeric thiols (2-mercaptopyridine (2-PySH) and 4-mercaptopyridine (4-PySH)) in a self-assembled monolayer (SAM) on a gold surface. From a patterned sample created by microcontact printing, an image with full spectral information in every pixel was acquired. The spectroscopic data is in good agreement with the expected molecular distribution on the sample surface due to the microcontact printing process. Using specific marker bands at 1000 cm$^{-1}$ for 2-PySH and 1100 cm$^{-1}$ for 4-PySH, both isomers could be localized on the surface and semi-quantitative information was deduced from the band intensities. Even though nanometer size resolution information was not required, the large signal enhancement of TERS was employed here to detect a monolayer coverage of weakly scattering analytes that were not detectable with normal Raman spectroscopy, emphasizing the usefulness of TERS.

Introduction

The chemical characterization of surface adsorbates is of great interest in several areas of research. The composition of biological membranes or of artificially structured surfaces, used in molecular electronics, determines their properties as well as their function. However, characterization is difficult due to the small size and the low number of the molecules that comprise these structures. Most techniques such as nuclear magnetic resonance (NMR), infrared (IR) spectroscopy and Raman spectroscopy (RS) lack the necessary spatial resolution, while others such as scanning tunneling microscopy (STM) or scanning electron microscopy (SEM) do not provide enough chemical information. Furthermore, the limited quantity of analyte results in weak signals rendering characterization even more difficult. Ideally, information should be gathered with minimal distur-
bance of the molecules, which rules out any kind of labeling, and also emphasizes the need for an ambient pressure technique.

Tip-enhanced Raman spectroscopy (TERS) has been developed to obtain chemical information with very high spatial resolution [1-4], or chemical information from very few molecules, and in some cases even single molecules [5-7]. The technique uses a metal or metalized AFM/STM tip to confine the laser energy focused by a confocal microscope objective and to act as a “nano-torch” to locally excite molecules underneath it and enhance their Raman signals. Here an application of TERS is demonstrated which particularly exploits the signal enhancing effect anywhere on the sample surface. Due to the increased signal, TERS can detect small amounts of analyte in a short time, allowing acquisition of Raman images of a surface area covered with weakly scattering molecules. The information from such a Raman image was used here to chemically identify and localize two different thiol isomers in an inhomogeneous self-assembled monolayer (SAM). In this work the lateral resolution of TERS was not used to its full potential, but, by exploiting the signal enhancement, weak scatterers could be identified over a larger area.

Thiols are used for several purposes. They can form a very thin protective layer on metal surfaces [8] or can be employed in sensorics [9,10]. Moreover, thiols have been suggested as components in molecular electronics [11]. Thiols are commercially available in a wide chemical diversity and can easily be linked to a variety of (bio-)molecules using simple chemistry. Thus, they may be used to pattern and functionalize entire surfaces or certain surface areas. Here, selected areas on a gold surface were modified by a thiol and, in a second step, the remaining substrate was covered by a secondary thiol film. This type of surface can act as a basis for biosensors [12,13].

To produce patterned SAM structures on a gold surface, micro-contact printing is the tool of choice. The technique originated in the lab of Whitesides in 1993 [14] and provides cheap, quick and easy access to patterned surfaces after the initial production of a microfabricated master that can be moulded multiple times to create stamps. The pattern on the surface allows us in a first step to check whether or not a patterned region can be discerned from the bare substrate using TERS. In a further step, the functionalization of the bare substrate with a secondary analyte shows, that two very similar analytes can be differentiated and localized.

For our experiments we chose 2- and 4-mercaptopyridine (2-PySH and 4-PySH), which have been used to modify electrode surfaces in protein electrochemistry [15]. In a non-destructive experiment, the spectral signature of both isomers was employed to map their distribution on the sample surface using TERS in a gap mode configuration. The term “gap mode” signifies the use of a metal tip for TERS in close proximity (<5 nm distance) to a metal surface with the analyte in between the two. In this geometry, a very strong, highly localized electromagnetic field is formed in the small gap between the metal tip and the substrate, leading to a strong signal enhancement and a well-localized signal source [16-20]. The extent of the enhancement and, along with that, the intensity of the measured Raman signal strongly depends on the tip–surface distance [5,21-23]. Fluctuations in the tip–sample distance can lead to considerable Raman intensity changes, thus flat gold films are an ideal substrate to minimize the STM feedback changes and distance related artifacts.

Previous studies on self-assembled thiol films were conducted using AFM [13], STM [15,24,25], XPS and Ellipsometry [26] as well as Raman spectroscopy [27,28]. Single point TERS experiments have already been presented by our group in a study of the spectral and binding properties of 4-PySH on gold [29]. By using TERS, the topography and the chemical composition of molecular monolayers can be measured simultaneously during Raman imaging with high lateral resolution, around 15 nm, as demonstrated for areas of less than 500 × 500 nm² [30]. As shown here, large sample areas can also be measured to gain information from coarser structures. Traditionally this is the scale where confocal Raman microscopy has its strengths, but due to the low signal intensity from molecular monolayers, an enhanced Raman technique is necessary to determine the chemical identity of the molecules. In surface-enhanced Raman spectroscopy (SERS) experiments (with a rough Ag film as a substrate, produced by vapor coating with randomly located enhancement hot-spots), the necessary enhancement can in principle be reached. An attempt was made to visualize the distribution of molecules using SERS, but this did not yield satisfactory results. However, the large signal-to-noise ratio in every pixel of a TERS image allows one to obtain enough information to distinguish a full monolayer from a few scattered molecules on the surface that contribute to the overall signal and thus allows the visualization of patterned monolayer structures.

In this article, we show that TERS can be used to image chemically heterogeneous surfaces without the need for labeling, even when the different adsorbates have very similar properties, i.e., a monolayer consisting of both 2-PySH and 4-PySH. With TERS, both isomers could be localized on the surface by their spectroscopic signature and approximate information on the surface coverage could be obtained from the intensity of characteristic marker bands within the spectra. Due to the strong
enhancement, this could even be done with a (sub-)monolayer of non-resonant molecules. Similarly to AFM and STM, TERS images could be acquired with different step sizes to gather information about objects or structures on the nanometer or micrometer scale.

Results and Discussion
Flat template-stripped gold thin films with a thickness of 60–200 nm on glass were used as substrates for the experiments and functionalized with thiols using micro contact printing (for details see the Experimental section). In a first step, the efficiency and coherence of the transferred 2-PySH thiol monolayer was investigated using AFM. Figure 1 shows height and phase images of two AFM scans. The 30 μm overview scan in Figure 1a shows a clear phase difference between the bare gold surface and the circular microcontact printed thiol covered areas. The corresponding height image in (b) exhibits a similar pattern, but the small elevations from the thiol layer are somewhat masked by the system’s background noise. The enlarged 10 μm scan in (c) and (d) indicates a continuous smooth printing with few defects within the printed areas. The height signal now shows the elevation of the thiols a little more clearly, suggesting a step height <1 nm, in agreement with existing literature [31-33]. Due to the slight curvature of the underlying gold surface this value cannot be determined more exactly.

Attempts to spectroscopically visualize the thiol layer with confocal Raman spectroscopy failed due to the intrinsically weak cross section of the Raman process and the small number of molecules forming the investigated monolayer. No typical Raman bands were seen during excitation for 6 × 10 s at 3 mW by a 632.8 nm laser in confocal measurements. The absence of signals from decomposition products (carbonaceous decomposition products usually scatter strongly) leads to the conclusion that the SAM was not destroyed by the high laser power, but that the intensity of Raman signals from the intact monolayer was too weak to be detected.

In experiments on Ag SERS substrates (nominal thickness 6 nm), the printed patterns could not be detected and localized by confocal RS. Either no Raman signals at all or homogeneous signals from all over the substrate were detected (data not shown). Due to the strong but inhomogeneous enhancement by single sites on a typical SERS substrate, it is most likely that a very small fraction of molecules diffusing on the Ag surface during production of the samples dominated the spectra, preventing a localization of the molecules. Another possible explanation is that the roughness of the SERS substrate interfered with the patterning process used (compare Figure 6).

Results of a tip-enhanced Raman experiment are presented in Figure 2. An etched silver tip was used to probe the surface and enhance the Raman signals from the thiol monolayer. A 64 × 64 pixel map at 10 × 10 μm², with 156 nm/pixel, and full spectral information at every pixel, was acquired with a 632.8 nm laser at a power of 300 μW and an acquisition time of 2 s per spectrum. Figure 2a shows the intensity distribution of the 2-PySH marker band at 1000 cm⁻¹ indicating the presence of 2-PySH on the surface. The circular structures from the microcontact printing can be seen clearly and distinguished from the pure metal background. The experiment did not destroy the thiol on the surface due to the low laser power and the non-contact nature of the STM. The AFM phase image in Figure 2b, taken after the TERS map from the same sample region, still shows the intact thiol patterns. Figure 2c shows a 120 s reference SERS spectrum of 2-PySH (blue, rescaled) and two 2 s TERS spectra from the positions indicated in (a), taken on the thiol layer (red, offset for clarity) and on the bare gold surface (black). The spectra clearly show the typical signals of the 2-PySH in the red curve and their absence in the black curve. The spectral background is caused by the Ag TERS tip.

A microcontact printed 2-PySH surface was then incubated in a 10 mM ethanolic solution of 4-PySH for 10 s, in order to fill the bare gold surfaces between the covered areas with 4-PySH. The result was a mixed monolayer of two thiols, with very similar
properties, distributed on the surface in a well-defined pattern. The AFM (a) phase and (b) topography images in Figure 3 demonstrate that it is not possible to differentiate the two isomers on the surface based on these AFM experiments alone, due to their similar surface properties (height, friction).

One possible but very tedious way to distinguish the two thiols would have been to use high resolution STM (which is usually size limited to the nanometer range) to search for typical molecular patterns in the SAM structure. However, both thiols can assemble in several different structures [15,24] and a possible mixing of both thiols would have led to further complications for STM. By using TERS imaging instead, and therefore gaining chemical contrast, the distribution of the two different thiols on the surface could be determined. Figure 4a and
Figure 4b show the background corrected intensity maps of the 2-PySH and 4-PySH marker bands at 1000 cm$^{-1}$ and 1100 cm$^{-1}$, respectively. To exclude the possibility that changes in enhancement during the experiment are responsible for the contrast (e.g., due to changes in tip–sample distance), the ratio between the two marker bands is also shown in Figure 4c. A reasonably uniform distribution within the printed areas and only weak fluctuations of this ratio in the filled areas can be seen. The evaluation shows that the printed thiol patterns have a diameter of 12 μm and a 3.5 μm spacing, in agreement with the 12 μm hexagon with a 55% coverage of circles on the microcontact printing stamp (see Experimental).

Template-stripped gold films were created using a similar method to that described in [35], by coating polished Si(100) wafers (Si-Mat, Landsberg, Germany) in a Bal-Tec Med 020 coating chamber at pressures below 1 × 10$^{-5}$ mbar, with gold (99.99%, Leica, Wetzlar, Germany) evaporated by resistive heating at a rate ≤ 0.1 nm/s. The deposited gold film was bonded to clean microscope slide fragments using NOA61 (Norland, Cranbury, USA). The gold films were mechanically stripped from the Si wafers and used immediately.

Conclusion

Full spectral imaging using TERS can be used to visualize the distribution of two very similar non-resonant thiols within a single monolayer on a gold film. Two isomeric thiol species were differentiated and localized on the sample surface using their spectroscopic signatures. The investigation of monolayers could be useful in the analysis of catalytic processes in heterogeneous catalysis [34], where the investigation of single active sites or the processes within a monolayer require signal enhancements from TERS combined with the ability to localize this enhancement on selected surface sites. The enhancement shown here can be conservatively estimated using the band intensity contrast between the confocal and the tip-enhanced case (<50 cts in 60 s confocally and 500 cts in 0.5 s for TERS), corrected by the area of origin known from previous experiments [30] (500 nm for confocal Raman and 25 nm in TERS), to be in the order of 10$^5$–10$^6$.

Experimental

All spectra were acquired by a combined AFM/STM connected to a quadruple grating Raman spectrometer (NTMDT Ntegra Spectra, Zelenograd, Russia) coupled to an EMCCD (Andor Newton, Belfast, UK). This top-illumination TERS setup has been described in detail in [30].

Microcontact printing can be used to transfer a monolayer of thiols onto a noble metal substrate as described in [36,37]. A similar procedure to that described in [37] was used here to transfer a monolayer of 2-PySH onto the gold surface. To pattern the surface of the gold film, a microcontact printing stamp with differently sized elevated circles in hexagonal arrays was used (Figure 6). In Figure 6, a bright field image of the stamp layout is depicted. The stamp consists of an array of 650 μm wide hexagons, filled with flat circles of decreasing size (from top to bottom) and decreasing surface coverage (from left to right).
Figure 6: (a) Scheme of the microcontact printing process. Incubation of the stamp in ethanolic solution with subsequent printing on a template-stripped gold surface. (b) Magnified bright field image of a microcontact printing stamp for thiol deposition. The stamp consists of 650 μm hexagons filled with regular arrays of circles of different sizes and different distances between them. Circles from top to bottom have diameters of 25, 12 and 5 μm with increasing fill factors and distances from left to right. Inset: Magnified white light image from the circular elevations within a single hexagon.

to right). The height of the elevated features of the stamp is defined by the thickness of the photoresist on the master (2.1 ± 0.1 μm).

The master for microcontact printing stamps was fabricated by standard photolithography [14,38,39]. Briefly, a positive resist (AZ1518) was spin-coated to a height of 2.1 ± 0.1 μm onto a silicon wafer, exposed through a sub-micrometer resolution chrome mask and developed. After overnight silanization, poly(dimethylsiloxane) (PDMS) was mixed in a 10:1 ratio with curing agent, poured onto the master, degassed and cured in an oven at 80 °C overnight. The cured PDMS mould was cut into stamps.

For microcontact printing, a droplet of a 10 mM ethanolic solution of 2-PySH was placed on the stamp for 1 min, and washed with copious amounts of ethanol. The pattern was then printed onto the gold film by placing the stamp with the pressure of its own weight onto the gold film for 10 s followed by careful lift-off.

The filling of the bare gold areas by 4-PySH was achieved by covering the entire printed gold film with a 10 mM ethanolic solution for 10 s followed by thorough cleaning with ethanol.

TERS tips were fabricated by electrochemical etching of silver tips (99.99% Ag wire, 0.25 mm, Aldrich) similarly to [20,40] in a solution of 1:1 to 1:2 (v:v) of perchloric acid (Riedel de Häën)/methanol with an etching voltage of 8 V. After etching, tips were rinsed with methanol to remove residues of the etchant. Etched tips were produced shortly before the experiments, and exposure to ambient conditions did not exceed 4 h. Tips with suitable shape for STM scanning as well as TERS activity were chosen by visual inspection under a 360× stereo microscope (Nikon, Amstelveen, Netherlands).

For the TERS experiments, tips were carefully approached to the sample and checked for Raman activity using a 632.8 nm Helium–Neon laser. Selected tips were then aligned using the laser scanning mirrors [30] and subsequently used for TERS mappings. For each TERS map, laser power and exposure time per spectrum were adapted according to the enhancement of the tip and the activity of the analyte. The laser power used ranged between 0.1–2.0 mW and collection times of 0.1–2.0 s per spectrum were chosen to yield a sufficient signal-to-noise ratio for the investigated Raman bands. Each pixel in the TERS experiments corresponds to one spectrum from an area of roughly 25 nm in diameter. In measurements with larger pixel to pixel distances, only the probed area contributed to the respective Raman spectrum.
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Room temperature excitation spectroscopy of single quantum dots
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Abstract
We report a single molecule detection scheme to investigate excitation spectra of single emitters at room temperature. We demonstrate the potential of single emitter photoluminescence excitation spectroscopy by recording excitation spectra of single CdSe nanocrystals over a wide spectral range of 100 nm. The spectra exhibit emission intermittency, characteristic of single emitters. We observe large variations in the spectra close to the band edge, which represent the individual heterogeneity of the observed quantum dots. We also find specific excitation wavelengths for which the single quantum dots analyzed show an increased propensity for a transition to a long-lived dark state. We expect that the additional capability of recording excitation spectra at room temperature from single emitters will enable insights into the photophysics of emitters that so far have remained inaccessible.

Introduction
Since the first demonstration of single molecule fluorescence spectroscopy over two decades ago, techniques to detect and characterize the emission from single emitters have become increasingly sophisticated and versatile. These developments have made optical single molecule spectroscopy an indispensable tool to address complex problems in chemistry [1-3], in material sciences [4-6], and in life sciences [7-11].
A number of parameters that characterize single molecule emission are now routinely accessible at ambient temperatures, including emission intensity and polarization [12,13], fluorescence lifetime [14-16], and the emission spectrum [17-19]. Access to these parameters yields unique insights into distinct properties of single molecules, and enables the determination of the distributions of the relevant experimental parameters, revealing, for example, distinct sub-states and energetic levels in a heterogeneous population [20,21]. Furthermore, external tailoring or directing of molecular emission has also been reported [22-24].

However, a detailed study of frequency resolved excitation dependent processes at the single molecule level, at room temperature, has not been experimentally achievable so far. Appreciation of these processes is fundamentally important for the understanding of the basic physics and for applications in next-generation photonic devices. The primary challenge has been the intrinsic difficulty in measuring the absorption of a single emitter at room temperature due to the extremely low signal to noise ratio. Although recent reports have demonstrated the detection of single molecule absorbance [25-27], a complete single molecule absorbance spectrum at room temperature has not yet been reported. A complementary approach to access the frequency dependent coupling of an emitter to an external electromagnetic field is based on photoluminescence excitation spectroscopy. Single emitter photoluminescence excitation microscopy has been already achieved in the early days of single molecule detection, but has been limited to experiments at cryogenic temperatures where the linewidths of individual emitters are not inhomogeneously broadened [28,29]. Hence, only a very limited excitation wavelength range was required to resolve individual absorbance properties of a single emitter at low temperatures.

In this paper, we describe the first successful acquisition of single emitter excitation spectra under ambient conditions over a wide spectral range. We combine a tunable white-light laser source with a confocal microscope with single molecule detection sensitivity to demonstrate excitation spectra of isolated semiconductor nanocrystals. These fluorophores, often referred to as quantum dots, have unique optical properties [30-35], including a narrow and tailored luminescence emission spectrum and significantly enhanced photostability compared to organic fluorophores. These properties make quantum dots promising nanomaterials in various fields of research, ranging from in vivo probes in the life-sciences [10,36,37] to single photon light sources in telecommunications [38] or quantum computing [30,35]. We demonstrate here how single emitter excitation spectroscopy provides a valuable addition to the range of single emitter spectroscopy techniques, yielding new insights into the complex photophysics of quantum dots.

The excitation spectrum, commonly used in ensemble fluorescence spectroscopy, depicts the evolution of the emission intensity recorded in a fixed spectral detection window upon scanning the excitation wavelength. Moreover, the excitation spectrum of an emitter coincides with its absorbance spectrum if the quantum efficiency is independent of excitation wavelength, which is generally assumed to be true for most emitters over large wavelength ranges. Hence, measurement of the excitation spectra of individual quantum dots permits access to the individual absorbance properties that are not accessible by common single molecule techniques or not at all by ensemble approaches.

Results and Discussion

In this study, we recorded excitation spectra of 48 individual CdSe/ZnS core–shell quantum dots at room temperature. Since the occurrence of emission intermittencies (blinking) is a clear indication for the observation of a single emitter, and because blinking of quantum dots is still not fully understood, we did not apply any measures to suppress or minimize blinking. The single quantum dot excitation spectra recorded exhibited the main characteristics of a declining slope from shorter to longer wavelengths, and a peak close to the band edge transition, which we identify as the 1S(eh)-2S3/2(h) transition [39]. However, we find distinct differences in the individual spectra that can be attributed to individual photophysical properties of the analyzed single quantum dots as well as to the well-known transitions of single emitters to dark, non-emitting, states. A typical example of an excitation spectrum obtained from a single quantum dot is shown in Figure 1a. In contrast to the ensemble spectrum, we observed distinct dips and gaps in the single quantum dot excitation spectra, which in principle could either result from blinking or reflect the photophysical properties of the quantum dot.

Semiconductor quantum dots exhibit a discrete structure of quantized energy states. Hence, one would expect to observe discrete bands in both the excitation and absorbance spectra when the excitation wavelength is in resonance with a transition to such a discrete state. Low temperature experiments showed narrow emission lines [40], but also revealed that only a few sharp transitions in the direct vicinity of the band edge can be found, while at higher excitation energies the optical transitions merge into a dense quasicontinuum [41]. At room temperature, these sharp transitions experience inhomogeneous broadening effects, mainly due to lattice vibrations. It is therefore not surprising that no sharp transitions are resolved in the room temperature ensemble excitation spectra of quantum dots.
The spectra demonstrate obvious intensity fluctuations of different magnitudes within a single measurement interval, which are characteristic of the emission from a single emitter. These fluctuations have been reported for semiconductor quantum dots, and have only recently been circumvented in exceptional cases [42-44]. The intensity blinking of the quantum dot can be visualized from the intensity trajectories that were recorded with a temporal resolution of 5 ms (Figure 1b). The breaks to true zero between trajectories are instrument-related, and indicate the change of the excitation wavelength, while the green line marks the background signal level without quantum dot emission, attributed to the emitter being trapped in a dark state.

Clearly, these drops to the background level are not related to narrow absorbance lines due to the band structure of the semiconductor quantum dots. In this case, drops in the recorded intensity would result in excitation wavelengths for which no emission can be recorded. The start and end of such a dark interval would then have to coincide with the start of a new excitation wavelength recording interval. We did not observe this behavior and the beginning and end of a dark period occurred stochastically.

The left panel of Figure 1b depicts the intensity evolution for excitation from 522–524 nm. For these wavelengths, the excitation spectrum showed strong intensity fluctuations. At $\lambda_{\text{ex}} = 522$ nm, an intensity jump was observed immediately before the subsequent wavelength change. For $\lambda_{\text{ex}} = 523$ nm, the quantum dot was still in a non-emitting off-state, indicated by the signal intensity being at the background level. After 11.8 s it returned into a stable on-state after some initial short "bursts". Accordingly, transitions to short lasting off-states resulted in sudden dips in the excitation spectrum, and the intensity in the excitation spectrum did not drop to the background level, as the quantum dot was not dark during the whole integration interval.

The middle panel in Figure 1b depicts a decreased emission intensity that varied over time but did not drop to the background level. These variations in the observed emission intensity can be explained either as the result of fast blinking, below the time resolution of the experiment, or by transitions of the quantum dot to a dim (weakly-emitting) state [45]. As a result of this reduced emission we observed drops in the excitation spectrum over a number of wavelengths as can be seen around 550 nm in Figure 1a. Finally, we often found extended gaps in
the excitation spectrum of single quantum dots as can be seen in
the spectrum between 569 nm and 587 nm (Figure 1a). This gap
in the excitation spectrum is attributed to a long lasting dark
state followed by the return to an emitting state as can be seen
in the right panel of Figure 1b. It is important to note that the
observed drops in intensity do not correlate with changes in the
excitation wavelength. Clearly, the observed drops and gaps in
the spectrum would vanish if exclusively emitting states were
sampled for each excitation wavelength. For detection intervals
where a transition to or from a dark state occurred (e.g.,
Figure 1b, right panel) this correction can easily be performed
by considering just the higher emission intensity level. Drops
and gaps in the spectrum originating from dim states or very
fast transitions below the sampling resolution, and from long
lasting dark states longer than the integration time per excita-
tion wavelength, could be avoided by repeated, possibly faster,
scanning of the excitation wavelength, which requires further
technical development for implementation in future studies.

We argue that the observed transitions between on- and off-
states reflect the intrinsic emission characteristics inherent to
individual quantum dots. In addition to the intensity blinking
observed, we further confirmed that we were addressing a
single emitter and thus single photons by analyzing the coinci-
dence of detected photons in time using a Hanbury Brown and
Twiss configuration [46]. The resulting photon-antibunching
curves recorded in this manner exhibited a near zero correlation
($g^2 = 0.3$) for the detection of two photons at the same time, as
shown for a typical example in Figure 1c. Photon-antibunching
data give strong evidence for the observation of single emitters
[47], since a single emitting system intrinsically cannot emit
two photons at the same time. Generally, $g^2$ values below 0.5
are accepted as a proof of single molecule observation [34].

The recorded spectra show varying degrees of blinking, ranging
from spectra exhibiting almost no dips and gaps due to emis-
sion intermittencies (Figure 2a), to spectra where numerous
transitions between emitting and dark states can be observed
(Figure 2b–d). The excitation spectrum shown in Figure 2a is
very intense and shows only minor signs of blinking, and is
based on the detection of $\sim 2 \times 10^5$ photons emitted from the
sampled quantum dot. This number of detected photons is
comparable to the average number of photons that can be
detected from organic fluorophores [48,49] and suggests that
single emitter excitation spectroscopy could also be used for
classes of emitters other than the very photostable quantum dots
analyzed in this study.

The recorded data further enables the detailed analysis of the
influence of the excitation wavelength on the blinking of single
quantum dots. Numerous studies on single quantum dots have
shown complicated luminescence intermittency, or blinking,
with power law statistics over many decades in time. In most of
these studies a single excitation wavelength was used, and only
recently has the first in-depth investigation of quantum dot

![Figure 2: Single QD photoluminescence excitation spectra. For com-
parison, the ensemble excitation spectrum is shown as the red dashed
line. The spectra show varying degrees of emission intermittencies
visible as drops and gaps in the spectra. Especially in the wavelength
region of the pronounced 1S(e)-2S$_{3/2}$(h) transition the spectra show
distinct differences between different quantum dots, reflecting the indi-
vidual nature of each quantum dot.](image)
blinking comparing a small number of different excitation wavelengths been published [32]. These studies were based on the statistical analysis of different quantum dots and an analysis of the emission of individual emitters using different excitation wavelengths has not yet been achieved. The approach presented here makes it possible to study the response of individual emitters to changes in excitation wavelength over a broad range. Hence, increased photoluminescence intermittency for certain excitation wavelengths will result in systematically reduced emission intensity for this wavelength in our study. We therefore calculated the sum of the photoluminescence excitation spectra from all single quantum dots analyzed in our study and compared it to the ensemble spectrum recorded with a calibrated ensemble spectrometer (Figure 3a). The summed photoluminescence excitation spectrum shows a number of interesting characteristics. Globally, blinking that was visible in the individual excitation spectra averages out, and the sum spectrum shows no explicit gaps where the intensity suddenly drops and then recurs. However, there are clear differences between the ensemble photoluminescence excitation spectrum and the summed excitation spectra from single quantum dots. On the short wavelength side, the sum spectrum declines much faster than the ensemble spectrum, while on the long wavelength side there is good agreement between the positions of the pronounced 1S(e)-2S3/2(h) transition. This discrepancy on the short wavelength side of the sum spectrum is not apparent in the individual spectra and can be understood from the details of how each single emitter excitation spectrum was recorded, that is, by considering that the excitation wavelength was always scanned from short to long wavelength. As the transition to dark states is driven by the excitation light, the probability to find a single quantum dot in a non-emitting state is minimal at the start of the experiment. Over time, which translates to longer excitation wavelengths in our experiment, the probability to find a quantum dot in a long-lived dark state increases. In the extreme case, a transition to a dark state occurs and photoluminescence is not regained before the end of the experiment (Figure 3a, inset). Thus, shorter excitation wavelengths are overweighted in the sum spectrum in the excitation scheme used, which was dictated by the monochromator used for these experiments (see Supporting Information File 1 for details) that only allows for scanning of the excitation from low to high wavelengths. One promising way to overcome this limitation in future experiments is to use an acousto-optical tunable filter (AOTF) for fast wavelength selection and bidirectional wavelength scanning.

However, not all discrepancies between the sum spectrum and the ensemble spectrum can be explained by the details of the excitation scheme used. If the probability for a transition to a long-lived dark state is independent of the excitation wavelength, a steady decline of the summed single quantum dot excitation spectrum approaching the spectral shape of the ensemble spectrum is expected when both spectra are normalized to the long wavelength edges of the spectra. Indeed, we find good agreement between the sum and ensemble spectra for excitation wavelengths beyond ~580 nm, which suggests only a minor influence from transitions to dark states that do not recover during the entire data acquisition time in this wavelength range. On the other hand we find large deviations between the sum and ensemble spectra for excitation wavelengths below ~580 nm. This observation is consistent with reports that excitation in the band gap area results in little blinking compared to excitation above the band gap [32]. However, we do not see a smooth decline of the excitation sum spectrum, but observe what appear to be a number of steps (~530 nm, ~550 nm, 565 nm, and 595 nm (less prominent); Figure 3a). These drops in the sum spectrum indicate that at the associated excitation wavelengths an increased probability of an intensity drop, that is, of a transition to a dark state, exists. The drops at 530 nm, 550 nm and 570 nm appear to be weakly reflected in the bulk spectrum. Since transitions to dark states are not sampled in the bulk spectrum due to the comparatively low excitation powers used to record bulk spectra, these similarities might point towards the
molecular mechanism underlying the increased probability for a transition to a dark state. To verify that the observed steps in the sum spectrum indeed result from an increased number of single quantum dots changing to a dark state, we created a histogram of the wavelengths for which a transition to a dark state could be observed (Figure 3b). To estimate the statistical significance of the distribution obtained we determined the p-value assuming equal probability of a dark state transition for all power normalized excitation wavelengths. We obtain a p-value of 0.06 indicating a statistically significant result since there is only a low probability of ~6% that the observed distribution originates from a random distribution of dark state transitions. The histogram shows significant peaks in the frequency of a dark state transition for the excitation wavelengths ~532 nm, ~548 nm, ~570 nm and ~595 nm. All four peaks are correlated to a signature in the sum spectrum.

The data suggest that there is not only a large difference in the probability of a transition to a dark state for excitation in the band gap compared to excitation above the band gap, but that there are additionally certain excitation wavelengths which preferentially induce transitions to dark states. We exclude the idea of increased blinking rates for lower wavelengths due to increased absorbance and thereby a higher probability of an Auger assisted ionization, since the excitation powers used were smaller at lower wavelengths than at higher wavelengths. Additionally such a mechanism cannot explain the increased probability of a dark state transition for certain wavelengths only. Our data indicates that the formation of dark states shows a complex dependence on the excitation wavelengths used, suggesting that dark states can be reached via different pathways that can be accessed preferentially by using certain excitation wavelengths. Besides details on the wavelength dependent blinking of single emitters, our data also give access to the individual spectral properties of the quantum dots. In Figure 2 we show some typical examples of single quantum dot excitation spectra. As a guide to the eye and for comparison, the reference ensemble excitation spectrum is plotted as a dashed red line in each panel of Figure 2.

Comparing the excitation spectra of different quantum dots we find both striking similarities and some clear differences between the spectra. The single quantum dot spectra are always enveloped by the ensemble spectrum below ~580 nm (Figure 2, Figure 1a). Besides dips and gaps due to the blinking behavior on different timescales, we see no significant differences between the single quantum dots or distinct individual features in this part of the spectrum.

In general, observed wavelength dependent changes in photoluminescence can result from changes in either the absorbance or the photoluminescence quantum yield. Although excitation wavelength dependent changes in photoluminescence quantum efficiency have been discussed [50,51], Tonti et al. were able to show that there is no intrinsic deviation between the excitation and absorbance spectra of quantum dots once all corrections and sample handling are properly performed [52]. This result implies that the photoluminescence quantum yield in CdSe quantum dot ensembles is independent of the excitation wavelength, and that analyzing the excitation spectra also allows one to draw conclusions about the absorbance spectra of single quantum dots. Following from this, the observed behavior directly results from the differences in the absorbance at different wavelengths of the quantum dots. The spectral region below 580 nm, where we find no clear signs of individual spectral behavior from individual quantum dots, is exactly that region where a quasicontinuum of optical transitions was observed at cryogenic temperatures, corresponding to low lying energy barriers between distinct states predicted by the theory.

It is therefore not surprising that, except for blinking events, no individual characteristics of the observed quantum dots can be identified at room temperature in this wavelength region.

The picture changes significantly when looking at the pronounced transition at ~605 nm, closer to the band edge, where we find clear differences in the shape, height and spectral position of this peak in the individual excitation spectra. Variations in the spectral position of this peak from individual quantum dots are attributed to differences in the size of the individual quantum dots. As expected for a single molecule study, we also find that the width of the transition is generally smaller than the width of the ensemble transition. This broadening in the ensemble or summed single molecule spectra results from the superposition of a large number of excitation spectra of single quantum dots of varying peak wavelength. Interestingly, we find some excitation spectra that do not show narrowed spectral features, e.g., Figure 2b, pointing towards the existence of a phenomenon equivalent to spectral emission diffusion [53,54] in the excitation spectrum and, by inference, in the absorbance. Especially since we only find minor variations in the excitation spectra at the short wavelength side below 580 nm and do not observe individual fingerprints in this area, the observation of not only the spectral position but also the different relative height and shape for the 1S(e)-2S_{3/2}(h) transition reflects the individual characteristics of each single quantum dot. Moreover, our spectra strikingly show that the different heights and shapes of the transitions are not correlated with their spectral position and hence with the particle size, suggesting different molecular origins. The shape and height of the peak from the 1S(e)-2S_{3/2}(h) transition is determined by the coupling between these states. It has been shown that transitions close to the band edge show a fine structure splitting into
sublevels due to the quantum dot crystal field, shape anisotropy, and confinement enhanced electron-hole exchange interactions [55]. Although considerably broadened at room temperature and hence invisible in the ensemble, the variation of the height and shape of the peak around 605 nm, which we have observed for individual quantum dots, reflects details of these transitions. Since the differences in relative height of spectral features in the photoluminescence excitation spectrum represent the strength of the coupling between the ground and excited state of the individual quantum dots, it is likely that the observed differences in the individual excitation spectra reflect the differences in the photoluminescence quantum efficiency of individual quantum dots, as previously reported [56,57].

Conclusion
We have recorded for the first time single molecule excitation spectra at room temperature. The required spectrally narrow excitation over a wide spectral range of 100 nm was realized by using a monochromator to select the excitation wavelength from a supercontinuum white light source. The suitability of our approach and its potential were demonstrated by studying single quantum dots. The single emitter nature of our quantum dot samples was confirmed by photon antibunching experiments. Analysis of the single quantum dot excitation spectra gave access to hitherto unexplored details of this class of emitters. For the CdSe nanocrystals investigated, we found strong indications for an increased probability for a transition to long-lived dark states at specific excitation wavelengths, suggesting that these wavelengths are unsuitable for single photon applications. The excitation spectra showed no clear individual features for excitation wavelengths well above the band gap, but exhibited large differences for transitions close to the excitonic peak, representing the fine structure splitting into energetic sublevels of the individual quantum dots. Further, we found variations in the width and the spectral position of transitions for individual quantum dots.

On the basis of these investigations of quantum dots, we expect single molecule excitation spectroscopy to become a valuable addition to the established single molecule spectroscopy methods. The approach will not only aid in the analysis of isolated dyes or nanoparticles but also prove valuable in analyzing complex emitting systems such as Förster resonance energy transfer (FRET) pairs, fluorescent proteins and upconversion particles.

Experimental
We realized an instrument capable of single molecule excitation spectroscopy by combining a high power supercontinuum white light source (Fianium SC-400pp) with a grating spectrometer (Spectra Pro 300i, Acton Research) for excitation wavelength selection and a custom built confocal scanning stage single molecule detection microscope (for details see Supporting Information File 1). Experiments were carried out in two steps. First, the quantum dots immobilized in a thin polymer layer at low concentration ($c_{QD} = 5 \times 10^{-10}$ M) were visualized by creating a raster scanned emission intensity image of an $20 \times 20 \mu m^2$ area of the sample using a fixed excitation wavelength ($\lambda_{ex} = 600$ nm). After localization, the single quantum dots were positioned in the laser focus and the excitation wavelength was swept from 520 nm to 620 nm in increments of 1 nm. For each excitation wavelength the emitted fluorescence intensity was recorded for 400 ms, followed by an increment in the excitation wavelength during which data acquisition was disabled (~70 ms duration). In this way we obtained 400 ms fluorescence intensity trajectories depicting the evolution of the emission intensity for each excitation wavelength, interspersed with ~70 ms zero-intensity periods representing the excitation wavelength increment (Figure 1). To obtain the fluorescence excitation spectrum, the total emission intensity per excitation wavelength was integrated and calibrated using a reference spectrum recorded for a film of emitters (i.e., an ensemble of emitters) to compensate for wavelength dependent excitation power and detection efficiency (for details see Supporting Information File 1).

Supporting Information
Supporting Information features detailed description of instrumentation, and data acquisition and correction procedures.

Supporting Information File 1
Experimental details.
[http://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-2-56-S1.pdf]
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Distinction of nucleobases – a tip-enhanced Raman approach

Regina Treffer¹, Xiumei Lin¹, Elena Bailo², Tanja Deckert-Gaudig¹ and Volker Deckert*¹,³

Abstract

The development of novel DNA sequencing methods is one of the ongoing challenges in various fields of research seeking to address the demand for sequence information. However, many of these techniques rely on some kind of labeling or amplification steps. Here we investigate the intrinsic properties of tip-enhanced Raman scattering (TERS) towards the development of a novel, label-free, direct sequencing method. It is known that TERS allows the acquisition of spectral information with high lateral resolution and single-molecule sensitivity. In the presented experiments, single stranded adenine and uracil homopolymers were immobilized on different kinds of substrates (mica and gold nanoplates) and TERS experiments were conducted, which demonstrated the reproducibility of the technique. To elucidate the signal contributions from the specific nucleobases, TERS spectra were collected on single stranded calf thymus DNA with arbitrary sequence. The results show that, while the Raman signals with respect to the four nucleobases differ remarkably, specific markers can be determined for each respective base. The combination of sensitivity and reproducibility shows that the crucial demands for a sequencing procedure are met.

Introduction

The determination of the exact nucleobase sequence of DNA is of great importance for research in the life sciences. The first sequencing methods were published in 1977 by Maxam and Gilbert [1], and Sanger et al. [2]. Since then the sequencing technology has been refined and automated, and current advances show a tendency towards single-molecule sequencing, which eventually results in the development of sequencing systems with reasonable costs and expenditure of time [3]. TERS is the combination of Raman spectroscopy with a scanning probe microscope, most often an atomic force microscope (AFM). A metal nanoparticle
at the apex of the AFM tip leads to a large enhancement of the electromagnetic field in the vicinity of the particle and consequently an increase of the Raman signal. Due to the size of the particle a lateral resolution of ~20 nm can be reached [4-8]. The feasibility of TERS for biological samples has been exemplified by studies of specific molecules [9], single virus investigation [10] and studies of bacterial [11] and cellular systems [12,13], as well as of erythrocytes [14]. The first TERS experiments on DNA base nanocrystals [15-17] and a study of the hydrogen bonding between adenine and thymine on a gold substrate [18] showed that a distinction of the respective nucleobases is possible, and this eventually led to successful TERS measurements on a single RNA strand of a cytosine homopolymer [19].

The dependency of the electromagnetic field enhancement of TERS on the composition of the substrate, amongst other parameters, was shown in three-dimensional finite-difference time domain (3D-FDTD) simulations [20]. A metal substrate such as gold provides an additional field enhancement as it produces a large electromagnetic (EM) coupling with the tip, which is often called a “gap mode”. In contrast, dielectric materials cannot couple as effectively, and hence in this case the effect relies on an isolated tip, resulting in a much smaller enhancement [20,21]. Prerequisites for a metal substrate suitable for TERS experiments on single stranded DNA or RNA are an almost atomic flatness of the surface and, as the used TERS setup is operated in back-reflection mode (i.e., through the substrate and back), transparency, i.e., the substrate has to be sufficiently thin. A suitable approach is the synthesis of triangular and hexagonal flat and transparent gold [22] or silver [23] nanoparticles that are large enough to avoid specific localized enhancement regions.

The experiments described here probed the factors affecting the TERS spectra collected on single stranded adenine and uracil homopolymers immobilized on a mica surface (adenine) and on a gold nanoplate (uracil), with respect to the intensity and reproducibility.

Another challenge with regards to a sequencing procedure with TERS is the fact that the four nucleobases reveal remarkably different Raman scattering cross sections. It was shown that in SERS experiments on an equimolar mixture of the bases, the intensities of the ring breathing modes of the distinct bases are as follows: Poly-adenine > poly-cytosine >> poly-guanine > poly-thymine [24]. Furthermore, in a comparison of the SERS spectra of two DNA molecules with different adenine contents (15.5% and 44.3%), the adenine signals dominated [25]. Hence it was predicted that signals from adenine only are likely to be detected when performing TERS experiments on native DNA [14]. In contrast, TERS measurements on calf thymus DNA presented here clearly show that specific contributions of all four nucleobases can be determined. Hence, with the chosen samples poly(A), poly(U) and calf thymus DNA typical molecules covering DNA, RNA and single stranded DNA molecules containing all four bases were addressed.

Results and Discussion

Figure 1a shows the AFM topography image of an adenine homopolymer on a mica substrate. As the height in the cross section is slightly higher than the height of a single DNA strand
it is assumed that the sample is either coiled or that several strands are coagulated. TERS spectra were measured at eight different positions across the DNA each separated by a distance of 10 nm.

The measured positions are indicated in Figure 1a, and in Figure 1c the corresponding spectra are shown. Spectral features of poly(dA) can be seen at three positions, but only two exhibit a high enhancement, thus providing information on the enhancement area of the TERS tip. As the distance between two adjacent points is 10 nm, an enhancement region of <20 nm can be safely assumed. This value is a conservative estimation and in agreement with a tip diameter of approximately 20 nm, as we find typically from SEM pictures of similar probes [26].

Both spectra show bands that can be assigned to adenine and additional signals of the DNA backbone consisting of phosphate and ribose moieties. This would be not surprising in a normal Raman experiment, but in a TERS experiment the field decays rapidly with respect to the tip surface and these groups should only weakly contribute to the spectrum. Hence, the appearance of these signals could indicate that the DNA strands are not rigidly orientated on the mica substrate and, in addition to the previously mentioned topography arguments, support the assumption of a coiled or coagulated sample.

Simultaneously the instrumental reproducibility was evaluated by measuring TERS spectra twice at the same position. The respective spectra are shown in Figure 2 indicating that these spectra are nearly identical. This clearly indicates that the tip was positioned reliably at the selected positions and that sample drift was negligible during the measurement. The results also suggest that minute changes of the tip position can affect the spectral appearance as different parts of the molecule/strand experience a different enhancement when the tip is slightly changing its position. These changes, as can be seen in Figure 2, mainly manifest as changes in the intensity or peak ratios, nevertheless an assignment is still possible. The even smaller variations at the same tip position, e.g., the splitting of the band 1590 cm$^{-1}$ (Figure 2, tip position 4a and 4b), must then be attributed either to a drift of the instrument in the subnanometre range or to molecular orientation changes, e.g., rotation.

An assignment for the TERS spectra measured at positions 3 and 4 is given in Table 1. For the band assignment the spectral features were compared with those of SERS and Raman spectra.
of adenine derivates (deoxyadenosine (dA) [27], deoxyadenosine monophosphate (AMP) [28] and single stranded adenine homopolymer (poly(dA)) [29]).

A comparison of TERS and SERS spectra of adenine (or any other molecule) must take into account that a SERS experiment is either done in a colloidal solution or the dissolved sample is brought into contact with a solid SERS substrate. In both cases the molecules can select favoured binding sites to adsorb to the metal particles. In case of adenine these are the four nitrogen atoms: The pyrimidine N$_1$ and N$_3$, the imidazole N$_7$ and the N$_{10}$ of the exocyclic NH$_2$ group. N$_9$ is the binding site to the ribose and therefore cannot bind to the metal nanoparticle. Density functional theory (DFT) calculations show changes in Raman band intensities and positions for the four respective complexes of adenine and a silver atom. These variations are attributed to a deformation of the adenine molecules to an energetically optimized conformation [16]. For the TERS experiments the adenine homopolymer was immobilized on a mica substrate and could not move freely. Consequently the TERS tip can be positioned at thermodynamically "unfavoured" sites, giving rise to a slightly different appearance of the spectra, in particular when chemical interactions between the tip and the SERS/TERS probe take place. Assuming an optimal immobilization, the phosphate backbone is fixed to the substrate and the bases should face upward. As single stranded DNA is a very flexible molecule it tends to form loops or twists along the strand, or even secondary helix structures. In this case the backbone becomes accessible and spectral contributions of the phosphate and sugar moieties can disguise the adenine signals at such positions. The bands at 1045 cm$^{-1}$ at point 3 and 1039 cm$^{-1}$ at position 4 are assigned to the N–sugar stretching and C–O sugar stretching vibrations and the bands at 1068 cm$^{-1}$ at position 3 and 1072 cm$^{-1}$ at position 4 are assigned to the N–sugar stretching and PO$_2^-$ stretching vibrations. This strongly indicates an interaction of the backbone of the DNA strands with the silver tip and agrees well with the previously mentioned formation of loops along the strand.

Table 1: Band assignment of the TERS spectra of the adenine homopolymer (in cm$^{-1}$).$^a$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>665</td>
<td>669</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>663 ring def [29]</td>
</tr>
<tr>
<td>2</td>
<td>733</td>
<td>733</td>
<td>728</td>
<td>734</td>
<td>732</td>
<td></td>
<td>727 ring breathing (Py) [27,29]</td>
</tr>
<tr>
<td>3</td>
<td>805</td>
<td>805</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>790/819 bk (OPO str), ring [29]</td>
</tr>
<tr>
<td>4</td>
<td>928</td>
<td>941</td>
<td>919</td>
<td>908</td>
<td>(960)</td>
<td></td>
<td>842 bk (OPO str) [29]</td>
</tr>
<tr>
<td>5</td>
<td>1021</td>
<td>1018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1007 NH$_2$ def</td>
</tr>
<tr>
<td>6</td>
<td>1045</td>
<td>1039</td>
<td>1035</td>
<td></td>
<td></td>
<td></td>
<td>1052 N–sugar str [27], sugar (CO str) [29]</td>
</tr>
<tr>
<td>7</td>
<td>1068</td>
<td>1072</td>
<td>1066</td>
<td></td>
<td></td>
<td></td>
<td>1092 N–sugar str [27], bk (PO$_2^-$ str) [29]</td>
</tr>
<tr>
<td>8</td>
<td>1156</td>
<td>1163</td>
<td>1171</td>
<td>1174</td>
<td></td>
<td></td>
<td>1163 (C$_5$–C$_6$) str [27]</td>
</tr>
<tr>
<td>9</td>
<td>1281</td>
<td>1286</td>
<td>1264</td>
<td></td>
<td></td>
<td></td>
<td>1204 ring [29]</td>
</tr>
<tr>
<td>10</td>
<td>1315</td>
<td>1330</td>
<td>1320</td>
<td>1348</td>
<td>1334</td>
<td></td>
<td>1306 C–N str [27], ring [29]</td>
</tr>
<tr>
<td>11</td>
<td>1345</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1336 ring [29]</td>
</tr>
<tr>
<td>12</td>
<td>1394</td>
<td>1400</td>
<td>1389</td>
<td>1380</td>
<td>1370</td>
<td>1390</td>
<td>1378 (C$_6$–N$_1$) str (Py) [27], ring [29]</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1423 ring [29]</td>
</tr>
<tr>
<td>14</td>
<td>1472</td>
<td>1478</td>
<td>1460</td>
<td></td>
<td></td>
<td></td>
<td>1444 CH$_2$ def [29]</td>
</tr>
<tr>
<td>15</td>
<td>1462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1462 C=N str (Py) [27], C$_2$H$_2$ def [29]</td>
</tr>
<tr>
<td>16</td>
<td>1485</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1485 ring [29]</td>
</tr>
<tr>
<td>17</td>
<td>1509</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1509 ring [29]</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1581 ring str [27,29], NH$_2$ def [29]</td>
</tr>
<tr>
<td>19</td>
<td>1587</td>
<td>1575</td>
<td>1551</td>
<td>1572</td>
<td></td>
<td></td>
<td>NH$_2$ def [27]</td>
</tr>
<tr>
<td>20</td>
<td>1593</td>
<td>1594</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NH$_2$ sci [27]</td>
</tr>
<tr>
<td>21</td>
<td>1634</td>
<td>1653</td>
<td>1657</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Abbreviations: NRS, normal Raman scattering; SERS, surface-enhanced Raman scattering; Py, pyrimidine; bk, backbone; str, stretching; def, deformation; rk, rocking; sci, scissoring.
A Raman band around 725 cm$^{-1}$ is usually present in spectra of purine derivatives (except guanine), and this is attributed to the pyrimidine ring breathing mode. Pure adenine shows this band at 723 cm$^{-1}$ and poly(dA) at 727 cm$^{-1}$. In the TERS spectra the previously mentioned binding of one or more nitrogen atoms to silver atoms of the tip, and/or conformational changes, cause a shift to 733 cm$^{-1}$.

In order to test the feasibility of different sample supports and to further check the reproducibility of the setup, TERS experiments on uracil homopolymer strands on transparent ultraflat gold substrates were performed. Figure 3 shows the AFM topography of a uracil strand immobilized on a typical gold nanoplate substrate. The magnification of the indicated area, in particular the height profile, indicates a single strand of polyuracil.

TERS spectra were obtained on five different positions on the strand and are shown in Figure 4. In addition a reference spectrum was recorded on pure gold to exclude spurious results due to tip contamination.

The spectra look remarkably similar and the main spectral features of uracil can be assigned. Minor variations in band
intensity ratios and positions can be attributed to the previously discussed effects that appear when measuring with such a high lateral resolution [30]. Surprisingly, the usually intense ring breathing mode of uracil at 800 cm\(^{-1}\) is not visible in the spectra. As those vibrations that involve polarizability changes parallel to the TERS tip axis are expected to be more enhanced than perpendicular vibrations, the lack of the ring breathing mode may be due to a flat orientation of the ring on the gold surface. Similar effects were found to influence the ring breathing mode of aromatic amino acids [31]. Apart from this difference the spectral features can be attributed solely to uracil and no signals of the sugar and phosphate backbone were found. This suggests a strong immobilization of the homopolymer on the gold surface through the phosphate backbone. This finding, however, somewhat contradicts the idea of a flat orientation of the ring with respect to the gold substrate, and no explanation can be given at the moment.

An assignment of the measured spectra is provided in Table 2.

In a further step we address the issue of the different Raman cross sections of the distinct bases. Figure 5 shows four representative TERS spectra, out of a series of 26, that were measured on single stranded calf thymus DNA immobilized nonspecifically on a mica substrate. Spectral features of adenine, cytosine, guanine and thymine can be seen in the spectra. A tentative assignment of these four data sets is given in Table 3. As expected, when compared to the previously shown data on homogeneous strands, the spectra show a striking difference when measured at distinct tip positions, a fact that can be related to specific nucleobase patterns underneath the tip.

Assigning the bands of the TERS spectra is challenging regarding the different proposed band assignments found in the literature. An example is the band at 1251 cm\(^{-1}\) in spectrum 3. It can be attributed to the \((C_8−H, N_9−H)\) deformation, the \((N_7−C_8)\) stretching of adenine [35], a ring mode of adenine or cytosine [37], the \((C_8–N_9)\) stretching of guanine [27] or the in-plane ring stretching of thymine [35].

Nevertheless, despite these difficulties and the previously mentioned intrinsic properties of the TERS setup, most bands can be unambiguously assigned to a specific base and thus can serve as marker bands. Others, such as the band at around

| Table 2: Band assignment of the TERS spectra of the uracil homopolymer (cm\(^{-1}\)).\(^a\) |
|---|---|---|---|---|---|---|
| 521 | 1254 | 1341 | 1367 | 1418 | Assignment |
| 521 | 1252 | 1257 | 1365 | 1411 | silicon (AFM tip) |
| 521 | 1257 | 1292 | 1363 | 1413 | str N1C4, bend N1H, C3H, C6H [32] |
| 1259 | 1292 | 1343 | 1367 | 1413 | str N1C4 (−C4C5−C5N1), bend N1H, C3H, C6H [33] |
| 1292 | 1343 | 1367 | 1398 | 1398 | bend N1H, C3H, C6H [32]/str (NC−CN + CC−CN) [35] |
| 1292 | 1343 | 1367 | 1398 | 1398 | bend N1H, N1H, str N1C2, N2C4 [34] |
| 1292 | 1343 | 1367 | 1398 | 1398 | 1463 | bend C6H, N1H, N2H, C3H, str C4C5 [34] |
| 1485 | 1485 | 1515 | 1515 | 1598 | str C9N1−C9C5−C5O2, bend N1H, C3H, C6H [32] |
| 1487 | 1487 | 1515 | 1515 | 1598 | bend N1H, str C6N1 [34]/def (NH) + in-plane ring str [35] |
| 1511 | 1511 | 1552 | 1552 | 1598 | str C9O−C9C5−C5O2, bend N1H, C3H [33] |
| 1554 | 1554 | 1597 | 1597 | 1623 | str C6O2, bend N1H, C6H [32] |
| 1552 | 1552 | 1597 | 1597 | 1623 | str C2O1 + C5C6, bend N1H [32] |

\(^a\) Abbreviations: str, stretching; bend, bending; def, deformation.
Figure 5: TERS spectra measured at four positions on single stranded calf thymus DNA. Unambiguously assignable bands are highlighted.

938 cm\(^{-1}\) in spectra 2, 3 and 4, cannot be related to a distinct base, but instead can be assigned to the NH\(_2\) rocking mode of adenine, cytosine and guanine and, hence, exclude thymine. The band at around 650 cm\(^{-1}\) can be assigned to the guanine ring breathing mode. It usually is more intense, but it is also polarization and orientation dependent. Green et al. reported the detection of two Raman bands at 650 cm\(^{-1}\) and 688 cm\(^{-1}\), both associated with the guanine ring breathing mode [24]. As the normal Raman band of free guanine is found at 680 cm\(^{-1}\) and the SERS band at 650 cm\(^{-1}\), different adsorption configurations can be assumed, while the appearance of both bands in one spectrum of DNA can be explained by a steric influence of the backbone on the adsorption behavior of the strands. In our case the two bands never appeared in one spectrum and only once was the guanine band at 686 cm\(^{-1}\) detected.

Adenine exhibits a higher Raman scattering cross section than guanine. The band at 1319 cm\(^{-1}\) in spectrum 3 and the band at
Table 3: Band assignment of the TERS spectra of the calf thymus DNA (cm⁻¹).\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>520</td>
<td>520</td>
<td>520</td>
<td>520</td>
<td></td>
<td>silicon (AFM tip)</td>
</tr>
<tr>
<td>553</td>
<td></td>
<td></td>
<td>574</td>
<td></td>
<td>C/T (ring def) [35]</td>
</tr>
<tr>
<td>616</td>
<td>622</td>
<td>659</td>
<td>656</td>
<td></td>
<td>A (C₂⁻H, N₉⁻H wag) [35]</td>
</tr>
<tr>
<td>649</td>
<td>665</td>
<td>719</td>
<td>754</td>
<td></td>
<td>G (ring breathing) [15,24]</td>
</tr>
<tr>
<td>875</td>
<td></td>
<td></td>
<td></td>
<td>G (ring breathing (Im)) [27]</td>
<td></td>
</tr>
<tr>
<td>936</td>
<td>938</td>
<td>939</td>
<td>974</td>
<td></td>
<td>A/C/G (NH₂ rk) [27,35]/deoxyribose [39]</td>
</tr>
<tr>
<td>982</td>
<td>1051</td>
<td>1077</td>
<td>1103</td>
<td></td>
<td>T (out-of-plane NH₂ wagging) [35]</td>
</tr>
<tr>
<td>1131</td>
<td>1137</td>
<td>1171</td>
<td>1191</td>
<td></td>
<td>A (C₆⁻N₉ str; N₉⁻H, C₆⁻H def) [35]</td>
</tr>
<tr>
<td>1208</td>
<td>1207</td>
<td>1251</td>
<td>1276</td>
<td></td>
<td>C (C⁻NH₂ str + ring str) [35,39]</td>
</tr>
<tr>
<td>1299</td>
<td>1319</td>
<td>1360</td>
<td>1398</td>
<td></td>
<td>C (C₂⁻N₉ str) [24,27]</td>
</tr>
<tr>
<td>1330</td>
<td></td>
<td></td>
<td>1370</td>
<td>1398</td>
<td>A/G (C⁻N str (lm)) [27]</td>
</tr>
<tr>
<td>1412</td>
<td>1417</td>
<td>1466</td>
<td>1496</td>
<td></td>
<td>C (NH₂ def) [27]</td>
</tr>
<tr>
<td>1514</td>
<td>1514</td>
<td>1538</td>
<td>1546</td>
<td></td>
<td>T (in-plane ring str) [35]</td>
</tr>
<tr>
<td>1565</td>
<td>1557</td>
<td>1574</td>
<td>1602</td>
<td></td>
<td>A/C/G/T (ring str (Py)) [27]</td>
</tr>
<tr>
<td>1670</td>
<td>1643</td>
<td></td>
<td></td>
<td>C/G/T (C=O str, C=C str) [27,40]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A (NH₂ sci) [27]</td>
</tr>
</tbody>
</table>

\(^a\)Abbreviations: Py, pyrimidine; Im, imidazole; str, stretching; def, deformation; rk, rocking; sci, scissoring.

1330 cm⁻¹ in spectrum 2 can be attributed to adenine and guanine, respectively. To support this assignment further information from the other spectra must also be considered. Spectrum 3 shows the guanine ring breathing mode; consequently the band at 1319 cm⁻¹ can be assigned to guanine. In spectrum 2 the adenine ring breathing mode appears (719 cm⁻¹), supporting the assignment of the band at 1330 cm⁻¹ to adenine.

The band at 754 cm⁻¹ in spectrum 2 refers to the ring breathing mode of thymine [35,37], but this mode also exhibits a band at around 800 cm⁻¹ [15,18,35]. In our case only one of these bands was detected in the respective TERS spectra. This can probably be explained by orientational effects, similarly to the case of adenine.

The previously mentioned different Raman scattering cross sections of the nucleobases are reflected in the TERS spectra to a certain extent, as there are more spectral contributions from adenine, guanine and cytosine and relatively little from thymine. However, evidence for all four nucleobases was
found, and consequently a sequence-specific detection is only restricted by the lateral resolution and ultimately by the signal-to-noise ratio of the spectra recorded at subsequent positions.

Conclusion
Our results present several important steps towards a direct and label-free sequencing of RNA/DNA strands. First of all a reproducible immobilization of DNA and RNA strands on different substrates could be achieved. The successful TERS measurement on a uracil homopolymer immobilized on a gold nanoplate substrate is of particular interest regarding the additional field enhancement and field confinement attributed to a metal substrate. The TERS spectra collected on the DNA and RNA homopolymers show a high reproducibility of the spectral features of the respective base and clearly demonstrate the effects related to the tip location. A very important finding was that spectral contributions from all four nucleobases can be detected and distinguished on a genuine strand. In previous experiments it was shown that the limits of detection of TERS already reach single base sensitivity [19]. In combination with the results presented here, this means that when the TERS probe is laterally shifted over the DNA strand in intervals of less than one base-to-base distance the subsequent spectra provide the sequence information.

Experimental Sample preparation
A single stranded DNA homopolymer of adenine (Sigma-Aldrich Chemie GmbH, Germany), a single stranded RNA homopolymer of uracil (Sigma-Aldrich) and single stranded calf thymus DNA (Sigma-Aldrich) were used in these experiments without further purification. Any further chemicals used for buffer solutions and colloid synthesis were purchased either at Sigma-Aldrich or VWR international. The adenine homopolymer and the calf thymus DNA were dissolved in a buffer solution consisting of HEPES (20 mM, 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) and magnesium chloride (20 mM, MgCl₂) to immobilize the strands through the negatively charged phosphate backbone by means of divalent cations (Mg²⁺) on mica (BAL-TEC) [19]. The concentration was 10–100 ng/µL. 1 µL of the respective solution was dropped on a freshly cleaved mica sheet and incubated under an argon atmosphere. Residues from the buffer were removed prior to the TERS measurements by rinsing with double distilled water and subsequent drying under argon [41].

The uracil homopolymer was dissolved in water and immobilized through nonspecific adsorption through the pyrimidine ring on gold nanoplates. The synthesis is described in detail in [22]. For the immobilization procedure the gold nanoplates were centrifuged onto a clean cover slide. 1 µL of the poly-

uracil solution was dropped on this substrate and incubated under an argon atmosphere. Excess RNA strands were removed with double distilled water and subsequent drying under argon.

Instrumentation
The TERS setup used for the experiments on the adenine homopolymer and the calf thymus DNA has been described in detail elsewhere [15,26,42]. For all TERS spectra of the adenine homopolymer the laser intensity on the sample was set to 500 µW at 530.9 nm and the acquisition time was 5 s. For all TERS measurements on the calf thymus DNA the laser intensity at the sample was set to 1 mW at 568.2 nm and the acquisition time was 10 s.

The TERS setup employed for the measurement on the uracil homopolymer consists of an adapted Raman spectrometer (Acton Advanced SP2750 A, S&I GmbH, Germany) in combination with an AFM (NanoWizard II, JPK Instruments AG, Germany). The laser intensity on the sample was set to 860 µW at 532 nm and the acquisition time was 5 s.

Regarding both instruments, the time lag between two spectra is <1 second, which corresponds to the tip moving to the next position and the storage of the acquired data.
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Distance dependence of near-field fluorescence enhancement and quenching of single quantum dots

Volker Walhorn *§, Jan Paskarbeit, Heinrich Gotthard Frey, Alexander Harder and Dario Anselmetti

Introduction

Fluorescence microscopy and spectroscopy are important and versatile tools in life sciences. Fluorophores are not merely position markers, but can be regarded as active transducers that interact with species in their local vicinity and provide information about their micro-environment. The spectroscopic properties of semiconductor nanocrystals (quantum dots) can be easily tuned and they exhibit excellent resistance against photobleaching. Moreover, quantum dots that are functionalized for...
biological applications are readily available. Locally confined dipole–dipole couplings, such as quenching and fluorescence resonance energy transfer (FRET) [1] between individual molecules, open up fascinating means to explore inter- or intramolecular distances [2], orientation [3], affinity and binding dynamics at the single-molecule level [4]. The combination of fluorescence with single-molecule manipulation techniques, e.g., AFM [5] or optical tweezers [6], opens up novel means of manipulating and controlling matter at the nanometer scale, and also applications such as optomechanics [7] and externally controlled optical switching [8-11]. Nevertheless, surface bound fluorescence assays require solid supports (microbeads, AFM cantilevers, glass substrates, etc.), where fluorophores are not only excited by the incident light, but are also affected by secondary field effects induced at the interface boundaries. Since excited fluorophores polarize their vicinity, they give rise to phenomena such as energy transfer, resonant coupling or shifted angular distribution of fluorescence emission [12-16]. Even though these processes are short ranged, as they predominantly originate from dipole–dipole coupling ($\propto R^{-6}$), they can significantly affect the observable fluorescence emission. Therefore, a profound knowledge of these effects plays a key role in the acquisition and interpretation of data obtained with combined single-molecule mechano-optical setups.

Results and Discussion

The distance dependence of the electrodynamical coupling between a single dipole emitter located near an air–glass interface and a gold coated AFM cantilever tip was elucidated by means of a combined TIRFM–AFM approach based on a home-built AFM setup that was mounted on an inverted microscope (Figure 1a). The cantilever position relative to the sample surface can be set and adjusted with subnanometer precision. The sample is irradiated by a p-polarized Ar$^+$-Laser at an angle of total reflection, resulting in an evanescent wave constrained close to the surface [17]. The fluorescence emission emanating from the sample is detected by an image-intensified charge-coupled device (ICCD) camera (Figure 1b).

To investigate the dependence of the fluorescence emission from a single quantum dot on the distance from the gold coated cantilever tip apex, we acquired the fluorescence emission intensity at several $z$-distances. After each 2.5 nm step, 200 frames with an exposure time of 50 ms were obtained. The measurements suffer from the typical intermittent fluorescence emission of quantum dots, often referred to as blinking, but the effect on the results was reduced by binning three distance steps together. The integrated fluorescence intensity shows a pronounced distance dependence for gap sizes below 75 nm (Figure 2).

At close proximity to the surface (<20 nm) we found a distinct decrease of the fluorescence emission, which was completely quenched at surface contact. This finding is attributed to energy transfer between the fluorophore and the gold tip. Analogous results for colloidal gold nanoparticles and organic dye mole-

Figure 1: a) Schematic image of the combined TIRFM–AFM setup. The AFM is placed on top of an inverted microscope. The subnanometer spatial resolution of the AFM piezo drive allows precise positioning relative to the sample surface. The incident laser is directed towards the sample surface at an angle of total reflection. The intensity of the evanescent wave projecting beyond the cover slip decreases exponentially. An image-intensified ICCD camera detects the fluorescence light. b) Single CCD camera frame of a single quantum dot.
Figure 2: Integrated fluorescence intensity of a single quantum dot as a function of tip distance. The bin size is 7.5 nm (3 × step size of 2.5 nm).

Figure 3: Separated contributions to the external control of fluorescence emission, for several different tip shapes. a) Relative excitation rate $\Gamma_{\text{exc}}$ (inset: semilog plot) at an illumination angle of 45°. b) Relative quantum yield calculated for constant excitation.

molecules were obtained and discussed recently [13]. At larger gap sizes we observed a significant distance dependence of the fluorescence emission. A relative fluorescence maximum at $z \approx 22$ nm was followed by a drop of the emission intensity at a surface distance of approximately 52 nm. Further retracting led to a recovery of the fluorescence emission until the impact of the tip became negligible. Our experimental findings are well supported by the ensemble data of Govorov et al. [18] who studied the coupling between colloidal gold nanoparticles and CdTe quantum dots coupled by polymer linkers as a function of linker length. The enhanced fluorescence as well as the second minimum must be explained on the basis of two interfering processes caused by the nonhomogeneity of the medium. Firstly, we consider the coupling between the cantilever tip and the evanescent sample illumination: The dipolar coupling between the incident light and the gold tip leads to a field enhancement confined at the tip apex. Secondly, we have to consider the dipolar coupling between the fluorophore and the tip, which either leads to fluorescence enhancement due to resonant coupling or fluorescence quenching as a result of energy transfer. Unfortunately, these effects cannot be observed separately. Hence, to gain a detailed insight into the contribution of the involved processes, we performed multiple dipole (MDP) calculations at tip distances from 5–500 nm. Furthermore, several tip shapes with opening angles ranging from 18–46° were modelled. We evaluated the observable intensity of the fluorescence emission $I$ as a function of tip distance, in a three step procedure. Firstly, we examined the interaction between the cantilever tip apex and the incident light. The relative excitation rate $\Gamma_{\text{exc}}$ (Equation 2) of a single dipole emitter that is oriented perpendicular to the sample surface was estimated for several tip distances. Secondly, to evaluate the relative quantum yield $Q$ (Equation 3), one has to separate the impact of the coupling between the dipole emitter and the tip apex from that of the secondary fields. Therefore, we calculated the observable fluorescence emission $I$ (Equation 4) of a single dipole emitter with $\Gamma_{\text{exc}} = \text{constant}$. Thirdly, to approximate the experimental data, the distance dependence of $\Gamma_{\text{exc}}$ was considered when computing $I$.

We found a nontrivial dependence of the coupling between the evanescent field and the AFM cantilever tip (Figure 3a). At small tip distances a strong field enhancement is observed that rapidly decreases with growing gap size. This strong distance dependence is characteristic of dipole-dipole coupling effects. Upon further retraction from the surface $\Gamma_{\text{exc}}$ exhibits a relative minimum at tip distances between 35 and 60 nm. The extent of the drop is moderate (approx. 25%) for all tip shapes. Notably,
the minimum occurs at smaller surface distances for sharp tips. This effect is likely to stem from interference between mirror dipoles in the glass induced by the strong field confined at the tip apex (Figure 4). Further withdrawing of the tip successively diminishes the impact of such tip-induced effects.

The electrodynamic coupling between a dipole emitter and the tip at constant $\Gamma_{exc}$ is presented in Figure 3b.

We observe almost complete fluorescence quenching at close proximity to the surface, which is in excellent agreement with recent findings [12,13]. The fluorescence emission, however, does not increase monotonically as the tip is withdrawn from the surface. Instead, we observed an enhanced fluorescence emission at approximately 20 nm, which is followed by partial fluorescence quenching at a gap size of about 50–60 nm. Both effects become less pronounced for larger cone angles. Equally, fluorescence enhancement as well as quenching can be attributed to (resonant) exciton–plasmon coupling. To obtain the observable fluorescence emission $I$, we now consider the variability of fluorophore excitation (Figure 5). Comparison of the theoretical results with our experimental data shows a very good agreement. The surface distances for fluorescence enhancement as well as partial quenching were validated.

Discrepancies between experimental and theoretical data are most likely due to the assumed simplifications. More elaborate approaches that use higher orders of the multipole expansion or lower symmetry may give more precise results. Generally, with our comparably simple model we were able to validate the experimental results qualitatively. Moreover, we were also able to separate and quantify the influence of the enhanced field confined to the tip apex and the impact excitation plasmon coupling on the detectable fluorescence intensity.

Furthermore, we found a considerable shift in the angular distribution of the fluorescence emission (Figure 6) induced by the coupling between the tip apex and the dipole emitter.

The angle of highest emission intensity (arrows) lies within the detection angle of the objective lens for the retracted tip, however, it successively shifts beyond the detection angle for decreasing gap size. Consequently, the observed quenching of the fluorescence intensity is not only due to an absolute reduction of the emission rate, but also because of the successive decrease of the detection efficiency $I_{det}/I_{tot}$ of the objective lens (Figure 7). This finding is well supported by recently published experimental and theoretical data [16]. Yet, in our case the impact of this relative fluorescence quenching is negligible.
Conclusion

We presented experimental data and simulations for the fluorescence emission control of single quantum dots by the external intervention of a gold-coated AFM tip. The acquired luminescence data exhibited a nontrivial dependence on the tip distance. Modelling the system with a MDP approach unveiled the multivalent interplay of incident and emitted electromagnetic fields at the boundary of different media.

Our results represent an important step en route towards being able to controllably address and manipulate fluorescently labelled individual molecules. Furthermore, the MDP approach is very well suited for qualitative ad hoc validation of experimental data. The significance of dipolar coupling in single molecule manipulation assays was demonstrated. Conceivable applications range from microarrays to controlled manipulation of single molecules. The strong distance dependence of dipole–dipole coupling combined with the subnanometer resolution of AFM holds great promises to yield as yet unattainable information about the interplay of individual molecules, such as their molecular recognition mechanisms [19-24], folding pathways [25] or micro environments [26].

Experimental TIRF–AFM Setup

All experimental work was performed on a combined total internal reflection fluorescence microscopy (TIRFM) atomic force microscope (AFM) setup. The homebuilt AFM head is mounted on an inverted Microscope Axiovert 100 (Carl Zeiss, Oberkochen, Germany) with a high numerical aperture objective lens (Olympus Plapo 100× TIRFM, NA = 1.45, Olympus, Tokyo, Japan). Fluorescence detection was performed by a liquid-cooled image-intensified charge-coupled device (ICCD) camera (I-PentaMAX, Roper Scientific, Trenton, NJ USA). Fluorescence excitation was achieved by an Ar+-laser (continuous wave, 10 mW, 488 nm). For excitation power control, neutral density filters with optical density from 0.3–1.5 were installed in the laser path. A detailed description of the setup was published recently [27,28].

The cantilever was approached to the surface in 2.5 nm steps. After each step a series of 200 images was acquired with an exposure time of 50 ms. During the approach to the surface, the cantilever deflection was sampled. The exact tip surface distance was evaluated by linear approximation of the free and contact regimes of the deflection versus piezo extension plot.
Sample and cantilever preparation

Microscope glass cover slips (24 × 24 mm², Menzel, Germany) were washed with acetone, ethanol and water and dried gently with nitrogen. To remove any fluorescent adsorbates, the substrates were dipped in boiling piranha solution (1:3 sulphuric acid 96% and hydrogen peroxide 30%) for one minute, rinsed thoroughly with MilliQ filtered water and dried with nitrogen. After cleaning, hydrophobic fluorescent CdSe/ZnS nanoparticles [29] with a spectral emission maximum at 585 nm were diluted in n-heptane (Sigma Aldrich), microdispensed to the glass cover slips and dried. Sparsely covered (<1 quantum dot per 25 µm²) samples allowed the addressing of individual fluorophores.

Silicon AFM cantilevers (PPP-NCHR, Nanosensors, Neuchatel, Switzerland) were washed with acetone, ethanol and water and dried in a gentle flow of nitrogen. Subsequently, a 50 nm thick gold layer was evaporated on the cantilevers at a rate of 0.2 nm/s.

Multiple dipole (MDP)-Simulation

To calculate the electromagnetic field distribution near interface boundaries one has to solve Maxwell’s equations with regard to the boundary conditions. These are derived in common electrodynamics textbooks [30]. As our system is more complex than planar interfaces, analytical approaches are meaningless. Therefore, we selected a simplification of the multiple multipole (MMP) method [31,32], which is a semi-analytical approach to compute field distributions in arbitrarily shaped piecewise homogeneous, isotropic and linear media. In brief: The electromagnetic fields at the domain boundaries are approximated numerically whereas the field strength within the domain can be computed analytically. The system is modelled by choosing a set of matching points on the domain boundary. Multipole emitters along each side of the interface induce an electromagnetic field exclusively in the opposing domain. The strength of each emitter is approximated numerically in such a way that the boundary conditions are satisfied at the matching points. Superposition of all multipole emitter contributions results in a field distribution that is a solution of Maxwell’s equations and satisfies the boundary conditions. To limit the demand for processing power and memory we made some simplifications: Firstly, we assumed cylindrical symmetry (along the z-axis). The sample is evanescently illuminated by p-polarized light leading to an enhancement of the field component normal to the interface. Thus, the polarization beyond the surface is almost parallel to the z-axis. The contribution parallel to the surface can therefore be neglected. Secondly, we omitted the silicon–gold interface. In principle, our tip surface geometry can be compared to a Kretschman–Raether configuration [33]. Even though this model is only applicable to planar geometries, it can serve as an ad hoc approximation for our more complex system. Consequently, the surface plasmon decay length z perpendicular to the boundary surface can be approximated by the following expression:

$$ z = \frac{\lambda}{2\pi} \sqrt{\frac{\text{Re}(\varepsilon_{\text{Au}}) + \varepsilon_{\text{glass}}}{\text{Re}(\varepsilon_{\text{Au}})}} $$  

(1)

where \( \lambda \) denotes the wavelength, and \( \varepsilon_{\text{Au}} \) and \( \varepsilon_{\text{glass}} \) the dielectric functions of gold and glass, respectively. With the corresponding dielectric functions (see below) we determined a plasmon decay length of \( z \approx 59 \) nm, which is of the order of the thickness of the gold layer on the tip. Hence, the influence of the silicon tip core should be insignificant. Thirdly, we only considered the contribution of dipole emitters to the field distribution and omitted higher orders. Consequently, this approach will be referred to as multiple dipole (MDP) method.

MDP calculations were performed for various tip shapes and surface distances. As quantum mechanical effects such as electron transfer are not considered in this classical approach, the minimum tip surface distance was set to 5 nm. The tip geometry was modelled by cones with opening angles in the range of 18–46°; as tip apex a second order polynomial was appended continuously. The angle of sample illumination was set to 45°, which is well above the critical angle of total reflection (approx. 43°) at an air–glass interface. Corresponding to the experiment, the wave lengths for illumination and fluorescence emission were set to 488 nm and 585 nm, respectively. The dielectric functions \( \varepsilon \) of the corresponding medium at the given wave-lengths are: \( \varepsilon_{\text{air}}(488 \text{ nm}) = \varepsilon_{\text{glass}}(585 \text{ nm}) = 1 \), \( \varepsilon_{\text{glass}}(488 \text{ nm}) = 2.34 \), \( \varepsilon_{\text{glass}}(585 \text{ nm}) = 2.33 \), \( \varepsilon_{\text{Au}}(488 \text{ nm}) = -1.33 + 3.06i \) and \( \varepsilon_{\text{Au}}(585 \text{ nm}) = -7.7 + 1.06i \) [34].

In order to quantify the fluorophore excitation, we computed the relative excitation rate \( \Gamma_{\text{exc}} \) (Equation 2), which we define as the quotient of the excitation rate of the undisturbed system \( \gamma^0_{\text{exc}} \) (surface distance >500 nm) and the excitation rate \( \gamma_{\text{exc}} \) in proximity to the cantilever tip.

$$ \Gamma_{\text{exc}} = \frac{\gamma_{\text{exc}}}{\gamma^0_{\text{exc}}} = \frac{\left| E_{\text{exc}} \right|^2}{\left| E^0_{\text{exc}} \right|^2} $$  

(2)

In terms of electric field strength, this can be expressed as the quotient of the corresponding field intensities at the location of the fluorophore. Accordingly, we define the relative emission rate \( \Gamma_{\text{em}} \) (Equation 3) of a single fluorophore by the product of \( \Gamma_{\text{exc}} \) and relative quantum yield \( Q \).
\[ \Gamma_{\text{em}} = \Gamma_{\text{exc}} \frac{Q}{q_0} \]

where \(q\) and \(q_0\) are the apparent and intrinsic quantum yield, respectively. Generally, the shift of the quantum yield can be described in terms of the radiative and nonradiative decay rates \((\gamma_r, \gamma_{nr})\) as follows:

\[ q = \frac{1 - \gamma_{nr}}{\gamma_{nr} + \gamma_r} \]

The coupling between a dipole emitter and a sharp metallic tip results in an increase of \(\gamma_{nr}\) \([32,35]\). Yet, the degree of luminescence enhancement is inherently limited by the fluorophore’s intrinsic quantum yield \(q_0\), i.e., strong luminescence enhancement can only be observed for low \(q_0\) \((\tau_{nr} \gg \tau_r)\).

In order to quantify \(Q\), namely the impact of dipolar coupling between the gold tip apex and the fluorophore in the absence of any secondary fields, the detectable fluorescence emission \(I\) for arbitrary but constant \(\Gamma_{\text{exc}}\) was calculated. The normalized intensity of the electric field distribution \(\frac{E_{\text{em}}^2}{|E_{\text{em}}|^2} \sin^2 \Theta_{\text{max}} d\phi\) propagating in the lower glass half-space was integrated over a sphere (Equation 4). To rule out the contribution of the nonpropagating near-field, the sphere radius was set to \(R = 1000 \mu \text{m}\). The integration limit of the polar angle \(\Theta_{\text{max}}\) is given by the numerical aperture \(\text{(NA = } n \sin \Theta_{\text{max}}\text{)}\) of the objective lens. Consistent with the experiment we assumed a refractive index \(n = 1.51\), and \(\text{NA = } 1.45\).

\[ I = R^2 \int_0^{\Theta_{\text{max}}} \int_0^{2\pi} \frac{|E_{\text{em}}|^2}{|E_{\text{em}}|^2} \sin^2 \Theta_{\text{max}} d\phi d\Theta \]

The approximation of the experimental data was made analogously, however, the distance dependence of \(\Gamma_{\text{exc}}\) was taken into consideration.
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How to remove the influence of trace water from the absorption spectra of SWNTs dispersed in ionic liquids

Juan Yang*, Daqi Zhang and Yan Li*
In 2003, Fukushima et al. [10] found that by mixing together and mechanically grinding the single-walled carbon nanotubes with imidazolium-based ILs, a thermally stable bucky gel can be formed with SWNTs untangled from the heavily entangled bundles. Since the poor solubility and low dispersibility of SWNTs in conventional solvents have hindered the processing and applications of SWNTs for more than a decade, this phenomenal discovery showed a new direction for the dispersal of SWNTs with high concentrations (~1 wt %), which are about two or three orders of magnitude higher than other suspension methods, including surfactant dispersion [11,12], DNA wrapping [13,14], polymer wrapping [15], and sidewall covalent functionalization [16,17]. As it does not involve any rigorous sonication, centrifugation, or chemical reaction, the structure of the SWNTs is not damaged. Moreover, a previous study [18] has shown that the electronic structure and properties of SWNTs are retained since there is no strong interaction, but only weak van der Waals interaction, between SWNTs and ILs. Therefore, imidazolium-based ILs are ideal media for the investigation of the properties and applications of SWNTs.

As it is well known that ILs are hygroscopic and that the amount of water absorbed in ILs can significantly affect the physical properties, such as polarity, viscosity, conductivity, and solubility [19-21], much research [21,22] have been carried out to study the states of water dissolved in ILs at the molecular level in order to achieve better understanding of ILs. It was found that the up-taken water interacts strongly through hydrogen bonding with the anions of the ILs, and for 1-butyl-3-methylimidazolium ([BMIM]⁺)-based ILs, [BF₄]⁻ provides stronger interactions than [PF₆]⁻ and more water is absorbed in [BMIM][BF₄] than in [BMIM][PF₆] [22].

In the case of IL-dispersed SWNTs, the presence of water not only changes the properties of the IL but also affects the spectroscopic characterization of the dispersed SWNTs. The optical transitions of SWNTs occur when the energy of the incident radiation matches the energy gap between the van Hove singularities of SWNTs. For HiPco samples, in which the diameter of the nanotubes is about 0.7–1.1 nm, the E₁₁ and E₂₂ transitions of the semiconducting nanotubes are in the ranges of 850–1600 nm and 600–800 nm, respectively, while the E₁₁ transitions of the metallic nanotubes are of 400–650 nm [23]. As the E₁₁ transitions of semiconducting nanotubes are of the lowest energy and do not overlap with higher energy transitions, the deconvolution of the absorption bands in this region with respect to their chiralities is of great importance in the quantitative analysis of bulk SWNT samples. However, because water has strong absorption bands in the near-infrared (NIR) region where the E₁₁ of semiconducting SWNTs lies, even a trace amount of water dissolved in an IL may introduce notable peaks in the SWNTs absorption spectra, which will affect the deconvolution and quantitative analysis significantly. Therefore, treatment of the ILs under high vacuum, immediately before taking the spectra, is necessary to reduce the peaks introduced by the trace amount of water. Even so, the water bands are still inevitable because ILs will absorb water from the atmosphere during the period of time it takes to collect the spectra. In order to correct for the influence of water in the absorption spectra of SWNTs dispersed in ILs and furthermore to avoid an inconvenient sample treatment procedure, a simple but effective method is needed.

In this paper, a study of the UV-vis-NIR spectra of [BMIM]⁺-based ILs with different amounts of added water is described, and a quantitative characterization of the spectra with respect to the water concentrations is made. A spectral-subtraction method is used to remove the water bands from the absorption spectra of IL-dispersed SWNTs and the results are compared with the corresponding spectra of water-free samples. The exact amount of water taken up in the untreated sample is calculated consequently.

**Experimental**

The [BMIM][PF₆]⁻ and [BMIM][BF₄]⁻ ILs were purchased from Henan Lihua Pharmaceutical Co. Ltd., China. The as-received ILs were first treated under 10⁻⁵ Pa vacuum for 10 h to remove the absorbed water. Different amount of water (produced by Millipore SimPak 1, resistivity ≥18.2 MΩ cm) was then added to the dry ILs through a microsyringe. The water concentrations were calculated by the volume of added water and the weights of the dry ILs.

The SWNT suspensions in ILs were prepared by mechanically grinding ~0.1 mg HiPco SWNTs and ~8.0 g untreated ILs together in an agate mortar for 20 min. The as-prepared samples (“untreated” samples) were used directly for spectral measurements. As comparison, the mixtures were then treated under 10⁻⁵ Pa vacuum for 10 h and the corresponding spectra of the “dry” samples were collected with dehydrates present in the sample chamber to maximally avoid the absorption of water vapor from the atmosphere.

The UV–vis-NIR absorption spectra were collected in a cell with a 1.0 cm path length with a PerkinElmer Lambda 950 spectrophotometer. A scan rate of 140 nm/min with a step size of 0.5 nm was typically used. The spectra for ILs were recorded in the 300–2000 nm region while those for SWNTs-ILs were measured in the 300–1800 nm region. The program Origin 8.0 was used for data analysis.
Results and Discussion

Figure 1 illustrates the UV–vis-NIR spectra of [BMIM][PF₆]⁻ with a water concentration of 0.266 M, where dry [BMIM][PF₆]⁻ is used as a reference and thus its absorption is subtracted out automatically. The blue spectrum is a 20-times magnification of the red original spectrum in order to enlarge the weak signals. Since HiPco SWNTs only show absorption bands up to 1800 nm, it is the 300–2000 nm spectral region that we are most interested in. The negative bands below 450 nm and in the spectral region of 1600–1750 nm are due to the absorption of [BMIM][PF₆]⁻, which was previously reported [22].

In the water spectra two main features are observed at 1405 and 1896 nm, and can be attributed to the first overtone of the O–H symmetric stretching vibration (2ν₁) and the combination of the O–H symmetric stretching and the angle bending vibrations (ν₁ + ν₂), respectively. The weak band at 1372 nm is assigned as the first overtone of the O–H antisymmetric stretching vibration (2ν₃). Thus the three fundamental vibrations of water in [BMIM][PF₆]⁻ can be calculated as ν₁ = 3559 cm⁻¹, ν₂ = 1715 cm⁻¹, and ν₃ = 3644 cm⁻¹, respectively. These numbers match very nicely with other bands in the spectra at 1460, 1149, and 959 nm, with the assignments as 4ν₂, ν₁ + 3ν₂, and ν₁ + 4ν₂, respectively. The ν₁ + 2ν₂ band is expected to be at 1431 nm but is not observed in the spectra. It may be that it is covered by the much more intense band at 1405 nm.

It is well known that for free water molecules the three fundamental vibrational frequencies are ν₁ = 3652 cm⁻¹, ν₂ = 1595 cm⁻¹, and ν₃ = 3756 cm⁻¹ [24]. In [BMIM][PF₆]⁻, water interacts strongly with the [PF₆]⁻ anion through hydrogen bonding and the structure of water is changed consequently, which leads to the vibrational frequency shifts. In particular, due to the hydrogen bonding between the H atom in water and the F atom in [PF₆]⁻, the O–H bonds are weakened, and thus the two stretching vibrations move to lower wavenumbers, as expected. The angle bending vibration, on the other hand, shifts to higher frequency because of the increased force constant arising from a more rigid H–O–H structure in the presence of hydrogen bonding.

The strength of the interactions between ILs and water depends mainly on the anions, therefore, ILs with different types of anions have different influence on the structural changes of the water molecule. The absorption spectra of water in [BMIM][BF₄]⁻ is shown in Figure 2, in which the blue spectrum is again the 20-times magnification of the red original spectrum. From the 2ν₁, 2ν₃, and ν₁ + ν₂ bands observed at 1416, 1383, and 1906 nm the corresponding fundamental vibrational frequencies of water can be calculated as ν₁ = 3531 cm⁻¹, ν₂ = 1716 cm⁻¹, and ν₃ = 3615 cm⁻¹, respectively. The lower O–H stretching and slightly higher H–O–H bending vibrational frequencies suggest stronger interactions of water with [BMIM][BF₄]⁻ than with [BMIM][PF₆]⁻.

In Figure 3a the absorption bands at 1405 nm with different amounts of water (0.000, 0.075, 0.086, 0.159, 0.171, and 0.266 M) added to the dry [BMIM][PF₆]⁻ are plotted. It is clear that with the increased water concentration the band intensity increases concomitantly. After intensity normalization, all five bands exhibit identical frequency and shape, as shown in Figure 3b, indicating that the molecular state of water does not change in the experimental concentration range. The diagram of...
band intensity versus water concentration is plotted in the inset of Figure 3a and is fitted by a linear relationship. The intercept is fixed to be zero during the iteration and the resulting linear function is given by

\[ A = 0.7966c \]  

(1)

where \( A \) is the absorbance at 1405 nm and \( c \) is the water molar concentration (in M) in [BMIM][PF_6]. An \( R^2 \) of 0.99993 indicates excellent linear relationship between \( A \) and \( c \). Although the peak areas are supposed to be used in the spectral fitting, the peak intensities could be used instead in this case because both the band shape and position remain unchanged.

The absorption spectrum of the untreated [BMIM][PF_6]-dispersed SWNTs is shown as the black curve in Figure 4, with arrows indicating where the water peaks lie. The well-resolved electronic absorption bands of SWNTs demonstrate good dispersion of nanotubes in this IL. The intensity of the water band at 1405 nm is even higher than that of the nanotube absorption bands, so the deconvolution of the two broad bands close to 1400 nm with respect to semiconducting nanotube chiralities will be affected significantly by this intense water band. In order to remove this effect as well as to quantify the amount of water taken up by the untreated sample, a spectral subtraction method was utilized. To obtain the best fit with the spectrum of the water-free sample, given by the red curve in Figure 4, a specific multiplying parameter was used to scale the water spectrum in Figure 1, which was then subtracted from the spectrum of the untreated sample, the result of which is given by the blue curve. It is clearly shown in Figure 4 that not only the intense band at 1405 nm but also other weak bands can be subtracted out from the spectra at the same time with this best-fitting parameter. The excellent agreement of the blue and red curves verifies the feasibility of this spectral-subtraction method. The water concentration in the untreated sample can be calculated from Equation 1 as 0.0304 M and the corresponding amount of water taken up is \( 6.40 \times 10^3 \) ppm.

After removal of the water bands from the absorption spectra of SWNTs dispersed in [BMIM][PF_6], further analysis of the spectra can be carried out to obtain quantitative information about the bulk SWNT samples. As an example, Figure 5 illustrates the deconvolution of the baseline-corrected spectra in the \( E_{11} \) transition region of the semiconducting nanotubes, with the solid black curve as the baseline-corrected spectrum, the dashed red curve as the fitting spectrum, and the solid red curves as the deconvoluted individual peaks corresponding to different chiralities of the semiconducting nanotubes, as indicated in the figure. Compared to surfactant SDS-dispersed
HiPco SWNTs [23], an average of 30 meV red-shift in energy is observed in the semiconducting nanotube E_{11} region and this can be attributed to changes in the surrounding dielectric environment caused by [BMIM]+[PF6]−.

Figure 6: Absorption spectra of [BMIM]+[BF4]−-dispersed SWNTs without treatment (black curve), after subtraction of water spectrum (blue curve), and treated under vacuum for 10 hours (red curve). The spectra are offset arbitrarily in the vertical direction for clarity. The inset shows the partially enlarged spectra. Arrows indicate the positions of water bands.

A similar spectral-subtraction method was carried out with SWNTs dispersed in [BMIM]+[BF4]− and the resulting spectra are plotted in Figure 6. The agreement of the spectrum after subtraction of water with that of the water-free sample is also excellent, indicating the validity of this method for different types of ILs.

Conclusion

In this paper we have demonstrated a simple yet effective method for the spectral subtraction of the influence of trace water taken up by the ILs [BMIM]+[PF6]− and [BMIM]+[BF4]− on the absorption spectra of IL-dispersed SWNTs. The resulting spectra are in very good agreement with the spectra of water-free samples treated under high vacuum for 10 h. By utilizing this spectral-subtraction method, the additional step of sample treatment under vacuum can be avoid. The spectra after subtraction can be used directly for deconvolution and further quantitative analysis. This makes the characterization of SWNTs by analysis of absorption spectra more convenient in the IL-dispersion system.
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Methods for imaging of nanocomposites based on X-ray, electron, tunneling or force microscopy provide information about the shapes of nanoparticles; however, all of these methods fail on chemical recognition. Neither do they allow local identification of mineral type. We demonstrate that infrared near-field microscopy solves these requirements at 20 nm spatial resolution. In its first application to natural nanostructures, the mineral particles in shell and bone, "Nano-FTIR" spectral images result from Fourier-transform infrared (FTIR) spectroscopy combined with scattering scanning near-field optical microscopy (s-SNOM). On polished sections of *Mytilus edulis* shells we observe a reproducible vibrational (phonon) resonance within all biocalcite microcrystals, and distinctly different spectra on bioaragonite. Surprisingly, we discover sparse, previously unknown, 20 nm thin nanoparticles with distinctly different spectra that are characteristic of crystalline phosphate. Multicomponent phosphate bands are observed on human tooth sections. These spectra vary characteristically near tubuli in dentin, proving a chemical or structural variation of the apatite nanocrystals. The infrared band strength correlates with the mineral density determined by electron microscopy. Since nano-FTIR sensitively responds to structural disorder it is well suited for the study of biomineral formation and aging. Generally, nano-FTIR is suitable for the analysis and identification of composite materials in any discipline, from testing during nanofabrication to even the clinical investigation of osteopaties.
Introduction

Fourier-transform infrared spectroscopy (FTIR) [1] is a standard tool in chemical analysis. It can identify virtually any substance through the “fingerprint” of the molecular vibrational absorption spectrum in the 3–30 µm wavelength region. Nano-FTIR spectroscopic near-field microscopy is a fascinating recent advance [2-4]. It enables scattering near-field optical microscopes (s-SNOM) [5,6] to operate at ultrahigh spatial resolution over a broad mid-infrared spectrum emitted from either a coherent supercontinuum source [2,3] or an incoherent thermal source [4]. The s-SNOM uses a metalized AFM tip as a light-concentrating antenna such that the sample is probed with a nanofocused light field (Figure 1). The nanofocus is a light spot of the same size as the tip radius, which thus defines both the optical and the topographic resolutions of s-SNOM. Detection of the backscattered light reveals local optical information. The probed volume extends typically 20 nm laterally, as well as into the sample (sometimes even less than 10 nm) [7]. The high resolution is independent of the wavelength. This enables the utilization of long wavelengths corresponding to the infrared fingerprint vibrations. s-SNOM has been successfully operated with visible, infrared and terahertz illumination, and has been applied to organic [8,9] and inorganic [10] materials, in such diverse fields as nanoelectronics [11], the physics of phase transitions [12], or material identification [13]. The underlying near-field interaction has been theoretically modeled and experimentally verified. The observable contrasts and spectra can be derived from the complex dielectric function of the sample material [6,14], and include both the absolute efficiency and the phase of the scattering [3]. Nano-FTIR has, up to now, been demonstrated with flat test samples only, consisting of metals, semiconductors and polar crystals [3,4].

Hard biological tissues are highly textured composites of submicrometric inorganic particles embedded in organic matrices [15-17]. Major tissues of interest include the phosphatic (bone) family of materials, and the carbonatitic family as found, e.g., in mollusc shells. Within the phylum Brachiopoda, both strategies of hybrid shell architecture have evolved: Calcium carbonate crystals in an organic matrix [18-20], and laminates of calcium phosphate nanoparticle reinforced chitin fibers [21,22]. FTIR spectroscopic microscopy is a well-established method and has been extensively used to study bone biominerals at several micrometers spatial resolution [23-30]. Its strength in the study of bone biopsies, mineralized tendons, dentin or ivory is mainly due to a broad absorption band between 950 and 1150 cm⁻¹ assigned to the ν3 vibration of the PO4³⁻ ion of apatite. It is thus possible to acquire maps of mineral concentration, and to relate mineral to protein (collagen) or carbonate distributions, usually revealing considerable spatial variation. Moreover, the apatite band exhibits a weak spectral substructure, evident from Fourier self-deconvolution [1]. It reveals relative weights of apatite species that are assigned, with the help of chemical and X-ray analyses, to Mg2⁺, F− or CO3²⁻ substitution, or differing particle size, or crystal imperfections [24,31,32]. In this study we demonstrate the power of nano-FTIR to map naturally formed mineralized nanostructures. We show that we obtain fingerprint information on two example systems of biominerals. Experimental comparison is made with electron microscopy (SEM) to verify that nano-FTIR perfectly matches what is already known about the structures, and that the method indeed provides rich chemical and structural contrasts at the 20 nm scale.

Results

Marine shell as an example of a carbonate-forming organism

We demonstrate nano-FTIR near-field microscopy on a Mytilus edulis (M. edulis) shell specimen, which exhibits easily resolvable fibrous biocalcite microcrystals and tablet-shaped bioaragonite nanocrystals. On a polished section, the expected characteristic interface [33] between an outer calcite layer and an inner aragonite layer is readily located with the help of an overview microscope (0.7 µm resolution) built into the commercial s-SNOM used (neaspec.com). On the inner side there is an interlayer, ca. 2 µm wide, with modified bioaragonite crystals [34]. Three adjoining s-SNOM images of 10 × 10 µm² area each were consecutively acquired and stitched together. The topography (Figure 2a) exhibits the arrangement of (i) fiber-

Figure 2: Polished section of *Mytilus edulis* viewed in monochromatic s-SNOM (980 cm\(^{-1}\)). (a) Topography of the interface between two calcium carbonate polymorphs, biocalcite crystals (left) and bioaragonite crystals (right); (b) the backscattered infrared amplitude \((n = 3)\) contrasts the organic matrix at a relatively low level; a few, unexpected particles highlighted by their enhanced amplitude are chemically different; we refer to them as "phosphate" crystals because their spectra (Figure 3 and Figure 4) are characteristic of phosphate.

shaped biocalcite crystals with slightly oblique, flat surfaces at a few distinctly different heights, (ii) deep depressions mainly in the interlayer, and (iii) bioaragonite crystals with flat surfaces at equal height, some (in the interlayer) as narrow as 100 nm.

For chemical mapping we collected 300 nano-FTIR spectra along a 2.5 µm line marked in Figure 3a, across the interface region designated by a full white rectangle in Figure 2b (Figure 3, additional scan shown in Figure 5). The spectra in Figure 3b and Figure 3c (and also the extracted averaged spectral profiles in Figure 4) are dominated by a single, sharp resonance, which differs in frequency position for orthorhombic aragonite \((855 \text{ cm}^{-1})\) and trigonal calcite \((873 \text{ cm}^{-1})\), and thus both calcium carbonate polymorphs can be readily distinguished. The biocalcite spectra show no spectral shift within a given crystal, either upon comparison of neighboring crystals of the same type, or with changes in topographic height as seen with the three leftmost (biocalcite) crystals in Figure 3. Intriguingly, we notice on close inspection of all biocarbonate surfaces, e.g., in Figure 1, a shallow amplitude modulation on a 50–200 nm lateral scale, which we tentatively explain to be due to a mesocrystalline substructure that has been recently observed by SEM [35].

In Figure 3 and Figure 5 the infrared resonance is not as repeatable on the bioaragonite as on the biocalcite crystals, both with regard to spectral position and height. Further away from the interface layer bioaragonite has a more stable spectrum (not shown). This indicates that the interlayer carbonate (i) is truly bioaragonite but (ii) has a reduced, changeable mineral content. The interlayer bioaragonite crystals are clearly smaller and less well ordered (Figure 2).

Surprisingly, we find in Figure 3 a 350 nm long section with a similarly strong and sharp resonance at a much higher frequency of about 1018 cm\(^{-1}\), which we tentatively assign to be phosphate (see Discussion section). In order to specifically map its occurrence we acquired monochromatic s-SNOM images (Figure 2 and Figure 6) at 980 cm\(^{-1}\), which is a CO\(_2\) laser frequency at which the scattering signal is still weakly enhanced by the "phosphate" resonance (see amplitude spectra in Figure 3b, Figure 4 and Figure 5b). "Phosphate" occurs at a few spots only, in the calcite region up to and including the interlayer, but not further out in the aragonite region; in the calcite region its occurrence diminishes with distance from the interface (Figure 6). Additional zoomed images such as Figure 1 (see also Figure 11) unveil individual "phosphate"
regions as sparsely scattered, contiguous particles of 100 to 500 nm size that seem to be no higher than 10 or 20 nm judging from their topography. All "phosphate" particles are distin-
guishable in the topography images. In passing we note that there are numerous other nanoparticles with a topographic height of up to 100 nm (Figure 2 and Figure 6); these exhibit a small infrared amplitude pointing to a nonresonant organic ma-
terial [6]. The "phosphate" particles in Figure 3 and Figure 5 a–c happen to bridge the interface as they exhibit in their left part a reduced calcite resonance (best recognizable in the phase spectra), and in their right part also a reduced aragonite resonance. This superposition of spectra suggests that the "phosphate" particles are thin enough, about 20 nm, for sensing also of the underlying calcite or aragonite (see Discussion section) [36].
Human dentin

The exciting potential of nano-FTIR imaging of phosphate-based biominerals is demonstrated with a human tooth in which the bone-like phosphate nanocrystals are too small to be resolved, but where a hierarchy of structures exists at all scales including the submicrometer range [16,37]. Here, we explore dentine, a mineralized collagen-fibril-based [37] biological composite that supports enamel and is similar to bone, but does not remodel and does not contain cells. Dentin contains extensions of the pulp cells, which reside in ca. 1 µm thick tubules that are often surrounded by 1 to 2 µm thick mineralized sheaths devoid of collagen. Tubules of teeth are known to branch into nano-tubuli [38] and are easily observed on perpendicularly cut sections. Figure 7 shows a $10 \times 10$ µm$^2$ area surrounding a typical tubule (filled with PMMA, see methods) inside the tooth, approximately 1.5 mm away from the enamel/dentin junction. The infrared image in Figure 7b was obtained in a spectrally integrating mode that highlights the phosphate band from approx. 950 to 1150 cm$^{-1}$ (see Experimental section). A general similarity is seen with the SEM backscattered electron (BE) image (Figure 7c), in which the intensity is known to be a measure of the mineral density, averaged over ca. 1 µm depth [39]. The high-density peritubular rims produce the strongest infrared scattering. As a consequence of their higher resistance to polishing, they protrude approximately 50 nm from the surrounding dentin matrix. Outside the peritubular ring, the upper-right quadrant of the BE image exhibits two low-density spots with about 100 nm diameter designating nanotubuli. They appear clearly in the infrared images as spots of about 1 µm in diameter with an amplitude between the low one of PMMA (inside the large tubule) and that of intertubular dentin. Several high-density patches revealed by BEI (e.g., encircled in Figure 7c) are clearly expressed in the infrared image by a slightly enhanced amplitude. Thus spectrally integrated (phosphate band) nano-FTIR images of dentin compare well with the BE image of the same tissue.

The unique spectroscopic information provided by nano-FTIR is substantiated by four spectra centered on the phosphate $\nu_3$ vibrational band (Figure 8), acquired at characteristic locations marked in Figure 7b, and a fifth on the same tooth section taken 2 mm away on the enamel. The enamel and dentin amplitude (and phase) spectra are dominated by the resonance at 1025 cm$^{-1}$. The peak height varies with location similarly as the spectrally integrated infrared amplitude as imaged in Figure 7b. While being assigned to phosphate as in the $M. edulis$ case, we find that the tooth phosphate resonance is significantly broadened. Apparently this is an inhomogeneous broadening akin to what is known from classical FTIR spectra of bone [23-32].

![Figure 7: Tubule in human dentin and its surrounding imaged by (a,b) nano-FTIR where the topography (a) is acquired simultaneously with the infrared amplitude image (b, in spectrally integrating mode), and by (c) SEM (backscattered electron image (BEI)).](image)

![Figure 8: Local infrared spectra registered by nano-FTIR at positions 1–4 in Figure 7b (colors), and further away on enamel of the same tooth section (black).](image)
Figure 9: Dentin characteristics along line scans marked x (left part) and y (right part) in Figure 7: SEM intensity (black), topography (grey, in nm scaled by 1/240), nano-FTIR spectra (upper two panels), and three therefrom extracted quantities: amplitude at 1020 cm\(^{-1}\) (red, scaled \(\times 2500\)), ratio \(r\) of amplitudes at 1053 and 1022 cm\(^{-1}\) (green), and phase at 1080 cm\(^{-1}\) (blue, in rad scaled by 1/2).

Figure 10: Tubule in human dentin near the enamel, imaged by nano-FTIR in which the infrared amplitude image (a, right, in spectrally integrating mode) is acquired simultaneously with the topography (a, left); (b) dentin characteristics along line scan marked z in (a), topography (grey, in nm scaled by 1/240), infrared amplitude spectrum (upper panel), and extracted quantities as in Figure 9.

Interestingly, the processed spectra show that the band shapes are significantly different for each of the five locations (see Discussion section, Figure 12a). The PMMA amplitude spectrum shows a relatively weak resonance around 1160 cm\(^{-1}\).

The nano-FTIR spectra (Figure 9) recorded along 110 pixels of 10 µm long trajectories (marked in Figure 7) demonstrate the excellent reproducibility of the method. Local spectral variations clearly mark the dentin microstructure. Though weak, the spectrum of PMMA allow us to define the approximate tubule opening, designated by two dashed lines in Figure 9 and Figure 10. The lower panels of these figures show three interesting quantities extracted from the nano-FTIR spectral scans (colored curves, see Discussion section), together with the simultaneously recorded profiles of SEM intensity (black curve) and of topography (grey curve). A second tubule adjacent to the enamel junction displays a considerably narrower lumen and little topographic height, but clear infrared signatures (Figure 10).

Discussion

FTIR is well established as a method for studying biominerals in a variety of settings, and nano-FTIR extends this functionality to include spectroscopic mapping at the nanometer length scale. Our observations of phosphates and carbonates in the well-studied examples of *M. edulis* and human dentin reveal exquisite detail, which matches what is observed by electron microscopy and nanoindentation. The achievement of chemical and structural mapping of biominerals opens new horizons for
our understanding of mineral arrangements and variability in biological systems. Intricate carbonate-based natural skeletons, that may include transient and stabilized amorphous phases, can now be mapped within and across interfaces by a noncontact and nondestructive imaging technique. With respect to apatite studies, our method is directly applicable to the investigation of healthy and diseased forms of vertebrate bones and teeth. Mineral precipitation, aggregation and aging can now be analyzed and quantified in submicrometer detail, to better understand the biological processes of bone formation, abnormal development, and healing in response to drug treatment.

Several technical advantages of surface scanning make the nano-FTIR approach extremely robust and useful for the study of biological materials. The samples need not be thin, only reasonably flat, thus avoiding thin-section preparations, which are prone to damage. Unavoidable topographic obstacles resulting from the cutting and polishing procedures are of little consequence: Height variations of 100 nm do not change the off-resonant infrared amplitude (Figure 2) nor the resonant response in amplitude and phase, as demonstrated for example by the repeatability of the carbonate resonance spectra within the sample region containing biocalcite (Figure 3). At steep topographic edges though, the s-SNOM amplitude is known to be reduced over a width equal to the spatial resolution, resulting in "edge darkening" [6]. This effect probably contributes to the dark regions seen between calcite crystals in Figure 2b and remains to be further investigated. The impressive spatial resolution of nano-FTIR can be judged from the edges of the biocalcite crystals (Figure 3a) that demonstrate a mechanical (AFM) resolution certainly below 30 nm. Abrupt edges of the nano-FTIR line section showing the phosphate resonance (Figure 3b,c and Figure 5b,c) prove that the infrared resolution is better than 20 nm.

The "phosphate" particles in *M. edulis* are clearly recognized from their spectral signature (Figures 3–5), but would have been barely detected based on their topographic appearance alone (interestingly, their surfaces (see also Figure 1 and Figure 11) appear smoother than the neighboring biocarbonate crystals). Note that the nano-FTIR spectra of the "phosphate" particles additionally show one of the carbonate resonances (Figures 3–5), obviously originating from the crystals underneath [36,40]. To understand this effect, we recall that the basic near-field interaction probes the sample to a depth on the order of the tip radius (or somewhat deeper when one chooses the tapping amplitude or the average tip-to-sample distance to be larger than the tip radius) [6]. Thus buried objects may affect the backscattering provided that the covering layer is not thicker than a few times the tip radius [36]. Based on this effect, even a

The origin of the "phosphate" particles remains unclear in this proof-of-principle study. Their erratic distribution may suggest some unknown preparation artifact. The material could be a modification of materials in the organic matrix; however, this is not highlighted in the infrared images. Nevertheless, it is clear that the particles could not simply be dried polishing material (Struers OP-A) since this shows a weak FTIR absorption at 1073 cm\(^{-1}\) (Figure 5d) but no discernible nano-FTIR resonance in the frequency range of interest. A strong argument for the assignment of the particles as crystalline phosphate is the observed high spectral phase effect of about 80°, exceeding that of bioaragonite (50°) and biocalcite (70°). Typically the spectral phase effect is on the order of 30° for strong polymer vibrations [8,9] but on the order of 400° for strong crystal phonons [3,6]. For molluscs the employment of phosphate in shell architecture has not been reported, but the radula (tooth structure) of the chitons is known to contain calcium phosphate [42,43]. In bones, phosphorylated proteins have been suggested as impor-
tant components of the organic matrix [44,45]. Notwithstanding their unclear origin, our finding of “phosphate” particles demonstrates that nano-FTIR can easily locate and chemically recognize nanometer-sized material even at high rarefication. We finally note that the observed particles are crystalline for two more reasons: (i) Their near-field scattering amplitude is about $10^{-3}$ as with calcite (Figure 3b and Figure 4), and not much smaller than $3 \times 10^{-3}$ as known for two strongly polar crystals, SiC and SiO$_2$ [3]; and (ii) their near-field resonance line shape is asymmetric, with the steep high-frequency edge (Figure 4) typical of strong oscillators [6,46]. Disorder in a crystal would strongly reduce the amplitude, as has been shown systematically [47]. Amorphous materials have a reduced, broadened resonance [3], while typical organic materials are known to have an even weaker response [8], as is also seen in this study with the PMMA resonance peaking at $1.5 \times 10^{-4}$ near 1150 cm$^{-1}$ (grey curve in Figure 8).

The broad phosphate bands measured in dentin by nano-FTIR contain information on the biomineral composition and density. Firstly, from their peak and baseline amplitudes (Figure 8) we tentatively determine the local volume fraction $f$ of mineral particles (assuming $f = 1$ for enamel) to amount to $f = 0.54$, 0.30, and 0.26, respectively, for the spectra 1, 2, and 3 (see Experimental section). Then, following normalization, we obtain the line shapes of the mineral fraction at each of the three locations, plotted in Figure 12a (in the same colors as in Figure 8). Clearly there are significant, position-dependent differences in the 1020 to 1120 cm$^{-1}$ frequency range. These differences show that (i) tooth materials consist, even on a 20 nm length scale, of several mineral types differing in their vibrational resonances, and (ii) the mineral composition varies with location. Specific spectral components may be identified at 1020, 1055, and 1100 cm$^{-1}$. The component at 1055 cm$^{-1}$ is present in enamel and peritubular dentin but not in intertubular dentin, and may relate to the lack of collagen protein, whereas the component at 1100 cm$^{-1}$ is present in all dentin but not in enamel. For discussing possible assignments we have calculated and plotted the distribution of three characteristic quantities, which we extract from the nano-FTIR spectral scans, namely the peak s-SNOM amplitude (red), the ratio $r$ of amplitudes at 1053 cm$^{-1}$ and 1022 cm$^{-1}$ (green; not meaningful in the tubule lumen), and the phase at 1080 cm$^{-1}$ (blue), in a direct comparison with the BEI profiles (Figure 9 and Figure 10).

In the BE image with 0.12 nm resolution (Figure 7c), the brightness provides a local measure of the electron density [48] and consequently of the mineral content [39]. While the white hypermineralized rim of the tubule exhibits an identical shape to that seen in the infrared (Figure 7b), the fine linear fibrils in the BEI are not seen in the infrared images presumably because they are too deep below the surface. We note in passing that s-SNOM is nondestructive, unlike SEM in which the interaction of electrons with bony materials is known to induce damage. The extracted BE profiles (Figure 9) mark the edges of the tubule lumen, as do the extracted infrared profiles. Outside the peritubular rim, the amplitude (red) and phase (blue) correlate qualitatively with the BE-defined mineral content (black). An exception in the 7.1–7.5 µm section of Figure 9 (right) is attributed to the different probing depths of the s-SNOM and BE imaging methods. Amplitude and phase thus appear to be equally capable of measuring small density changes. As for the spectral differences within the phosphate band, the ratio $r$ is about 0.8 and 0.7 for the peritubular and intertubular regions of the large tubule $(x,y)$, respectively, but interestingly only 0.7 and 0.6, respectively, for the small tubule $(z$, Figure 10). For enamel $r = 0.80$ (Figure 12a).

An assignment of the observed nano-FTIR spectral components of tooth at around 1020, 1055, and 1100 cm$^{-1}$ is, unfortunately, not straightforward, because most apatite species of interest have not yet been measured by s-SNOM as pure substances. For bulk crystals, it is well known from theory and experiments that
the near-field resonance in the case of a strong oscillator is up-shifted from the transverse phonon frequency that marks the infrared absorption [6]. The up-shift nearly to the longitudinal phonon frequency amounts to 62 cm$^{-1}$ for SiO$_2$ [3], and even to 120 cm$^{-1}$ for the exceptionally strong phonon of SiC [46]. For fluorapatite, infrared-active modes are known to be at 1030 cm$^{-1}$ (strong), 1042.5 cm$^{-1}$ (weak), and 1091 cm$^{-1}$ (medium) [49], while nano-FTIR registers a strong resonance at 1063 cm$^{-1}$ (as also in hydroxyapatite) and a weak one at 1090 cm$^{-1}$, as shown in Figure 12b (for comparison we also show reflectivity spectra that nearly match for bothapatites). The strong near-field resonance obviously comes from the strong infrared-active mode at 1030 cm$^{-1}$, and thus is up-shifted by 33 cm$^{-1}$. Naively one would expect that the near-field components observed at 1020, 1055, and 1100 cm$^{-1}$ in tooth materials connect to correspondingly lower-frequency, strong infrared absorption components. But this seems not to be the case, because the experimental FTIR absorption of dentin exhibits peaks at 1039, 1069, 1108 [30], or 1040, 1060, 1092 cm$^{-1}$ [28]. A down-shift of the 1040 line to 1014 cm$^{-1}$ was reported for caries-affected dentin [26]. Theoretically it has not been explored for the case of small particles as to whether, and in which direction, the near-field resonance should shift from a given far-field absorption peak. Our experiments show that the near-field resonance in enamel and dentin exhibits a peak near 1020 cm$^{-1}$, which is 43 cm$^{-1}$ below the near-field resonance of apatite (Figure 12).

Generally, the interpretation of infrared absorption observed in bone should be extended to include the influence of the particles’ shape through depolarization effects [50,51]. Recently, density functional theory has been applied specifically to the apatite $\nu_3$ vibrational infrared absorption, predicting strong spectral distortion and splitting (up to ±50 cm$^{-1}$) due to these macroscopic electrostatic effects (not to be confused with microscopic distortion of lattice cells), depending on whether the particles are spherical, needle-like or plate-like [52]. Powder measurements with classical FTIR displayed absorption peaks at 1038, 1067, 1097 cm$^{-1}$ for fluorapatite, and at 1034, 1053, 1105 cm$^{-1}$ for hydroxyapatite, where indeed the last two peaks were found to be strongly split by the nonspherical shape of the particles [52]. Similar values were reported in other studies [24,53,54]. As the mineral in dentin and bone consists of isolated, locally ordered apatite platelets, strong depolarization effects probably distort the infrared spectra in the $\nu_3$ phosphate resonance region. Clearly a systematic study is warranted in which near-field and far-field infrared apatite bands are acquired for various shapes of chemically and structurally well-defined nanocrystals. Such a study should also cover the weaker $\nu_1$ phosphate band, which is less affected by electrostatic effects, as are all Raman lines [52].

Figure 12b directly illustrates the spectral discrimination provided by nano-FTIR [46], which has great potential for mineral research. The measured near-field response is seen to drop within 7 cm$^{-1}$ (between 90% and 10% of the peak amplitude); the response is even sharper because our present instrumental resolution is about 6 cm$^{-1}$ [3]. Additionally, Figure 12b shows that the resonance becomes narrowed simply by choosing a higher order $n$ of signal demodulation (see Experimental section) [6]. This would result in a virtual "tip sharpening" and improve the spatial resolution of the s-SNOM [6,55,56]. As for the spectral resolution, a discrimination of components differing by just a few cm$^{-1}$ is certainly achievable.

**Experimental s-SNOM near-field microscope**

We employed a commercial scattering near-field microscope based on AFM (NeaSNOM, neaspec.com) equipped with a standard metalized tip (NPCi arrow, nanoandmore.com). It is operated in AFM tapping mode to modulate the near-field interaction between the tip and sample, and records the backscattered infrared signal simultaneously with the topography. Typical tapping amplitudes are 50–60 nm. Lock-in detection at the $n = 2$ harmonic (default) of the tapping frequency (approx. 300 kHz) provides background-free near-field imaging. Monitoring of the infrared signal versus tip–sample separation (approach curves) was used to ensure the optimal working settings of the tapping amplitude, the demodulation order $n$, and the focusing. In the monochromatic infrared near-field imaging mode of the s-SNOM a line-tunable CO$_2$ laser attenuated to 10 mW is used for illumination. The acquisition time was 5 ms per pixel, requiring several minutes for a 128 × 128 sized image.

**Nano-FTIR mode of s-SNOM**

The nano-FTIR spectroscopic mode of s-SNOM uses illumination by a coherent broadband mid-infrared beam (here 25 µW) from a difference-frequency source [3] driven by a femtosecond (<100 fs) Er fiber laser (FFS.SYS-2B and FFS-CONT, toptica.com). Detection and spectral analysis of the backscattered light is by an asymmetric Michelson interferometer that generates, by online Fourier transformation, infrared amplitude and phase spectra simultaneously; a switchable reference path ensures an absolute quantification of backscattering [3].Note that while common FTIR spectrometers are not equipped to determine the complete, complex material response, the nano-FTIR phase spectra valuably complement the amplitude spectra [6]. For example, the phase change on resonance can be taken as a measure of the resonance strength. Nano-FTIR spectra can be monitored in real time at 3 Hz rate allowing the optimal focus adjustment on the tip. The usual acquisition time was 10 s
per pixel for obtaining highly resolved spectra as in Figure 3, Figure 5 and Figure 8. The spectroscopic line scans in Figure 9 and Figure 10b were obtained with a reduced spectral resolution of about 8 cm\(^{-1}\), and the shown result is an average over five consecutive scans.

Figure 12b illustrates that the use of the \(n = 3\) instead of the \(n = 2\) demodulation order reduces the apatite resonance halfwidth by 40%. However, this is paid for by a five-fold reduction of the amplitude, as noted with other crystals previously [3]. Higher power than the presently available 25 µW would certainly allow for routine use of \(n = 3\) and higher. Up to 10 mW is desirable (at which point tip heating starts to reduce the AFM stability) and would thus increase the present signal levels by 400×, or alternatively, reduce the acquisition time by 160,000× for a constant S/N ratio. Note that this positive perspective is in sharp contrast to tip-enhanced Raman scattering (TERS) for which up to 10 mW is readily available, but intrinsically weak cross sections leave little room for future signal improvement [57].

A spectrally integrated mode of nano-FTIR is also introduced in this study. It employs a fixed interferometer setting at a (free-induction-decay) [2] fringe maximum (ca. 150–300 fs delay). The detector amplitude signal then represents the background-suppressed near-field signal response averaged over a wide spectral band around the peak of the backscattered spectrum. Again the routine scanning is at a rate of 5 ms per pixel, requiring several minutes for a 128 × 128 pixel image.

Sample preparation

The shell valve of *M. edulis* was sectioned longitudinally into 200 µm thick wafers. These were polished on both sides and etched for 45 s with a suspension of alumina nanoparticles (Struers OP-A), then cleaned and dried. Tooth samples were embedded in PMMA following dehydration by a graded ethanol and PMMA exchange solution; samples were cut perpendicularly to the tubules, serially ground and polished by using diamond slurry down to 1 µm [58].

Line-shape determination of mineral component in a composite

A theory of near-field interaction for the dentin and bone cases of mixed particles that are smaller than the tip radius is not yet available. A straightforward solution would be to calculate an effective dielectric function, by using composite-medium theory [59], as a weighted average of the dielectric functions of the individual components (and taking proper account of depolarization), and then to apply the point-dipole or, better, the finite-dipole model of near-field interaction [3]. While composite-medium theory traditionally assumes spherical particles, an extension to ellipsoids is available [60]. Since individual dielectric functions are not known, however, we attempt here, for the first time in near-field microscopy, a simplified two-component analysis to extract the spectral contribution due to minerals. First, we determine the volume fraction \(f\) of mineral nanoparticles by extracting \(f\) from the spectra in Figure 8 in the following way. We assume the total scattering amplitude \(s\) to be a weighted sum of a mineral and an organic part, \(s^M\) and \(s^O\), respectively, \(s = f s^M + (1 - f) s^O\). We assume \(f = 1\) for enamel, which consists nearly entirely of hydroxyapatite nanocrystals. For simplicity we assume a flat spectrum \(s^O\). By setting \(s^O = 0.00006\) we then determine \(f = 0.54, 0.30\), and 0.26 for the spectra 1, 2, and 3, respectively. With these values we compute the mineral component normalized amplitude spectra, \(s^M = (1 - (1 - f) s^O(s)/s)\) shown in Figure 12a. Other settings of \(s^O\) would give less agreement of the spectra outside the phosphate band.

Conclusion

We have quite generally demonstrated the achievement of chemical identification—a central need for nanoscience—by an infrared nanoscope, at 20 nm resolution. We show both the highlighting of a selected compound in a scanned image, as well the measurement of local FTIR spectra. Our method is nondestructive and needs no vacuum or special sample preparation. Nano-FTIR is widely valuable for studying promising nanostructures, be it in nanotechnology, the pharmaceutical industry, or solid-state physics. For this study we have chosen biominerals over other obvious candidates because biomineralization is unexplored in its nanometer-scale detail but is yet of great medical importance.

Author contributions

F. K. conceived this study, P. Z., W. W. S. and E. G. identified and characterized the biomineral samples. F. K. and S. A. designed the SNOM experiments and analyzed the results. S. A., P. Z. and Y. K. performed the experiments. F. K. wrote the draft, and all authors contributed to the manuscript.

Acknowledgements

The authors are indebted to P. Fratzl for his long-term interest and support of this study. They acknowledge discussions with P. Hansma, U. Schade and A. Rössler. Supported by Deutsche Forschungsgemeinschaft through the Cluster of Excellence Munich Centre for Advanced Photonics.

References


Combining nanoscale manipulation with macroscale relocation of single quantum dots

Francesca Paola Quacquarelli¹, Richard A. J. Woolley², Martin Humphry³, Jasbiner Chauhan², Philip J. Moriarty² and Ashley Cadby*¹

Abstract
We have controllably positioned, with nanometre precision, single CdSe quantum dots referenced to a registration template such that the location of a given nanoparticle on a macroscopic (∼1 cm²) sample surface can be repeatedly revisited. The atomically flat sapphire substrate we use is particularly suited to optical measurements of the isolated quantum dots, enabling combined manipulation–spectroscopy experiments on a single particle. Automated nanoparticle manipulation and imaging routines have been developed so as to facilitate the rapid assembly of specific nanoparticle arrangements.

Introduction
Techniques such as scanning probe microscopy and transmission electron microscopy have been used extensively to provide crucial high-resolution structural and morphological information on nanoscale systems. Measurement of the optical properties of a nanostructured material or nanoscale device with a resolution comparable to the length scale of the system of interest, however, continues to present a challenge. A number of techniques have been developed to push the resolution of optical microscopy and spectroscopy to the single-molecule/particle limit. These include scanning near-field optical microscopy (SNOM) [1-3] and techniques based on adaptations of single-molecule spectroscopy [4], such as fluorescence imaging with one-nanometer accuracy (FIONA) [5], stochastic optical reconstruction microscopy (STORM) [6]. These techniques require the fluorophore under observation to be isolated by distances larger than the diffraction limit of the microscope.
The study of single fluorophores separated by distances larger than the diffraction limit has proven to be a valuable tool in understanding the optical properties of a broad range of nanostructured systems, including conjugated polymers [7], biomolecules [8,9], and quantum dots [10]. Nonetheless, these techniques fundamentally rely on a statistical distribution of molecules and are therefore not optimal for the study of specific isolated nanostructures at well-defined locations on a surface. Recent attempts at the positioning of quantum dots (QDs) based on electro-osmotic flow control (EOFC) [11,12] have resulted in a positioning precision of 130 nm when particle diffusion is suppressed. In a challenging recent experiment, atomic force microscopy (AFM) was used to manipulate a single gold nanoparticle (≈35 nm) to approach a single quantum dot [13]. The gold nanoparticle was shown to dramatically quench the optical lifetime of the QD and to completely suppress its blinking.

**Experimental**

In this work, we position a single fluorophore, a CdSe QD, with nanometre precision on a macroscopic registration template, using automated atomic force microscopy (AFM) techniques. Our approach differs from previous work [13] in that we have manipulated, and subsequently re-located and spectroscopically identified, single nanoparticles of less than 5 nm diameter on an atomically flat substrate. Sapphire was selected as a suitable substrate as it is transparent across most of the visible spectrum [14] and comprises wide, atomically flat terraces (200 nm across) separated by steps only 0.22 nm in height. Moreover, as sapphire is an excellent electrical insulator it shows minimal quenching of optically excited states [13,15]. A simple optical lithography patterning procedure allows us to (re-)locate a given, previously positioned, QD in any optical system. To manipulate and characterise a single quantum dot we required the ability to repeatedly address an area of only a few square nanometres on a 10 × 10 mm² substrate. In order to realise this relocation capability, the sapphire substrate was patterned by a grid of gold pillars as shown in Figure 1a.

The center-to-center distance of the pillars is 5 μm and the pillar height 75 nm. Four pillars form a single cell, which can be repeatedly addressed in both an optical microscope and by AFM by simply assigning each cell an X, Y coordinate. An AFM height image for cells A1–B1, using our reference notation detailed below, is shown in Figure 1c. This enabled the re-location of single nanoparticles so that they could be analysed using a number of different techniques including optical microscopy, single-molecule microscopy, and atomic force microscopy. Importantly, the samples discussed here were transferred between two laboratories separated by ≈50 km, but it was possible to study the same nanoparticle in both labs. The quantum dots used in this work were CdSe/ZnS core/shell hydrophobic nanocrystals (PlasmaChem [16]), coated with hydrophobic organic molecules (TOPO and HDA [16]) and with a maximum emission wavelength of 610 nm. To prepare a sample suitable for manipulation experiments, the nanocrystals were dispersed in HPLC-grade toluene and the concentration varied until a QD number density of ≈10 QD per square micron on the patterned sapphire substrate was achieved. For AFM imaging and manipulation we used an Asylum MFP-3D atomic force microscope in tapping mode (imaging) or contact mode (manipulation) with AC240TS Olympus AFM cantilevers. Several cells were imaged over a large scan, typically 20–40 μm in size. From these initial scans a cell that had a small number of suitable quantum dots (and showed little adsorbed contamination) was selected for the manipulation region.

For a specific manipulation experiment, an individual QD having a line profile (height/lateral extent) appropriate for a single CdSe nanoparticle (as ascertained statistically from measurements of a large number of QDs) was selected, ensuring that it was at least one micron from the pillars and preferably close to the centre of the cell, as shown in Figure 2. The remaining unwanted QDs were moved away from the selected QD by using the AFM as follows: A suitable bitmap image was used as a mask to define the area of the substrate that was to be subjected to the clearing process, as shown in Figure 2b [17]. (A circular or square bitmap with an aperture centred on the selected QD was typically used). The AFM then performed a contact mode sweep in the area covered by the bitmap. The bitmap defined the areas in which the contact mode setpoint was high, i.e., an increased tip–sample interaction force is present. Figure 2b shows the regions of high contact force and the direction of travel of the AFM probe. Areas for which the bitmap was transparent corresponded to regions in which a low
Figure 2: Isolation and manipulation of a single QD. (a) A typical cell after QDs have been spin cast on to the surface. The QD selected for study is highlighted with a yellow circle; (b) The yellow lines show the path that the AFM tip takes in contact mode, clearing a circle around the selected QD; (c) An area around the QD is cleared leaving only two QDs in the centre of the cell. The final QD is removed by nudging the QD with the AFM tip in contact mode with a high tip-sample interaction force. The approximately parallel lines seen in each of the images are atomic step edges on the sapphire substrate.

Results and Discussion

Optical measurements of the isolated QD were taken on a custom single-molecule spectrometer as described in the work of Khalil et al. [18]. A white-light image of the sample was used to identify the cell of interest, Figure 3a. (Without the gold registration markers it would of course be practically impossible to identify the manipulated QDs on any microscope other than the AFM used to perform the manipulation). Figure 3a shows the superposition of a white-light image and a laser-spot image taken at the same time, in which the laser spot can be seen in cell A2. The image shown in Figure 3a is of the same grid cell as that in Figure 1a. An AFM image of cell B1 is shown in Figure 3b in which all of the QDs except one have been removed from the cell, leaving a single dot in the centre. To investigate the optical properties of single QDs after manipulation, the sample was excited with the 442 nm line of a He:Cd laser, this produced a 1 μm laser spot on the surface, as shown in Figure 3a. The sample was translated until the laser spot overlapped with the known position of the manipulated QD. The slit width of the monochromator was reduced to allow only light from the laser spot to enter, and the QD photoluminescence was collected. The sample was then translated by 1 μm to a section of the sample that had been cleaned of QDs, and a second spectrum was taken from that area. The two corresponding spectra are shown in Figure 3c. Both spectra contain several sharp features between 650 nm and 750 nm arising from photoluminescence (PL) caused by the sapphire substrate and are likely due to chromium ions [19]. The PL spectrum taken on the manipulated QD is centred at 608 nm, and luminescence at this wavelength is completely absent elsewhere in the cell. The full-
width at half-maximum (FWHM) of the QD spectra is 108 meV, which corresponds well to the previously studied emission from single colloidal quantum dots, for which PL blinking was recorded to optically identify the emission as being that from a single QD [20,21]. Due to limitations in the collection optics it was not possible to see blinking in our sample.

The PL contamination, caused by chromium defects in the sapphire, limits the use of this substrate to QDs with peak emission wavelengths below 650 nm or above 750 nm. We have also manipulated and imaged other QDs with peak emission wavelengths at 440 nm, 550 nm and 780 nm on sapphire. It was seen that the manipulation of the QD does not affect the QD emission: QDs that have been moved over several microns in the clearing process still emit at the expected central wavelength and are highly luminescent.

The manipulation of each quantum dot requires several hours of intensive AFM work by a highly skilled operator, and thus this is hardly a cost-effective, scalable process. To address this issue, we have taken steps to automate the process of identifying the registration template and experimental cells; identifying the nano-particles suitable for manipulation; and, finally, identifying the correct parameters to perform the manipulation itself. Figure 4a shows how the automation software locates the coordinates of the experimental cells, then zooms in and identifies the cell contents (Figure 4c and Figure 4d).

We employ a simple object-classification algorithm, which identifies particles on the substrate surface based on their topographic dimensions. As QDs have very specific heights and ratios of surface-area to volume, it is possible to set strict parameters on what can be considered a suitable single QD and what can be classed as a clump of QDs or contamination. This process can be performed iteratively, which allows for a re-evaluation of the sample after each manipulation and means that the system can identify manipulations that have resulted in a break up of a cluster or a manipulation that has not successfully manipulated a single QD. Our manipulation routines are also quite uncomplicated, using the AFM in contact mode rather than lift mode, allowing us to maintain feedback as the nanoparticles are pushed. Importantly, we can ascertain the minimum amount of surface–tip contact force required for the manipulation to take place; reducing tip wear and image degradation. Tip state also plays an important role in the manipulation process, and the automatic characterisation and optimization of the AFM tip apex would be beneficial, as has been shown for STM imaging [22].

By using this method it is possible to greatly increase the number of manipulations that can be completed, and it allows for the possibility of performing manipulations to create an individual and distinctive structure in each cell without the need for an operator. As the colour of a QD is size-dependent, the manipulation algorithm could be used with dual-colour samples in order to build up structures in which energy transfer is utilized.

Conclusion
We have shown that it is possible to isolate and manipulate individual CdSe quantum dots on a sapphire surface and subsequently relocate the same QD within a macroscopic (centimetres squared) area to measure its optical properties. We have also taken initial steps pto scale the process by computer automation with possible applications in the fabrication of nanoscale devices.

References
17. Excess HDA ligands are present in the commercial nanocrystal samples we used. This possibly accounts for the observation of the darker region in Figure 2b and Figure 2c, due to the removal of HDA from the sample surface while performing the manipulation scan.
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Controlling the optical and structural properties of ZnS–AgInS$_2$ nanocrystals by using a photo-induced process

Takashi Yatsui*, Fumihiro Morigaki and Tadashi Kawazoe

Abstract

ZnS–AgInS$_2$ (ZAIS) solid-solution nanocrystals are promising materials for nanophotonic devices in the visible region because of their low toxicity and good emission properties. We developed a technique of photo-induced synthesis to control the size and composition of the ZAIS nanocrystals. This method successfully decreased the defect levels, as well as the size and size variation of ZAIS nanocrystals by controlling the excitation wavelength during synthesis. Detailed analysis of transmission electron microscope images confirmed that the photo-induced synthesis yielded a high crystallinity of the ZAIS nanocrystals with small variations in size and content.

Introduction

Continued innovation in optical technology is essential for the advancement of information-processing systems. In particular, it is important to reduce both the size and energy consumption of photonic devices to ensure successful integration [1]. To reduce the size of photonic devices beyond the diffraction limit, the photons should be coupled with material excitation such as electrons in metallic materials [2]. To avoid absorption loss in metallic materials, we have proposed nanophotonic devices using semiconductor quantum structures, including quantum cubes [3], quantum dots (QDs) [4], quantum wells [5], and quantum rings [6]. Kawazoe et al., have demonstrated the room-temperature operation of AND-gate and NOT-gate devices using InAs QD pairs [7]. In a nanophotonic device, near-field energy-transfer via a dipole-forbidden energy state, which is unattainable in conventional photonic devices, is used [8]. The near-field energy-transfer originates from an exchange of virtual photons between the resonant energy states [9], where the virtual photons on a nanoparticle activate the dipole-forbidden energy state.

The successful fabrication of a nanophotonic device requires the control of its size to ensure that the quantized energy levels are
resonant to facilitate an efficient optical near-field interaction. The solution process could be a promising process for this purpose because it can easily regulate the size and shape by controlling the growth kinetics [10]. It affords precise control over the size of CdSe QDs with a very low size variation that is as small as a fifth of the atomic interface [11], and it has been used to manufacture commercially available display devices [12]. On the other hand, the reduction of toxic components such as Cd and Se is required. Therefore, ZnS–AgInS	extsubscript{2} solid-solution (ZAIS) nanocrystals [13] are promising materials for nanophotonic devices in the visible region because of their low toxicity. In addition, since ZAIS nanocrystals have long decay times for emissions [14], it can be applied to optical buffer memory [15]. To realize a room-temperature operation of nanophotonic devices, the spectrum width of photoluminescence (PL) needs to be narrowed. Emission-wavelength controlled nanocrystals with a narrow spectral range are also of great interest for display devices. This is because nanometer-scale control in wavelength is required for the color display to tune the color rendering index. To meet this requirement, size control at the scale of single atoms is required [12]. We performed laser-assisted synthesis of ZAIS nanocrystals to meet those requirements.

Results and Discussion

Photo-induced synthesis

Defects or impurities must be removed to reduce the spectral width and to obtain a higher crystal quality [14,16]. Since the energy level corresponding to a defect or an impurity in ZAIS nanocrystals is lower than the band gap energy ($E_g$), the excited carriers are trapped at the inter-band defect levels. Consequently, the quantum efficiency of the ZAIS nanocrystals decreases if a larger number of defect levels is present. However, when illuminated by a photon with an energy of $h\nu_1$, which is larger than the defect levels and smaller than $E_g$, defect levels are removed preferentially. This occurs because photo-induced etching takes place in the areas with defects as a result of local oxidation–reduction reactions after the excited electron–hole pairs have relaxed to those defect areas in ZAIS nanocrystals (Figure 1a). During the photo-synthesis of ZAIS nanocrystals with the illumination photon energies exceeding $E_g$, excitons induce an oxidation–reduction reaction in the nanocrystals. Consequently, the etching of the deposited ZAIS atoms on the nanocrystals surface proceeds. The growth rate is controlled by the absorbed light intensity and wavelength, which control the nanocrystal size. Similar photo-synthesis for controlling the size of nanocrystals have been reported for CdSe [14], ZnO [16,17], and Si [18] (Figure 1b).

We measured the excitation spectra of the synthesized ZAIS nanocrystals to find the optimum wavelength for controlling the emission-wavelength controlled nanocrystals (Figure 1c). The main peak should have originated from the emission from those requirements. Based on the synthesis method described in [13], solid-solution nanocrystals of ZAIS were synthesized by thermal decomposition of a metal-ion–diethyldithiocarbamate complex of (AgIn)$_x$Zn$_{2x-1-4}$(S$_2$CN(C$_2$H$_5$)$_2$)$_4$. Here, we set $x$ to 0.5 for all experiments. By using 50 mg of the precursor powder, ZAIS nanocrystals were synthesized as follows: Step (1): The precursor was annealed at 180 °C for 30 min in a N$_2$ atmosphere, yielding a brown powder. Step (2): Oleylamine was added to the brown powder obtained in step (1), followed by further annealing at 180 °C for a time $t$ (defined as the growth time for this process) in a N$_2$ atmosphere to grow ZAIS nanocrystals. During the crystal growth in this annealing process, irradiation with light was introduced to control the size and crystallinity. Step (3): Large particles were removed from the resulting suspension by centrifugation. By adding methanol, the ZAIS nanocrystals were separated from the supernatant.

Figure 2a and Figure 2b show the excitation spectra of fabricated ZAIS without laser irradiation during step (2), in which ZAIS nanocrystals were synthesized in $t = 60$ min. Figure 2c shows a typical emission spectrum obtained after excitation at 440 nm. This spectrum had a broad spectral width, with several emission peaks at 620 (peak I), 650 (peak II), and 720 nm (peak III) in addition to the main emission peak at around 550 nm. The main peak should have originated from the emission from the band edge of ZAIS and the remaining peaks should have
originated from the defect levels. Based on these results, 593 nm light ($\lambda_1$) was chosen to decrease the number of impurity sites. As this wavelength was longer than the spectral peak wavelength around 550 nm, it prevented carrier excitation in the ZAIS nanocrystals (see Figure 1a). In addition, to control the size of the ZAIS nanocrystals, 532 nm light ($\lambda_2$) was used so that the ZAIS nanocrystals would absorb the light (see Figure 1b).

Selective reduction of defect levels

To realize selective etching of the defect levels, ZAIS nanocrystals were synthesized with 593 nm light ($\lambda_1$) illumination (10 mW) during the heat treatment in step (2). Figure 3a shows the dependence of the PL spectra obtained with the 325 nm light excitation on the growth time, $t$. A large spectral change was observed at $t = 60$ min at emission wavelengths $\lambda > 550$ nm, which was confirmed by obtaining the differential of the PL spectra (open circles in Figure 3b). The differential PL spectrum ($= PL_{\text{without}} - PL_{\text{with}}$) was fitted by using three curves: curve A with a peak wavelength of 515 nm, curve II with a peak wavelength of 650 nm, and curve III with a peak wavelength of 720 nm. The peak wavelengths of curves II and III corresponded to those in Figure 2c, thus indicating that the impurity sites were selectively etched away. Meanwhile, the spectral peak around 515 nm increased (i.e., the differential PL intensity decreased), whose wavelength corresponded to the main emission peak in Figure 2c. These results indicate that the decrease in impurity sites resulted in the decrease of the non-radiative energy dissipation, and resulted in the increase of the emission intensity of the band edge.

Using the emission spectra to control the nanocrystal size

For the investigation of ways to control the size of ZAIS nanocrystals, we synthesized ZAIS nanocrystals with 532 nm irradiation ($\lambda_2$) during the heat treatment in step (2). Figure 4a shows the PL spectra with different excitation power levels during the synthesis. From these spectra, the differential PL spectra ($= PL_{\text{without}} - PL_{\text{with}}$) were obtained, as shown in Figure 4b. The positive value of the differential PL intensity at
600 nm indicates a decrease in the PL intensity of ZAIS nanocrystals synthesized with laser irradiation. Because the peak wavelength (600 nm) corresponded to the peak PL wavelength for ZAIS nanocrystals synthesized without laser irradiation, using an excitation wavelength of 532 nm (solid green line in Figure 4b), the decrease in PL intensity of the nanocrystals synthesized with 532 nm light excitation should have originated from carrier excitation by the 532 nm light. In addition, the differential PL intensity at shorter wavelengths around 500 nm was decreased, which indicates that the number of ZAIS nanocrystals with smaller size was increased.

Transmission electron microscopy analysis of crystal size and shape
Next, we evaluated the size distributions by using a transmission electron microscope (TEM, Hitachi H-9000NAR, acceleration voltage of 300 kV) to confirm the variations among the nanocrystals. Figure 5 and Figure 6 show the typical TEM images of synthesized ZAIS nanocrystals without and with 532 nm light (400 mW), obtained after $t = 60$ min, in which the red line indicates the outer shape of the nanocrystals. We evaluated the diameter by using high-magnification images (4,000,000×). We determined the edge of the nanocrystals by using the IMTool (Foundation for Promotion of Material Science and Technology of Japan). By taking the cross-sectional profiles, the edge of the nanocrystals is determined by the disappearance of the periodic contrast. Figure 7a and
Figure 5: TEM images of ZAIS nanocrystals grown without irradiation, t = 60 min; (a) low (2,000,000×) and (b–f) high (4,000,000×) magnification.

Figure 6: TEM images of ZAIS nanocrystals grown with 532 nm light (400 mW), t = 60 min; (a) low (2,000,000×) and (b–f) high (4,000,000×) magnification.

Figure 7: (a) Size distribution of among nanocrystals grown without and with 532 nm light (400 mW), t = 5 min. (b) Distribution of diameter among nanocrystals grown without and with 532 nm light (400 mW), t = 60 min. (c) Average diameter and σ.
Figure 7b show the size distribution for growth times of $t = 5$ and 60 min, after using 532 nm light (400 mW) during the heat treatment. Although the actual shape of ZAIS nanocrystals was non-circular, the diameter was determined as the equivalent diameter of circles that would occupy the same amount of space as the ZAIS nanocrystals. Figure 7c shows the average diameter, $\bar{d}$, and the standard deviation, $\sigma = \sqrt{\frac{\sum (d - \bar{d})^2}{(n-1)}}$, of the diameter of ZAIS nanocrystals produced after $t = 60$ min. It indicates a decrease in diameter from 3.30 to 3.00 nm and a decrease in $\sigma$ from 0.77 to 0.39 nm. These results support the postulates from Figure 4, namely the reduction of large ZAIS nanocrystals and the increase of smaller ZAIS nanocrystals by the irradiation of 532 nm light during synthesis.

In addition to examining the change in size distribution, we evaluated the aspect ratios of the nanocrystals by using TEM measurements. By using the TEM images (Figure 5 and Figure 6), we calculated the aspect ratio $R (= b/a$; $a$: shorter axis length, $b$: longer axis length, see Figure 8c). Figure 8a shows the distribution of values of $R$ among ZAIS nanocrystals synthesized without and with irradiation of 532 nm light, at 400 mW for $t = 60$ min. The number of nanocrystals with larger $R$ was decreased by introducing irradiation during the synthesis, and the value of the average $R$ was decreased from 3.3 (without irradiation) to 2.4 (with irradiation). ZAIS consist of the solid solution $(\text{AgIn})_x\text{Zn}_{2(1-x)}\text{S}_2$. As $x$ increases, it turns into AgInS$_2$ with a tetragonal crystal structure; as $x$ decreases, it becomes ZnS with a cubic crystal structure (see Figure 8c) [13]. Therefore, the observed decrease in the value of $R$ should have originated from the reduction in Ag and In content.

To support the above postulate of the change in crystal structure by using photo-assisted synthesis, we evaluated the TEM images. The black and red curves in Figure 8b show the cross-
sectional profiles of image brightness along the white dashed lines in the TEM images in Figure 5b and Figure 6b of ZAIS nanocrystals grown without and with irradiation (t = 60 min), respectively. From these results, the average separation of the peak-to-peak distances was determined to be 0.338 nm with a standard deviation σ of 0.019 nm for nanocrystals grown without irradiation and 0.315 nm with σ of 0.025 nm for nanocrystals grown with irradiation. These values are comparable to the reported values of 0.335 nm for AgInS2 nanocrystals [19] and 0.310 nm for ZnS nanocrystals [20]. These results also support the assertion that the observed decrease in R resulted from the reduction in Ag and In content. In other words, highly controlled nanocrystal size and uniform composition were realized by using photo-assisted synthesis.

Conclusion
In conclusion, we attained precise size and composition control of ZAIS nanocrystals by introducing light irradiation during synthesis. The PL measurements and TEM analysis confirmed the reduction of the PL spectral width and a corresponding reduction of the size distribution of the nanocrystals. Furthermore, these results indicate that the synthesized ZAIS nanocrystals had a higher crystallinity; thus, higher energy-transmission efficiency can be expected for nanophotonic devices.
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