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The discovery of tunneling and giant magnetoresistance in inor-

ganic spin valves has led to a revolution in the field of magnet-

ic memory and the significant increase in the storage capacity of

modern hard drives. Simultaneously, given their inexpensive

production, flexibility and diverse applications, molecular-

based organic materials have become extremely important in

electronic devices and circuitry. A combination of spintronics

and organic electronics is expected to lead to a new generation

of spin-based devices. These devices are expected to bring a

wide range of exciting, new fields of application and products

for organic/molecular spintronics.

The work of the Research Unit “Towards Molecular Spin-

tronics” funded by the German Science Foundation (Deutsche

Forschungsgemeinschaft, DFG) (DFG FOR 1154) was focused

on the ultimate down-scaled functional unit which integrates the

spintronic functionality into one single molecule. In our ambi-

tious approach towards molecular spintronics we combined two

interdisciplinary research fields based in otherwise disjunctive

research communities: organic electronics and molecular

magnetism. This required close collaboration of experts in

physics (including theoretical physics), chemistry, materials

science, and electrical engineering. The partners involved in

this consortium are located at four Saxonian universities

(Technische Universität Chemnitz, Technische Universität

Dresden, Universität Leipzig, and Technische Universität

Bergakademie Freiberg) as well as the Leibniz-Institut für

Festkörper- und Werkstoff-Forschung (IFW) in Dresden,

Germany.

The activities in this research unit were tailored to systemati-

cally address the whole research and development chain from

molecule synthesis and molecular film deposition via funda-

mental characterization and theoretical understanding to device

demonstration and integration.

Tailoring and fundamental characterization of magnetic

molecules: Magnetic molecules for implementation into

devices were synthesized and fundamentally investigated by

theoretical density functional methods and experimental scan-

ning probe techniques as well as optical and magnetic measure-

ments on bulk materials. Already, at this stage, basic compati-

bility aspects concerning device processing had to be taken into

account.
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Fabrication, characterization, and optimization of molecu-

lar thin films and interfaces: Various deposition techniques to

create suitable molecular films were tested for a variety of mol-

ecules. The structure, morphology, and molecular orientation of

the layers were fundamentally characterized and optimized,

taking into account that for device integration, the molecular

layers need to obey certain boundary conditions, such as long-

term stability, process compatibility, and the ability to integrate

with electrode materials. Progress in this respect was only made

possible by a continuous feedback from basic characterization

and technology projects that allowed targeted and efficient syn-

thesis of appropriate molecules and molecular films.

Device demonstration and on-chip integration: Rolled-up

nanotechnology was used to create vertically stacked electronic

devices with an organic tunnel transport layer for sensing appli-

cations. Horizontally stacked two-terminal and four-terminal

devices photo sensors and magnetic field sensors were de-

veloped for large-scale integration purposes.

This complex research and development chain required various

synthesis methods and theoretical approaches for prediction of

molecular and devices properties. This included high-end and

complementary characterization methods (ranging from static

and dynamic magnetic characterization to local probe methods),

as well as (magneto-)optical and electron spectroscopy, elec-

trical measurements, new technological concepts, and sophisti-

cated processing facilities. Such a complex chain can only

become and remain successfully operational thanks to the

enthusiastic cooperation between the groups, and in particular,

between the young researchers. We would therefore like to

express our deepest gratitude to all principal investigators,

young researchers, associated researchers, and the coordinator

(Jane Eisentraut) of the Research Unit for the great working at-

mosphere throughout the past six and a half years.

In this Thematic Series we summarize selected examples of the

collaborative work in which at least two groups were involved.

The range of considered molecules spans from heterotrinuclear

bis(oxamato)-type and bis(oxamidato)-type complexes [1-3], to

exchange-coupled dinickel complexes [4], metallo-phthalo-

cyanines [5-7], metallo-porphyrins [8,9] and charge-transfer

complexes [10,11], to metal-free molecules like pentacene-

derivatives [12], fullerenes [13], trimesic acid [14], or organic

ferromagnets [15]. Besides the internal cooperation, the

Research Unit greatly profited from excellent talks and thor-

ough discussions with external guests joining our scientific

workshops and we are happy to host six articles from our

invited guests with topics beyond the molecular systems investi-

gated in our Research Unit, for example: theoretical predictions

on metal/C60 interfaces [16], magneto-resistive donor/acceptor

transistors [17], spin-crossover complexes [18], ferromagnetic

thin films obtained from organic blends [19], and theoretical

calculations on 2D porphyrin-based networks for spintronics

[20]. We are also happy to host a review paper entitled “Spin-

chemistry concepts for spintronics scientists” [21], which

discusses the vast terminology differences and addresses the

benefits that might arise from a stronger interaction between

spin-chemistry and spintronics, thereby opening the horizon for

future progress in both fields.

We truly appreciate the open access policy of the Beilstein-

Institut, which made this Thematic Series possible. We are

greatly indebted to the team at the Beilstein Journal of Nano-

technology for their highly professional support and always

very fast feedback. We would also like to thank all referees for

their effort and constructive criticism.

Georgeta Salvan and Dietrich R. T. Zahn

Chemnitz, October 2017
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Abstract
The reaction of one equivalent of [n-Bu4N]2[Ni(opboR2)] with two equivalents of [Cu(pmdta)(X)2] afforded the heterotrinuclear

CuIINiIICuII containing bis(oxamidato) type complexes [Cu2Ni(opboR2)(pmdta)2]X2 (R = Me, X = NO3
– (1); R = Et, X = ClO4

–

(2); R = n-Pr, X = NO3
– (3); opboR2 = o-phenylenebis(NR-substituted oxamidato); pmdta = N,N,N’,N”,N”-pentamethyldiethylene-

triamine). The identities of the heterotrinuclear complexes 1–3 were established by IR spectroscopy, elemental analysis and single-

crystal X-ray diffraction studies, which revealed the cationic complex fragments [Cu2Ni(opboR2)(pmdta)2]2+ as not involved in any

further intermolecular interactions. As a consequence thereof, the complexes 1–3 possess terminal paramagnetic [Cu(pmdta)]2+

fragments separated by [NiII(opboR2)]2– bridging units representing diamagnetic SNi = 0 states. The magnetic field dependence of

the magnetization M(H) of 1–3 at T = 1.8 K has been determined and is shown to be highly reproducible with the Brillouin func-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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tion for an ideal paramagnetic spin = 1/2 system, verifying experimentally that no magnetic superexchange couplings exists be-

tween the terminal paramagnetic [Cu(pmdta)]2+ fragments. Susceptibility measurements versus temperature of 1–3 between

1.8–300 K were performed to reinforce the statement of the absence of magnetic superexchange couplings in these three heterotri-

nuclear complexes.

Beilstein J. Nanotechnol. 2017, 8, 789–800.
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Figure 2: Expected J couplings between the central and terminal paramagnetic metal ions in type III/IV complexes (a). Approach of a small local spin
located between two large local spins (b).

Introduction
Significant synthetic efforts have been directed to the synthesis

of polynuclear species in which the metal ions are bridged by

oxamato, oxamido, oxalato or dithiooxalato ligand [1-4]. In this

context, the so-called bis(oxamato) type transition metal com-

plexes as mononuclear species (Figure 1, type I) have received

very special attention, as they allow the synthesis of multidi-

mensional nD (n = 0–3) products, of which the magnetic prop-

erties were of specific interest [5]. Bis(oxamidato) type com-

plexes (Figure 1, type II) have, on the other hand, received

much less attention [6-9], although the flexidentate properties of

these as well as type I complexes allows the convenient synthe-

sis of the trinuclear type III and IV complexes, cf. Figure 1

[5,10,11].

Figure 1: Chemical structures of type I–IV complexes.

The magnetic characterization of type III complexes has

already significantly contributed to a better understanding of the

origin of magnetic exchange interactions in polynuclear com-

plexes [5,12]. One could expect that due to the lower electro-

negativity of the nitrogen atoms of type III (compared to the

oxygen atoms of type IV complexes), the magnetic exchange

couplings should increase [1]. These are studies to which we

have already contributed [13-18].

Basically, one can expect different magnetic exchange path-

ways between the paramagnetic metal ions of type III and IV

complexes as depicted in Figure 2a and consequently these

complexes might possess three different pathways in case that

they are composed of three nonequivalent metal ions. To some

extent, that has been already shown for heterotrinuclear

MnIICuIIMnII (S = 9/2) and NiIICuIINiII (S = 3/2) type III com-

plexes [19-21]. Thus, by locating a small local between two

large spins (Figure 2b), complexes with high-spin ground states

can been obtained.

If we follow this idea further we could replace the middle local

spin, cf. Figure 2b, by a diamagnetic fragment. This would

allow unambiguous verification of whether type III/IV com-

plexes might have J1,3 magnetic couplings (Figure 2a) or not.

There is already a first study of Sanada et al. [11], who re-

ported for the heterotrinuclear GdIIINiIIGdIII type IV complex

(S = 7/2) a very small J1,3 coupling of −0.002 cm–1. However,

this small coupling might be attributed to the shielding effect of

the outer-shell electrons on the 4f electron of the GdIII ions

[11]. On the other hand, for homotrinuclear CuIICuIICuII type

III complexes, J1,3 couplings were either assumed to be zero or

negligible [14-16,22]. One can thus conclude that J1,3 couplings

are very small.

In our earlier work, we previously reported on the magnetic

characterization of homotrinuclear CuIICuIICuII type IV com-

plexes [15]. We noticed, unexpectedly, that the central CuII ions
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Scheme 1: Synthesis of the heterotrinuclear CuIINiIICuII type IV complexes 1–3.

of these complexes were not coordinated by any counter ions or

solvents. It is this finding which gave birth to the idea to report

here on the synthesis of heterotrinuclear CuIINiIICuII type IV

complexes. Their central [NiII(opboR2)]2– fragments were an-

ticipated to be free of any further co-ligands. That would make

these central fragments purely diamagnetic and thus these

heterotrinuclear CuIINiIICuII type IV complexes, possessing ter-

minal paramagnetic CuII ions, appear as ideal candidates to

study the magnitude of the J1,3 coupling of type III/IV com-

plexes.

Results and Discussion
Synthesis
The synthesis of the heterotrinuclear CuIINiIICuII complexes

1–3 out of literature-known precursors is shown in Scheme 1.

Under anaerobic working conditions one equivalent of the non-

hygroscopic [n-Bu4N]+ salts of mononuclear [NiII(opboR2)]2–

complexes  were  t rea ted  wi th  two equiva len ts  o f

[Cu(pmdta)(X)2] (X = NO3
– for 1 and 3, X = ClO4

– for 2) in

MeCN solutions of to give [NiCu2(opboR)(pmdta)2](X)2 (1–3,

cf. Scheme 1) in yields exceeding 60%. The reaction side prod-

ucts [n-Bu4N][NO3] and [n-Bu4N][ClO4], respectively, could

be smoothly separated as they are soluble in 4:1 THF/Et2O mix-

tures, while the desired complexes 1–3 are insoluble in such

mixtures. The isolated powders of 1–3 had to be stored under

inert gas atmosphere, as they are hygroscopic. Single crystals of

1–3 could be obtained as described next by crystallisation ex-

periments performed under inert atmosphere.

Single crystal X-ray diffraction studies
Slow diffusion of Et2O vapour into CH2Cl2 solutions of 1 and 3

and into a MeCN solution of 2 afforded single crystals suitable

for  c rys ta l lographic  s tud ies  o f  the  compos i t ions

[{NiCu2(opboMe2)(pmdta)2}2][NO3]4·3.75CH2Cl2 (1’),

[NiCu2(opboMe2)(pmdta)2][ClO4]2 ·2MeCN (2’)  and

[NiCu2(opboMe2)(pmdta)2][NO3]2·2CH2Cl2 (3’). In case of 1’,

the asymmetric unit comprises two crystallographically inde-

pendent complexes of 1. Their dicationic complex fragments

[Cu2Ni(opboMe2)(pmdta)2]2+ are denoted in the following as

1A (comprising Ni1) and 1B (comprising Ni2). The related

bond lengths and angles of 1A/1B show differences of up to

1.5% and ca. 2%, respectively, whereby only bond lengths and

angles of 1A will be discussed, although Table 1 and Table 2

displays them for both 1A and 1B. In analogy, the cationic com-

plex fragments [NiCu2(opboMe2)(pmdta)2]2+ of 2’ and

[NiCu2(opboMe2)(pmdta)2]2+ of 3’ are denoted in the following

as 2A and 3A. It should be highlighted and emphasized that in

the crystal structures of 1’–3’ no unusual short intermolecular

interactions were observed and that the complex fragments

1A–3A are indeed discrete.

The molecular structures of 1A–3A are similar to each other

and thus structural features of all three complex fragments will

be discussed together. A collective plot of the molecular struc-

tures of 1A–3A in an analogous perspective view is shown in

Figure 3.  Selected bond lengths and angles of the

[Ni(opboR2)]2– and of the [Cu(pmdta)]2+ complex fragments of

1A–3A are given in Table 1 and Table 2, respectively. Crystal

and structural refinement data are summarized in Table 3.

The NiII ions of 1A–3A are coordinated by four deprotonated

amide N donor atoms to form a planar-quadratic NiN4 coordi-

nation environment. Two of them belong to the N,N’-o-phenyl-

ene bridges of 1A–3A (1A/2A: N1 and N3. 3A: N1 and N1A)

and are referred to in the following as Naryl donor atoms. The

other two belong to the alkyl-substituted amide functions of

1A–3A (1A/2A: N2 and N4. 3A: N2 and N2A) and are further

referred to as Nalkyl donor atoms. The planarity of the NiN4

units is revealed, for example, by calculations of mean planes of

its atoms and gives the following root-mean-square deviations

from planarity (rmsd) together with values for the atom with the

highest deviation from planarity (hdp) as follows: 1A/2A/3A

(rmsd, hdp) = 0.035 Å, N1 with 0.046(3) Å /0.030 Å, N1 with

0.035(8) Å/0.082 Å, N1 with 0.100(4) Å, respectively. More-

over, the sum of bond angles of the NiN4 units amounts to

360.1(4)° (1A), 360.1(6)° (2A) and 360.5(5)° (3A). For the

mononuclear Ni I I-containing bis(oxamato) complex
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Table 1: Selected bond lengths (Å) and angles (°) of the [Ni(opboR2)]2– fragments of 1A/1B (R = Me), 2A (R = Et) and 3A (R = n-Pr).

1A/1B 2A 3A

Bond lengths

N1–Ni1 1.865(6)/1.862(6) 1.869(6) 1.847(5)
N2–Ni1 1.915(6)/1.912(7) 1.922(6) 1.904(6)
N3–Ni1(N1A–Ni1)a 1.866(6)/1.867(6) 1.860(6) 1.847(5)
N4–Ni1(N2A–Ni1)a 1.923(6)/1.922(7) 1.923(6) 1.904(6)
C1–O1 1.260(8)/1.238(9) 1.259(10) 1.264(8)
C2–O2 1.280(8)/1.300(9) 1.261(9) 1.289(8)
C3–O3(C1A–O1A)a 1.255(8)/1.248(9) 1.237(9) 1.264(8)
C4–O4 (C2A–O2A)a 1.279(8)/1.280(9) 1.278(9) 1.289(8)
C1–N1 1.316(9)/1.325(10) 1.315(10) 1.317(8)
C2–N2 1.280(9)/1.288(10) 1.333(10) 1.326(9)
C3–N3(C1A–N1A)a 1.308(9)/1.303(10) 1.331(10) 1.317(8)
C4–N4(C2A–N2A)a 1.304(9)/1.281(11) 1.298(10) 1.326(9)
C1–C2 1.535(9)/1.522(10) 1.492(11) 1.487(11)
C3–C4(C1A–C2A)a 1.514(9)/1.533(10) 1.515(11) 1.487(11)

Bond angles

N1–Ni1–N3(N1–Ni1–N1A)a 83.7(2)/83.7(3) 83.7(3) 83.5(3)
N2–Ni1–N4(N2–Ni1–N2A)a 107.1(2)/107.5(3) 107.5(3) 107.0(4)
N1–Ni1–N2 84.6(2)/84.4(3) 84.4(3) 85.0(2)
N3–Ni1–N4(N1A–Ni1–N2A)a 84.7(2)/84.3(3) 84.5(3) 85.0(2)
N1–Ni1–N4(N1–Ni1–N2A)a 167.8(2)/167.6(3) 168.0(3) 166.9(2)
N2–Ni1–N3(N2–Ni1–N1A)a 168.2(2)/168.0(3) 167.9(3) 166.9(2)
N1–C1–O1 129.7(6)/129.9(7) 128.7(8) 128.2(7)
N2–C2–O2 127.1(6)/126.7(7) 125.0(7) 126.3(7)
N3–C3–O3(N1A–C1A–O1A)a 129.6(6)/129.5(7) 128.7(7) 128.2(7)
N4–C4–O4(N2A–C2A–O2A)a 126.1(6)/127.8(7) 126.9(7) 126.3(7)

aData in brackets refer to respective bond lengths and angles of 10A. Symmetry operation used to generate equivalent atoms ‘A’ for 10A:
–x, y, –z + 3/2.

[n-Bu4N]2[Ni(opba)] (11) [23] and the related bis(oxamidato)

type complex [Ph4P]2[Ni(opboMe2)] (12) [9] the following ob-

servation has been made: Three of bond angles of the central

N iN 2 O 2 /N iN 4  coo rd ina t i on  un i t s  a r e  sma l l  (11 :

85.79(8)–86.18(5)°; 12: 82.7(3)–84.7(3)°), while the fourth one

is significantly larger (11: 101.97(7)°; 12: 108.8(3)°). Thereby,

the latter bond angle is the one created of the two carboxylate

oxygen atoms of 11 or the two Nalkyl donor atoms of 12. This

feature is due to the presence of 5-5-5 fused chelate rings

around the NiII ion [17,24]. In case of 1A–3A this feature is ob-

served as well, cf. Table 1.

The Ni–N bond lengths of the NiN4 units of 1A–3A fall into

two categories: The Ni–Naryl bond lengths are significantly

shorter compared to the Ni–Nalkyl ones [25]. For example, the

Ni–Naryl bond lengths of 1A (Ni1–N1 and Ni1–N3, =

1.864(8) Å) are substantially shorter compared to the Ni–Nalkyl

bond lengths (Ni1–N2 and Ni1–N4,  = 1.912(8) Å). This fact

is in principal in agreement with the observations made for 12

[9] and could be explained in analogy to statements made for

mononuclear CuII-containing bis(oxamato) complexes by the

greater basicity of the Naryl vs the Nalkyl donor atoms [24].

In the following the geometries of the terminal [Cu(pmdta)]2+

fragments will be briefly described. It should be emphasized

that the findings described in the following have been made

analogously for our previously reported homotrinuclear

CuIICuIICuII complexes as described in [15]. Thus, the termi-

nal CuII ions of 1A–3A are each coordinated by two O donor

atoms of the oxamidato groups as well as three N donor atoms

of the pmdta ligands to form CuN3O2 coordination units closer

to the ideal square-pyramidal compared to the ideal trigonal-

bipyramidal coordination geometry with respect to their τ pa-

rameters [26], cf. Table 2. One feature, commonly observed for

all CuN3O2 units, deserves specific attention. The largest bond

angle of all CuN3O2 units always involves the O donor atom of
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Table 2: Selected bond lengths (Å), angles (°) and τ parameters of the terminal [Cu(pmdta)]2+ fragments of 1A/1B (R = Me), 2A (R = Et) and 3A (R =
n-Pr).

1A/1B 2A 3A

Bond lengths

Cu1–O1 2.243(5)/2.218(5) 2.210(5) 2.192(5)
Cu1–O2 1.957(5)/1.953(5) 1.998(6) 1.982(5)
Cu1–N5 2.047(6)/2.061(6) 2.070(8) 2.077(6)
Cu1–N6 2.028(7)/1.997(7) 2.015(7) 2.010(6)
Cu1–N7 2.072(6)/2.090(6) 2.035(7) 2.029(6)
Cu2–O3 2.198(5)/2.203(5) 2.198(5) –a

Cu2–O4 1.962(5)/1.957(6) 1.994(5) –a

Cu2–N8 2.042(6)/2.044(7) 2.056(6) –a

Cu2–N9 2.010(6)/2.007(10) 2.014(6) –a

Cu2–N10 2.091(6)/2.082(9) 2.072(7) –a

Bond angles

O1–Cu1–O2 81.78(17)/82.2(2) 81.1(2) 81.80(19)
O1–Cu1–N5 99.1(2)/98.7(3) 99.5(3) 99.5(2)
O1–Cu1–N6 105.9(2)/104.1(2) 104.3(3) 101.6(2)
O1–Cu1–N7 103.7(2)/105.6(2) 106.4(3) 107.6(2)
O2–Cu1–N5 94.0(2)/95.0(3) 92.8(3) 92.9(2)
O2–Cu1–N6 172.0(2)/173.1(2) 174.6(3) 176.6(3)
O2–Cu1–N7 90.4(2)/89.7(3) 91.8(3) 92.6(2)
N5–Cu1–N6 87.0(3)/86.9(3) 86.3(3) 86.3(3)
N5–Cu1–N7 157.2(3)/155.6(3) 154.1(3) 152.8(3)
N6–Cu1–N7 85.6(3)/86.0(3) 86.7(3) 86.7(3)
O3–Cu2–O4 81.75(18)/81.9(2) 81.4(2) –a

O3–Cu2–N8 101.0(2)/102.0(3) 104.2(2) –a

O3–Cu2–N9 104.4(2)/105.3(3) 102.8(2) –a

O3–Cu2–N10 101.8(2)/100.5(3) 100.2(2) –a

O4–Cu2–N8 92.4(2)/91.3(3) 92.5(2) –a

O4–Cu2–N9 173.8(2)/172.8(3) 175.8(3) –a

O4–Cu2–N10 92.4(2)/90.3(4) 93.0(2) –a

N8–Cu2–N9 86.5(2)/86.5(4) 86.2(3) –a

N8–Cu2–N10 157.1(3)/157.4(3) 155.6(3) –a

N9–Cu2–N10
τ parameter
Cu1

86.3(3)/89.1(5)
0.247/0.292

86.6(3)
0.342

–a

0.397

Cu2 0.278/0256 0.337 –a

aData of this [Cu(pmdta)]2+ fragment corresponds to those of the [Cu(pmdta)]2+ fragment comprising the atom Cu1, due to the crystallographically
imposed C2 symmetry of 3A.

the  function and the middle N donor atom of

the pmdta ligands, cf. Figure 1 and Table 2. A related observa-

tion was made recently for the asymmetric trinuclear complex

[Cu3(opooMe)(pmdta)2](NO3)2 (13, opooMe = o-phenylene-

(N’-methyl oxamidato)(oxamato)) [13] and has been compared

to observations made for bis(oxamato) type entities. As ob-

served for the CuN3O2 units of 1A–3A, even in the case of 13,

the largest O–Cu–N bond angle involves the O donor atom of

the  function for the oxamidato side, whereas in

case of the oxamato side the largest bond angle involves the

O donor atom of the  function. Consequences of

this observation to magnetic exchange couplings have been dis-

cussed [13]. Thus, it seems that for polynuclear complexes

comprising one or two oxamidato groups, cf. [13] and [15], this

specific feature of the terminal CuN3O2 units is of broader

validity.
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Figure 3: ORTEP diagrams (50% ellipsoid probability) of the molecular structures of 1A (top), 2A (middle) and 3A (down), respectively. All hydrogen
atoms are omitted for clarity. The sign  refers to the interplanar angle, rmsd to the root-mean-square deviation from planarity and hdp to the highest
deviation from planarity of calculated mean planes of atoms adjoining differently coloured areas. Symmetry code ‘A’ for 10A: –x, y, –z + 3/2. The
rmsd/hdp of atoms adjoining light gray and black coloured areas amounts as follows: 8A, 0.118 Å/Cu1 with 0.410 Å. 9A, 0.064 Å/O2 with 0.135 Å.
10A, 0.107 Å/O2 with 0.207 Å.
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Table 3: Crystal and structural refinement data of 1’, 2’and 3’.

1’ 2’ 3’

Empirical formula C255H478Cl30Cu16N96Ni8O80 C36H66Cl2Cu2N12NiO12 C36H68Cl4Cu2N12NiO10
Formula weight (g·mol–1) 8719.15 1115.69 1156.61
Crystal system orthorhombic triclinic orthorhombic
Space group Pbca P−1 Pbcn
a (Å) 35.6630(14) 8.2749(3) 29.485(2)
b (Å) 14.0366(7) 10.9892(3) 11.2595(13)
c (Å) 37.5448(16) 30.1863(10) 16.0310(13)
α (°) 90.0 83.352(3) 90.0
β (°) 90.0 82.706(3) 90.0
γ (°) 90.0 70.178(3) 90.0
V (Å−3) 18810.3(14) 2553.65(15) 5322.1(8)
Measurement temperature (K) 110 115 110
Radiation source Cu Kα Cu Kα Cu Kα
Wavelength (Å) 1.54184 1.54184 1.54184
Z 2 2 4
Density (calculated) (Mg·m–3) 1.539 1.451 1.443
Absorption coefficient (mm–1) 4.008 2.912 3.687
F(000) 9036 1164 2408
Reflections collected 53695 10264 10911
Reflections unique /Rint

a 15422, 0.0475 10264, 0.0412 4212, 0.0462
Limiting indices –23 ≤ h ≤ 41, –9 ≤ h ≤ 9, –32≤ h ≤ 34,

–16 ≤ k ≤ 11, –12 ≤ k ≤ 12, –12 ≤ k ≤ 12,
–43 ≤ l ≤ 42 –34 ≤ l ≤ 31 –18 ≤ l ≤ 15

θ range for data collection (°) 3.417 to 62.981 4.290 to 62.706 4.203 to 62.744
Data/restraints/parameters 15422/1164/1126 10264/662/645 4212/289/292
Goodness-of-fit on F2 b 0.938 1.101 0.830
Final R indices [I > 2σ(I)]c R1 = 0.0816,

wR2 = 0.2279
R1 = 0.0777,
wR2 = 0.2073

R1 = 0.0810,
wR2 = 0.2120

R indices (all data)c R1 = 0.1234,
wR2 = 0.2460

R1 = 0.0816,
wR2 = 0.2097

R1 = 0.1364,
wR2 = 0.2337

Largest diff. peak/hole (e·Å–3) 1.988/−1.311 1.132/−0.549 0.925/−0.868
aRint = Σ│Fo

2–Fo
2(mean)│/ΣFo

2, where Fo
2(mean) is the average intensity of symmetry equivalent diffractions. bS = [∑w(Fo

2 – Fc
2)2]/(n – p)1/2, where

n = number of reflections, p = number of parameters. cR = [∑(||Fo| – |Fc|)/∑|Fo|); wR = [∑(w(Fo
2 – Fc

2)2)/∑(wFo
4)]1/2.

It is recalled that the NiII ions of 1A–3A are not coordinated

further by any counter anions and/or solvent molecules. In

contrast, in CuIICuIICuII type III complexes (Figure 1) the

central CuII ions are commonly further coordinated, even by

BF4
– ions [14]. Hence, the NiII ions of 1A–3A indeed represent

diamagnetic SNi = 0 states. Specifically, this property makes

them excellently suited candidates to experimentally verify

whether long-range magnetic superexchange interactions along

two consecutively aligned oxamidato and even oxamato bridges

are possible.

Magnetic properties
The results of the measurements of the magnetic field depen-

dence of the magnetization M(H) for samples 1, 2 and 3 at

T = 1.8 K are shown in Figure 4, Figure 5 and Figure 6. All

curves can be very well fitted with the Brillouin function for

spin S = 1/2 and the spectroscopic g-factor g = 2.1 determined

from the electron spin resonance (ESR) spectra (not shown):

(1)

Here, NS=1/2 is the number of spins 1/2 in the molecule, µB is

the Bohr magneton, and kB is the Boltzmann constant. Consid-

ering that Equation 1 describes the behavior of an ideal para-

magnet comprising non-interacting spins and that Equation 1

nicely reproduces the shape of the measured M(H) depen-

dences, one can safely conclude that at T = 1.8 K and (within

the experimental uncertainty) there is no magnetic interaction

between the CuII spins of the terminal [Cu(pmdta)]2+ complex

fragments in all three samples. At fields above 5 T, all M(H)

curves saturate, cf. Figure 4–6. Under these experimental condi-
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tions one has gSµBH/kBT >> 1 and Equation 1 thus reduces to

Msat(H) = NS=1/2gSµB for the heterotrinuclear 1–3 with

NS=1/2 = 2. Therefore, the expected saturation magnetization for

S = 1/2 and g = 2.1 should amount to Msat(H) = 2.1µB per

formula unit (f.u.). The experimentally observed values of

Msat(H) are somewhat smaller, amounting to 1.91µB, 1.79µB,

and 1.85µB for 1, 2 and 3, respectively. This implies that the

effective number of non-interacting CuII spins per f.u. which

contribute to the magnetization signal is smaller than NS=1/2 = 2

and amounts to  = 1.82, 1.7, and 1.76 for 1, 2 and 3, re-

spectively. This discrepancy of the order of ≈10% in average

could be attributed to remaining amounts of packing solvent

molecules and thus errors in the determination of the molecular

weight. It could be attributed furthermore to the hygroscopic

nature of vacuum-dried single crystals of 1’–3’ and as the sam-

ple preparation was performed under aerobic conditions, cf. Ex-

perimental Section and Supporting Information File 1, giving

thus errors in the determination of the molecular weight of the

samples.

Figure 4: Magnetization versus magnetic field M(H) of 1 at T = 1.8 K
(symbols) together with the fit of M(H) to the Brillouin function with
S = 1/2 according to Equation 1 (solid line).

Further insights into the magnetism of the studied samples can

be obtained from the analysis of the temperature dependence of

the static magnetic susceptibility χ = M/H. The curves χ(T) and

the corresponding inverse susceptibility χ−1(T) for 1, 2 and 3 are

presented in Figure 7–9. These dependences for 1 and 2 can be

very well understood in terms of the Curie–Weiss law:

(2)

Here, χ0 is a temperature independent term comprising the van

Vleck and diamagnetic susceptibilities, NA is the Avogadro

number, and θ is the Curie–Weiss temperature which is a

Figure 5: Magnetization versus magnetic field M(H) of 2 at T = 1.8 K
(symbols) together with the fit of M(H) to the Brillouin function with
S = 1/2 according to Equation 1 (solid line).

Figure 6: Magnetization versus magnetic field M(H) of 3 at T = 1.8 K
(symbols) together with the fit of M(H) to the Brillouin function with
S = 1/2 according to Equation 1 (solid line).

measure of the magnetic interaction between the spins. Since

the analysis of the M(H) curves reveal no interaction between

CuII spins, θ can be assumed zero. With S = 1/2, g = 2.1 and the

values of  from the saturation magnetization Msat(H) one

can calculate the dependence (Equation 2) versus  as

plotted in black in Figure 7 and Figure 8. Obviously, the plots

agree well with the experimental dependence χ−1(T) for 1 and 2.

Here, the values χ0 = 5·10–5 erg/G2/mol and 1·10–4 erg/G2/mol

were chosen for samples 1 and 2, respectively. From the above

discussion one can therefore conclude that the self-consistent

analysis of the M(H) and χ(T) dependences gives evidence for

the absence of magnetic interaction between the terminal CuII

ions in the heterotrinuclear CuIINiIICuII complexes 1 and 2.
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Figure 7: Temperature dependence of the magnetic susceptibility
χ = M/H and of the corresponding inverse susceptibility χ−1 for 1
(symbols). The black line represents a model curve  according
to Equation 2 (see the text).

Figure 8: Temperature dependence of the magnetic susceptibility
χ = M/H and of the corresponding inverse susceptibility χ−1 for 2
(symbols). The black line represents a model curve  according
to Equation 2 (see the text).

Unfortunately, no definite conclusion can be drawn for com-

plex 3. The similarly calculated curve  according to

Equation 2 is shown by the black solid curve in Figure 9. It

strongly deviates from the measured χ−1(T) dependence. Corre-

spondingly, the product χ(T)T increases with temperature

(Figure 10, inset). There is obviously an additional contribution

to the static susceptibility, leading to lower values of the inverse

susceptibility  of the sample. This contribution is

absent in the magnetization data at T = 1.8 K, suggesting that it

may originate from some species in a concentration of the order

of 10% with thermally activated magnetism. The difference

Δχ = χexp − χcal is plotted in Figure 10, main panel, and might

originate from paramagnetic impurities, cf. [16]. On the other

hand, vacuum-dried powders of 3’ appeared as more hygro-

scopic compared to the ones of 1’ and 2’, cf. above and

Supporting Information File 1. As the sample preparation was

performed under aerobic conditions, it is imaginable that air

moisture had an impact on these measured as it is shown for the

IR spectroscopically characterized 3. Attempts to model this

contribution with some specific models invoking possible

exchange interactions between the two Cu centers (e.g.,

[13,15,27]) were not successful.

Figure 9: Temperature dependence of the magnetic susceptibility
χ = M/H and of the corresponding inverse susceptibility χ−1 for 3. The
black line represents a model curve  according to Equation 2
(see the text). The dashed arrow indicates the discrepancy between
the model curve and the experimental dependence.

Figure 10: Main panel: Difference between the calculated and
measured static susceptibility for 3. Inset: Temperature dependence of
the product χT for 3 (see the text).

Conclusion
The three heterotrinuclear bis(oxamidato) type complexes com-

prising [Cu2Ni(opboR2)]2+ fragments (R = Me (1), Et (2), n-Pr
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(3)) could be successfully synthesized and their identities have

been unambiguously established by single-crystal X-ray diffrac-

tion studies. These studies revealed that all [Cu2Ni(opboR2)]2+

fragments are not involved in any intermolecular interactions

and are thus discrete in the solid state. That made these three

complexes especially well-suited to experimentally verify that

there are no magnetic superexchange couplings between their

terminal [Cu(pmdta)]2+ fragments. Thus, we can conclude that

for trinuclear type IV as well as type III complexes incorporat-

ing exclusively 3d transition metal ions, no long-range magnet-

ic couplings across two consecutively aligned oxamidato or

oxamato bridges can occur.

Experimental
General methods and materials
All chemicals were purchased from commercial sources and

used as received unless stated otherwise. All reactions were

carried out under an atmosphere of dry argon using standard

Schlenk techniques and vacuum-line manipulations unless

stated otherwise. All solvents were distilled prior to use and

were purified/dried according to standard procedures [28].

NMR spectra were recorded at room temperature with a Bruker

Avance III 500 Ultra Shield Spectrometer (1H at 500.300 MHz

and 13C{1H} at 125.813 MHz) in the Fourier transform mode.

Chemical shifts are reported in δ (ppm) versus SiMe4 with the

solvent as the reference signal ([D6]-DMSO: 1H NMR,

δ = 2.54; and 13C{1H}NMR, δ = 40.45). FTIR spectra were re-

corded in the range of 400–4000 cm−1 on a Perkin-Elmer Spec-

trum 1000 FTIR spectrophotometer as KBr pellets. Elemental

analysis for C, H and N were performed on a Thermo FlashAE

1112 series. The mononuclear NiII-containing complexes

[n-Bu4N]2[Ni(opboR2)] (R = Me, Et, n-Pr) were synthesized ac-

cording to the literature [15]. Static magnetization measure-

ments at T = 1.8 K and in magnetic fields µ0H up to 7 T were

carried out with a 7 T VSM-SQUID magnetometer from Quan-

tum Design. The temperature dependence of the static magneti-

zation was measured in a temperature range T = 1.8–300 K and

at µ0H = 1 T with this device. For these magnetic measure-

ments, single crystals of the individual complexes were taken

and gently heated (ca. 35 °C) overnight in vacuum to obtain ma-

terials free of packing solvents. Unfortunately, no inspection of

the vacuum-dried crystals under the microscope was possible

due to the hygroscopic nature of the materials, cf. below and

Supporting Information File 1.

Singe-crystal X-ray crystallographic studies. Intensity data of

1’, 2’ and 3’, respectively, were collected on an Oxford Gemini

S diffractometer with Cu Kα radiation. The structures were

solved by direct methods and refined by full-matrix least-

squares methods on F2 with the SHELX-2013 software [29].

All non-hydrogen atoms were refined anisotropically, and

riding models were employed in the treatment of the hydrogen

atom positions. Crystallographic data have been deposited at the

Cambridge Crystallographic Data Center under the CCDC

numbers 923899 (1’), 923898 (2’) and 923900 (3’). In case of

1’ one CH2Cl2 packing solvent molecule has been refined to an

occupation factor of 0.75 (Cl7, Cl8, C61) and another CH2Cl2

packing solvent molecule (Cl5, Cl6, C64) has been refined

disordered on two position with occupation factors of 0.75/0.25.

In case of 2’ the two ClO4
– counter ions were both refined

disordered on two position with occupation factors of 0.61/0.39

(Cl1, O5–O8) and 0.50/0.50 (Cl2, O9–O12), respectively. Crys-

tals of 2’ were all twinned. The selected one was composed of

two nearly equally populated domains covering ca. 98% of all

measured reflections, which were simultaneously integrated to

generate a hklf 5 file with the diffractometer software [30]. In

the case of 3’, the CH2Cl2 packing solvent molecule (Cl1, Cl2,

C18) has been refined disordered on two position with occupa-

tion factors of 0.67/0.33.

Synthesis of [NiCu2(opboR2)(pmdta)2][X]2, R = Me,

X = NO3 (1); R = Et, X = ClO4 (2), R = n-Pr, X = NO3 (3).

To a solution of [n-Bu4N]2[Ni(opboR2)] (R = Me, nPr) or

[n-Bu4N]2[Ni(opboEt2)] (0.0006 mol) in MeCN (50 mL) a solu-

tion of [Cu(pmdta)(NO3)2] (0.0012 mol) in MeCN (25 mL) or

[Cu(pmdta)(ClO4)2] (0.0012 mol) in MeCN (25 mL) was

added, respectively. After stirring for 1 h, the resulting reaction

mixture was concentrated to approximately 5 mL and Et2O

(100 mL) was added to give a green precipitate. The overlaying

solvent mixture was removed via a Teflon tube and MeCN

(5 mL) was added to dissolve the residue. A mixture of THF/

Et2O 4:1 (100 mL) was added to precipitate a green powder,

which was washed twice with the same solvents mixture (50

mL). After removal of the supernatant, the remaining solid was

dried in vacuum. Crystals suitable for X-ray crystallographic

studies were grown by slow diffusion of Et2O vapour in

CH2Cl2 solutions of 1 and 3 and in a MeCN solution of 2.

Supporting Information File 1 gives the IR spectra of 1–3, re-

spectively.

1. Yield: 0.35 g (63%); anal. calcd for C30H56Cu2N12NiO10

(930.63 g·mol–1): C, 38.72; H, 6.07; N, 18.06; found: C, 38.22;

H, 5.85; N, 17.92%; IR: ν = 2958 (m), 2946 (m) (CH); 1630 (s),

1602 (m) (CO); (1383) (s) ( ).

2. Yield: 0.44 g (77%); anal. calcd for C32H60Cl2Cu2N10NiO12

(1033.57 g·mol–1): C, 37.19; H, 5.85; N, 13.55; found: C,

37.22; H 5.74; N, 13.28%; IR: ν = 2983 (m), 2960 (m) (CH);

1653 (m), 1614 (m) (CO); (1061) (s) ( ).

3. Yield: 0.43 g (74%); anal. calcd for C34H64Cu2N12NiO10

(986.73 g·mol–1): C, 41.39; H, 6.54; N, 17.03; found: C, 41.11;
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H, 6.39; N, 16.89%; IR: ν = 2977 (m), 2951 (m) (CH); 1647 (s),

1614 (m) (CO); (1389) (s) ( ).

Supporting Information
Supporting Information File 1
IR spectra of 1–3.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-82-S1.pdf]
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Abstract
We have used photoelectron spectroscopy to determine the energy-level alignment at organic heterojunctions made of manganese

phthalocyanine (MnPc) and the fullerene C60. We show that this energy-level alignment depends upon the preparation sequence,

which is explained by different molecular orientations. Moreover, our results demonstrate that MnPc/C60 interfaces are hardly

suited for application in organic photovoltaic devices, since the energy difference of the two lowest unoccupied molecular orbitals

(LUMOs) is rather small.

927

Introduction
Within the last decades we have witnessed considerable

progress in the development and understanding of organic

(opto-)electronic devices [1-10]. A key issue in any device is

the energetics at the device interfaces as it determines charge

transport across or charge separation at the corresponding inter-

face [11,12]. Thus, it is not surprising that the investigation of

organic semiconductor interfaces has a rather long history, and

a large number of studies has resulted in an advanced under-

standing of such interfaces [11,13-25]. A significant step

forward was achieved recently by the development of a theoret-

ical framework which is able to reproduce previous experimen-

tal results and to provide a comprehensive overview over the

possible energy level alignments [26].

One class of materials that has been considered as constituents

of organic devices quite often is the family of transition-metal

phthalocyanines [27]. Indeed, several phthalocyanine-based

(model) devices have been realized [28-33]. In particular,

organic photovoltaic cells containing, e.g., copper phthalo-

cyanine (CuPc) can be found rather frequently in the literature

[28,30,34-36]. There, the charge separation at interfaces be-

tween the phthalocyanine and an appropriate electron acceptor

is a crucial process. Often, fullerenes (C60) and their deriva-

tives are used as acceptor materials.

Amongst the transition-metal phthalocyanines MnPc is excep-

tional in some respects. Due to the participation of manganese

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:d.waas@ifw-dresden.de
mailto:m.knupfer@ifw-dresden.de
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Figure 1: Evolution of the valence-band PES data (He Iα) as a function of a) MnPc deposition onto C60 and b) C60 deposition onto MnPc. Additionally,
the bottom spectrum represents the freshly prepared Au(100) surface. N1s core-level data of MnPc as a function of c) MnPc deposition onto C60 and
d) C60 deposition onto MnPc. The corresponding layer thicknesses are indicated.

3d orbitals to the molecular electronic states close to the Fermi

energy, MnPc differs significantly from other transition-metal

phthalocyanines, as it is characterized by the smallest ioniza-

tion potential, the largest electron affinity, the smallest band gap

and the largest exciton-binding energy [37-42]. Furthermore, it

has an unusual spin-state of the Mn2+ ion of S = 3/2 and shows

a weak ferromagnetic interaction in the bulk [43]. In this

respect, thorough studies of MnPc in comparison to other transi-

tion-metal phthalocyanines (e.g., CuPc) widens our knowledge

and understanding of these systems and beyond.

In this contribution we present an investigation of the energy

level alignment at MnPc/C60 interfaces using photoelectron

spectroscopy (PES). We show that this alignment depends on

the preparation sequence and that the lowest unoccupied molec-

ular orbitals (LUMOs) of the two molecules lie energetically

very close at the interfaces, which is disadvantageous for appli-

cations in organic solar cells.

Experimental
We have carried out valence-band and core-level photoelectron

spectroscopy studies of MnPc/C60 interfaces at room tempera-

ture. The preparation and the analysis chamber had a base pres-

sure of about 3·10−10 mbar. For the measurements an X-ray

tube XR-50-M with a monochromator Focus-500, a gas-dis-

charge lamp UVS-300 and a hemispherical electron-energy

analyzer PHOIBOS-150 (SPECS) were used. The energy scales

were calibrated with the Au 4f7/2 core level emission feature of

the substrate at 84.0 eV binding energy and the Fermi cutoff

(0 eV binding energy) in the valence-band region. Furthermore,

the valence-band spectra were corrected accounting for contri-

butions of He Iβ and HeIγ satellites, assuming they had the same

shape, and intensities of 1.8% (He Iβ) and 0.5% (He Iγ) of the

He Iα signal with an energy shift towards lower binding ener-

gies of 1.87 eV (He Iβ) and 2.52 eV (He Iγ), respectively. To

obtain the correct secondary-electron cutoff a sample bias of

−5 eV was applied. The total energy resolution of the spectrom-

eter was 0.35 eV for XPS and 0.15 eV for the UPS measure-

ments.

For our investigations a pre-cleaned Au(100) crystal, controlled

by core-level PES spectra, was used as a substrate, on which the

MnPc/C60 heterojunctions were prepared. The fullerene and

manganese phthalocyanine films were grown step by step at

room temperature via evaporation of the two materials from

home-built evaporators. The film thickness was monitored by a

quartz crystal microbalance and additionally determined using

the intensity change of the Au 4f7/2 core level peak according to

the method established by Seah and Dench [44]. We have

grown the interfaces under investigation by both deposition se-

quences, MnPc on C60 and vice versa. After each MnPc or C60

deposition step C1s, N1s, Mn2p and Au4f core-level and

valence-band photoelectron spectra were measured in order to

follow changes of the electronic structure and to determine the

energy level alignment at the interfaces.

Results and Discussion
In Figure 1a and Figure 1b, we present the valence-band data as

obtained from the freshly prepared gold substrate, from the

starting layers of C60 and MnPc, respectively, and from the

organic heterojunctions MnPc/C60 and C60/MnPc as a function

of the respective layer thickness of the organic material on top.

The corresponding layer thicknesses are displayed in these two

figures. The spectra of pristine C60 and MnPc agree very well

with those published earlier [39,41,45-49]. Upon deposition of

the second organic material, the valence-band spectra change
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Figure 2: Comparison of the energy shifts of core levels, valence-band features and the secondary-electron cutoff (work function) of a) the C60/MnPc
interface and b) the MnPc/C60 interface studied in this work.

characteristically, the valence-band features of the second mate-

rial, MnPc (Figure 1a) and C60 (Figure 1b), are observed and

increase with increasing top-layer thicknesses until they are

fully developed. In addition, there are energy shifts as a func-

tion of layer thickness, which indicate a change of the electro-

static potential at these interfaces as discussed below. There is

no evidence for any additional contribution to the spectra and

all spectra can be well described by a superposition of the spec-

tra of pure C60 and MnPc. This clearly indicates the absence of

chemical reactions at the interface studied here, as otherwise ad-

ditional features or energy shifts would be expected.

We now turn to the discussion of the N1s core level data as ob-

tained from the two deposition series, which are depicted in

Figure 1c and Figure 1d. These data stem from MnPc only and,

thus, allow insight into the behavior of one side of the interface

under investigation. As a function of the corresponding over-

layer thickness, the N1s core levels shift in energy, similar to

what has been observed for the valence band data (see above).

Apart from this energy shift, there are no significant changes in

the measured line shapes except some broadening, which can be

assigned to positional disorder right at the interface. This again

indicates that the interface between C60 and MnPc is free of

chemical reaction.

Unfortunately, the information that can be obtained from the

C1s core levels (see Supporting Information File 1) is less clear,

since the contributions of the two materials overlap. We there-

fore have analyzed only the peak positions from those data sets

in which the assignment to the corresponding MnPc or C60

structures is clear. Moreover, potential (energy) changes occur-

ring at the interface can also be followed looking at the second-

ary-electron cutoff, which represents the work function of the

actual sample (see Supporting Information File 1). In Figure 2

we summarize all the energy shifts that are observed in valence-

Figure 3: Schematic energy level diagrams of a) MnPc/C60, when C60
is deposited onto MnPc and b) C60/MnPc, when MnPc is deposited
onto C60. All values are given in electronvolts.

band, core-level and secondary-cutoff data for both deposition

series in a relative manner. Inspection of this figure makes clear

that going across the MnPc/C60 interface, all available data shift

in a very similar way. This is a strong indication for a common

electrostatic potential for all electrons, in good agreement to our

conclusions above that the MnPc/C60 is free from chemical

interactions at the interface.

From our data, we determined the energy-level alignments at

the MnPc/C60 interface for both deposition sequences, which

are shown in Figure 3. The according energies for the highest

occupied molecular orbitals (HOMOs) have been taken from

those thicknesses of the respective overlayers, for which the

energy changes as seen in Figure 2 are virtually saturated.

Moreover, we also included the energy position of the lowest

unoccupied orbitals (LUMOs), which are derived taking into

account the energy gap of the two materials (2.3 eV for C60

[46,50] and 1.2 eV for MnPc [41]). Figure 3 indicates a rather

large offset of the HOMOs of more than 1 eV at the interface,

while the energy positions of the LUMOs are much closer.

These values are significantly different from those found for the

interface between copper phthalocyanine (CuPc) and C60,

where the HOMO offset was reported to be about 0.9 eV [51],
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while the LUMO offset can be estimated to about 0.8 eV. This

difference is predominantly due to the rather different energy

gaps in CuPc (about 2.2 eV [52]) and MnPc (1.2 eV). As a

consequence, MnPc/C60 junctions are less suited for the appli-

cation in organic photovoltaic devices since the energy gain as-

sociated with the charge separation at the interface is signifi-

cantly reduced.

Interestingly, the energy-level alignment at the interface be-

tween MnPc and C60, prepared on a gold substrate depends on

the deposition sequence. The HOMO offset differs by about

0.3 eV. Furthermore, the position of the Fermi level in MnPc is

identical for the two cases (Figure 3). This is in contrast to the

CuPc/C60 interface where the results were independent of the

deposition sequence [51]. Following a recently introduced

model [26], such a difference in the energy-level alignment

would be expected, if the interaction of the organic layer

deposited first and the metal substrate (gold) varies going from

MnPc to C60 with the consequence of a different Fermi-level

position in the layer stack. Moreover, in previous studies

[25,53] the importance of interface morphologies, molecular

orientations and the resulting density of states on the energy-

level alignment has been demonstrated. For instance, at the

interface between CuPc and F16CuPc a significant change in the

ionization potential and work function due to the molecular ori-

entation was observed [54]. Also, the orientation of phthalo-

cyanine molecules has been used to influence the C60 energy

levels at respective junctions [55]. It is further known that

MnPc and other transition-metal-phthalocyanine molecules

grow in a flat lying manner on Au(100) [49,56], while on top of

C60 they exhibit an edge-on orientation (i.e., they stand up)

[57,58]. This then can cause a different energy-level alignment

as the ionization depends on the molecular orientation in the

layers [53].

Finally, comparing our results to those from an associated mea-

surement of co-evaporated mixtures of MnPc and C60 [59] one

can find many similarities. The behavior of the valence-band

features upon changing the mixing ratio was found to be equiv-

alent to the observed changes with increasing the layer thick-

ness as shown above. Relative energy shifts parallel the behav-

ior as seen in Figure 3.

Conclusion
We have determined the energy-level alignment at interfaces

between MnPc and C60 using photoelectron spectroscopy

studies. The relative energies at the interface depend on the

deposition sequence. This is most likely a consequence of dif-

ferent growth modes of MnPc on either Au or C60 thin films.

Moreover, our results show that at this interface the LUMO

levels of MnPc and C60 lie energetically too close to render

MnPc an appropriate absorber material in organic photovoltaic

cells in contrast to, e.g., CuPc.

Supporting Information
Supporting Information File 1
Additional spectra.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-94-S1.pdf]

Acknowledgements
We thank M. Naumann, R. Hübel and S. Leger for technical

assistance. Financial support by the Deutsche Forschungs-

gemeinschaft (Grant Nos. KN393/14, and KN393/25) is grate-

fully acknowledged.

References
1. Van Slyke, S.; Chen, C. H.; Tang, C. W. Appl. Phys. Lett. 1996, 69,

2160–2162. doi:10.1063/1.117151
2. Cicoira, F.; Santato, C. Adv. Funct. Mater. 2007, 17, 3421–3434.

doi:10.1002/adfm.200700174
3. Dodabalapur, A. Mater. Today 2006, 9, 24–30.

doi:10.1016/S1369-7021(06)71444-4
4. Rand, B. P.; Genoe, J.; Heremans, P.; Poortmans, J.

Prog. Photovoltaics 2007, 15, 659–676. doi:10.1002/pip.788
5. Reineke, S.; Lindner, F.; Schwartz, G.; Seidler, N.; Walzer, K.;

Lüssem, B.; Leo, K. Nature 2009, 459, 234–238.
doi:10.1038/nature08003

6. Brabec, C. J.; Gowrisanker, S.; Halls, J. J. M.; Laird, D.; Jia, S.;
Williams, S. P. Adv. Mater. 2010, 22, 3839–3856.
doi:10.1002/adma.200903697

7. Klauk, H. Chem. Soc. Rev. 2010, 39, 2643–2666.
doi:10.1039/b909902f

8. Sasabe, H.; Kido, J. Chem. Mater. 2011, 23, 621–630.
doi:10.1021/cm1024052

9. Lüssem, B.; Tietze, M. L.; Kleemann, H.; Hoßbach, C.; Bartha, J. W.;
Zakhidov, A.; Leo, K. Nat. Commun. 2013, 4, 2775.
doi:10.1038/ncomms3775

10. Lu, L.; Zheng, T.; Wu, Q.; Schneider, A. M.; Zhao, D.; Yu, L.
Chem. Rev. 2015, 115, 12666–12731.
doi:10.1021/acs.chemrev.5b00098

11. Koch, N. ChemPhysChem 2007, 8, 1438–1455.
doi:10.1002/cphc.200700177

12. Vandewal, K.; Albrecht, S.; Hoke, E. T.; Graham, K. R.; Widmer, J.;
Douglas, J. D.; Schubert, M.; Mateker, W. R.; Bloking, J. T.;
Burkhard, G. F.; Sellinger, A.; Fréchet, J. M. J.; Amassian, A.;
Riede, M. K.; McGehee, M. D.; Neher, D.; Salleo, A. Nat. Mater. 2014,
13, 63–68. doi:10.1038/nmat3807

13. Ishii, H.; Sugiyama, K.; Ito, E.; Seki, K. Adv. Mater. 1999, 11, 605–625.
doi:10.1002/(SICI)1521-4095(199906)11:8<605::AID-ADMA605>3.0.C
O;2-Q

14. Scott, J. C. J. Vac. Sci. Technol., A 2003, 21, 521–531.
doi:10.1116/1.1559919

15. Kahn, A.; Koch, N.; Gao, W. J. Polym. Sci., Part B: Polym. Phys. 2003,
41, 2529–2548. doi:10.1002/polb.10642

http://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-8-94-S1.pdf
http://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-8-94-S1.pdf
https://doi.org/10.1063%2F1.117151
https://doi.org/10.1002%2Fadfm.200700174
https://doi.org/10.1016%2FS1369-7021%2806%2971444-4
https://doi.org/10.1002%2Fpip.788
https://doi.org/10.1038%2Fnature08003
https://doi.org/10.1002%2Fadma.200903697
https://doi.org/10.1039%2Fb909902f
https://doi.org/10.1021%2Fcm1024052
https://doi.org/10.1038%2Fncomms3775
https://doi.org/10.1021%2Facs.chemrev.5b00098
https://doi.org/10.1002%2Fcphc.200700177
https://doi.org/10.1038%2Fnmat3807
https://doi.org/10.1002%2F%28SICI%291521-4095%28199906%2911%3A8%3C605%3A%3AAID-ADMA605%3E3.0.CO%3B2-Q
https://doi.org/10.1002%2F%28SICI%291521-4095%28199906%2911%3A8%3C605%3A%3AAID-ADMA605%3E3.0.CO%3B2-Q
https://doi.org/10.1116%2F1.1559919
https://doi.org/10.1002%2Fpolb.10642


Beilstein J. Nanotechnol. 2017, 8, 927–932.

931

16. Knupfer, M.; Paasch, G. J. Vac. Sci. Technol., A 2005, 23, 1072–1077.
doi:10.1116/1.1885021

17. Braun, S.; Salaneck, W. R.; Fahlman, M. Adv. Mater. 2009, 21,
1450–1472. doi:10.1002/adma.200802893

18. Vázquez, H.; Gao, W.; Flores, F.; Kahn, A. Phys. Rev. B 2005, 71,
041306. doi:10.1103/PhysRevB.71.041306

19. Vázquez, H.; Dappe, Y. J.; Ortega, J.; Flores, F. Appl. Surf. Sci. 2007,
254, 378–382. doi:10.1016/j.apsusc.2007.07.047

20. Greiner, M. T.; Helander, M. G.; Tang, W.-M.; Wang, Z.-B.; Qiu, J.;
Lu, Z.-H. Nat. Mater. 2012, 11, 76–81. doi:10.1038/nmat3159

21. Koch, N. Phys. Status Solidi RRL 2012, 6, 277–293.
doi:10.1002/pssr.201206208

22. Ley, L.; Smets, Y.; Pakes, C. I.; Ristein, J. Adv. Funct. Mater. 2013, 23,
794–805. doi:10.1002/adfm.201201412

23. Oehzelt, M.; Koch, N.; Heimel, G. Nat. Commun. 2014, 5, 4174.
doi:10.1038/ncomms5174

24. Akaike, K.; Koch, N.; Heimel, G.; Oehzelt, M. Adv. Mater. Interfaces
2015, 2, 2196–7350. doi:10.1002/admi.201500232

25. Opitz, A.; Wilke, A.; Amsalem, P.; Oehzelt, M.; Blum, R.-P.;
Rabe, J. P.; Mizokuro, T.; Hörmann, U.; Hansson, R.; Moons, E.;
Koch, N. Sci. Rep. 2016, 6, 21291. doi:10.1038/srep21291

26. Oehzelt, M.; Akaike, K.; Koch, N.; Heimel, G. Sci. Adv. 2015, 1,
e1501127. doi:10.1126/sciadv.1501127

27. McKeown, N. B. Phthalocyanine materials: synthesis, structure and
function; Cambridge University Press: Cambridge, United Kingdom,
1998.

28. Uchida, S.; Xue, J.; Rand, B. P.; Forrest, S. R. Appl. Phys. Lett. 2004,
84, 4218. doi:10.1063/1.1755833

29. Rand, B. P.; Cheyns, D.; Vasseur, K.; Giebink, N. C.; Mothy, S.; Yi, Y.;
Coropceanu, V.; Beljonne, D.; Cornil, J.; Brédas, J.-L.; Genoe, J.
Adv. Funct. Mater. 2012, 22, 2987–2995. doi:10.1002/adfm.201200512

30. Sullivan, P.; Jones, T. S.; Ferguson, A. J.; Heutz, S. Appl. Phys. Lett.
2007, 91, 233114. doi:10.1063/1.2821229

31. Ren, J.; Meng, S.; Kaxiras, E. Nano Res. 2012, 5, 248–257.
doi:10.1007/s12274-012-0204-7

32. Kim, H. J.; Kim, J. W.; Lee, H. H.; Lee, B.; Kim, J.-J. Adv. Funct. Mater.
2012, 22, 4244–4248. doi:10.1002/adfm.201200778

33. Holzmueller, F.; Wilde, L.; Wölzl, F.; Koerner, C.; Vandewal, K.; Leo, K.
Org. Electron. 2015, 27, 133–136. doi:10.1016/j.orgel.2015.08.031

34. Rusu, M.; Wiesner, S.; Lauermann, I.; Fischer, C.-H.; Fostiropoulos, K.;
Audinot, J. N.; Fleming, Y.; Lux-Steiner, M. C. Appl. Phys. Lett. 2010,
97, 073504. doi:10.1063/1.3481395

35. Jeong, W.-I.; Lee, Y. E.; Shim, H.-S.; Kim, T.-M.; Kim, S.-Y.; Kim, J.-J.
Adv. Funct. Mater. 2012, 22, 3089–3094. doi:10.1002/adfm.201200069

36. Lo, M. F.; Ng, T. W.; Liu, T. Z.; Roy, V. A. L.; Lai, S. L.; Fung, M. K.;
Lee, C. S.; Lee, S. T. Appl. Phys. Lett. 2010, 96, 113303.
doi:10.1063/1.3360336

37. Fielding, P. E.; MacKay, A. G. Aust. J. Chem. 1964, 17, 750–758.
doi:10.1071/CH9640750

38. Grobosch, M.; Aristov, V. Yu.; Molodtsova, O. V.; Schmidt, C.;
Doyle, B. P.; Nannarone, S.; Knupfer, M. J. Phys. Chem. C 2009, 113,
13219–13222. doi:10.1021/jp901731y

39. Grobosch, M.; Mahns, B.; Loose, C.; Friedrich, R.; Schmidt, C.;
Kortus, J.; Knupfer, M. Chem. Phys. Lett. 2011, 505, 122–125.
doi:10.1016/j.cplett.2011.02.039

40. Kraus, R.; Grobosch, M.; Knupfer, M. Chem. Phys. Lett. 2009, 469,
121–124. doi:10.1016/j.cplett.2008.12.090

41. Haidu, F.; Fechner, A.; Salvan, G.; Gordan, O. D.; Fronk, M.;
Lehmann, D.; Mahns, B.; Knupfer, M.; Zahn, D. R. T. AIP Adv. 2013, 3,
062124. doi:10.1063/1.4812230

42. Lever, A. B. P.; Milaeva, E. R.; Speier, G. In Phthalocyanines
Properties and Applications; Leznoff, C. C.; Lever, A. B. P., Eds.; VCH
Publishers: Weinheim, Germany, 1993.

43. Barraclough, C. G.; Martin, R. L.; Mitra, S.; Sherwood, R. C.
J. Chem. Phys. 1970, 53, 1638–1642. doi:10.1063/1.1674236

44. Seah, M. P.; Dench, W. A. Surf. Interface Anal. 1979, 1, 2–11.
doi:10.1002/sia.740010103

45. Benning, P. J.; Poirier, D. M.; Troullier, N.; Martins, J. L.; Weaver, J. H.;
Haufler, R. E.; Chibante, L. P. F.; Smalley, R. E. Phys. Rev. B 1991,
44, 1962. doi:10.1103/PhysRevB.44.1962

46. Lof, R. W.; van Veenendaal, M. A.; Koopmans, B.; Jonkman, H. T.;
Sawatzky, G. A. Phys. Rev. Lett. 1992, 68, 3924.
doi:10.1103/PhysRevLett.68.3924

47. Knupfer, M. Surf. Sci. Rep. 2001, 42, 1–74.
doi:10.1016/S0167-5729(00)00012-1

48. Veenstra, S. C.; Heeres, A.; Hadziioannou, G.; Sawatzky, G. A.;
Jonkman, H. T. Appl. Phys. A 2002, 75, 661–666.
doi:10.1007/s003390201311

49. Petraki, F.; Peisert, H.; Hoffmann, P.; Uihlein, J.; Knupfer, M.;
Chassé, T. J. Phys. Chem. C 2012, 116, 5121–5127.
doi:10.1021/jp211445n

50. Benning, P. J.; Poirier, D. M.; Ohno, T. R.; Chen, Y.; Jost, M. B.;
Stepniak, F.; Kroll, G. H.; Weaver, J. H.; Fure, J.; Smalley, R. E.
Phys. Rev. B 1992, 45, 6899. doi:10.1103/PhysRevB.45.6899

51. Molodtsova, O. V.; Knupfer, M. J. Appl. Phys. 2006, 99, 3704.
doi:10.1063/1.2175468

52. Zahn, D. R. T.; Gavrila, G. N.; Gorgoi, M. Chem. Phys. 2006, 325,
99–112. doi:10.1016/j.chemphys.2006.02.003

53. Duhm, S.; Heimel, G.; Salzmann, I.; Glowatzki, H.; Johnson, R. L.;
Vollmer, A.; Rabe, J. P.; Koch, N. Nat. Mater. 2008, 7, 326–332.
doi:10.1038/nmat2119

54. Chen, W.; Huang, H.; Chen, S.; Huang, Y. L.; Gao, X. Y.; Wee, A. T. S.
Chem. Mater. 2008, 20, 7017–7021. doi:10.1021/cm8016352

55. Mao, H. Y.; Wang, R.; Huang, H.; Wang, Y. Z.; Gao, X. Y.; Bao, S. N.;
Wee, A. T. S.; Chen, W. J. Appl. Phys. 2010, 108, 053706.
doi:10.1063/1.3475716

56. Lindner, S.; Mahns, B.; Treske, U.; Vilkov, O.; Haidu, F.; Fronk, M.;
Zahn, D. R. T.; Knupfer, M. J. Chem. Phys. 2014, 141, 094706.
doi:10.1063/1.4894757

57. Huang, H.; Chen, W.; Chen, S.; Qi, D. C.; Gao, X. Y.; Wee, A. T. S.
Appl. Phys. Lett. 2009, 94, 163304. doi:10.1063/1.3122940

58. Schünemann, C.; Wynands, D.; Wilde, L.; Hein, M. P.; Pfützner, S.;
Elschner, C.; Eichhorn, K.-J.; Leo, K.; Riede, M. Phys. Rev. B 2012,
85, 245314. doi:10.1103/PhysRevB.85.245314

59. Roth, F.; Herzig, M.; Lupulescu, C.; Darlatt, E.; Gottwald, A.;
Knupfer, M.; Eberhardt, W. J. Appl. Phys. 2015, 118, 185310.
doi:10.1063/1.4935623

https://doi.org/10.1116%2F1.1885021
https://doi.org/10.1002%2Fadma.200802893
https://doi.org/10.1103%2FPhysRevB.71.041306
https://doi.org/10.1016%2Fj.apsusc.2007.07.047
https://doi.org/10.1038%2Fnmat3159
https://doi.org/10.1002%2Fpssr.201206208
https://doi.org/10.1002%2Fadfm.201201412
https://doi.org/10.1038%2Fncomms5174
https://doi.org/10.1002%2Fadmi.201500232
https://doi.org/10.1038%2Fsrep21291
https://doi.org/10.1126%2Fsciadv.1501127
https://doi.org/10.1063%2F1.1755833
https://doi.org/10.1002%2Fadfm.201200512
https://doi.org/10.1063%2F1.2821229
https://doi.org/10.1007%2Fs12274-012-0204-7
https://doi.org/10.1002%2Fadfm.201200778
https://doi.org/10.1016%2Fj.orgel.2015.08.031
https://doi.org/10.1063%2F1.3481395
https://doi.org/10.1002%2Fadfm.201200069
https://doi.org/10.1063%2F1.3360336
https://doi.org/10.1071%2FCH9640750
https://doi.org/10.1021%2Fjp901731y
https://doi.org/10.1016%2Fj.cplett.2011.02.039
https://doi.org/10.1016%2Fj.cplett.2008.12.090
https://doi.org/10.1063%2F1.4812230
https://doi.org/10.1063%2F1.1674236
https://doi.org/10.1002%2Fsia.740010103
https://doi.org/10.1103%2FPhysRevB.44.1962
https://doi.org/10.1103%2FPhysRevLett.68.3924
https://doi.org/10.1016%2FS0167-5729%2800%2900012-1
https://doi.org/10.1007%2Fs003390201311
https://doi.org/10.1021%2Fjp211445n
https://doi.org/10.1103%2FPhysRevB.45.6899
https://doi.org/10.1063%2F1.2175468
https://doi.org/10.1016%2Fj.chemphys.2006.02.003
https://doi.org/10.1038%2Fnmat2119
https://doi.org/10.1021%2Fcm8016352
https://doi.org/10.1063%2F1.3475716
https://doi.org/10.1063%2F1.4894757
https://doi.org/10.1063%2F1.3122940
https://doi.org/10.1103%2FPhysRevB.85.245314
https://doi.org/10.1063%2F1.4935623


Beilstein J. Nanotechnol. 2017, 8, 927–932.

932

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.8.94

http://creativecommons.org/licenses/by/4.0
http://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.8.94


943

Tuning the spin coherence time of Cu(II)−(bis)oxamato
and Cu(II)−(bis)oxamidato complexes
by advanced ESR pulse protocols
Ruslan Zaripov1, Evgeniya Vavilova1, Iskander Khairuzhdinov1, Kev Salikhov1,
Violeta Voronkova1, Mohammad A. Abdulmalic2, Francois E. Meva3,
Saddam Weheabby2, Tobias Rüffer2, Bernd Büchner4,5 and Vladislav Kataev*4

Full Research Paper Open Access

Address:
1Kazan E. K. Zavoisky Physical -Technical Institute, Russian
Academy of Sciences, 420029 Kazan, Russia, 2Technische
Universität Chemnitz, Fakultät für Naturwissenschaften, Institut für
Chemie, Straße der Nationen 62, D-09111 Chemnitz, Germany,
3Department of Pharmaceutical Sciences, Faculty of Medicine and
Pharmaceutical Sciences, University of Douala, BP 2701, Cameroon,
4Leibniz Institute for Solid State and Materials Research IFW
Dresden, D-01171 Dresden, Germany and 5Institut für
Festkörperphysik, Technische Universität Dresden, D-01062
Dresden, Germany

Email:
Vladislav Kataev* - v.kataev@ifw-dresden.de

* Corresponding author

Keywords:
electron spin echo; ESR; hyperfine interaction; molecular complexes;
spin coherence

Beilstein J. Nanotechnol. 2017, 8, 943–955.
doi:10.3762/bjnano.8.96

Received: 31 January 2017
Accepted: 29 March 2017
Published: 27 April 2017

This article is part of the Thematic Series "Towards molecular
spintronics".

Guest Editor: G. Salvan

© 2017 Zaripov et al.; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
We have investigated with the pulsed ESR technique at X- and Q-band frequencies the coherence and relaxation of Cu spins S = 1/2

in single crystals of diamagnetically diluted mononuclear [n-Bu4N]2[Cu(opba)] (1%) in the host lattice of [n-Bu4N]2[Ni(opba)]

(99%, opba = o-phenylenebis(oxamato)) and of diamagnetically diluted mononuclear [n-Bu4N]2[Cu(opbon-Pr2)] (1%) in the

host lattice of [n-Bu4N]2[Ni(opbon-Pr2)] (99%, opbon-Pr2 = o-phenylenebis(N(propyl)oxamidato)). For that we have measured

the electron spin dephasing time Tm at different temperatures with the two-pulse primary echo and with the special

Carr–Purcell–Meiboom–Gill (CPMG) multiple microwave pulse sequence. Application of the CPMG protocol has led to a substan-

tial increase of the spin coherence lifetime in both complexes as compared to the primary echo results. It shows the efficiency of the

suppression of the electron spin decoherence channel in the studied complexes arising due to spectral diffusion induced by a

random modulation of the hyperfine interaction with the nuclear spins. We argue that this method can be used as a test for the rele-

vance of the spectral diffusion for the electron spin decoherence. Our results have revealed a prominent role of the opba4– and

opbon-Pr2
4– ligands for the dephasing of the Cu spins. The presence of additional 14N nuclei and protons in [Cu(opbon-Pr2)]2– as

compared to [Cu(opba)]2– yields significantly shorter Tm times. Such a detrimental effect of the opbon-Pr2
4− ligands has to be
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considered when discussing a potential application of the Cu(II)−(bis)oxamato and Cu(II)−(bis)oxamidato complexes as building

blocks of more complex molecular structures in prototype spintronic devices. Furthermore, in our work we propose an improved

CPMG pulse protocol that enables elimination of unwanted echoes that inevitably appear in the case of inhomogeneously broad-

ened ESR spectra due to the selective excitation of electron spins.
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Introduction
Cu(II)−(bis)oxamato and Cu(II)−(bis)oxamidato complexes

have attracted in the recent past substantial attention as precur-

sor materials for the synthesis of the corresponding polynuclear

complexes which in their turn have been investigated with

regard to the magnetic superexchange interactions between the

Cu spins mediated by the O and N ligands [1-8]. In this context,

the transfer of the spin density from the central metal ion to the

ligands and next via the oxamato or oxamidato unit bridging

two neighbored paramagnetic transition metal ions is important

for the maintaining of the superexchange interaction. This

transfer also gives rise to the hyperfine (HF) coupling between

the Cu electron spin S = 1/2 and 14N nuclear spins I = 1 which

has been studied with ESR techniques in some detail [8-11]. On

the other hand, the dynamics of electron spins, the spin coher-

ence and spin relaxation processes in such complexes have been

scarcely addressed so far. Such knowledge is however equally

important from the fundamental point of view and also by

considering possible applications of mono- and polymetallic

Cu(II)−(bis)oxamato and Cu(II)−(bis)oxamidato complexes in

molecular electronic devices.

Pulse methods of electron spin resonance (ESR) have been

shown to be very informative in assessing the magnetically

active molecular complexes for the purpose of quantum infor-

mation processing. With these techniques, one can directly

measure the electron spin coherence times and, moreover, can

manipulate the spin states in order to perform quantum logical

operations [12-23]. For measurements of the electron spin

dephasing time Tm most commonly the simple primary Hahn

echo method employing two pulses that rotate the spins at reso-

nance by 90° (π/2) and 180° (π) was used: π/2 – τ – π – τ –

echo. Recently we have shown that the application of a more

sophisticated, so-called Carr–Purcell–Meiboom–Gill (CPMG)

multiple microwave pulse sequence [24,25] can boost the Tm

time in molecular complexes up to one order of magnitude [20].

The CPMG pulse protocol can efficiently reduce the manifesta-

tion of the unwanted decoherence channel, referred to as spec-

tral diffusion, that arises due to the random modulation of the

HF interaction of electron spins with surrounding nuclear spins.

It should be noted that the slowing down of the spin decoher-

ence in the multi-pulse CPMG experiments is of special interest

with regard to quantum computation on molecular electron

spins (see, e.g., [26]), since the realization of the logical opera-

tions requires special pulse sequences. For example, it has been

shown in [27] that for the realization of the quantum logical

operation CNOT on two electron spins it is necessary to apply

about twenty microwave pulses. Thus, it is obviously important

to take into account the influence of the multiple pulse proto-

cols on the decoherence of spins on which the quantum logical

operations are performed.

In the present work, we have investigated the temperature and

magnetic field/frequency dependence of the spin dephasing

time Tm in the single-crystalline samples of Cu(II)−(bis)ox-

amato and Cu(II)−(bis)oxamidato molecular complexes

with pulse ESR at the X- and Q-band frequencies. The

first complex is the diamagnetically diluted mononuclear

[n-Bu4N]2[Cu(opba)] complex (1%) in the host lattice of

[n-Bu4N]2[Ni(opba)] (99%, opba = o-phenylenebis(oxamato)),

and the second one is the diamagnetically diluted mononuclear

[n-Bu4N]2[Cu(opbon-Pr2)] complex (1%) in the host lattice of

[n-Bu4N]2[Ni(opbon-Pr2)] (99%, opbon-Pr2 = o-phenylene-

bis(N(propyl)oxamidato)) (Figure 1). We have shown that the

CPMG pulse sequence can maintain the spin coherence on the

time scale of up to ≈10 µs at low temperatures in the first com-

plex whereas the spin dephasing in the second complex occurs

on a shorter time scale. We relate this difference with the detri-

mental influence of the HF interaction with additional
14N nuclei and protons in the Cu(II)−(bis)oxamidato complex

whereas this unwanted effect is reduced in the Cu(II)−(bis)-

oxamato complex containing less 14N nuclei and protons. In

fact, a multi-pulse CPMG sequence which can slow down the

phase relaxation of electron spins as compared to the primary

echo, the effect which we earlier suggested to be a manifesta-

tion of the quantum Zeno effect in multi-pulse experiments

[20], can be proposed as a method to reveal on a phenomeno-

logical level the contribution of the spectral diffusion to the

electron spin phase relaxation. Furthermore, in our experiments

we were confronted with the situation that required a modifica-

tion of the CPMG pulse protocol. The common CPMG theory

assumes that all pulses in the sequence unselectively rotate all

spins by the same angle of π/2 for the first pulse and of π for the

other pulses. However, often in reality the spins are rotated

selectively so that the different sub-ensembles of isochromatic

spins are turned by the microwave pulses by different angles,

yielding additional echoes such as the stimulated echo. Indeed,

by applying the standard CPMG pulse protocol we have ob-

served that the CPMG echoes are distorted by additional echoes
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arising due to the selective excitation of electron spins by the

pulses. We have proposed a modified CPMG pulse protocol,

applying which we could successfully eliminate these contribu-

tions.

Figure 1: Chemical structures of the anionic complex fragments
[Cu(opba)]2− (P1, left) and [Cu(opbon-Pr2)]2− (P2, right).

Experimental Results
I n  t h i s  w o r k  t w o  s i n g l e - c r y s t a l l i n e  s a m p l e s  o f

[n-Bu4N]2[Cu(opba)] and [n-Bu4N]2[Cu(opbon-Pr2)], denoted

in the following as P1 and P2 (Figure 1), diamagnetically

diluted in the host lattices of their corresponding and diamag-

netic Ni(II)-containing complexes [n-Bu4N]2[Ni(opba)] and

[n-Bu4N]2[Ni(opbon-Pr2)] have been studied with pulse ESR

techniques at X- and Q-band microwave frequencies of

≈9.8 GHz and 33.9 GHz, respectively. The accessibility of such

diamagnetically diluted single crystals has been recently de-

scribed by some of us [10,28]. Due to the coordination of two

deprotonated amido nitrogen atoms and two carboxylate oxygen

atoms for P1 the formation of a CuO2N2 coordination unit was

observed [28], cf. Figure 1. It is to note, that not only the

CuO2N2 unit but the whole complex fragment P1 was observed

as nearly ideally planar [28]. Moreover, the complex fragment

P1 in the diamagnetically diluted single crystals described here

is expected to have crystallographically imposed C2 symmetry,

as [n-Bu4N]2[Cu(opba)] and [n-Bu4N]2[Ni(opba)] are struc-

turally isomorphic and possess C2 symmetric complex frag-

ments as well [28]. For P2, due to the coordination of four

deprotonated amino nitrogen atoms, the formation of a CuN4

coordination unit was observed [10], cf. Figure 1. Compared to

P1, deviations from planarity of the CuN4 unit and of P2 are

significantly larger [10]. Furthermore, P2 should be C1 symmet-

ric in the here described diamagnetically diluted single crystals,

cf. crystallographic data and descriptions in [10].

Measurement details
ESR measurements were performed with an Elexsys E580 spec-

trometer from Bruker operating at X- and Q-bands. The spec-

trometer is equipped with the standard cavities (ER4118MD5-

W1 for X-band and EN5107D2 for Q-band measurements). For

the temperature dependent measurements the cavities are

inserted into the CF935 cryostat. The temperature is controlled

with the ITC503 temperature controller from Oxford Ins.

Echo-detected ESR spectra were recorded by using the stan-

dard primary echo method with the subsequent integration of

the echo signal during the magnetic field sweep at each field

point.

For the measurements of the phase memory time Tm two pulse

protocols were used: the primary echo decay and the decay of

the Carr–Purcell–Meiboom–Gill echoes [24,25]. With the first

protocol, π/2 – τ – π – echo, the echo intensity was measured as

a function of the time interval τ. The initial τ value of 200 ns

was always used, and the increment of τ amounted to 20 ns for

both X- and Q-band measurements. The length of the π/2-pulse

amounted to 100 ns and 26 ns for X- and Q-bands, respectively.

The long selective π/2-pulse of 100 ns was used to avoid the

modulation of the echo envelope due to the interaction of elec-

tron spins with protons (the so-called ESEEM effect) [29-31].

In the CPMG sequence (π/2)x – { τ − (π)y − τ − echo −}n- the

length of the π/2-pulse was set to 16 ns and 26 ns at X- and

Q-bands, respectively. Due to technical limitations the delay

time τ cannot be set shorter as 300 ns. To enable measurements

of both complexes in a broad temperature range and at two

frequencies with the same value of τ, we have fixed it at 400 ns.

The number n of the π-pulses was chosen such, so that the last

n-th echo could not be observed anymore above the noise level.

For example, at T = 10 K it was possible to apply 250 π-pulses,

whereas the number of echoes reduced down to n = 25 at 80 K.

To evaluate the longitudinal relaxation time the stimulated echo

(SE) decay was measured at the Q-band. The SE pulse protocol

reads: π/2 – τ – π/2 – t – π/2 – τ – SE. With this protocol, the SE

intensity is measured as a function of time t. The length of the

π/2-pulse amounted to 20 ns, the τ value was equal to 200 ns,

and the initial value of t started from 800 ns.

X-band results
Representative spin echo detected ESR spectra of P1 are shown

in Figure 2 for two orientations of the magnetic field H. For H

normal to the molecular plane (H||z-axis) the spectrum consists

of four groups of lines arising due to the on-site hyperfine (HF)

interaction between the Cu spin S = 1/2 with the 63,65Cu nuclear

spins I = 3/2. Each group is further structured due to the

HF-coupling with the 14N nuclear spins I = 1 of the two N

ligands (Figure 2). For the in-plane orientation (H||xy-plane)

this group of lines collapses into an only partially resolved spec-

trum. Similar ESR spectra, though with the less resolved
14N HF structure due to the presence of four instead of two

N-donor ligands, were obtained for P2 (not shown).
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Figure 3: Time dependence of the intensity of the echo signal for complex P1 at T = 30 K on a linear (main panel) and on a logarithmic scale (inset)
measured with the primary echo (blue squares) and CPMG (red circles) protocols at X-band (a) and at Q-band (b).

Figure 2: Echo detected ESR spectra of P1 at a frequency
ν = 9.85 GHz (X-band) and at T = 20 K for the magnetic field oriented
normal (90°) and parallel (0°) to the molecular plane.

Measurements of the phase relaxation time Tm of both com-

plexes with the primary echo and CPMG pulse sequences have

revealed that Tm does not depend on the choice of the peak of

the ESR spectrum where the pulse sequences were applied and

on the orientation of the field.

Typical time dependences of the spin echo decay for complex

P1 obtained with the primary echo and CPMG pulse sequences

are shown in Figure 3a. The primary echo decay is modulated

for both, X- and Q-band, measurements (Figure 3), and the

modulation frequency is rather low ≈0.3 MHz. We suppose that

this modulation effect occurs due to the non-secular part of a

type SzIx of the HF interaction between the Cu electron spin and

the nitrogen nuclei [32]. Note that this particular part of the HF

interaction is responsible for the excitation of the forbidden

transitions induced by the microwave pulses which produce the

electron spin echo signal, so that allowed and forbidden ESR

transitions manifest the coherence in their excitation by the

microwave pulses. This spin coherence is manifested as the

ESEEM effect [29-31].

The spin echo decay curves were fitted with the stretched expo-

nential function y = y0 + A·exp(−2τ/Tm)b, where b is the expo-

nent index characterizing the spread of the relaxation times. For

P1, the fit reveals b ≈ 2 for the primary echo decay indicating

the effect of the spectral diffusion [33-35], whereas a smaller

value of the exponent b ≈ 0.8 − 1 characterizes the primary echo

decay of P2. The exponent b ≈ 1 was found for the decay of the

CPMG echoes for both complexes revealing their mono-expo-

nential character. Representative T-dependences of Tm for P1

and P2 are shown in Figure 4. Evidently, an application of the

CPMG pulse protocol leads to a significant enhancement of the

Tm time, by a factor of ≈6 and ≈4 at the lowest temperature for

complexes P1 and P2, respectively. On the absolute scale, how-

ever, the spin decoherence of P2 is sigificantly faster as com-

pared to P1 regardelss the applied pulse sequence.

Q-band results
Echo detected ESR spectra of complexes P1 and P2 in the

Q-band frequency range have revealed similar features as the

X-band spectra. The quartet group of peaks due to the on-site

HF coupling with the 63,65Cu nuclear spins is most extended for

the magnetic field applied normal to the molecular plane (90°

orientation). The structure of each peak due to the HF-coupling

with the 14N nuclear spins is visible only for complex P1 with

two N-donor ligands only. Representative spectra for H||z-axis

are shown in Figure 5. The small shoulders visible at the two

high-field peaks in the spectrum of P2 are presumably related to

a small amount of powder inclusions in the sample. It appears

that unavoidable thermal cycling of the sample between 10 K

and room temperature during the experiments yields microc-

racks and partial crumbling of some parts of the crystal.
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Figure 4: Temperature dependence of the phase relaxation time Tm of P1 and P2 at a frequency ν = 9.85 GHz measured with the primary echo se-
quence for the 90° field orientation (a) and with the CPMG pulse sequence for 0° and 90° orientations of the magnetic field (b).

Figure 6: Temperature dependence of the phase relaxation time Tm of P1 and P2 at a frequency ν = 33.9 GHz for the 90° field orientation measured
with the primary echo sequence (a) and with the CPMG pulse sequence (b).

Figure 5: Echo detected ESR spectra of P1 (top) and P2 (bottom) at a
frequency ν = 33.899 GHz (P1) and 33.915 GHz (P2) (Q-band) and at
T = 20 K for the magnetic field oriented normal (90°) to the molecular
plane. The difference of the line positions of the two spectra is due to
the different g-factor of Cu for the studied samples gz(P1) = 2.184 [9]
and gz(P2) = 2.159 [10].

Similar to the X-band results, the Tm spin dephasing time for

both complexes did not depend on the magnetic field orienta-

tion and on the choice of the spectral peak where the measure-

ment took place. Typical spin echo decay curves are shown in

Figure 3b. Temperature dependences of Tm measured with the

primary echo and CPMG pulse sequences are presented in

Figure 6.

The spin coherence time Tm
CPMG obtained with the CPMG

pulse protocol is enhanced by a factor of ≈2 at the lowest tem-

perature as compared to the Tm
CPMG time in the X-band mea-

surements.

Finally, to ensure that the longitudinal relaxation does not influ-

ence the electron spin decoherence, the T1 time was measured

for both complexes. As can be seen in Figure 7, at all studied

temperatures T1 is always longer than the respective Tm times,

cf. Figure 4 and Figure 6.
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Figure 7: Temperature dependence of the longitudinal relaxation time
T1 of P1 and P2 at a frequency ν = 33.9 GHz for the 90° field orienta-
tion.

Figure 8: CPMG echoes for complex P1 for two levels of the micro-
wave power attenuation of 3 dB and 13 dB. Note that in the latter case
the 2nd and not the 1st echo has the strongest amplitude.

Peculiarities of the CPMG spin echoes
Application of the conventional CPMG pulse protocol

(π/2)x – τ – (π)y – τ – echo – { τ – (π)y – τ – echo}(n − 1)

enhances the spin coherence lifetime of the studied complexes.

In addition, the experiments have revealed a dependence of the

CPMG echoes on the applied microwave power. At small

power levels, the second echo appears larger in amplitude than

the first primary echo (Figure 8). In the ideal CPMG experi-

ment, each echo generated by the n-th π pulse is the n-th refo-

cused primary echo (RPE) which amplitude decreases with n

due to the inevitable spin decoherence. Thus, the observed

nonmonotonous behavior suggests that in addition to the RPE

other unwanted echoes contribute to the signal. To separate the

RPE from those contributions, a modified pulse sequence (π/2)x

– τ1 – (π)y – τ1 – echo – {τ2 – (π)y – τ2 – echo}(n − 1) has been

applied. As a result, the RPEs occur always at the time delay τ2

after the n-th π pulse, whereas, for instance the stimulated echo,

which can occur due to the incomplete rotation by the pulses of

the spins that are slightly off the resonance, has an offset from

the RPE by |τ2–τ1| (Figure 9). In this way, the “parasitic” contri-

butions to the true CPMG echoes can be identified and separat-

ed. Furthermore, they can be successfully eliminated by

applying the phase cycling, following the general rules of the

cycling of the phases of microwave pulses (see, e.g., [31,36]).

In the first run, the first π pulse in the CPMG sequence is

applied about the +y-axis, (π)y, whereas in the second run it is

applied about the −y-axis (π)−y, and the two runs are summed

up. As a result, an almost perfect sequence of RPEs has been

obtained (Figure 9).

Figure 9: CPMG experiment on complex P1 at ν = 33.9 GHz,
T = 20 K, and H||z-axis: Separation of the refocused primary echoes
(RPE) from other parasitic contributions by applying the modified
CPMG pulse (π/2)x – τ1 – (π)y – τ1 – echo – {τ2 – (π)y – τ2 –
echo}(n − 1) with τ1 = 400 ns and τ2 = 700 ns (black line). The signal
plotted in red is the result of the phase cycling of the first π pulse that
effectively suppresses the “parasitic” contributions to the true CPMG
echoes (see the text).

Discussion
Our experiments on the molecular complexes P1 and P2

demonstrate clearly that the dephasing time of the Cu spins

S = 1/2 can be significantly enhanced by the application of the

CPMG pulse protocol. Analogous effect of a drastic increase of

the spin coherence time in molecular magnets with the CPMG

protocol was observed and comprehensively discussed in our

previous work on pulse ESR on model binuclear 1,2-diphospha-

cyclopentadienyl manganese complexes [20]. There we have

studied in detail the slowing down of the electron spin decoher-

ence in a CPMG experiment if the decoherence is caused by the

stochastic process of the spectral diffusion. In that our work

[20] we have interpreted such slowing down as a manifestation

of the quantum Zeno effect in multi-pulse experiments. Thus

the occurrence of this effect signifies that the spin decoherence

is related to some process of spectral diffusion.
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Generally, electron spin decoherence can be due to spin-lattice

interaction, spin-rotation interaction, HF interaction with mag-

netic nuclei as well as spin-spin interaction. On a specific exam-

ple we considered in [20] the situation when stochastic changes

of the resonance frequency of an electron spin are caused by

stochastic modulation of the HF interaction of an electron with

magnetic nuclei. Also in the present work, considering the

above described experimental results on the magnetically

diluted Cu(II)–(bis)oxamato and Cu(II)–(bis)oxamidato com-

plexes, it is reasonable to conclude that the major contribution

to the decoherence of the Cu(II) electron spins is given by the

HF interaction with the nuclear spins of the host lattice.

Electron spin decoherence due to the HF interaction with sur-

rounding nuclei has been studied in a number of works begin-

ning with the pioneering work by Gordon and Bowers [37]. In

[30,33,38] a detailed theoretical and experimental investigation

of the kinetics of the decay of the envelope of the primary spin

echo of hydrogen atoms in frozen solutions of H2SO4 and in

fused quartz has been made. The shift of the ESR resonance fre-

quency can be written in the form Δω = ∑AkMk, where Ak and

Mk are the HF constant and the projection of the k-th nuclear

spin on the direction of the external magnetic field. For a num-

ber of reasons the projection Mk can stochastically change in

time. This can be due to the spin-lattice relaxation. The parame-

ters Ak can also randomly change due to molecular motion,

lateral and rotational diffusion. One expects that in solids at low

temperatures the more effective mechanism of the spectral

diffusion arises from the stochastic variations of Mk due to the

spin diffusion, i.e., the stochastic mutual flip-flops of two

nuclear spins induced by the nuclear dipole–dipole interaction.

For example, a characteristic flip-flop frequency of the neigh-

boring protons in a lattice is of the order 104–105 1/s, i.e., flip-

flops occur on the time scale 10−4–10−5 s. Thus, the shift of the

ESR frequency of the electron spin is a stochastic process ω(t).

A stationary distribution of these frequencies determines the HF

structure of an ESR spectrum. The theory in [30,33,38] shows

that the primary electron spin echo signal decay resulting from

the random modulation of the hyperfine interaction by nuclear

spin diffusion obeys the expression

(1)

where 7/4 ≤ k ≤ 3. In the region of a comparatively small τ,

k = 3, whereas for large τ the exponent k in Equation 1 takes the

value k = 7/4.

For the nuclear spins I = 1/2 in the limit of large τ one has

[30,33,38]:

(2)

Here, Cn is the concentration of magnetic nuclei, γe and γn are

the electron and nuclear gyromagnetic ratios, respectively,  is

the reduced Planck constant, rn is the distance between the

neighboring magnetic nuclei, and Wn is the nuclear flip-flop rate

[39]:

(3)

In fact, the parameter m depends on the diffusion barrier for

nuclear spins in the vicinity of the unpaired electron. The

dipolar magnetic field of the unpaired electron is differently

shifting the resonance frequencies of the nuclear spins at differ-

ent spatial positions. At close distances, the difference of the

nuclear spins’ frequencies exceeds the strength of their mutual

nuclear dipole–dipole interaction so that their mutual flip-flop

process is inhibited. Thus, nuclear spin diffusion stops close to

the unpaired electron, at a distance which is referred to as a

diffusion barrier for nuclear spins. The radius of the spin diffu-

sion barrier d is estimated to be about d ≈ 1 nm [38]. The pa-

rameter m (Equation 2) is expected to be larger if d is reduced.

This point has to be kept in mind when studying the electron

spin decoherence for different paramagnetic centers.

For complexes P1 and P2 studied in the present work we do not

expect significantly different radii of the nuclear spin diffusion

barrier. From Equation 2 and Equation 3 it follows that m ~ Cn
2.

The concentration of protons and nitrogen nuclei in P1 is

smaller than in P2 (Figure 1). Thus, from the above considera-

tions, the electron spin decoherence rate in complex P1 is ex-

pected to be smaller than in complex P2 which agrees qualita-

tively very well with the experimental observations (Figure 3

and Figure 6).

Though the kinetics of the decay of the primary and stimulated

echoes due to the spectral diffusion induced by the stochastic

modulation of the HF interaction in the presence of the nuclear

spin diffusion was theoretically elaborated in [38], the manifes-

tation of this mechanism for a CPMG pulse protocol was first

theoretically addressed in [20] in the framework of the model of

a normal stochastic process. If the number of magnetic nuclei

that effectively interact with an electron is sufficiently large

(e.g., larger than 5), then in a good approximation the respec-

tive frequency distribution can be described by the Gaussian

with the dispersion

(4)



Beilstein J. Nanotechnol. 2017, 8, 943–955.

950

where Ik is the spin of the k-th nucleus. It should be noted that

the magnetic nuclei nearest to the electron, i.e., those located

closer than the radius of the diffusion barrier d, do not contrib-

ute to the spectral diffusion. Therefore, in Equation 4 the disper-

sion σ is determined by the HF interaction with the nuclear

spins at distances larger than d. Thus, in complexes P1 and P2

studied in the present work the HF interaction of the Cu(II)

electron spin with its own 63,65Cu nucleus and with the 14N

nuclei of the nearest ligands most likely do not contribute to the

spectral diffusion whereas distant 63,65Cu and 14N nuclei can

contribute to this process. This means that, unfortunately, the

parameter σ in Equation 4 cannot be calculated simply as a

dispersion of a usual continuous wave ESR spectrum that

contains contribution of all magnetic nuclei, both within and

outside the diffusion barrier sphere of the radius d.

For quantitative estimates, it is necessary to describe the

stochastic process ω(t). In [20] a phenomenological model of

the normal stochastic process has been considered for the de-

scription of the spectral diffusion. In this model such a process

can be fully described by the dispersion of the frequency distri-

bution and the frequency correlation function

(5)

We can define a characteristic time of the decay of the frequen-

cy correlation as τc, and assume that the correlation function

g(τ) (Equation 5) has an exponential form:

(6)

In the case of the spectral diffusion induced by the nuclear spin

diffusion τc is of the order of the flip-flop time of the neigh-

boring nuclear spins. If those spin-flops are caused by the

nuclear dipole–dipole interaction, then τc ≈ 10−4–10−5 s [39].

According to [20], the expression for the n-th signal in a CPMG

experiment in the presence of spectral diffusion reads:

(7)

In Equation 7 the functions f(t) and g(t) are defined as:

(8)

Setting n = 1 in Equation 7 yields the expression for the ampli-

tude of the primary echo

(9)

For short observation times τ << τc, Equation 9 reduces to

(10)

(Note that in [20] Equation 10 was mistakenly written as

V(2τ) = exp(−2στ2), cf. Eq. (11) in [20]). For long observation

times τ >> τc, it follows from Equation 9 that the primary echo

signal exponentially depends on τ:

(11)

It can be concluded from Equation 10 and Equation 11 that in

the framework of the phenomenological model of the normal

stochastic process for the description of the spectral diffusion

due to the stochastic modulation of the HF interaction by the

nuclear spin diffusion, the dependence of the decay of the pri-

mary echo signal has the form exp(−mτk) where the index k

changes from 3 to 1 by increasing the observation time 2τ. This

agrees qualitatively with the earlier result in [38].

The phenomenological model of the spectral diffusion de-

scribes correctly also the manifestation of the spectral diffusion

in a CPMG experiment. Indeed, as has been shown in [20] the

electron spin decoherence in this case slows down according to

Equation 7 and Equation 8. The decay of the CPMG echoes

with n >> 1 occurs slower than for the primary echo if one

compares the echo amplitudes with the same total time interval

of the observation, i.e., the time 2τ in the primary echo experi-

ment should be equal to the time 2nτ in the CPMG experiment.

The decay of the primary echo signal and the decay of the echo

signal in the CPMG pulse protocol with 6 and 12 π-pulses

calculated with Equation 7 and Equation 8 are shown in

Figure 10 and Figure 11, respectively. In numerical calcula-

tions the time τ is given in units of the correlation time τc for the

normal stochastic process of the spectral diffusion and the

dispersion of the resonance frequency σ is given in units of

1/τc
2. In Figure 11 the decay of the CPMG echo signal is
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Figure 10: The calculated decay of the primary echo signal as a func-
tion of the time delay τ between the two pulses. τ is measured in units
of the correlation time τc for the normal stochastic process of the spec-
tral diffusion and the dispersion of the resonance frequency σ is given
in units of 1/τc2. The calculations were made for the two values of the
dispersion σ = 1 (blue) and σ = 3 (red).

Figure 11: The calculated decay of the echo signal in the CPMG ex-
periment as a function of the number n of the π-pulses in the CPMG
protocol. The results of the modeling are presented for the same
values of the dispersion σ as in Figure 10, σ = 1 (blue symbols) and
σ = 3 (red symbols). The calculations were made for n = 6 (squares)
and n = 12 (triangles). The total observation time of 10τc is the same
as in Figure 10.

plotted as a function of the number n of the CPMG echo. Obvi-

ously, Figure 10 demonstrates a rather complicated kinetics of

the decay of the signal of the primary echo due to the spectral

diffusion (see also Equations 9, 10 and 11). As can be seen

there, with increasing the dispersion the contribution of the

spectral diffusion to the spin decoherence increases and the

echo signal decays faster. It should be noted that for suffi-

ciently large time intervals between the pulses the decay of this

signal can be described by the simple exponent (see,

Equation 10) albeit this simple dependence holds only for the

tail of the spin echo signal decay (Figure 10).

From these calculations the following conclusions can be

drawn. Similar to the situation with the primary echo the inten-

sity of the CPMG echo signals decays faster with increasing the

dispersion σ (cf. squares and triangles in Figure 11). The depen-

dence of the decay of the intensity of the CPMG echo as a func-

tion of its number n can be described by a simple exponent, in

contrast to a more complicated behavior in the case of the pri-

mary echo. Note that the total observation time in Figure 10 and

Figure 11 is equal and amounts to10τc. From the point of view

of potential application of electron spins as qubits, the slowing

down of the spin decoherence as compared to the primary echo

is certainly an interesting effect. Furthermore, for a given time

interval of the observation the slowing down of the spin deco-

herence increases with the increase of the number of refocusing

π-pulses in the CPMG protocol.

Thus the calculations presented above allow one to interpret

qualitatively a drastic difference between the experimentally ob-

served fast decay of the primary echo signal and the much

slower decay of the CPMG echoes as shown in Figure 3 which

demonstrates the efficiency of the CPMG protocol for the elimi-

nation of the effect of spectral diffusion on the electron

spin decoherence in the studied molecular complexes. We

have attempted to fit experimentally observed kinetic curves

of the echo signal decay using Equation 7. Two examples with

different fit parameters are presented in Figure 12a,b and

Figure 12c,d, respectively.

The results shown in Figure 12 demonstrate that by varying pa-

rameters of the theoretical model, namely, the dispersion of the

frequency σ and the frequency correlation time τc one can, in

principle, fit the experimental data using Equation 7 reasonably

well (see Figure 12c,d). However, such a good agreement with

experiment is achieved by using a rather unrealistic value of

τc = 120 ns. This correlation time is at least an order of magni-

tude smaller than that expected for a mutual flip-flop process re-

sponsible for the nuclear spin diffusion. Taking a more realistic

value of τc = 2000 ns worsens the agreement substantially (see

Figure 12a,b). This implies that although the theoretical model

described above can provide a reasonably good qualitative de-

scription of the experimentally observed echo decay kinetic

curves, but, on the quantitative level, in addition to the spin

diffusion one has to take into account also other sources of

stochastic modulation of the HF interaction.

Indeed, there are also other experimental observations which in-

dicate that the nuclear spin diffusion is not only one source of a

random modulation of the HF interaction in the studied materi-

als. It should be noted that the electron spin dephasing time Tm

obtained both with the primary echo and the CPMG pulse

protocol is generally longer at the Q-band than at the X-band
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Figure 12: Comparison of the experimental and model dependences of the decay of the primary (a,c) and CPMG echoes (b,d) for complex P1 at
T = 80 K. The model curves in (a,b) were calculated according to Equation 7 with the correlation time τc = 2 µs, the diffusion barrier d = 0.7 nm, and
στc2 ~ 32, and in (c,d) with τc = 120 ns, d = 0.68 nm, and στc2 ~ 0.13, respectively.

(Figure 4 and Figure 6). At both ESR frequencies the Tm time is

systematically shorter for complex P2 as compared to complex

P1 due to a larger number of magnetic nuclei (14N and 1H) in

the former complex as compared to the latter one. The differ-

ence of the decoherence rate in the X- and Q-band measure-

ments possibly indicates that the stochastic modulation of the

HF interaction is caused not only by the nuclear spin diffusion

but also by the stochastic changes of the nuclear spin projec-

tions due to the nuclear spin-lattice relaxation. Since the latter

slows down with increasing the field strength [39], its possible

effect on Tm should decrease too, which could qualitatively

explain the difference of the electron spin dephasing rates in the

two ESR frequency bands. Furthermore, the rate of the nuclear

mutual flip-flops may be magnetic field dependent. In particu-

lar, the field-induced inhomogeneous broadening of the NMR

line could make flip-flop processes less efficient. In any case,

on the quantitative level, this interesting problem requires a

special theoretical treatment to be addressed separately.

There is one more experimental observation which indicates a

possible contribution of the nuclear spin-lattice relaxation to the

electron spin dephasing induced by the HF interaction. Indeed,

the spectral diffusion induced by random changes of the HF

interaction caused by the nuclear spin diffusion is expected to

be independent of temperature. Experimentally, the electron

spin dephasing time Tm decreases with increasing temperature

(Figure 4). This suggests additional temperature dependent

contributions to the stochastic modulation of the HF interaction

in the studied complexes. Such contributions, which could

explain the observed temperature dependence of Tm, may arise

due to a random modulation of the HF interaction by a tempera-

ture dependent nuclear spin-lattice relaxation and/or by molecu-

lar mobility, e.g., by rotation of the CH3, CH2CH3 or other

groups. Arguably, at low temperatures the local HF magnetic

field acting on the electron spin is most effectively modulated

by the nuclear spin diffusion. With increasing temperature a

contribution of the nuclear spin-lattice relaxation to the

stochastic modulation of the HF interaction, i.e., to the spectral

diffusion, may become significant. As has been shown in

[30,33], these two spectral diffusion mechanisms lead to differ-

ent kinetics of the electron spin phase relaxation. The differ-

ence originates from the fact that in the case of the nuclear spin

diffusion in an elementary act two spins are involved into the

flip-flop process, while in the case of the spin-lattice relaxation

each nuclear spin flips (or flops) independently. It should be

noted that there are further significant differences between the

two above discussed mechanisms. In the case of the nuclear

spin diffusion its contribution to the electron spin dephasing is

determined by the HF coupling to the nuclear spins at distances

larger that the diffusion barrier. In the case of the nuclear spin
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relaxation all nuclei, including those inside the diffusion barrier,

contribute to the shortening of Tm. In addition, also the nuclear

spin-lattice relaxation time depends on the distance between a

particular nucleus and the paramagnetic center. This circum-

stance, as well freezing of the motion of the propyl groups may

be responsible for the reduction of the stretching exponent b < 1

of the spin echo decay of complex P2.

Finally, we note on the specifics of the use of the CPMG pulse

sequences in an ESR experiment. As it was originally pointed

out in [40], unlike in an NMR experiment on non-magnetic

substances where the first pulse excites the complete absorp-

tion line of the nuclear spins under study, it is often not the case

for the inhomogeneously broadened ESR line. Due to a selec-

tive excitation of this line, the electron spins are turned by the

first microwave pulse by different angles depending on their

offset from the resonance frequency. As a result, in addition to

the CPMG echoes which are basically the refocused primary

echo, other unwanted echoes appear. Complications due to a

selective excitation of spins in CPMG ESR experiments were

later observed in several works [41-45]. However, up to now a

detailed analysis of the underlying mechanisms giving rise to

these complications, their impact on the determination of the

spin dephasing time and the ways of elimination of unwanted

effects were not elaborated sufficiently. The phase cycling

which we use in our work as well as other cycling protocols

[44] are definitely helpful in improving the quality of a CPMG

ESR experiment. A more detailed theoretical and experimental

treatment of this very interesting problem will be published

elsewhere.

Conclusion
We have experimentally studied the dephasing time Tm of

Cu(II) spins in single crystals of diamagnetically diluted

mononuclear [n-Bu4N]2[Cu(opba)] (1%) in the host lattice of

[n-Bu4N]2[Ni(opba)] (P1) and of diamagnetically diluted

mononuclear [n-Bu4N]2[Cu(opbon-Pr2)] (1%) in the host lattice

of [n-Bu4N]2[Ni(opbon-Pr2)] (P2) by pulse ESR measurements

at X- and Q-band frequencies. We have found that application

of the special Carr–Purcell–Meiboom–Gill (CPMG) pulse

protocol significantly increase the Tm time of both complexes as

compared to the results of the standard two-pulse primary echo

measurements. Our theoretical analysis shows that this effect is

related to an efficient suppression by the CPMG multi-pulse se-

quence of the detrimental influence on the spin coherence life-

time of the spectral diffusion induced by the stochastic modula-

tion of the HF interaction. This stochastic modulation can be

caused by several random processes such as the nuclear

spin diffusion, the nuclear spin-lattice relaxation, molecular

mobility, e.g., the random rotation of CH3, CH2CH3 groups,

etc. At low temperatures the first mechanism is dominating

whereas with increasing temperature the other two may become

relevant, thus explaining the experimentally observed decrease

of the electron spin dephasing time Tm. The systematically

shorter Tm times at all temperatures found for complex P2 as

compared to P1 can be obviously related to a larger number of

magnetic nuclei in the former complex that additionally contrib-

ute to the spectral diffusion mechanism of the electron spin

dephasing. It is likely for this reason the Tm times of both com-

plexes measured by the primary spin echo appear shorter as in a

number of other copper, vanadyl and chromium complexes re-

ported and discussed in recent literature in the context of quan-

tum information processing (see, e.g., [23,45-48]). This has to

be kept in mind while considering possible applications of

Cu(II)–(bis)oxamato and Cu(II)–(bis)oxamidato complexes in

molecular electronic devices. Our experimental results show

that this drawback can be to a large extent overcome by applica-

tion of the multi-pulse CPMG sequences. Additionally, this ap-

proach offers a possibility to assess if some mechanism of the

spectral diffusion affects the electron spin coherence by

measuring the Tm time with primary and CPMG echoes which

in this case should be substantially different. What specific

mechanism of the spectral diffusion is active can be concluded

from the analysis of the kinetics of the phase relaxation and its

dependence on temperature, HF interaction, etc.

Finally, on the experimental level, we have suggested a modifi-

cation of the standard CPMG pulse protocol that enabled an

effective elimination of additional unwanted echoes arising due

to a selective excitation of electron spins.
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Abstract
Nanoantenna-assisted plasmonic enhancement of IR absorption and Raman scattering was employed for studying the vibrational

modes in organic molecules. Ultrathin cobalt phthalocyanine films (3 nm) were deposited on Au nanoantenna arrays with specified

structural parameters. The deposited organic films reveal the enhancement of both Raman scattering and IR absorption vibrational

modes. To extend the possibility of implementing surface-enhanced infrared absorption (SEIRA) for biological applications, the

detection and analysis of the steroid hormone cortisol was demonstrated.
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Introduction
Organic semiconductors have been extensively investigated

during the past few decades due to their wide range of applica-

tions in various organic–inorganic hybrid devices [1]. The

ability to tailor the chemical structure of the organic molecules

according to the device requirements, in addition to the light

weight, flexibility and easy processing of these materials, open

up the possibility of fabricating novel hybrid devices [2]. In the

last decade, organic semiconductors gained the attention of the

spintronics community as these organic semiconductors have

been considered as good candidates for spin transport. The most

interesting property of organic semiconductors for spintronic

applications is the weak spin–scattering mechanism [3], which

means that the spin polarization of the carriers can continue for

an extended time (in the range from microseconds to millisec-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:milekhin@isp.nsc.ru
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Figure 1: (a) Representative SEM image of Au nanoantenna array; nanoantenna length 900 nm. (b) Detailed image of a nanoantenna.

onds) [4]. This feature is caused by very low spin–orbit cou-

pling and weak hyperfine interaction.

Phthalocyanines (Pcs) are a class of stable, planar small mole-

cules, often investigated as promising candidates for molecular

spintronics [5,6]. There have been studies on molecule/metal

interfaces [7], magnetic coupling in the metal phthalocyanine

layers [8], spin transport or magnetic properties through single

molecules or even thin layers [6,9,10] of phthalocyanines.

These molecules also offer the possibility of changing the spin-

dependent transport mechanism by slightly modifying the mo-

lecular structure [6]. It has been previously shown that the mo-

lecular structure of a magnetic material can be probed by

various spectroscopic techniques [11]. Under conditions of plas-

monic enhancement, a magnetic material can be employed for a

wide range of applications [11].

A relatively low optical signal from the vibrational modes of

organic molecules using conventional spectroscopic techniques

such as infrared (IR) and Raman spectroscopy restricts their

detection limit, which is crucial for sensor applications. The

sensitivity of these optical methods can be drastically increased

by implementation of nanoantenna-assisted plasmonic-en-

hanced spectroscopy techniques such as surface-enhanced IR

absorption (SEIRA) [12] or surfaced-enhanced Raman scat-

tering (SERS) [13]. The principle of SEIRA and SERS is based

on specially designed, resonant, metal nanoantennas, providing

a high electromagnetic field intensity in close proximity to the

plasmonic nanostructure when resonantly excited in the IR or

optical regime [14,15]. It was shown that elongated nanoan-

tennas can enhance the SEIRA signal by molecular vibrations in

model adsorbates such as octadecanthiol (ODT) [16] and 4,4'-

bis(N-carbazolyl)-1,1'-biphenyl (CBP) by up to five orders of

magnitude [17]. The IR absorption bands of these molecules

become pronounced, even for molecular monolayers, by tuning

the localized surface plasmon energy of the nanoantennas to the

energy of the molecular vibrations. Along with SEIRA, SERS is

also traditionally used to study the vibrational spectra of various

organic and biological substances [18], which may be present in

very low quantities down to single molecules [19]. Raman en-

hancement up to 1014 can be achieved.

Although SEIRA is a relatively new tool for detection of

organic and biological substances, it is found to be very effec-

tive for probing extremely low concentrations. Adato et al.

demonstrated detection of 3 × 10−19 moles of silk protein for

the entire nanoantenna array, corresponding to only 145 mole-

cules per antenna [20]. A similar approach is used for the tera-

hertz (or far-IR) spectral range for which special nanoscale slot-

antenna arrays were designed to determine glucose and fruc-

tose in solutions, including market beverages [21]. Terahertz

transmittance measurements were made in the frequency range

of 0.5–2.5 THz for concentrations from 10 to 4168 mg/dL. Sim-

ilar structures have been used for the determination of pesticide

concentration in solution and on the surface of fruit. The detec-

tion limit was 8 μmol [22].

Here, we demonstrate the application of SEIRA for the detec-

tion and analysis of vibrational modes of cobalt phthalocyanine

deposited on Au nanoantenna arrays. The estimation of the plas-

monic enhancement of the fabricated nanoantenna arrays was

performed by analyzing the SEIRA and SERS spectra of homo-

geneous, ultrathin Co Pc films. We also demonstrate SEIRA by

detection of the steroid hormone cortisol deposited on Au

nanoantenna arrays to extend the possibility of using the

method also for biological applications.

Results and Discussion
Applications of SEIRA for organic
compounds
Representative SEM images of the Au nanoantenna arrays

(length 900 nm; width 60 nm) employed for the IR investiga-

tion are shown in Figure 1. The period of the array is 5 µm and

the distance between nanoantenna edges is about 100 nm.

For the quantitative estimation of the nanoantenna-assisted plas-

monic enhancement of the fabricated arrays, ultrathin CoPc

films (with a thickness up to 3 nm) were deposited on the
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Figure 2: (a) Raman and SERS spectra of a cobalt phthalocyanine (CoPc) film with thickness of 3 nm deposited on a nanoantenna array. The chemi-
cal structure of CoPc is shown in the inset. (b) SEM image of the nanoantenna array with antenna length of 1900 nm. (c) Raman mapping
(100 × 100 pixels) of the C=N mode (1543 cm−1) intensity.

antenna arrays and a Si substrate. The homogeneity of the CoPc

films deposited on the arrays was probed using micro-Raman

mapping. The Raman spectra of the CoPc films deposited on a

Si substrate (Figure 2a) reveal a rich spectrum of CoPc vibra-

tional modes similar to that observed previously [23]. Note that

the excitation energy was 1.96 eV (632.8 nm), which matches

well with the HOMO–LUMO gap energy of CoPc (1.9 eV). The

coincidence of the excitation energy with that of the electronic

transitions in CoPc defines the conditions for resonant Raman

scattering (RRS) in CoPc. In addition to the most intense

mode of the Si substrate (observed at 520.5 cm−1), the

RRS spectrum (Figure 2) is dominated by the vibrational

mode at 1543 cm−1 assigned to the C=N stretching mode [23].

The chemical structure of CoPc is shown in the inset of

Figure 2a. The mode frequencies observed at 683, 750, 958,

1307, 1340, and 1465 cm−1 are in accordance with the litera-

ture data [23].

The Raman spectra measured from CoPc deposited on the Au

nanoantennas demonstrate the enhancement of the Raman scat-

tering (a factor of about 9) without noticeable shift of the mode

frequencies, manifesting a SERS effect by CoPc. In the case of

nanoantennas, the SERS enhancement is much weaker than that

determined for CoPc on Au nanocluster arrays (enhancement

factor of 2 × 104) observed in our previous experiments [24].

Much stronger SERS enhancement of CoPc on Au nanocluster

arrays with respect to that for nanoantennas can be explained by

the resonant SERS effect, as the energy of the local surface

plasmon resonance (LSPR) of nanoclusters is located in the red

spectral region, which is in resonance with the excitation

energy. In the case of nanoantennas, the energy of longitudinal

LSPR modes polarized along the antennas shifts in the IR spec-

tral range, which leads to off-resonant SERS conditions. The

transverse LSPR modes polarized perpendicular to the nanoan-

tennas undergo a small blue shift along with a decrease in the

mode intensity [25], which leads to reduced SERS enhance-

ment. Despite this, the SERS effect in CoPc on nanoantenna

arrays allows the homogeneity of the CoPc coverage on a

nanoantenna array to be investigated using Raman mapping.

The intensity of the C=N stretching mode at 1543 cm−1 was

monitored. The Raman map obtained for a Au nanoantenna

array with a 3 nm thick CoPc film shown in Figure 2b,c agrees

well with the SEM image of the same structure. One can see

from Figure 2c that the Raman mapping indicates the position

of the nanoantennas by the stronger Raman (SERS) intensity

(brighter regions), which reproduces the 5 µm periodicity of the
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Figure 4: (a) IR spectrum of bare nanoantennas (curve 1) and IR spectra of nanoantennas with deposited 3 nm and 10 nm thick CoPc films (curves 2
and 3, respectively). The inset shows a comparison of the same spectra with the IR spectra of 3 nm and 10 nm thick CoPc films on a Si substrate
without nanoantennas (curves 4 and 5, respectively). (b) Comparison of IR spectrum of bare nanoantennas (curve 1) and with the spectrum of the
structure with the 3 nm thick CoPc film (curve 2) after background subtraction.

Figure 3: IR transmission spectrum of a 10 nm thick CoPc film
deposited on a Si substrate normalized to the IR spectrum of a Si sub-
strate.

nanoantenna array and evidences the homogeneous coverage of

CoPc over the sample.

The IR spectrum of a 10 nm thick CoPc film is presented in

Figure 3 in the spectral range of 500–2000 cm−1, where most

absorption lines of CoPc are located. The vibrational spectrum

of the CoPc film is similar to that defined for CoPc earlier [26-

31] by means of IR absorption. The absorption line at 726 cm−1

attributed to nonplanar deformation of C–H bonds of benzene

rings [26-28] has the strongest intensity and, therefore, was

chosen for further SEIRA experiments. It is accompanied by a

weaker mode at 755 cm−1, referred to as the nonplanar (out-of-

plane) bending of C–H bonds and the Co–N bond vibrations

[26-28].

Au nanoantenna arrays with structural parameters (nanoan-

tenna length and period) designed to ensure the LSPR band

energy from 600 to 1000 cm−1 were fabricated (Figure 4a). In

order to determine the structural parameters of the arrays with

the targeted LSPR energy and a maximal SEIRA enhancement,

3D full-wave simulations were carried out and the distribution

of the electromagnetic field near Au nanoantennas on a silicon

substrate was simulated as described in [32]. In the simulations,

the same nominal values of nanoantenna width, height, and the

spacing between nanoantennas were assumed as imposed by the

nanofabrication technology.

Except for the fundamental LSPR mode, the third-order reso-

nance centered at about 2400 cm−1 occurs in the IR spectra. A

weaker feature near 1200 cm−1 is assigned to the surface optical

mode from natural silicon oxide covering the Si substrate [33].

The deposition of thin CoPc films on the nanoantenna arrays

leads to intensity enhancement for the vibrational modes at 724

and 755 cm−1, which are inherent to CoPc in the spectral range

of the LSPR band. Note that for the 3 nm thick CoPc film, the

mode at 755 cm−1 is observed only in the case of the CoPc film

deposited on the nanoantenna array (Figure 4a,b). Weak oscilla-

tions seen in Figure 4a,b are the interference fringes at the sam-

ple thickness (about 400 µm). The overall enhancement factor

(EF) for the 10 nm thick CoPc film amounts to 2 and is within

the range of 4–5 for a 3 nm thick film. The increase of the EF

with decreasing CoPc film thickness is due to the strong elec-

tric filed localization near the Si surface in the nanogap be-

tween the nanoantenna edges. Using the approach similar to that

described in [34], one can quantitatively estimate the enhance-

ment induced by nanoantennas (EFN). It can be calculated as

the ratio of the areas covered by the nanogaps to the entire

nanoantenna array and amounts to about 1/1200. Here, we

suppose that the IR absorption predominantly takes place in the

nanogap. Taking the maximum EF = 5 for the 3 nm thick CoPc

film, the enhancement induced by nanogaps in the array reaches

the value of EFN = 6000.
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Figure 5: (a) The cortisol chemical structure and numeration of atoms in the cortisol molecule. (b) IR spectrum of a bare Au nanoantenna array and
cortisol deposited from the solution with concentration 10ng/µL on the array. Inset shows the detailed fragmentary IR spectrum of 40 ng of cortisol
after subtraction of the envelope line.

In accordance with previous studies [18,20,35], the vibrational

modes observed in the SEIRA spectra exhibit a clear Fano line

shape.

Further applications of SEIRA for biological
compounds
A similar approach was used for the investigation of cortisol

using SEIRA. Among other organic compounds, the steroid

hormones are of great importance because they influence many

physiological processes in humans and animals.

Cortisol is the major glucocorticoid hormone produced in the

adrenal gland and in several tissues and regulates blood glucose

levels. Cortisol production disorders lead to the development of

diabetes, Cushing's syndrome and other pathologies [36].

Therefore, the determination of the cortisol concentration in

blood and tissue is important. The immunoassay methods are

predominantly performed in clinical practice [37]. Other

methods, such as chromatography [38-40] and surface plasmon

resonance [41], are used in fundamental research. Each of these

methods of cortisol detection has advantages and drawbacks.

Conventional Raman scattering, which is widely used for the in-

vestigation of organic and inorganic materials, cannot be

applied for investigation of cortisol in blood and tissues due to

its low Raman signal response. Therefore, SEIRA is considered

as a complementary method for enhanced cortisol detection.

Cortisol is the derivative of 1,2-cyclopentanephenanthrene. The

molecule core of cortisol consists of four fused carbon rings:

three cyclohexane rings (denoted as A, B, and C in the

Figure 5a) and one cyclopentane ring (the D ring).

The IR spectrum of cortisol reveals the most pronounced

absorption bands associated with valence vibrations of

C=O groups [42,43]. According to [44] the calculated

(experimental) frequency positions of the bands are located at

1686 (1660) cm−1 and 1725 (1735) cm−1 and demonstrate the

highest intensities. Therefore, the structural parameters of the

nanoantennas were chosen in such a way to ensure the LSPR

absorption band close to the energy of the most pronounced

vibrational modes in cortisol. The deposition of cortisol on a

solid substrate implies, as a general rule, the use of the drop-

casting method, which results in inhomogeneous coverage. The

dielectric function of the media surrounding the nanoantennas is

changed after deposition of cortisol solution onto the surface.

This results in an LSPR energy shift from 1535 cm−1 towards

lower energy (near 1500 cm−1). Three characteristic vibrational

modes of cortisol are also seen in the IR spectrum after subtrac-

tion of the envelope line (Figure 5b). These modes can be

assigned as deformation vibrations of C–H bonds (1470 cm−1),

stretching vibrations С3=O3 (1660 cm−1) and С20=O20 bonds

(1735 cm−1). The detection limit of the cortisol concentration

determined from the IR spectra was 40 ng. With increasing

cortisol concentration (up to 100 ng) the intensity of the modes

increases and remains unchanged with further concentration

increase. The most probable explanation is that the thickness of

the cortisol film reaches the value of the nanoantenna height,

which prevents further increase of the optical response. The de-

termined detection limit of the cortisol concentration from the

analysis of the SEIRA spectra corresponds to the concentration

of the steroid in real biological assays.

Conclusion
In this work, we characterized the nanoantenna-assisted plas-

monic enhancement of IR absorption and Raman scattering

from vibrational modes of organic molecules. Au nanoantenna

arrays with specified structural parameters were employed to

enhance the absorption signatures from the vibrational modes of

cobalt phthalocyanine ultrathin films and cortisol molecules.

This work may have a wide range of applications as it opens up

the possibility to spectroscopically study a magnetic material
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under the influence of localized plasmonic enhancements, thus

increasing the sensitivity limit. As a proposed further applica-

tion of SEIRA, it was also shown that the detection limit of

cortisol using SEIRA corresponds to 40 ng – this opens up the

possibility for determination of steroid concentrations in real bi-

ological assays.

Experimental
The uniform periodic arrays of linear Au nanoantennas with

length 900 and 1900 nm and period of 5 µm were fabricated on

(001)-oriented Si substrates by a direct writing nanolitho-

graphic machine (Raith-150, Raith GmbH, Germany) and

covers an area of 3 × 3 mm2, providing the LSPR band ener-

gies in the range from 1580–800 cm−1. To avoid interference in

the SEIRA spectra, 400 µm thick Si substrates were used. The

fabrication process of nanoantenna arrays is very similar to that

described in [24] for Au nanocluster arrays.

The structural parameters of nanoantenna arrays were con-

trolled by a scanning electron microscopy (SEM) using the

same Raith-150 system at 10 kV acceleration voltage, 30 µm

aperture, and 6 mm working distance.

Ultrathin CoPc films with thickness 3 and 10 nm were formed

using organic molecular beam vapor deposition onto arrays of

Au nanoantennas. The thermal evaporation of the organic mole-

cule was performed in a vacuum chamber at a pressure of

≈5 × 10−8 mbar. The evaporation temperature was approxi-

mately 400 °C and the deposition rate was ≈0.5 nm/min.

During the organic film growth, the substrate was kept at room

temperature.

Cortisol (11β)-11,17,21-trihydroxypregn-4-ene-3,20-dione) was

purchased from Calbiochem (USA) and was used without

further purification. Cortisol dissolved in ethanol at concentra-

tion of 10 ng/mL (27.6 μM) was deposited onto arrays of Au

nanoantennas by drop-casting. The drop volume was 2 μL.

The LSPR energy on Au nanoantenna arrays with and without

organic material was determined from the IR transmission mea-

surements carried out by using a Bruker Vertex 80v Fourier

transform infrared spectrometer in the spectral range of

600–4000 cm−1. The spectral resolution was 2 cm−1 over the

whole spectra range. The ratio of the transmission spectra polar-

iszed along and perpendicular to the long axis of the bare

nanoantennas and with deposited organic films was analyzed.

The noise level was below 0.1% in the IR experiments. The

measurements were carried out at room temperature.

Non-polarized Raman spectra were measured using Labram

spectrometers equipped with a Renishaw InVia Raman micro-

scope (the laser beam was focused to a spot with a diameter of

about 1 µm) in a backscattering geometry at room temperature.

A HeNe laser was used as an excitation source at the wave-

length of 632.8 nm (2.41 eV). A laser power of less than

100 µW (before the microscope) was used to avoid possible

effects of local heating. The spectral resolution was below

2.5 сm−1 over the whole spectral range.
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Abstract
We report on the formation of fullerene-derived nanostructures on Au(111) at room temperature and under UHV conditions. After

low-energy ion sputtering of fullerene films deposited on Au(111), bright spots appear at the herringbone corner sites when

measured using a scanning tunneling microscope. These features are stable at room temperature against diffusion on the surface.

We carry out DFT calculations of fullerene molecules having one missing carbon atom to simulate the vacancies in the molecules

resulting from the sputtering process. These modified fullerenes have an adsorption energy on the Au(111) surface that is 1.6 eV

higher than that of C60 molecules. This increased binding energy arises from the saturation by the Au surface of the bonds around

the molecular vacancy defect. We therefore interpret the observed features as adsorbed fullerene-derived molecules with C vacan-

cies. This provides a pathway for the formation of fullerene-based nanostructures on Au at room temperature.

1073

Introduction
In single-molecule electronics, the active element in an elec-

tronic circuit is a small molecule connected to two nanoelec-

trodes, and molecular chemical properties determine the charac-

teristics of current flow. The reliable preparation and characteri-

zation of such nanostructures has been made possible by state-

of-the-art scanning probe methods with which individual atoms

and molecules can be manipulated. In parallel, the use of atom-

istic simulations, mainly based on density functional theory

(DFT), has allowed for a detailed understanding of the basic

mechanisms that determine the electronic and nanoscale trans-

port properties [1]. For spintronics, small organic molecules are

appealing since they feature weak spin–orbit interaction and

long spin lifetimes [2,3].

The large pool of organic molecules opens the possibility of

almost unlimited functionalities given the right molecular

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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design [4]. Fullerenes are particularly well-studied molecules.

Since their discovery in 1985 [5], fullerenes have played an im-

portant role in molecular surface science, organic photovoltaics

and single-molecule electronics. Fullerenes can be deposited on

a series of metallic and semiconducting substrates [6-8]. In mo-

lecular transport, they have been used both as target molecules

as well as anchoring groups [9-12]. They have featured in spin

transport studies, where spin currents can be achieved by encap-

sulating magnetic atoms or impurities inside the fullerene cage

[13-18]. The adsorption of C60 on the metal surface determines

the strength and spread of electronic coupling and conductance

values [9-12]. For an archetypal electrode material in single

molecule transport studies such as Au, however, their high

mobility at room temperature can lead to a large spread in

conductance or to problems in trapping the molecule at the

interface [19,20]. It might therefore be desirable to achieve

strong metal–molecule bonds that result are electronically trans-

parent or exhibit a well-defined conductance. Au–C metal–mol-

ecule bonds were found to be highly conducting [21,22].

Here we report on the formation of stable fullerene-based nano-

structures on Au(111) at room temperature in ultra-high vacuum

(UHV) environment. These structures were realized by soft

sputtering of fullerene films on the surface with Ar+ ions and

were studied using scanning tunneling microscopy (STM).

After sputtering, bright spots on the herringbone corners are ob-

served, which we show to be adsorbed fullerenes with defects

created by the sputtering process. The sputtering process is ex-

pected to result in the formation of vacancies in the fullerene

molecules, where C atoms are knocked out. A series of fuller-

ene fragments can be formed in the collision with high-energy

atoms and ions. In our work, we gradually increased the energy

of the incident ions starting from a low value until changes in

the film morphology (in particular the spots on the herringbone

elbows) were observed. We therefore hypothesize that

the damaged fullerenes in our study are C59 molecules, an

assumption discussed below. C59 molecules have the highest

energetic stability (difference between the cluster energy and

the sum of the energy of the individual C atoms) after C60 [23-

25]. These findings are corroborated by total-energy DFT simu-

lations.

Since the diffusion of fullerenes on Au is very fast at room tem-

perature, individual molecules cannot be stabilized and

contacted outside islands. This has important consequences for

single-molecule transport, where it would be desirable to have

reliable and stable metal–molecule contacts. In the case of mo-

lecular spintronics, the stable fullerene-based structures pro-

posed here might be useful for transport studies on magnetic

atoms and impurities encapsulated inside molecules based on

fullerenes.

Results and Discussion
STM room-temperature measurements
Figure 1a shows a constant-current STM image acquired at

room temperature after the deposition of C60 molecules on the

reconstructed Au(111) surface [26-28]. The deposition process

was performed at room temperature. In this initial state of

adsorption, we observe that almost all the C60 molecules are

adsorbed at the terrace edges of the monoatomic steps. Mole-

cules are assembled into one-dimensional islands or short

chains along the steps. This can be attributed to the increased

local reactivity of the step edges [29-31]. STM images taken

after Ar+ bombardment (120 eV, 5 min) [32-34] of the system

(Figure 1b) show single bright dots on the surface, which corre-

spond to individual molecules disjoined from islands as a result

of the sputtering process. Line profiles (indicated by blue lines

in Figure 1b) reveal an apparent height difference of approxi-

mately 0.15 nm between the individual molecules and those

inside the island.

Figure 1: (a) (200 × 200 nm2) High-resolution STM image
(Ub = −0.5 V, Is = 0.3 nA) of Au (111) after deposition of C60. The mol-
ecules formed self-assembled islands, attached to the surface-terrace
edges as expected. (b) (200 × 200 nm2) High-resolution STM image
(Ub = −0.6 V, Is = 0.3 nA) of the system after sputtering with 120 eV
Ar+ ions for 5 min. Single molecules were detached from the islands as
the result of the sputtering process. Profiles measured along the indi-
cated blue arrows reveal the apparent height differences between iso-
lated molecules and those inside the island.

Figure 2a shows a high-resolution STM image of the close-

packed arrangement of C60 inside the island after deposition

[35-37]. In addition, we observe dim molecules (indicated by

green arrows), which can be attributed to C60 molecules above

gold vacancies [29,37]. Closer inspection of molecules inside

the island after Ar+ ion bombardment (Figure 2b) enables the

sorting of the molecules in the island according to their appear-
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Figure 2: (a) (14 × 14 nm2) STM image (Ub = −2.5 V, Is = 0.3 nA) of a
fullerene island before Ar+ bombardment. (b) (14 × 14 nm2) STM
image (Ub = 0.6 V, Is = 0.3 nA) of the fullerene island after Ar+
bombardment. The blue arrow indicates a pristine C60 molecule. The
black arrow points to a vacancy inside the island. Black circles mark
regions with modified molecules. (c) (65 × 65 nm2) STM image
(Ub = 1.8 V, Is = 0.3 nA) of the herringbone reconstruction before Ar+
bombardment. (d) (65 × 65 nm2) STM image (Ub = 0.5 V, Is = 0.09 nA)
of single molecules attached to the herringbone elbow sites. Two
dimers are enclosed by blue circles.

ance. We can easily identify pristine C60 (blue arrow). Also, we

observe regions in the island (indicated by black circles) corre-

sponding to modified molecules, with a variation in the topo-

graphic heights. We assume that the varying apparent heights of

these molecules inside the island stem from different adsorp-

tion geometries and possibly the local influence of neighboring

molecules. Finally, we observe dark spots in the islands (black

arrows in Figure 2b), which we can attribute to holes formed

due to the ion bombardment and subsequent departure of the

fullerenes from the islands.

Figure 2c shows a high-resolution STM image of reconstructed

Au(111) after C60 deposition prior to the Ar+ ion bombardment.

From this image, it is clear that no molecules are seen at the

elbow sites before soft sputtering. In Figure 2d we observe the

adsorption pattern of isolated molecules that were disjoined

from the islands after sputtering. Importantly, these molecules

bind to the elbow sites of the herringbone reconstruction of the

substrate. This can be explained by the increased reactivity of

the elbow sites, so-called Shockley partial dislocations of the

Au bulk [38,39]. The faulty structure of the elbow site makes it

a favorable nucleation site for the functionalized molecules to

bind. STM images also show the presence of dimer structures

bound at the elbow sites (indicated by blue circles). We attri-

bute these features to be dimers of molecules damaged during

the sputtering. The number of observed dimers was very

limited.

We turn to the features on the herringbone corners. Given the

higher reactivity of these elbow sites, we consider the possibili-

ty of the bright spots being normal C60 molecules and for the

structures on the herringbone corners being unrelated to the for-

mation of molecular defects. However, this scenario can be

ruled out since these spots are only observed after sputtering of

the fullerene film. First, without sputtering, C60 molecules are

highly mobile on terraces at room temperature and form islands

that are adsorbed at step edges. Second, the creation of reactive

sites in the Au surface due to sputtering and to which normal

C60 molecules could bind, can also be excluded: no features on

the elbow sites were observed when sputtering the clean Au sur-

face prior to C60 deposition. Molecules bound to the herring-

bone corner sites were only observed after soft sputtering of the

fullerene films, implying that these adsorbates result from an in-

creased reactivity of the molecules after sputtering.

Isolated fullerenes with C vacancies
In order to understand the STM measurements, we carried out

electronic-structure calculations based on DFT, focusing on ful-

lerene molecules with vacancy defects where the missing

C atoms result in increased reactivity and stronger binding with

the substrate. We consider C59 molecules, resulting from the

removal of a single C atom. While high-energy collisions can

result in a wide range of products after removal of a series of

fragments [23], it has been shown that sputtering of carbon ma-

terials with such low energies as in our case results in predomi-

nantly single vacancies [32-34]. C59 molecules also have the

highest energetic stability after C60 [24,25] and, as described

below, result in strong and stable bonds to the Au(111) surface,

in particular stronger than those of C58. We therefore study the

binding of C59 species to the substrate which, as detailed below,

explains the STM observations.

We start by discussing the structure of isolated C59 molecules.

From the equilibrium C60 molecule, we remove a C atom and

explore low-energy structures by optimizing the geometry. The

removal of an atom from the C60 molecule results in many

unsaturated bonds that induce a geometric rearrangement of the

molecule. In the calculations, we find two different structural

isomers (Figure 3), depending on how the fullerene vacancy is

healed. In the first isomer, the atoms surrounding the vacancy

rearrange to form two rings, one consisting of four atoms, and

the other of nine atoms. In the other one, the C atoms around

the vacancy assemble into a ring of eight atoms, and another

ring of five atoms. Notice that in both structural isomers two
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Figure 3: Top and side views of the computed structure of C59 struc-
tural isomers. Carbon atoms around the vacancy are shown in red.
(a) Initial structure for geometry optimization, obtained from a C60 mol-
ecule by removing one atom. (b) Isomer where the atoms around the
vacancy form one four- and one nine-membered ring. (c) More stable
isomer having eight- and five-membered rings.

C atoms belong to both rings, but for clarity we choose to name

them according to the total number of atoms in each ring. At the

optimized structures, both C59 isomers have a carbon atom

protruding from the shape of a C60 molecule or that of a C60

molecule with one missing C atom (the starting geometry of the

structural optimizations). Despite the structural rearrangement,

interatomic C–C bond distances are not dramatically altered.

Calculated interatomic bond distances for C60 are 1.42 and

1.47 Å, to be compared to the reported values of 1.40 and

1.46 Å [40,41]. For the 4,9- isomer, C–C distances around the

vacancy are in the range of 1.42–1.49 Å, while for the 8,5-

isomer the calculated values are between 1.40 and 1.51 Å.

When comparing the total energy of both species we find the

isomer with 8- and 5-atom rings to be more stable by ca. 0.9 eV

than the 4,9-isomer, consistent with previous quantum chemi-

cal calculations [25]. Therefore, when considering the adsorbed

defected fullerenes on the surface we study the 8,5-isomer only.

Fullerenes with defects adsorbed on the
Au(111) surface
We now describe the adsorption of this 8,5-fullerene with

vacancy defect on the (111) surface of Au using DFT simula-

tions. The herringbone reconstruction arises from the 22×√3

reconstruction of the Au(111) surface. However, the calcula-

tion of the very large supercells needed to explicitly describe

this reconstruction would require a huge computational effort

[42]. We therefore follow previous works and study the adsorp-

tion on the ideal (111) surface. Figure 4a shows the unit cell

used in the calculations, illustrated for pristine fullerene (C60).

There are five Au layers, each consisting of 16 atoms. We

calculate the fullerene molecule before and after sputtering,

where we model it as having 60 and 59 atoms, respectively. In

both cases, above the molecule there is a large vacuum gap.

Figure 4: (a) Unit cell used in the calculations. (b) Top and side views
of the 8,5-isomer with the single vacancy close to the metal surface. In
the top view, the upper C atoms have been removed for clarity. (c) Top
view of the 8,5-isomer with the vacancy away from the surface. (d) Ful-
lerene with no defects (C60). Carbon atoms around the vacancy are
shown in red.

Technical details of the calculations are given in the Experimen-

tal section at the end of the paper.

We first screen the possible adsorption geometries by carrying

out structural optimizations starting from a series of initial

metal–molecule structures. We investigated several initial

geometries where the C59 molecule was rotated or its center of

mass had been shifted, in order to explore the metal–molecule

interaction. We considered geometries where the fullerene

vacancy was oriented towards the Au substrate (“defect-down”

structure) as well as towards the vacuum (“defect-up”

structure). Figure 4b–d show the optimized geometries for the

fullerene molecules with vacancy defect having the vacancy

towards the interface or towards the vacuum, and for the

adsorbed pristine C60 molecule. We find that, upon adsorption,

the calculated interatomic C–C bond distances are only slightly

changed compared to the isolated 8,5-isomer. When the

vacancy is oriented towards the vacuum, the changes in the

C–C bond distances are negligible. In the defect-down geome-

try they are larger, as expected, with the smaller five-atom ring

exhibiting smaller bond distance variations upon adsorption

(mean change less than 0.005 Å) than the eight-atom ring (mean

change of ca. 0.025 Å). This is consistent with the intuitive idea

that the eight-atom ring is more reactive, and in fact is found to

be closer to the metal surface in the optimized geometry. From

the calculations, the binding energy of the defect-down geome-

try (Figure 4b) is ca. 1.6 eV. This is much higher than that of

the defect-up (Figure 4c) and the pristine C60 (Figure 4d) struc-

tures. The calculated binding energies of these two structures is

(in the absence of van der Waals forces) close to zero. This in-

dicates that changes in the electronic structure arising from the

vacancy when it is oriented towards vacuum do not significant-
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ly affect the metal–molecule contact. In contrast to the value

of the defect-down structure, previous calculations on

C60/Au(111) have established that the binding energy results

almost solely from van der Waals interactions [43]. Finally, we

also considered the case of a double vacancy. Calculations for

the binding of a C58 molecule with the defect pointing towards

the metal result in a binding energy close to 0.6 eV. This value

is significantly smaller than that of C59, further supporting the

idea that the bright spots observed in STM are fullerenes with

single vacancies.

The optimized geometry of the defect-down C59 structure has

three different C atoms separated by less than 2.5 Å from an Au

atom in the surface layer. As expected, one of these atoms is the

C atom protruding from the eight-atom ring, consistent with the

intuitive notion of its high reactivity and readiness to form

bonds with the substrate. As seen in Figure 4b, these small

Au–C distances result from the three C atoms being close to an

atop position with respect to the Au layer. For comparison,

these values are slightly larger than the Au–C distances of ca.

2.1 Å found in other molecular nanostructures [21,22]. In our

simulations, we found another local minimum of the C59 defect-

down configuration with a smaller binding energy of 1.2 eV. In

this geometry, the protruding C atom in the eight-atom ring is

also close to a surface Au atom, while other C atoms in the

eight- and five-membered rings are further away. This shows

that, although several atoms around the fullerene vacancy con-

tribute to the binding energy at the interface, the most impor-

tant contribution comes from the apical C atom sticking out of

the former icosahedral structure. In the case of the defect-up

and the pristine structures (Figure 4c,d), a C–C bond shared by

two hexagons relaxed to a position above a Au surface atom.

This was previously found to be a favorable binding site for

C60/Au(111) [37]. Changes in the orientation of the defect-up

structure resulted in minor variations in the calculated binding

energy [43]. This is again consistent with the notion that when

the vacancy is oriented towards vacuum, the carbon atoms close

to the Au surface are relatively unaffected and the binding to

the metal is similar to that of pristine C60.

To sum up, the passivation of the bonds of the C atoms around

the vacancy defect by the Au surface results in the formation of

metal–molecule bonds and an energy gain of 1.6 eV. On the

other hand, a vacancy exposed towards the vacuum would by

very unstable and energetically unfavorable and it is unlikely

that it would be present in experiment. Finally, from the calcu-

lations, the height of the defect-down fullerene is ca. 0.9 Å

lower than that of the pristine C60 molecule.

Finally, we turn to the electronic properties of the adsorbed ful-

lerenes with vacancy defect, and compare them to those of the

C60/Au(111) system. Figure 5 shows the calculated density of

states (DOS) of the isolated molecule (dashed lines) and junc-

tion (solid lines) projected onto the molecular atoms. Upon

adsorption, the calculated spectrum of C60 is not appreciably

modified, nor is that of C59 for the defect-up geometry. When

the defect is adsorbed facing the substrate, however, significant

changes are seen with respect to the isolated molecule. Spectral

features, especially in the empty part of the spectrum, are broad-

ened due to hybridization with metal states. Three scenarios at

the interface are compared: the C59 molecules adsorbed with the

vacancy towards the Au substrate or away from it, and the case

of C60 for comparison. The spectrum of C60 on Au is well

known [29,44-46]. Fullerene has a three-fold degenerate LUMO

and a five-fold degenerate HOMO. In Figure 5 these are the

peaks at about 0.8 and about −0.9 eV. The vacancy defect in the

fullerene is related to the existence of states in the former gap of

the molecule. For the defect-up geometry this is clearly seen in

the peaks at 0.2 and around −0.5 eV, which can be explained by

the breaking of degeneracy of one empty and two occupied

states. Other molecular states are relatively unaffected com-

pared to C60/Au(111). When the vacancy is adsorbed towards

the substrate, the Au–C bonds result in the broadening of the

molecular spectrum, and there are broad features in the former

energy gap. Identifying individual peaks and comparing them

with C60 is more difficult but the occupied part of the spectrum

seems to have changed more than the empty states upon adsorp-

tion. Unfortunately, attempts to reliably measure at room tem-

perature the dI/dV spectrum of molecules adsorbed at the

herringbone elbow sites or in islands were unsuccessful.

Figure 5: Calculated DOS of fullerenes with and without vacancy
defects adsorbed on Au(111). In the case of defects, the molecule was
adsorbed with the vacancy close to the surface (“defect-down”) or
towards the vacuum layer (“defect-up”). The DOS of isolated mole-
cules are shown as dashed lines.

Conclusion
To summarize, we presented a combined theoretical–experi-

mental study of sputtered fullerene-based films on Au(111). We
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carried out STM measurements at room temperature in UHV.

Initially we observed C60 molecules forming islands or chains

at terrace edges of monoatomic Au steps. After soft sputtering,

bright spots were visible at the Au herringbone corners. Line

scans revealed these spots to have an apparent height difference

of 1.5 Å with respect to fullerenes in islands. We interpret these

bright spots as fullerene molecules with vacancies created by

the sputtering process. DFT-based calculations show that C59

fullerenes with single defects are consistent with experimental

findings. The vacancy created by the removal of a C atom from

a fullerene molecule results in structural rearrangement and in-

creased molecular reactivity. We showed that C59 molecules

adsorbed with the defect close to the surface have a binding

energy on Au that is 1.6 eV higher than that of C60. This results

from the passivation of C unsaturated bonds around the defect

by the Au surface atoms. The calculated metal–molecule struc-

ture has several Au–C bond distances below 2.5 Å at the inter-

face. This favorable binding configuration of the fullerene

defect is consistent with the stable isolated molecules observed

experimentally at the herringbone corners after sputtering. Our

work thus provides a pathway for the formation of strong

metal–molecule anchors for fullerene-based nanostructures at

room temperature.

Experimental
Deposition and sputtering of C60
Experiments were performed in ultrahigh vacuum, variable

temperature STM (VT-STM), with base pressure below

5 × 10−10 mbar. Typically, six cycles of Ar+ ion sputtering

(1 kV, 10 min) and annealing (600 °C, 5 min) were required to

obtain samples with overall cleanliness suitable for achieving

the atomic resolution by means of STM. For deposition, we em-

ployed a custom-made thermal evaporation source, which

contained a pocket made of tantalum, suitable for the evapora-

tion of molecules such as C60. During the deposition, the evapo-

ration source and substrate were placed inside a vacuum

chamber with a base pressure around 5 × 10−10 mbar. Before

every deposition, the C60 source was preheated to 360 °C and

degassed for 5 min to remove contaminations. After this proce-

dure the sample was transferred into the STM head for the

deposition of C60 by heating the evaporation source at 420 °C.

In order to remove C atoms from the C60 molecules, the sample

was bombarded with Ar+ ions (120 eV, 5 min).

DFT-based calculations
We use the DFT code Siesta [47] for the calculation of the

adsorption and electronic properties. We used single-zeta polar-

ized orbitals for gold and a double-zeta polarized basis for car-

bon atoms. Exchange–correlation was described with the

Perdew–Burke–Ernzerhof implementation of the Generalized

Gradient Approximation (GGA) [48]. Each Au layer consisted

of 16 atoms and five layers were used in the calculations.

A vacuum gap of about 10 Å was introduced above the

topmost molecular atom to avoid interaction with the cell

images in the z-direction. Interface geometries were optimized

using the Conjugated Gradient algorithm. We used a 2 × 2

Monkhorst–Pack grid for the k-point sampling of the Brillouin

zone. The position of Au atoms in the surface layer and C atoms

was relaxed until the forces acting on these atoms were smaller

than 0.02 eV/Å. Projected DOS curves were calculated using a

denser 15 × 15 Monkhorst–Pack k-point grid at optimized

geometries. For the calculation of fullerene binding energies,

ghost orbitals were used to correct for basis set superposition

errors [49].
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Abstract
We present magnetoresistive organic field-effect transistors featuring ultrasmall magnetic field-effects as well as a sign reversal.

The employed material systems are coevaporated thin films with different compositions consisting of the electron donor 2,2',7,7'-

tetrakis-(N,N-di-p-methylphenylamino)-9,9'-spirobifluorene (Spiro-TTB) and the electron acceptor 1,4,5,8,9,12-hexaazatripheny-

lene hexacarbonitrile (HAT-CN). Intermolecular charge transfer between Spiro-TTB and HAT-CN results in a high intrinsic charge

carrier density in the coevaporated films. This enhances the probability of bipolaron formation, which is the process responsible for

magnetoresistance effects in our system. Thereby even ultrasmall magnetic fields as low as 0.7 mT can influence the resistance of

the charge transport channel. Moreover, the magnetoresistance is drastically influenced by the drain voltage, resulting in a sign

reversal. An average B0 value of ≈2.1 mT is obtained for all mixing compositions, indicating that only one specific quasiparticle is

responsible for the magnetoresistance effects. All magnetoresistance effects can be thoroughly clarified within the framework of the

bipolaron model.
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Introduction
In recent years, the development of organic π-conjugated mate-

rials have perfectly meet the requirements for low-cost and flex-

ible electronic devices and optoelectronic applications such as

displays and lighting, which are already commercially avail-

able. To push organic electronics to the next level, the scien-

tific community is shifting its activities towards the study of

spin transport and spin phenomena in organic materials. Gener-

ally, three different topics are in the focus of this emerging

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:tobat.saragi@gmx.de
https://doi.org/10.3762%2Fbjnano.8.112
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Figure 1: (a) Device layout of a bottom-contact organic field-effect transistor, showing n-Si as gate electrode, HMDS-treated SiO2 as gate dielectric,
gold with ITO as source and drain electrodes and organic semiconductor. (b) The chemical structures of Spiro-TTB and HAT-CN, including mixing
compositions of 78:22, 51:49 and 21:79 for Spiro-TTB/HAT-CN, respectively. For a better overview, the organic semiconductor thin film is only
depicted in the region of the transistor channel.

research field, namely organic spin-valves [1-6], organic

magnetoresistance [7-12] and spin-related effects in hybrid

devices [13-15].

Research on organic spintronics have mostly used a diode as

device structure (two-terminal device). In contrast, our tool in

organic spintronics are field-effect transistors (three-terminal

device), which gain new insight into spin transport phenomena

in organic π-conjugated materials. In field-effect transistors, the

sign of charge carriers is defined by the gate voltage, and the

mobility and charge type can be determined independently [16].

The possibility of injecting holes or electrons or both into the

conduction channel allows us to address the transport regime

individually, depending on the applied drain and gate voltages.

One interesting material system for transistors is the charge-

transfer complex molecule, which this system has already

shown magnetoresistive effects in organic diodes [17]. In a

previous study we presented the first magnetoresistive effects in

transistor structures based on a coevaporated (50:50) thin film

materials system consisting of 2,2',7,7'-tetrakis-(N,N-di-p-

methylphenylamino)-9,9'-spirobifluorene (Spiro-TTB) as donor

and 1,4,5,8,9,12-hexaazatriphenylene hexacarbonitrile (HAT-

CN) as acceptor [18]. While transistors based on the pure indi-

vidual compounds are not influenced by external magnetic

fields, their coevaporation allows the fabrication of highly

magnetosensitive devices. With these findings, we were the first

to establish donor–acceptor interactions as one powerful way to

create magnetosensitive transistors but we could not yet cover

all experimental aspects of this materials system.

In this paper, we will describe several important themes not

featured in our previous paper. Further experimental investiga-

tions including different mixing compositions reveal a voltage-

induced sign reversal and allow the first in-depth study of ultra-

small magnetic-field effects in transistor structures. In particu-

lar, the influence of the drain and the gate voltage will be de-

scribed. We also present magnetoresistive effects at ultrasmall

fields as low as 0.7 mT. Figure 1 shows the applied experimen-

tal scheme, the corresponding experimental parameters and the

chemical structures of the active materials. The details of the

experiments can be found in the experimental section of this

paper.
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Figure 2: Voltage dependence (Vd and Vg) of the magnetoresistance for compositions of (a) 51:49, (b) 78:22 and (c) 21:79. On the left side,
p-channel conditions are shown, while n-channel conditions are depicted on the right side. In order to allow a continuous 3D representation of the
explored magnetoresistance landscape, the Renka–Cline fit was used to interpolate between all experimental data points. The underlying experimen-
tal data is displayed in Supporting Information File 1, Figure S2 [19]. The inserted grey-shaded plane serves to illustrate the voltage-induced sign
reversal. All measurements were carried out for B = 60 mT.

Results and Discussion
Coevaporating Spiro-TTB and HAT-CN results in mixed thin-

film systems containing similar surface-morphologies as the

corresponding “single” films suggesting an insignificant influ-

ence of the morphology on the magnetoresistive behaviour (see

Supporting Information File 1, Figure S1). Instead, the magne-

toresistance dependence on the source- and drain voltages as

shown in Figure 2 for different mixing ratios. All compositions

behave qualitatively equal for p-channel as well as for

n-channel conditions. Thereby the gate voltage Vg does not sig-

nificantly influence the magnetoresistance, but it strongly

depends on the drain voltage Vd. These trends consolidate the

conclusions drawn from the electrical characterization, showing

a relatively gate-independent transport behaviour [18]. Due

to the charge transfer between the HOMO of Spiro-TTB

(EHOMO = −4.9 eV) and the LUMO of HAT-CN (ELUMO =

−5.1 eV), the intrinsically available number of holes and elec-

trons is so large that the gate-induced charge carrier accumula-
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Figure 4: Representative MR line shape curves are shown at Vd = −5 V and +5 V. Black and red lines indicate fits with a Lorentzian (Supporting Infor-
mation File 1, Equation S1) and a non-Lorentzian function (Supporting Information File 1, Equation S2), respectively. Hereby, devices with a mixing
ratio of 51:49 were used. The applied magnetic fields are higher than 2 mT and Vg was zero for all measurements.

tion does not has a significant influence on the drain current Id

[18]. Therefore, Vd does not only dominate the charge transport

but also the magnetotransport behaviour. For small Vd and for

devices containing mixing ratios of 51:49 and 78:22 there is a

positive magnetoresistance, which decreases with an increase of

|Vd| until reaching a sign reversal, as displayed in Figure 2a and

2b. Indications of the voltage-induced sign reversal can also be

found in the data of 21:79 composition, as shown in Figure 2c.

Unfortunately, it could not be detected experimentally because

Vd values higher than 10 V result in current values above the

upper limit of our measurement setup. However, the data also

shows a reduction of the positive magnetoresistance with in-

creasing of |Vd|. This implies that the sign of magnetoresistance

can be changed electrically in all Spiro-TTB/HAT-CN mixing

ratios.

We define Vd
SC as the drain voltage at which the magnetoresis-

tance sign-change takes place. In order to estimate Vd
SC the

MR(Vd)-curves at different values of Vg were fitted with a

simple exponential function. The resulting values of Vd
SC are

summarized in Figure 3 as a function of Vg for the different

mixing ratios. The sign reversal takes place at 74 V for a mixing

ratio of 51:49. The Vd
SC values for the mixing ratios of 78:22

and 21:79 are significantly lower with values of 41 V and 24 V,

respectively. Based on these results we can conclude that the

MR landscape as well as the sign of the magnetoresistance can

be electrically controlled in transistor structures based on Spiro-

TTB/HAT-CN films. Furthermore, the corresponding Vd
SC

values of the voltage-induced sign reversal can be significantly

influenced by the composition of the donor/acceptor system.

Figure 3: The drain voltage Vd
SC, at which the sign reversal takes

place, is plotted for different Vg for all mixing ratios. All points
belonging to one mixing ratio are highlighted in a separate colour. Red
triangles denote the measurements with positive Vd, while white trian-
gles represent negative Vd. The solid black lines represent the aver-
age Vd

SC values for each mixing ratio.

For a detailed analysis of the MR curves, separate measure-

ment series were performed for small fields (2 mT < B

< 85 mT) and ultrasmall fields (0.5 mT < B < 5 mT). First, a

typical MR line shape curve for magnetic fields between 2 and

85 mT is displayed in Figure 4. It becomes clear that the non-

Lorentzian line shape fits our data better than the Lorentzian

line shape. This holds true for all Spiro-TTB/HAT-CN compo-

sitions (See also Table S1, S2 and S3 in Supporting Informa-

tion File 1). Figure 5 shows the MR line shapes for all mixing

ratios obtained at different Vd. Increasing Vd results in a reduc-

tion of the positive magnetoresistance in all mixing ratios and a
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Figure 5: The dependence of the MR line shape curves on the drain voltage Vd is shown for a mixing ratio of (a) 51:49, (b) 78:22 and (c) 21:79. All
measurements were performed at Vg fixed at zero voltage.

clear magnetoresistance sign-change can be tailored for mixing

ratios of 51:49 and 78:22.

Derived from the fitting results presented in Figure 5 we ob-

tained B0 values for all measurements as displayed in Figure 6.

The values of B0 for all compositions are quite similar in mag-

nitude and relatively independent of the applied voltage. Thus,

the average B0 value is estimated to be 2.11 ± 0.06 mT, which

can be regarded as representative value for all coevaporated

Spiro-TTB/HAT-CN compositions. The fit parameter B0 is

often correlated with the strength of the molecular hyperfine

fields that affect the magnetosensitive quasiparticles

[7,11,20,21]. Furthermore, it depends on the microscopic details

of the underlying model [22]. The voltage and composition in-

dependence of B0 suggests that one specific quasiparticle type

can explain the entire magnetoresistive behaviour. Therefore,

both the positive and the negative magnetoresistance should

derive from one specific elementary process and the sign

reversal should not be based on different components.

Furthermore, our experimental data shows a significant and

reproducible influence of ultrasmall magnetic fields on Id for
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Figure 7: Experimental raw data covering ultrasmall magnetic-field effects including a MR sign-reversal. For B = 0.7 mT the Id is increased (high-
lighted in blue) while Id decreases for larger magnetic fields (highlighted in red). The experiment was carried out for zero Vg = 0, Vd = −2.5 V and a
mixing ratio of 51:49.

Figure 6: Voltage dependence of the line shape width B0. The values
of B0 were obtained from fitting the data with the non-Lorentzian fit
function.

B < 5 mT including an additional magnetic field induced MR

sign-change (Figure 7). At a magnetic field of ≈1 mT, the effect

of ultrasmall fields is reversed, resulting in a different MR-sign

for B < 1 mT, than for B > 1 mT is obtained. So far, experimen-

tal evidence for this phenomenon, which is known as the ultra-

small magnetic field effect (USMFE), has only been provided

by two research groups in organic diodes [19,23-26]. Here, we

are able to verify it for the first time in organic transistors.

Up to now, USMF effects have been discussed controversially

in the scientific community. For example, they have been ex-

plained based on the energetic crossover (and thus the increase

of the spin mixture) of spin sublevels of correlated polaron

pairs, coupled to nuclear spins [20,24,26]. Alternatively, the

competition between the exciton or bipolaron formation and

spin mixing serves as an explanation for USMF effects [22,27-

29]. Both explanatory approaches have in common that they are

applicable to neutral and charged spin pairs and the quasi-parti-

cles can be bipolarons, excitons or electron hole pairs. USMFE

could be detected in both unipolar and bipolar diodes and they

represent a fundamental component of the MR line shape [24-

26]. Herby, simple non-Lorentzian and Lorentzian functions are

not suitable to fit MR line shapes including the more complex

USMF effects. Instead, a theory developed by Bobbert and

co-workers has been used to fit USMFE according to the

following equation [22]:

(1)

MR∞ is the maximum magnetoresistance, which can be

achieved in the "slow hopping regime" at infinitely high mag-

netic-field strength. D(B) is a dephasing factor to account for

the average differences in the precession frequency of inter-

acting polaron spins. F(B) is the form factor, allowing repro-

ducing both, the non-Lorentzian and Lorentzian line shapes.

This factor includes model specific components responsible for

line shape broadening, which does not derive from the strength

of the hyperfine fields. In the following, MRUSMFE(B) is used

to illustrate the MR line shape together with the USMF effects.

USMFE could be detected in transistor structures with different

mixing ratios of Spiro-TTB/HAT-CN and are presented as a
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Figure 8: Ultrasmall magnetic field effects obtained for different compositions of Spiro-TTB/HAT-CN systems with a mixing ratio of (a) and (b) 51:49
and (c) 78:22 [19]. The measurements were performed at different values of Vd while keeping Vg constant at zero voltage. The solid lines are the
fitting curves according to Equation 1.

function of Vd. The corresponding results, including the fits

based on the function MRUSMFE (Equation 1), are displayed in

Figure 8. They show that a MR sign-change takes place in all

measurements at a magnetic field strength of ≈1 mT. For low

to moderate Vd the sign of the MR changes from negative

(B < 1 mT) to positive (B > 1 mT). This behavior is reversed for

higher Vd, where MR is changing from positive (B < 1 mT) to

negative (B > 1 mT). Our results are quite similar as obtained

for π-conjugated polymers [20,23,26]. The USMFE in coevapo-

rated Spiro-TTB/HAT-CN systems is sensitive to the voltage

conditions and Vd can control the sign of MR. This dependence

on Vd is analogous to the effects at moderate magnetic field
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Figure 9: Magnetic-field effects in transistors based on different composition of Spiro-TTB and HAT-CN with a mixed ratio of (a) 51:49 and (b) 78:22
measured at different values of Vd are shown. The high quality of fit in the saturation regime can be seen in the left side. The right side gives evi-
dence of sign reversal of magnetoresistance and the ultrasmall magnetic field effect. The solid lines are fitting curves according to Equation 1. All
measurements were carried out at zero gate voltage.

strengths (5 mT < B < 85 mT) and the USMFE is subject to the

same trends (see Figure 2 and Figure 5).

Now we combine the experimental data obtained from small

fields (2 mT < B < 85 mT) and ultrasmall fields (0.5 mT

< B < 5 mT). The fit function of MRUSMFE (Equation 1) is used

to illustrate the curve shape over the complete measuring range

(0.5 mT < B < 85 mT). The combined measurement results are

shown in Figure 9 together with the fits based on MRUSMFE

[19]. We have shown that both the non-Lorentzian line shape

for small magnetic field strengths as well as the magnetic field

induced MR sign change at ultrasmall magnetic field strengths

are successfully fitted for all measured Vd. The saturation be-

haviour of the line shape and USMFE can be described simulta-

neously and the fit function MRUSMFE proves to be suitable for

the complete MR values. The results of the separate measure-

ment series are thus integrated into a uniform functional

context.

Our results show for the first time ultrasmall magnetic-field

effects in organic transistors. Under moderate drain voltage

conditions; there is a positive magnetoresistance, which changes

its sign at large drain voltages. Independent of the mixing ratio

as well as the applied drain or source voltages, similar non-

Lorentzian like MR line shapes and an average B0 value of

≈2.1 mT are observed. The individual line shape was recently

used as the most important criterion for the identification of the

underlying magnetosensitive process [25,30]. Since all curves

result in similar B0-values, one can conclude that the magne-

toresistance effects in Spiro-TTB/HAT-CN compositions

depend on one specific quasiparticle species and the corre-

sponding model should be capable to explain both positive and

negative magnetoresistance. The low B0 value of ≈2.1 mT is a

typical characteristic for low-fields effects based on spin mixing

due to the molecular hyperfine fields [22,25,30]. In principle,

low-fields effects can be achieved with the electron–hole pair,

exciton–polaron interaction and the bipolaron model [25,30,31].

In the absence of specific assumptions, only the unmodified

bipolaron model leads to positive magnetoresistance. In addi-

tion, other low-field concepts appear to be less likely to explain

all magnetoresistance effects in coevaporated Spiro-TTB/HAT-

CN systems, alternative explanations cannot be excluded. In
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particular magnetic-field sensitive intermolecular radical pair

states [18] as well as a magnetic-field dependent electron

transfer between donor–acceptor units may also play a role [32].

However, our experimental findings can be satisfactorily eluci-

dated within the framework of the bipolaron model.

Bipolarons can be stabilized by the presence of counter charges

[33-35]. Furthermore, the coulomb repulsive interaction occur-

ring in the formation of bipolarons species can be compensated

by a correspondingly high energetic disorder of the thin films

[11,22,36-38]. Doping of amorphous organic films results in a

broadening of the density of states and, thus, is increasing the

energetic disorder [39,40]. Therefore, the high density of

intrinsic charges in Spiro-TTB/HAT-CN compositions as well

as the broadened density of states leads to an increased proba-

bility for the formation of bipolaronic species. According to the

bipolaron model, two equally charged polarons can only simul-

taneously occupy a molecular transport site if their spin states

are antiparallel [11,37]. For parallel polaron spins, bipolaron

formation is energetically forbidden. Thus, the formation of

bipolarons depends on the relative orientation of the precursor

polaron spins and the process is magnetosensitive. The singlet

and triplet states of the precursor polarons pairs are energetical-

ly degenerated in the absence of external magnetic fields and

are mixed by the statistically distributed hyperfine fields. In

magnetic fields larger than the hyperfine fields, the Zeeman

splitting decreases the energetic degeneracy and the spin mix-

ture is reduced [11,37]. Since the spin mixture enhances the

generation of (singlet) bipolarons, the magnetic field decreases

the probability of bipolaron formation. Typically, more free

charge carriers are blocked. This results in a decrease in

mobility and we obtain positive magnetoresistance. On the

other hand, if a large number of bipolarons is present, the effect

of the magnetic field is reversed [11,22]. At a certain number of

bipolarons no sufficient number of free charge carriers is avail-

able and the charge transport is hindered. In this scenario, the

magnetic field induced reduction of the spin mixture and thus,

the reduced bipolaron formation-probability leads to a release of

charge carriers, resulting in an increase of the current. Finally,

negative magnetoresistance is obtained. In the context of the

bipolaron model, the magnetoresistive behaviour of Spiro-TTB/

HAT-CN compositions can be discussed as follows: The doping

process between Spiro-TTB and HAT-CN in thin films gener-

ates intrinsic counter charges and increases the energetic

disorder, which favours the formation of bipolarons. The forma-

tion process is spin-sensitive and the number of bipolarons is

reduced for an increasing external magnetic field. At low drain

voltage, a moderate number of bipolaron species is present and

positive magnetoresistance is obtained. For larger Vd values, the

current density increases and, thus, the probability of individual

polarons to meet each other increases as well. Hence, more

bipolarons are formed at high drain voltages and negative

magnetoresistance gets predominant. Since positive and nega-

tive magnetoresistance are derived from the same quasiparticle

species, whose magnetosensitivity is based on the spin mixture

by hyperfine fields, ultrasmall magnetic-field effects are ob-

served. The USMFE can also be described within the context of

the bipolaron model. In unipolar diodes, the effect can be attri-

buted to the change in singlet-triplet mixing near the energetic

crossover of spin sublevels of bipolaronic species coupled to

nuclear spins [23,25]. Alternatively, the competition between

the bipolaron formation and the spin mixing is used to explain

USMFE [27,29]. Both concepts propose an initial increase of

spin mixing at ultrasmall magnetic fields. For stronger magnet-

ic fields, the reduction of the spin mixing due to the Zeeman

decoupling of the singlet and triplet levels dominates leading to

the MR sign-change typical for USMFE. The polarity of the

MR sign-change is controlled by the drain voltage, which can

be explained with the previously discussed arguments.

Conclusion
Magnetoresistance in organic transistors has been proven for the

first time without additional illumination by employing a mixed

system of Spiro-TTB/HAT-CN. Intermolecular charge transfer

between both molecules results in high intrinsic charge carrier

density in the mixed films, which is sensitive to magnetic fields.

The current flow can also be efficiently modulated with ultra-

small magnetic fields. A magnetic field-induced MR sign

change occurs at B ≈ 1 mT (USMFE). The magneto-resistive

behavior is sensitive to the voltage conditions and the MR sign

can be reversed by the drain voltage. The magnetoresistance

effects can be successfully described within the framework of

the bipolaron model, whereby the formation of the magnetosen-

sitive bipolaronic species is made possible by the presence of

(counter) charges present in the Spiro-TTB/HAT-CN mixed

system. The ionizing donor–acceptor interaction can thus be

regarded as a promising concept for the generation of highly

conductive, magnetosensitive transport layers. Hence, organic

transistors appear to represent an upcoming platform for

studying spin-dependent processes in molecular semiconduc-

tors thereby leading the way towards efficient, multifunctional

organic spin-devices.

Experimental
Bottom-contact field-effect transistor substrates were pur-

chased from Fraunhofer IPMS (Dresden, Germany) with

channel lengths (L) between 2.5 and 20 µm and channel width

(W) of 10 mm. The isolation layer consists of 230 ± 10 nm thick

SiO2 and the source and drain electrodes are 30 nm Au with

10 nm ITO as adhesion layer. For all experiments transistors

were used with L = 2.5 µm and W = 10 mm which are measured

in a glove box (O2, H2O < 0.1 ppm) at room temperature. Spiro-
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TTB and HAT-CN were synthesized and purified in our labora-

tory. Prior to the deposition of Spiro-TTB and HAT-CN, the

predefined substrates were cleaned with acetone, 2-propanol

and deionized water, followed by oxygen-plasma treatment and

exposure to hexamethyldisilazane to replace the natural hydrox-

yl end group of SiO2 with an apolar methoxy group. Finally,

Spiro-TTB and HAT-CN were deposited by thermal evapora-

tion at a base pressure of 1 × 10−7 Torr (Tsubstrate = 298 K) with

a thickness of 40 nm. For mixed system, the composition was

controlled by using different evaporation rates for Spiro-TTB

and HAT-CN, respectively. The mixing ratios (mass ratios)

between Spiro-TTB and HAT-CN are 21:79, 51:49 and 78:22,

respectively. The evaporation rates were monitored by two in-

dependent oscillating quartz-sensors. The uncertainty of our

deposition process is ±2.5%. From the vacuum chamber, the

samples were directly transferred to a glove box (O2, H2O

< 0.1 ppm) and placed in a homebuilt sample holder. This sam-

ple holder was placed between the poles of an (unshielded)

electromagnet with the magnetic field being perpendicular to

the direction of the current flow in OFETs. The magnetic field

was varied between −85 mT and +85 mT. Due to the

(unshielded) earth magnetic field, reminiscence effects of the

electromagnet and the uncertainty of our magnetic-field sensor,

the uncertainty of the stated magnetic-field strength is ±80 µT.

Current–voltage measurements were performed by using a

Keithley 4200 semiconductor characterization system equipped

with preamplifiers for improving low-current measurements.

All measurements were performed at room temperature

(≈298 K).

Supporting Information
Supporting Information File 1
The dependency of magnetoresistance on the drain and gate

voltage for Spiro-TTB/HAT-CN for different mixing ratios

and resulting fit parameters.
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supplementary/2190-4286-8-112-S1.pdf]
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Abstract
We performed a study on the fundamental adsorption characteristics of Er3N@C80 deposited on W(110) and Au(111) via room

temperature scanning tunneling microscopy and spectroscopy. Adsorbed on W(110), a comparatively strong bond to the endohe-

dral fullerenes inhibited the formation of ordered monolayer islands. In contrast, the Au(111)-surface provides a sufficiently high

mobility for the molecules to arrange in monolayer islands after annealing. Interestingly, the fullerenes modify the herringbone

reconstruction indicating that the molecule–substrate interaction is of considerable extent. Investigations concerning the electronic

structure of Er3N@C80/Au(111) reveals spatial variations dependent on the termination of the Au(111) at the interface.

1127

Introduction
Fullerenes provide the feasibility of tunable physical properties

by their capacity to encapsulate atoms or clusters inside the car-

bon cage [1,2]. Thus since their discovery in 1985 they excite

great attention of the scientific community. Sustained efforts on

the synthesis of endohedral fullerenes led to the trimetallic

nitride template (TNT) process and consequently to the creation

of the class of trimetallic nitride endohedral fullerenes in 1999,

which can be produced in a sufficiently high yield for experi-

mental studies and possible applications [3]. These molecules

A3−nBnN@Ck (n = 0–3; A, B = rare earth metal or transition

metals of the IVth subgroup; k = 68–96) are composed of a

carbon cage which encapsulates a triangular cluster consisting

of 3 rare-earth or transition metal atoms and a nitrogen atom at

its center [4]. Dependent on the cluster composition and due to

the intercalation inside a protecting carbon cage, intriguing

properties emerge. For instance, single molecular magnetism

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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was observed for DySc2N@C80 [5] and conductance switching

by tunneling current induced cluster rotations between chiral

conformations was demonstrated for Sc3N@C80 [6]. Further-

more, the magneto-optically active endohedral fullerene

Er3N@C80 permits a direct non-cage-mediated optical interac-

tion with the incarcerated Er3+ ion in near-infrared that might

make its use as optical manipulable fullerene-qubit possible

[7-9]. Due to the versatile characteristics, the trimetallic nitride

endohedral fullerenes are considered as promising candidates

for applications in the fields of molecular electronics, molecu-

lar spintronics and quantum information processing. The imple-

mentation of these ambitious applications requires the know-

ledge about the molecules’ behavior in interaction with possible

electrode surfaces. One aspect regards the formation of one

respectively two dimensional and addressable arrays. Another

important issue concerns the elucidation of the system’s elec-

tronic structure and adsorption site dependent effects on it.

In order to examine the adsorption characteristics and the

electronic structure of Er3N@C80 in consideration of adsor-

bate–substrate interaction, we performed scanning tunneling

microscopy (STM) and scanning tunneling spectroscopy (STS)

investigations on sub-monolayer covered W(110) and Au(111)

single crystal substrates. Beside their potential application as

electrode materials, the choice of these established standard

substrate for STM/STS investigations provides the advantages

of comparability to results of earlier measurements and well-

known fast cleaning treatments.

Experimental
Er3N@C80 was purchased from SES Research. For STM mea-

surements, the samples was purified by high-pressure liquid

chromatography (HPLC) with Buckyprep-M column and tolu-

ene as a solvent, washed with acetone and hexane, and then

transferred to the crucible of the Knudsen cell by drop-casting

from toluene.

To achieve the reproducible preparation of sub-monolayer

Er3N@C80-coverage on substrates with the demanded cleanli-

ness for systematically STM/STS investigations, the molecules

were deposited via organic molecular beam epitaxy under ultra-

high vacuum (UHV) conditions (p < 10−9 mbar) and subse-

quently analyzed in situ in a variable temperature STM.

To provide contamination free substrate surfaces, cleaning treat-

ments were applied to the used single crystals, prior to the mea-

surement. According to the proceeding suggested by Bode et al.

[10], the W(110)-surface was cleaned by repeated cycles of

annealing (T ≈ 1500 K) at increased oxygen pressure and

subsequent e-beam flashing (T ≈ 2300 K). This process was

conducted 4 times in which the oxygen raised chamber pres-

sure was stepwise reduced from p ≈ 5 × 10−7 mbar down to

p ≈ 2 × 10−8 mbar. Thus, the W(110)-surface possesses clean

terraces of monoatomic height and without its conventionally

carbon-induced reconstruction. The preparation of the Au(111)-

surface was done by Ar-ion sputtering with an ion-energy of

1 keV. By posterior annealing (T ≈ 823 K; t ≈ 60–120 min)

extended terraces with monoatomic step edges could be ob-

tained. By this standard procedure, as is typical for a clean

Au(111) surface, the herring bone reconstruction occurred. The

success of these prior treatments was checked by STM before

depositing the molecules.

After that the thermally stable endohedral fullerenes Er3N@C80

were evaporated from a home-built and carefully degassed

evaporator for t ≈ 4 min at a temperature of about T ≈ 800 K on

the single crystal substrates. By this procedure, samples with a

coverage of about 16% could be prepared reproducibly. In order

to induce the formation of monolayer height molecule islands

on the surfaces, the substrates were heated (T = 620–670 K)

during and after the deposition, to increase the molecule

mobility [11,12]. This annealing treatment was applied to all

samples presented in this study.

The measurement data was acquired at room temperature and

under UHV conditions. The topographic images were produced

in constant-current mode, with the bias voltage applied to the

tip. The generated images were processed using WSxM [13].

The spatially resolved spectroscopy information was taken by

I(U) measurements at open feedback loop at every pixel of the

corresponding image. In order to obtain dI/dU(U) data a poste-

rior numerical derivation using the analysis software WSxM

[13] was performed. For the measurements, mechanically cut

Pt–Ir-tips have been used.

Results and Discussion
Following the previously mentioned treatments for depositing

Er3N@C80, on clean W(110) sub-monolayer-coverage could be

obtained as verified by Figure 1. On the representatively chosen

area, single molecules and monoatomic steps of W(110) are

simultaneously visible. The step edges appear as straight

boarders of areas with almost constant color (the terraces) in the

background of the image (Figure 1). On the terraces round

bright structures are visible corresponding to the spherical

shaped endohedral fullerenes. The image shows randomly dis-

tributed molecules on the W(110)-surface. Within our investiga-

tions, no preferred accumulation to favored adsorption posi-

tions like step edges have been observed. Individual molecules

remain immobilized on the terraces and even attempts to

induce self-assembling by surface diffusion via annealing

(T = 670 K) were not successful. This means, the formation of

monolayer islands is inhibited for this system. Apparently, the
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Figure 2: Topographic images (U = 1.5 V; I = 0.2 nA) of Er3N@C80 on Au(111). Figure (a) shows a one-dimensional chain of the endohedral fuller-
enes at the monoatomic step edge of the reconstructed Au(111) surface. Due to the presence of the molecules the reconstruction lines are distorted
and prevented to pass the molecule line at the step edge. The molecules are positioned at fcc terminated adsorption sites indicated by the discom-
mensuration line course. At the upper right corner the 2D-monolayer is visible. A fullerene monolayer on Au(111) is shown in Figure (b). The mole-
cules arrange in a hcp-structure with a nearest neighbor distance on about 1.15 ± 0.01 nm. Several fullerenes of the monolayer appear darker respec-
tively brighter in the image. This effect, caused by the fullerene monolayer induced restructuring of the Au(111) interface, could be assigned to an
anomalous electronic structure resulting from the proposed formation of nanopits at the Au(111) interface that consequently lead to a changed num-
ber of Au-atoms interacting with the affected molecules [12,14]. Note that the presence of impurities cannot be excluded.

Figure 1: Topographic image (U = 2 V; I = 0.5 nA) of Er3N@C80 on
W(110). The molecules appear as bright round structures on the
straight monoatomic steps of W(110). The fullerenes are randomly dis-
tributed on the surface. The residual roughness visible in the image
most probably emerges from multiple imaging of the molecules due to
the imperfection of the tip. The scale bar colors are also representa-
tive for all following images.

fullerene–W(110) bond is relatively strong. This is surprising in

view of the well-known donation of six electrons from the

incarcerated cluster to the cage [4], which causes a weaker

adsorbate–substrate interaction [11] in comparison to empty ful-

lerenes. The effects of higher annealing temperatures were not

examined.

In contrast to the adsorption characteristics of Er3N@C80 on

W(110), the molecules exhibit a sufficiently high mobility on

the Au(111)-surface. In this case annealing initiated surface

diffusion of the fullerenes on the terraces and along the lower

level of step edges. Thus, they could form 1D single molecule

lines at step edges (Figure 2a). These molecular lines seem to

play an important role as initial nucleus for the 2D-growth of

Er3N@C80 islands (Figure 2a,b), since at all observed instances,

the 2D-islands are connected to step edges (not shown).

Note that under our preparation conditions fully saturated step

edges were no precondition for the island growth to occur.

Rarely, islands and inordinate aggregations on terraces were

found where most likely local impurities served as nucleation

points. The spatial extent of the monolayers reached sizes of

several 100 × 100 nm2. The STM image of Figure 2b taken at

the edge of an Er3N@C80-island illustrates that the molecules

are organized in a hcp structure with a nearest neighbor

distance of 1.15 ± 0.01 nm, consistent with earlier findings

[11,12].
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Figure 3: The Er3N@C80-monolayer orientations on Au(111) and the new interfacial reconstruction are depicted on these constant-current-images
(U = 1.5 V; I = 0.2 nA). In Figure (a) the monolayer with in-phase orientation can be seen at the left upper half of the image. The arrows on the real-
space image visualize the -direction determined by the highlighted herringbone reconstruction (changed-contrast-inset and yellow double-line).
The closed packed direction of the fullerenes is shown by an arrow inside the FFT-image (upper right corner) and corresponds to the Au(111)- -
direction. The double line pattern of the interfacial reconstruction is visible on the monolayer. The pattern is dominated by ubiquitous 60°-angles.
Figure (b) shows the out-of-phase oriented Er3N@C80-monolayer (right half) on Au(111). The closed packed direction of the molecules reveals a
30°-angle to the -direction as described by the arrows inside the FFT-image (upper right corner) and the real space topography.

The orientation of the monolayers was examined by comparing

them with the herringbone reconstruction visible at bare

Au(111) surface regions (Figure 2a and Figure 3a,b). The

typical double line pattern results from a 4.34% uniaxial

compression along the closed packed < >-direction and runs

perpendicular to that [15]. With respect to the non-recon-

structed Au(111)-(1 × 1) surface, the orientation of the molecu-

lar adlayers closed-packed-direction coincides with Au(111)-

< > (Figure 3a), whereby the monolayers can be described as

(4 × 4) superstructure [11,12]. Our data reveal a new alignment

in addition to this known in-phase orientation of Er3N@C80-

monolayer on Au(111). In this case, the monolayer was found

to be rotated to form an incommensurate (4 × 4)R30° phase

(Figure 3b) with respect to the bulk fcc termination. Indepen-

dent of monolayer orientation, the spacing between the fuller-

enes is the same value. This finding is reminiscent of results by

Altman and Colton [16,17]. They performed detailed studies

regarding the adsorption behavior of C60 on Au(111). There,

even though the diameter of C60 is smaller than that of

Er3N@C80, similar orientations of the monolayer were ob-

served. Since the monolayer orientation of C60 is determined by

the orientation of the step edge [16], a similar reason for the two

observed phases of Er3N@C80-monolayers is likely. Thus, an

adsorption to a step edge that is orientated along the [110]-

direction would lead to an in phase monolayer.

Another interesting observation concerns the Au(111) surface

reconstruction at the interface regions. As is evident from

Figure 2a,b and Figure 3a,b, the reconstruction is modified by

the interaction of the molecules with the bare Au(111)-surface.

Beside the assembled fullerenes the herringbone reconstruction

is visible at the bare Au(111) sections (Figure 2a and

Figure 3a,b) as well as at the interface region (Figure 2a,b and

Figure 3a,b). Due to the presence of the molecules, the herring-

bones are apparently disturbed and lose the straight long range

zigzag course. This is the case for both, the one-dimensional

molecular lines at the step edges as well as for the two-dimen-

sional molecular layers. At the step edges (Figure 2a) the

herring bones apparently cannot pass the single fullerene line.

This is in contrast to the usual case of a clean Au(111) surface

step edge where the reconstruction lines continue over the step

edge [18]. Since the molecules are preferably located at the

herringbone reconstruction’s fcc termination in our data, this

termination appears energetically favorable for the adsorption.

In the 2D-case, beneath the Er3N@C80 covered areas the

herringbone reconstruction is modified (Figure 3a,b) as well.

This interfacial reconstruction reveals as a superimposed double

stripe pattern on the monolayers. In contrast to the reconstruc-

tion of clean Au(111), the line pairs frequently coalesce to form

rounded triangular structures (Figure 3a) and rather exhibit a
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Figure 4: The I/U-spectrum (a) and the normalized dlnI/dlnU-spectrum (b) of Er3N@C80/Au(111). The voltage is considered as applied to the sample.
The Au(111) surface state is not visible in the spectrum.

less sharply defined course than for the clean Au(111)-surface.

Figure 3a and b show that the reconstruction-lines between the

covered and bare Au(111) areas are not linked to each other.

Corresponding to the threefold symmetry of the Au(111) sur-

face, 3 equivalent directions dominate the discommensuration

line propagation, which can be concluded by ubiquitous 60°

angles, as illustrated in Figure 3a. Thus, the elongation of the

line pairs concerns the < >-directions, the remaining

compression of the Au-interface is indicated to point along

< >. As compared to the spacing of 6.3 nm [15] between the

line-pairs in the pristine surface, an increased and variable

spacing (9.5–16 nm) was observed. These characteristics could

be attributed to a decompression in the first atomic layer of

Au(111) at the interface regions, which is likely induced by a

rearrangement of Au-atoms in order to reduce interfacial

energy. It seems plausible that reducing the mismatch between

the monolayer and the Au(111) plays a crucial role for the

latter, thereby enhancing the tendency of the Er3N@C80-adlayer

to grow quasi-epitaxially on the Au(111)-surface. According to

our data, the decrease of compression rather enlarged the dis-

tance between the line pairs than between the lines of the pairs.

A favored adsorption on fcc sites is therefore suggested.

The observed interfacial reconstruction line pattern exhibits a

lack of long range periodicity and uniformity as assumed for a

thermodynamically most favored arrangement. This could be

assigned to a frozen structure resulting from too short annealing

times which implies that the rearrangement of the interfacial

Au-atoms is most probably a thermally assisted and time-

dependent process. While effects of longer annealing times and

different temperatures were not further elaborated within this

study, our conjecture is corroborated by pertinent results for

C60-fullerenes on Au(111) [14,17,19-21].

The above results show that the monolayer growth and the

minimization of the interface energy lead to a clear change of

the reconstruction of the Au(111) surface. Considering the fact

that the surface reconstruction of the pristine Au(111) is driven

by a remarkable energy gain on 20 meV per Au-atom [22], and

that van der Waals bond molecular layers on Au(111) typically

leave the herringbone reconstruction unchanged [23] our obser-

vation of a modification of the reconstruction implies a molecu-

lar substrate interaction stronger than typical van der Waals

interaction. A certain degree of hybridization of the molecules

and Au(111) surface electronic structure is therefore conjec-

tured. In order to investigate this further, we performed scan-

ning tunneling spectroscopy (STS) on the Er3N@C80-mono-

layer on Au(111).

The obtained spectroscopic results, presented in Figure 4, ex-

hibit two dominant peaks related to the HOMO- and LUMO-

derived states (HDS and LDS) (Figure 4b). In between the mo-
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Figure 5: The left half of the constant-current-image (U = 1.5 V; I = 0.2 nA) (a) shows an Er3N@C80-monolayer and the pristine Au(111)-surface (right
half). The corresponding dI/dU-maps at the voltages (considered as applied to the sample) of U = −1.181 V (b) and U = 0.826 V (c), reveal a bright
dark pattern at the interface region accordingly to the interfacial reconstruction which is slightly visible in (a). The comparison of the dlnI/dlnU-spectra
(d) (sample bias) taken at the highlighted (red respectively blue squares) areas in (a), (b) and (c), illustrate the spatial difference of the electronic
structure.

lecular orbital derived states the tunneling current is suppressed

(Figure 4a) and the HDS-LDS energy gap was determined to be

of about 2.6 eV wide (peak to peak). The peaks are well defined

and energetically located at a distinct distance to EF. This

implies that even if a significant hybridization of molecular and

substrate states occurs, the effective transfer of electrons

remains relatively subtle. Nevertheless, the broadening of the

peaks (≈1 eV) clearly exceeds the room temperature energy

broadening (≈0.1 eV). Typical energies of intramolecular vibra-

tions are also in the order of ≤0.2 eV.

It remains unclear, to what extent the additional broadening is

due to a distribution of HOMO/LUMO multiplets or due to

hybridization effects.

In order to investigate this further, we performed spectroscopy

dI/dU-mapping of the Er3N@C80-monolayers. Figure 5a shows

the topographic data of the investigated area: the Er3N@C80-

monolayer (bright half), the slightly visible interfacial recon-

struction and the bare Au(111)-surface (dark half) can be seen.

Interestingly, as illustrated in Figure 5b and c, spatial variations

of the electronic structure occurred. The corresponding differen-

tial conductance maps (Figure 5b,c) respectively chosen at bias

voltages of 0.826 V and −1.181 V reveal a bright-dark pattern

on the monolayer coinciding with the interfacial reconstruction.

Regions where the Au(111)-interface is considered to be of fcc

termination appear darker in Figure 5b whereas the hcp adsorp-

tion sites are imaged brighter. Figure 5c shows the equivalent

result with an inversed contrast. Since the fullerenes are located

at distinguishable absorption sites, the observed contrast implies

a spatially varying hybridization. This conclusion is supported

by the comparison of the averaged spectra taken at the distin-

guished fcc and hcp areas (Figure 5d). Apparently, differences

in the Au(111)-interface termination induce a 0.1 eV shift of the
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peaks relatively to each other. The features in the spectrum cor-

responding to the fcc regions (red) are positioned at lower ener-

gies relatively to EF than those of the hcp related spectrum

(blue). The rigid downward shift of the molecular derived states

at the fcc adsorption sites could be assigned to a more pro-

nounced pillow effect [24-26]. The influence of the interface

dipole which appears stronger in the fcc regions led to a further

reduction of the Au(111)-work-function accompanied by a

reduction of the electron injection barrier. Furthermore, fcc-

spectrums LUMO derived peak obviously exhibit a more pro-

nounced broadening. Thus, a stronger adsorbate-substrate-inter-

action of the fullerenes on the fcc adsorption sites is suggested,

leading to a higher degree of hybridization. This proposal could

be consistent with a weaker bond of the Au-electrons in the fcc

regions than that in hcp regions [27,28].

There is evidence that due to adsorption at fcc sites the

Er3N@C80/Au(111) systems energy gain is the highest in com-

parison to the other possibilities. This interpretation is also

consistent with the observed enlargement of fcc terminated

region. Nevertheless, the energy gained by rearranging the

interface Au-atoms in fcc termination is not high enough to

entirely lift the reconstruction, i.e., the molecule-induced effect

is competing with the energy gained by the typical contraction

of the first atomic layer of the Au(111) surface (E = 20 meV/

Au-atom [22]). It is conceivable that the observed Er3N@C80-

monolayer on Au(111) did not reach its global energetically

minimum and a change of the interfacial reconstruction pattern

could occur in time.

Conclusion
In the presented STM/STS-study, the respectively observed

adsorption behavior of Er3N@C80 on W(110) and Au(111) is

found to differ significantly from each other. On W(110) the

endohedral fullerenes exhibits a surprisingly strong bond to the

surface which inhibits monolayer formation via annealing in the

analyzed temperature range (Tmax ≈ 670 K). On the contrary to

W(110), monolayer height molecule islands of hcp structure

were formed on Au(111). Those monolayers possess two distin-

guishable orientations on the Au(111)-surface. Beside the

known in-phase (4 × 4) superstructure an out-of-phase align-

ment (4 × 4)R30° has been observed. A change of the Au(111)-

reconstruction initiated by the presence of the fullerenes indi-

cates a energetically favored adsorption on fcc terminated

Au(111) interface sites. The obtained STS data reveals a HDS-

LDS-gap of about 2.6 eV and spatial differences in the ener-

getic location of the peaks as well as of the LDS-peaks broad-

ening on the monolayer. These results are consistent to our

STM data, since the pattern of the found variations correlates

with the modified reconstruction pattern and the spectra taken at

adsorption sites of Au(111)-fcc termination are affected by

means of an enhanced broadening of the LDS-peak and a shift

of 0.1 eV towards lower energies. The obtained adsorption

properties on Au(111) are namely the sufficiently high mobility

to form island, the ability to modify the herringbone reconstruc-

tion and the hybridization of the molecular electronic states

most probably accompanied with charge transfer. Therefore the

bonding character is conjectured to exceed the strength of van

der Waals interaction.
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Abstract
Subsequent treatment of H2TPP(CO2H)4 (tetra(p-carboxylic acid phenyl)porphyrin, 1) with an excess of oxalyl chloride and HNR2

afforded H2TPP(C(O)NR2)4 (R = Me, 2; iPr, 3) with yields exceeding 80%. The porphyrins 2 and 3 could be converted to the

corresponding metalloporphyrins MTPP(C(O)NR2)4 (R = Me/iPr for M = Zn (2a, 3a); Cu (2b, 3b); Ni (2c, 3c); Co (2d, 3d)) by the

addition of 3 equiv of anhydrous MCl2 (M = Zn, Cu, Ni, Co) to dimethylformamide solutions of 2 and 3 at elevated temperatures.

Metalloporphyrins 2a–d and 3a–d were obtained in yields exceeding 60% and have been, as well as 2 and 3, characterized by

elemental analysis, electrospray ionization mass spectrometry (ESIMS) and IR and UV–vis spectroscopy. Porphyrins 2, 2a–d and

3, 3a–d are not suitable for organic molecular beam deposition (OMBD), which is attributed to their comparatively low thermal

stability as determined by thermogravimetric analysis (TG) of selected representatives.

1191

Introduction
Over the last decades metalloporphyrins have been studied in

great detail as they exhibit a high chemical and thermal

stability, are aromatic and possess distinctive electrochemical

and photophysical properties [1-4]. For example, access to the

first organic spin valves, which were based on tris(8-hydroxy-

quinolinato)aluminium (Alq3)  sandwiched between

La2/3Sr1/3MnO3 and cobalt electrodes, was reported more than

a decade ago [5]. This finding motivated the development of

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:tobias.rueffer@chemie.tu-chemnitz.de
https://doi.org/10.3762%2Fbjnano.8.121
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Figure 1: Chemical structures of porphyrins and metalloporphyrins successfully deposited by organic molecular beam deposition.

further novel devices as, for example, spin-OFETs (organic

field effect transistors) [4]. The nature of the molecules inte-

grated into spintronic devices ranges from purely diamagnetic

molecules to individual single molecule magnets (SMMs) [4].

Among such molecules metalloporphyrins are very promising

in terms of diverse applications [4]. Recently, we reported on

the deposition of thin films of porphyrins of the type

H2TPP(OH)4 (tetra(p-hydroxyphenyl)porphyrin) [6,7] and

MTPP(OMe)4/H2TPP(OMe)4 (tetra(p-methoxyphenyl)porphy-

rin) (M = Cu [8,9], Ni [9]), cf. Figure 1.

The properties of the metalloporphyrins are governed by the

(transition) metal ions and the exocyclic moieties on the indi-

vidual pyrrole fragments and/or on the meso positions. Compar-

ative studies of the accessibility and characterization of metallo-

porphyrins are scarcely reported in literature [1-3,10-12], which

limits, for example, the possibility to select a certain metallo-

porphyrin with respect to a desired property by a knowledge-

based approach. Along with a preliminary work of us, we

noticed that “[…]the electrical analysis and the understanding

of the underlying transport mechanism become important for

future implementation of porphyrin-based (spintronic)

devices.[…]” [8]. It was thus desired to have access to metallo-

porphyrins of which the central metal ion varies on the one

hand, while on the other hand these metalloporphyrins should

be sterically more demanding to vary the film morphology com-

pared to our original report [8]. In order to support the idea that

different central metals as well as sterically more demanding

substituents will vary film morphologies one can, for example,

inspect the results of the single-crystal crystallographic charac-

terization even of the compounds displayed in Figure 1. It is

instructive to notice, that for ZnTPP(OMe)4 [13] the formation

of 2D layers is observed in which symmetry-related molecules

with planar porphyrin cores interact with each other by, for ex-

ample, formation of intermolecular ZnII…O contacts. Further

intermolecular interactions refer to those that were described in

detail by, for example, Goldberg et al. [14] or by us [15]. In

contrast, saddle-shape distorted molecules of CuTPP(OMe)4 are

described as interacting via C–H…π and C–H…O bonds to give

a 3D supramolecular motif [16]. Furthermore, if one substitutes

the terminal methyl substituents of H2TPP(OMe)4 (Figure 1) by

sterically more demanding substituents as reported for

H2TPP(OR)4 (OR = p-(N-n-butylcarbamoyl)methoxyphenyl)

[17] one decreases the density to the materials to ρ =

1.036 g/cm3 compared to ρ = 1.491 g/cm3 for ZnTPP(OMe)4

[13] or ρ = 1.398 g/cm3 for CuTPP(OMe)4 [16].

Thus, we report herein on two novel series of (metallo)porphy-

rins of the type H2/MTPP(C(O)N(R)2)4 (R = Me, with

H2TPP(C(O)NMe2)4 (2) and MTPP(C(O)N(iPr)2)4 (M = Zn

(2a ) ,  Cu  (2b ) ,  Ni  (2c ) ,  Co  (2d ) ;  R  =  iPr ,  wi th

H2TPP(C(O)N(iPr)2)4 (3) and MTPP(C(O)N(iPr)2)4 (M = Zn

(3a), Cu (3b), Ni (3c), Co (3d)). The aim of this report is not

only to describe their synthesis and characterization (ESIMS,

FTIR, NMR, UV–vis) but also to study to which extend these

new (metallo)porphyrins are suitable to be deposited in form of

thin films by OMBD. Therefore, the thermal stabilities derived

from TG studies of selected representatives of 2/2a–d and

3/3a–d in comparison with that of H2TPP(OH)4 [6,7] will be

discussed together with the results of OMBD studies.

Results and Discussion
Synthesis
Porphyrins 2 and 3 were synthesized as shown in Scheme 1 ac-

cording to a procedure reported by Gradl et al. [18]. Literature-

known H2TPP(CO2H)4 (1) was treated first with an excess of

oxalyl chloride in dichloromethane in the presence of dimethyl-

formamide. As we used a larger amount of dimethylformamide

as indicated in [18], the yields of 2 and 3 could be increased sig-

nificantly. This is attributed to the solubility of 1 in dimethyl-

formamide. The addition of a large excess of the mild chlori-

nating agent oxalyl chloride converted 1 to H2TPP(C(O)Cl)4
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Scheme 1: Synthetic methodology to prepare (metallo)porphyrins 2, 2a–d and 3, 3a–d.

(Scheme 1) which further reacted with the secondary amines

HNMe2 and HN(iPr)2 to give 2 (H2TPP(C(O)NMe2)4) and 3

(H2TPP(C(O)N(iPr)2)4). The molar excess of oxalyl chloride

compared to 1 should be above 25:1, as otherwise 1 cannot be

fully converted to H2TPP(C(O)Cl)4. However, the use of

thionyl chloride to convert 1 to H2TPP(C(O)Cl)4 is accompa-

nied by chlorination of the β-pyrrolic positions. After formation

of H2TPP(C(O)Cl)4 all volatiles must be removed in vacuum in

order to avoid, for example, unwanted reactions upon the addi-

tion of HNMe2 and HN(iPr)2. Appropriate work-up, gave 2 and

3 in yields exceeding 80% without any column-chromatograph-

ic purification (cf. Experimental section).

The metalation reactions performed in this study correspond to

the well-known “dimethylformamide method” (MII = Zn, Cu,

Ni, Co), cf. Scheme 1 and [19]. In agreement with details re-

ported for the dimethylformamide method, “[…]best results

have been obtained with anhydrous metal chlorides[…]” [19],

although the reaction temperatures should be kept at 140 °C.

According to [19], complete metalation needs the subsequent

addition of an excess of the metal chlorides. Hence, we decided

to use initially an excess of the metal chlorides. The metallopor-

phyrins 2a–d and 3a–d (Scheme 1) have been obtained in yields

exceeding 60%. No purification by column chromatography

was required although in case of 2d, 3a and 3d the metallopor-

phyrins were re-precipitated for purification purposes (cf. Ex-

perimental section).

The purity of 2, 2a–d and 3, 3a–d was determined by CHN

elemental analysis (EA), although this method has limits. For

example, it is difficult to recognize by EA the presence of traces

of impurities below ca. 0.5%. Furthermore, the measurement

conditions of an EA may influence results as recently demon-

strated for a series of octachlorometallophthalocyanines of the

type MPcCl8 (MII = Cu, Ni, Co, Fe, Mn) [20]. However, for the

herein reported porphyrins 2 and 3 and their corresponding

metalloporphyrins 2a–d and 3a–d the CHN contents deviate by

at most ±0.5%. Since 2/3 and 2a–d/3a–d are well soluble in sol-
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vents such as CH2Cl2, CHCl3, MeCN, DMSO, DMF it is

possible to follow certain “criteria of purity” established by

White, Bachmann and Burnham [21]. Thus, analytical amounts

of these (metallo)porphyrins were chromatographed by thin

layer chromatography (TLC) on alumina by using CHCl3/n-

hexane mixtures (ratio 1:1, v/v) as eluent, showing that they

were formed in high purity.

Furthermore, 1H NMR studies allowed us to monitor the

progress of the metalation reactions of 2 and 3, even for the

paramagnetic metalloporphyrins 2b,d and 3b,d. For example,

the complete metalations of the free-base porphyrins 2 and 3 are

indicated by the disappearance of their N–H 1H NMR reso-

nances.

Electrospray ionization mass spectrometry
High-resolution mass spectrometry (HRMS) studies enable one

to verify the successful formation of 2/3 and of 2a–d/3a–d. The

ESIMS measurements in positive-ionization mode were per-

formed under identical conditions, including the use of MeCN/

CH2Cl2 solutions of the respective (metallo)porphyrin. The

ESIMS spectra and the respective isotopic patterns of the ion

peaks in form of [M]+, [M + H]+, [M + Na]+ or [M + K]+ agree

to the calculated ones (cf. the ESIMS spectra in Supporting

Information File 1). In agreement with Buchler [19] and

Budzikiewicz [22] the mass spectrometric measurements served

well to identify the type of the incorporated transition metal

since the ion peaks of [M]+ and/or [M + H]+ are the ones with

the highest intensity. The observation of [M + Na]+ as well as

[M + K]+ ions and of cations of low m/z values, for example

[393]+ (observed in the ESIMS spectra of 2c,d and 3c,d), is due

to contaminants that typically appear in such measurements as

described in the literature [23,24]. For 2b,c, 3 and 3a–c double

charged ion peaks are visible, clearly identifiable by an isotopic

peak distance of m/z = 0.5. This is a common occurrence in ESI

measurements when a higher concentration of the analyte is

present [23].

IR studies
Severe difficulties were noticed when measuring KBr pellets of

2/3 and 2a–d/3a–d, as described by Alben [25]. These diffici-

culties are due to, for example, the optical inhomogeneity of the

pellets. In order to avoid them, and as suggested by Alben [25],

all (metallo)poprhyrins were intensively grinded to a fine flour

before further grinding with KBr was done. It must be empha-

sized that due to the recommended intense and thus time-

consuming grinding of the pure (polycrystalline) materials the

IR spectra reveal the presence of water, likely due to the hygro-

scopic nature of the compounds and/or of KBr. In Figure 2 (2,

2a–d) and Figure 3 (3, 3a–d) the spectral region between 500

and 1800 cm−1 is displayed. Shaded areas within individual IR

spectra displayed in Figure 2 and Figure 3 belong to related

absorptions and are numbered. The wavenumbers of these

absorptions are summarized in Table 1 for 2/2a–d and 3/3a–d.

Full IR spectra (KBr) of 2/3 and of 2a–d/3a–d are given in Sup-

porting Information File 1. Furthermore, Supporting Informa-

tion File 1 shows the IR spectra of 2/3 and of 2a–d/3a–d as ob-

tained by FTIR measurements with a Nicolet iS10 spectrometer

(ATR attachment, ZnSe crystal) for comparison.

For the porphyrins 2 and 3 three different N–H vibrations at

3310–3326 cm−1, 975–990 cm−1 and 675–700 cm−1 are ex-

pected according to [25]. The one observed at 3317 cm−1 for

both 2 and 3 (Supporting Information File 1) fits well into the

expected range. The vibrations no. 5 and no. 13 for 2 (966 and

732 cm−1) and 3 (968 and 737 cm−1), cf. Figure 2 and Figure 3

and Table 1, are attributed to the other two N–H vibrations.

They deviate to some extend from the expected ranges, see

above, but the corresponding metalloporphyrins do not show

related vibrations (Figure 2 and Figure 3).

The spectral range from 3000 to 2800 cm−1 is governed by

νas(C–H) and νs(C–H) absorptions of the aliphatic substituents

R of the –C(O)NR2 groups of both 2/2a–d and 3/3a–d (Sup-

porting Information File 1). According to [26], CH3 groups can

be identified by one νas(C–H) absorption at ca. 2950 cm−1 and

up to two νs(C–H) absorptions at lower spatial frequencies of

ca. 2800 cm−1. The number of CH3 groups is eight for 2/2a–d,

that of 3/3a–d is 16. This difference is nicely reflected in the in-

tensities and shapes of the νas(C–H) and νs(C–H) absorptions.

Among 2/2a–d only for 2a and 2c all three possible absorp-

tions could be observed, while further members exhibit only

one νs(C–H) and the νas(C–H) vibration (Supporting Informa-

tion File 1). For 3/3a–d the νas(C–H) vibration is always the

most intensive one at 2970 ± 1 cm−1, followed by a less inten-

sive first νs(C–H) absorption (2932 ± 1 cm−1) and a third even

less intensive νs(C–H) band (2874 ± 4 cm−1). Due to these dif-

ferent spectral features it is possible to differentiate between a

type 2/2a–d or 3/3a–d (metallo)porphyrin.

For the porphyrin cores and the aromatic C6H4 moieties, re-

spectively, ν(C H) and ν(C=H) vibrations are expected above

3000 cm−1. However, these vibrations as well as combinations

of γ(C H) vibrations between 2000 and 1600 cm−1, could not

be identified unambiguously or were too weak. Likely, this is

due to the substitution of the aromatic C6H4 rings, decreasing

the intensities of these vibrations [26].

The presence of CH3 groups in a compound is indicated in the

IR spectra in general by one δas(C–H) (ca. 1465 cm−1) vibra-

tion and at least one δs(C–H) (ca. 1380 cm−1) vibration [26].

Furthermore, a single δs(C–H) absorption verifies that the CH3
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Figure 2: IR spectra (KBr) in the range of 500–1800 cm−1 for H2TPP(CONMe2)4 (2, top) and MTPP(CONMe2)4 (MII = Zn, 2a (gray); Cu, 2b (blue); Ni,
2c (orange); Co, 2d (purple)).

group belongs to an aliphatic chain that is not branched, or that

the Me group is terminal as in the –NMe2 entities of 2/2a–d.

For branched alkyl chains the δs(C–H) vibration splits into two

[26]. Thus, the absorptions no. 30 and no. 26 of 2/2a–d

(1450 ± 2 cm−1 and 1344 ± 7 cm−1) are attributed to the

δas(C–H) and δs(C–H) vibrations of the terminal CH3 groups

(Figure 2 and Table 1). Due to a larger number of CH3 groups

in 3/3a–d compared to 2/2a–d the νas(C–H), νs(C–H), δas(C–H)

and δs(C–H) absorptions of 3/3a–d are more intensive com-

pared to 2/2a–d. For example, the absorption no. 30 of 3/3a–d

(δas(C–H), 1442 ± 2 cm−1) is significantly more intensive com-

pared to 2/2a–d (Figure 2, Figure 3 and Table 1). As expected,

for 3/3a–d two δs(C–H) vibrations are observed, see no. 28

(1379 ± 1 cm−1) and no. 27 (1371 ± 1 cm−1) in Figure 3 and Ta-

ble 1. The presence of iPr groups in 3/3a–d was recognized

further by their skeletal vibrations at 1158 ± 3 cm−1 (no. 23),

shouldered at 1136 ± 2 cm−1 (no. 22) [21], while for 2/2a–d

only a weak absorption at 1183 ± 3 cm−1, denoted as no. 23, is

observed.

For para-substituted C6H4 aromatic units one γ(C H) absorp-

tion between 800 and 860 cm−1 is expected [27], which is one

of absorptions no. 7, 8 or 10 of 2/2a–d and 3/3a–d, (Figure 2,

Figure 3 and Table 1). A more precise assignment is not

possible, because C H vibrations of the β-pyrrolic hydrogens

are expected to lead to absorptions at 772–805 cm−1 [27].
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Figure 3: IR spectra (KBr) in the range of 500–1800 cm−1 for H2TPP(CON(iPr)2)4 (3, top) and MTPP(CON(iPr)2)4 (MII = Zn, 3a (gray); Cu, 3b (blue);
Ni, 3c (orange); Co, 3d (purple)).

Further β-pyrrolic C H vibrations are expected at

1045–1065 cm−1 [13], and thus no. 17 of 2/2a–d and 3/3a–d

can be assigned to them (Figure 2, Figure 3 and Table 1).

The two strongest absorptions of 2/2a–d and 3/3a–d are due to

ν(C C) vibration of the aromatic moieties and ν(C=O) vibra-

tions of the terminal –C(O)NR2 groups [27]. The ν(C C)

vibrations are expected at ca. 1600 cm–1, while the more intense

ν(C=O) are observed between 1650 and 1690 cm−1 [27]. This

allows for an assignment of no. 35 and no. 34 (Figure 2,

Figure 3 and Table 1) to the former and the latter type of vibra-

tion, respectively. However, 2/2a–d always exhibit one broad

absorption band at ca. 1620 cm−1, which hinders a more precise

assignment. For 3/3a-d this situation is different and these two

absorption bands occur well resolved. Most likely, that differ-

ence can be attributed to the different substitution of the termi-

nal –C(O)NR2 groups.

UV–vis studies
The UV–vis absorption spectra of 2/2a–d and 3/3a–d were re-

corded in CHCl3 solution in the spectral range of 230–700 nm.

In order to avoid possible impact of the concentrations on λabs

and ε, which was reported for (metallo)phthalocyanines [28],

we performed concentration-dependent UV–vis measurements.

According to [28] the nature (cofacial, face-to-face, tilted) and

degree (dimer, oligomer, polymer) of mutual interactions
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Table 1: Wavenumbers of numbered IR vibrations of 2/2a–d and 3/3a–d in the range from 500–1800 cm−1.a

no. H2 Zn Cu Ni Co

2 3 2a 3a 2b 3b 2c 3c 2d 3d

1 582 524 — 524 585 526 588 526 581 528
2 632 587 630 587 634 588 647 588 632 587
3 658 622 659 622 668 622 668 623 656 623
4 711 709 718 716 719 715 715 712 718 715
5 732 737 — — — — — — — —
6 760 760 762 762 761 762 762 762 761 762
7 804 800 796 797 800 798 800 801 798 800
8 — 810 818 812 819 815 822 816 820 815
9 — 835 — 836 — 836 — 837 — 836

10 860 859 860 860 861 860 860 860 861 861
11 — 878 — 875 — 875 883 876 882 875
12 920 917 919 917 918 917 921 917 919 917
13 966 968 — — — — — — — —
14 987 982 996 996 1000 1000 1003 1003 1002 1001
15 1021 994 — 1011 — 1016 — 1016 — 1017
16 1059 1019 1063 1021 1059 — 1055 — 1057 —
17 1084 1036 1086 1034 1083 1035 1083 1037 1082 1036
18 — — — 1063 — 1072 — — — —
19 — 1073 — 1076 — — 1030 1078 1134 1072
20 — 1096 — 1097 — 1095 — 1096 — 1096
21 — 1106 — 1105 — 1105 — 1106 — 1106
22 — 1137 — 1138 — 1138 — 1137 — 1138
23 1186 1160 1180 1156 1182 1158 1180 1161 1180 1160
24 1216 1190 1205 1181 1206 1190 1211 1183 1211 1186
25 1266 1212 1264 1206 1266 1209 1265 1209 1265 1209
26 1351 1340 1337 1339 1345 1340 1351 1340 1349 1339
27 — 1370 — 1370 — 1371 — 1370 — 1370
28 — 1378 — 1378 — 1378 — 1379 — 1379
29 1399 1395 1400 1390 1398 1391 1397 1393 1397 1392
30 1451 1442 1448 1443 1450 1441 1450 1441 1451 1440
31 1489 1473 1487 1472 1489 1472 1489 1472 1488 1473
32 1516 1508 1515 1507 1518 1506 1514 1507 1514 1508
33 1558 1561 — — 1560 — 1556 — 1560 —
34 1609 1609 1612 1607 1608 1608 1619 1610 — 1609
35 1628 1630 — 1632 1622 1632 1626 1630 1625 1629
36 1732 1701 1730 1700 1711 — 1730 1710 1733 1699

acf. Figure 2 and Figure 3.

between (metallo)phthalocyanine molecules might modify their

optical absorption spectra [28]. However, the UV–vis studies of

2/2a–d and 3/3a–d with varying concentrations revealed

marginal impact on λabs (max. ±1 nm) and ε (max. ±4%), see

Supporting Information File 1. Larger deviations of ε are attri-

buted to random errors due to, for example, uncertainties in

diluting the sample solutions. The UV–vis spectra of 2/2a–d

and 3/3a–d displaying the absorption spectral range from

280–700 nm are shown in Figure 4. For better comparison we

select the spectrum of an individual (metallo)porphyrin in

which the maximum of the absorption is closest to 1.5 (Support-

ing Information File 1). Inserts in Figure 4 correspond to the

enlarged spectral range of 480–700 nm. Optical absorptions are

numbered in relation to the wavelength, λabs and log ε values

are summarized in Table 2.

Generally, absorption spectra of free-base porphyrins consist of

characteristic absorption bands: The more intense Soret band

(or B band) arising from a1u(π)→eg*(π) transitions and two Q

bands (Qx(0,0) and Qy(0,0) from a2u(π)→eg*(π) transitions
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Figure 4: Left: UV–vis spectra (CHCl3, 280–700 nm) of H2TPP(C(O)NMe2)4 (2) and MTPP(C(O)NMe2)4 (MII = Zn, 2a (gray); Cu, 2b (blue); Ni, 2c
(orange); Co, 2d (purple)). Right: UV–vis spectra (CHCl3, 280–700 nm) of H2TPP(C(O)N(iPr)2)4 (3) and MTPP(C(O)N(iPr)2)4 (MII = Zn, 3a (gray); Cu,
3b (blue); Ni, 3c (orange); Co, 3d (purple)).

Table 2: Wavelengths of UV–vis absorption bands of 2/2a–d and 3/3a–d in the range of 280–700 nm.a

compound absorption band no.

1 2 3 4 5 6 7 8

λabs (log ε)

2 401 (4.95) 420 (5.64) 449 (4.74) 516 (4.35) 551 (4.08) 591 (3.96) 647 (3.93) 666 (3.93)
3 400 (4.80) 421 (5.49) — 517 (4.17) 552 (3.91) 590 (3.74) 648 (3.58) —

2a 403 (4.55) 426 (5.55) — — 555 (4.19) 596 (3.73) — —
3a 404 (4.33) 426 (5.29) — — 556 (3.93) 597 (3.53) — —

2b 396 (4.44) 419 (5.65) — — 542 (4.28) 578 (3.39) — —
3b 397 (4.58) 419 (5.74) — — 542 (4.37) 579 (3.43) — —

2c — 416 (5.30) — 528 (4.17) — — — —

3c — 417 (5.32) — 530 (4.23) — — — —
2d — 412 (5.24) 442 (4.44) 530 (4.03) — — — —
3d — 412 (5.47) — 529 (4.25) — — — —

acf. Figure 4
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[29,30]. According to Goutermann the B(0,0) band appears

between 380 and 420 nm (ε > 105 M−1·cm−1) and is accompa-

nied in case of well-resolved spectra by a blue-shifted

(ca. 1250 cm−1) B(1,0) band [29,30]. Q-band absorptions

occur in the spectral region between 500 and 700 nm

(ε > 104 M−1·cm−1) [29,30]. The Qx(0,0) and Qy(0,0) bands of

D2h-symmetric porphyrins, separated by ca. 3000 cm−1, might

be observed inclusive a vibronic overtone absorption of each Q

band, denoted as Qx(1,0) and Qy(1,0) [29,30]. For metallopor-

phyrins adapting D4h-type symmetry, the four Q bands are ob-

served to collapse into two Q bands, in some cases into only

one [19,29]. The accompanying “[…]Soret band may remain in

the usual range or shifted to higher or lower frequency.[…]”,

according to Buchler [19]. Furthermore, (metallo)porphyrins

may show a weak N (ca. 325 nm) and M band (ca. 215 nm),

often with an even weaker L band [29].

As expected, for 2 and 3 the intensive B(0,0) band appears at ca.

420 nm (no. 2 in Figure 4, Table 2) and is followed by four sig-

nificantly weaker Q bands at ca. 516, 551, 591 and 647 nm (no.

4–7 in Figure 4, Table 2). The separation between absorption

no. 4 and no. 6 as well as between no. 5 and no. 7 amounts to,

respectively, 2394 cm−1 as well as 2684 cm−1 for 3, in good

agreement with the expected difference between the Qx(0,0)

and Qy(0,0) band of free-base porphyrins (see below). The blue-

shifted shoulder of the B(0,0) band at 401/400 nm (no. 1 in

Figure 4, Table 2) corresponds to the B(1,0) band of 2 and 3,

confirmed by blue-shifts of 1128 and1247 cm−1 (see above). As

described earlier, and due to symmetry reasons, for ZnII- and

CuII-containing 2a/3a and 2b/3b, two Q bands are observed,

while NiII- and CoII-containing 2c/3c and 2d/3d possess only

one Q band (Figure 4). The difference in numbers of the Q

bands could be caused by a higher molecular symmetry of 2c/3c

or 2d/3d compared to 2a/3a and 2b/3b, but is most likely attrib-

utable to weak perturbations by the central metal according to

Goutermann [29]. A comparison of the λabs values of both the

B(0,0) and the Q band(s) along 2/2a–d and 3/3a–d reveals a

red-shift along the series CoII < NiII < CuII < ZnII (Figure 4 and

Table 2). This observation is in agreement with observations

summarized by Buchler [19] and Goutermann [29]. The same

tendency has been observed more recently [11] and no signifi-

cant differences of λabs values have been noticed [12], although

the UV–vis spectra were recorded in both cases in CHCl3.

Thermogravimetric studies
Part of our motivation to synthesize 2/2a–d and 3/3a–d origi-

nates from a number of cooperations with our partners in the

DFG-supported research unit “Towards Molecular Spintronics”

[6-9]. For example, (metallo)porphyrins were synthesized and

deposited by OMBD for different kinds of physical thin-film

studies [6-9]. In one of these contributions thin films of

CuTPP(OMe)4 (Figure 1) were investigated by current-sensing

atomic force microscopy [8]. It was concluded that for the

investigation of films with different morphologies and transport

properties further (metallo)porphyrins should be studied, as

outlined in the Introduction section [6-9].

However, we were not able to deposit thin films of 3, 3b and 3d

nor of 2, 2c and 2d by means of OMBD. In more detail: OMBD

parameters were initially chosen as reported in [8]. Thus, at

2 × 10−7 mbar a deposition rate of 5 Å/min was adjusted. In

all investigated cases, deposition rates were not stable and

constantly decreased over time. In order to maintain a stable

deposition rate, the deposition temperatures were constantly

increased from 300 to 350 °C in a Knudsen cell. After keeping

the materials for ca. 20 min at these high temperatures, it was

observed that the deposition rates dropped significantly. From

this point onwards, it was not possible to perform any (further)

deposition of the materials. In case of 3b and 3d the remaining

material in the Knudsen cell was subjected to IR measurements

(Supporting Information File 1) in comparison with measure-

ments of the starting materials, showing that both metallopor-

phyrins decomposed during the OMBD studies.

In order to shine more light into the temperature stability we

carried out TG studies for 3, 3b, 3d, 2, 2c and 2d. The TG

traces are shown in Figure 5 together with the one of

H2TPP(OH)4. In our earlier studies [6,7], H2TPP(OH)4 could

be deposited successfully by applying OMBD parameters

analogous the those described above. A comparison especially

of the onset temperatures of the decomposition processes

reveals that H2TPP(OH)4 is obviously significantly more ther-

mally stable than the here reported (metallo)porphyrins.

Because of this, OMBD of 2/2a–d and 3/3a–d is not possible

and we are recently fabricating thin layers of these compounds

by spin-coating [31].

Conclusion
Two series of metalloporphyrins MTPP(C(O)NR2)4 (M = CoII,

NiII, CuII, ZnII) derived out of their free-base species

H2TPP(C(O)NR2)4 (R = Me (2/2a–d), iPr (3/3a–d)) were syn-

thesized and characterized by NMR, IR and UV–vis spectrosco-

py as well as by ESI mass-spectrometry. The comparison of the

obtained analytical results revealed only minor differences in

vibrational and optical spectra, both with respect to the varied

transition metal ions as well as the terminal organic substituent

R. That provides potentially useful insight into the material

properties of these porphyrins. It was anticipated that the varia-

tion of the central transition metal ions along 2a–d and 3a–d

modify to the local transport characteristics of OMBD-

deposited thin films of these compounds. In addition, in order to

modify thin-film morphologies of successfully OMBD-
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Figure 5: Top: TG traces of 3, 3b and 3d in comparison with H2TPP(OH)4. Bottom: TG traces of 2, 2c and 2d in comparison with H2TPP(OH)4.

deposited CuTPP(OMe)4 2/2a–d and 3/3a–d were equipped

with sterically more bulky terminal organic groups. Unfortu-

nately, all trials to deposit members of 2/2a–d and 3/3a–d by

OMBD failed, which is attributed to a significantly lower ther-

mal stability compared to CuTPP(OMe)4 [8]. Most likely, the

decreased thermal stability of 2/2a–d and 3/3a–d can be attri-

buted to fragmentations of the terminal –C(O)NR2 functionali-

ties during heating. Thus, this study shows that the thermal

stability of (metallo)porphyrins is subjected to certain limits,

and the application of other thin-film depositions techniques is

required for 2/2a–d and 3/3a–d.

Experimental
General conditions
All chemicals were purchased from commercial sources and

were used as received, unless stated otherwise. All reactions

were carried out under argon atmosphere using standard

Schlenk techniques and vacuum-line manipulations unless

stated otherwise. All solvents were distilled prior to use and

were purified/dried according to standard procedures [32].

Starting materials
5,10,15,20-Tetra(4-carboxyphenyl)porphyrin (H2TPP(COOH)4,

1) was synthesized according to [33] and MCl2·nH2O salts (M =

ZnII, CuII, NiII, CoII) were dried according to [34].

Instruments
NMR spectra were recorded at ambient temperature with a

Bruker Avance III 500 Ultra Shield Spectrometer (1H at

500.300 MHz and 13C{1H} at 125.813 MHz) in the Fourier

transform mode. Chemical shifts are reported in δ (ppm) versus

SiMe4 with the solvent as the reference signal CDCl3: 1H NMR,

δ = 7.26; and 13C{1H} NMR, δ = 77.16. FTIR spectra were re-

corded in the range of 400–4000 cm−1 with a Perkin-Elmer

1000 FTIR spectrometer as KBr pellets and in the range of

650–4000 cm−1 with a Thermo Scientific Smart iTR, Nicolet

iS10. (The two absorptions at ca. 2360 cm−1, which appear dif-

ferent in intensity from spectra to spectra, are due to CO2.)

C, H, N elemental analyses were performed using a Thermo

FlashAE 1112 series analyzer. High-resolution mass spectra

were recorded with a Bruker micrOTOF QII equipped with an
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Apollo II ESI source. UV–vis absorption spectra were recorded

with a Spectronic GENESYS 6 UV–visible spectrophotometer

(Thermo Electron Corporation) between 200–800 nm. TG ex-

periments were performed using a Mettler Toledo TGA/DSC1

1600 system with an MX1 balance.

Synthesis of 2
To a suspension of 1 (1.00 g, 1.26 mmol) in dichloromethane

(140 mL) dimethylformamide (1 mL, 12.9 mmol) was added.

This reaction mixture was cooled to 0 °C and oxalyl chloride

(3.20 mL, 37.31 mmol) was added dropwise (within 20 min)

under continuous stirring. The mixture was stirred at 0 °C for

further 30 min followed by refluxing for 3 h. After all volatiles

were removed under reduced pressure the obtained crude prod-

uct was dissolved in dichloromethane (30 mL) and a mixture of

dimethylamine (2 M in tetrahydrofuran, 16 mL, 32 mmol) and

triethylamine (1 mL, 7.17 mmol) was added dropwise at

ambient temperature. The reaction mixture was stirred at this

temperature for another 3 h, followed by refluxing for 24 h.

Afterward, all volatiles were removed under reduced pressure

and hot distilled water (100 mL) was added to the crude

product with continuous stirring for 30 min. The purple precipi-

tate formed was filtered off, washed with hot distilled water

(5 × 20 mL) and dried at 110 °C in an oven. Yield: 0.91 g (80%

based on 1). Anal. calcd for C56H50N8O4 (899.05): C, 74.81; H,

5.61; N, 12.46; found: C, 74.3; H, 5.7; N, 12.2; 1H NMR

(CDCl3) δ −2.80 (s, 2H, Ha,a′), 3.32 (s, 24H, H1,2), 7.84 (d, 8H,

H6,6′), 8.26 (d, 8H, H5,5′), 8.87 (s, 8H, H10,10′); 13C{1H} NMR

(CDCl3) δ 35.80 (C1), 40.15 (C2), 119.62 (C8), 125.80 (C6,6′),

134.57 (C7), 135.93 (C5,5′), 143.46 (C4), 171.80 (C3); HRMS

(ESI-TOF, positive mode, MeCN/CH2Cl2): m/z 899.4058

[2 + H]+, 937.3515 [2 + K]+; calcd for C56H51N8O4/

C56H50KN8O4 ([2 + H]/[2 + K]) = 899.4028/937.3587; IR

(KBr, cm−1) ν: 3317 (w, N–H); 2929/2897/2866 (m/w/w, C–H);

1629/1609 (s/w, C=O); UV–vis (CHCl3) λabs [nm] (log ε): 401

(5.24), 420 (5.95), 449 (4.83), 516 (4.64), 551 (4.36), 591

(3.24), 647 (4.17), 666 (4.07); Supporting Information File 1

gives the IR, 1H NMR, 13C{1H} NMR, UV–vis and ESIMS

spectra of 2.

Comments: According to Jones and Wilkins [35] for the

–NMe2 groups two 13C NMR chemical shifts are observed. Ac-

cording to Manke et al. [36] the 13C NMR resonances of the

pyrrole carbon atoms C9,9′ and C10,10′ are not observable.

Synthesis of 3
To a suspension of 1 (1.00 g, 1.26 mmol) in dichloromethane

(140 mL), dimethylformamide (1 mL, 12.9 mmol) was added.

This reaction mixture was cooled to 0 °C and oxalyl chloride

(3.20 mL, 37.31 mmol) was added dropwise (within 20 min)

under continuous stirring. The mixture was stirred at 0 °C for

further 30 min followed by refluxing for 3 h. After all volatiles

were removed under reduced pressure the obtained crude prod-

uct was dissolved in dichloromethane (30 mL), and a mixture of

diisopropylamine (11.52 g, 0.114 mol, 16 mL) and triethyl-

amine (1 mL, 7.17 mmol) was added dropwise at ambient tem-

perature. The reaction mixture was refluxed for 24 h. After

cooling to ambient temperature, all volatiles were removed

under reduced pressure, and hot distilled water (100 mL) was

added to the crude product under continuous stirring for 30 min.

The purple precipitate formed was filtered off, washed with hot

distilled water (5 × 20 mL) and dried at 110 °C. Yield: 1.21 g

(85% based on 1). Anal. calcd for C72H82N8O4 (1123.47): C,

76.97; H, 7.36; N, 9.97; found: C, 76.8; H, 7.2; N 9.9. 1H NMR

(CDCl3) δ −2.78 (s, 2H, Ha,a′), 1.43/1.66 (s(broad)/s(broad),

24H/24H, H1,1′,2,2′), 3.71/4.31 (s(broad)/s(broad), 4H/4H,

H3,3′), 7.74 (d, 8H, H7,7′), 8.24 (d, 8H, H6,6′), 8.90 (s, 8H,

H11,11′); 13C{1H} NMR (CDCl3) δ 21.24 (C1,1′,2,2′), 119.8 (C9),

124.6 (C7,7′), 134.8 (C8), 138.6 (C6,6′), 142.8 (C5), 171.3 (C4);

HRMS (ESI-TOF, positive mode, MeCN/CH2Cl2): m/z

1123.6520 [3 + H]+, 1145.6319 [3 + Na]+; calcd for

C72H83N8O4/C72H82NaN8O4 ([3 + H]/[3 + Na]) = 1123.6532/

1145.6351; IR (KBr, cm−1) ν: 3317 (w, N–H); 2969/2932/2874

(m/w/w, C–H); 1630/1608 (s, C=O); UV–vis (CHCl3) λabs [nm]

(log ε): 400 (4.80), 420 (5.49), 482 (3.74), 517 (4.17), 552

(3.91), 591 (3.74), 648 (3.58). Supporting Information File 1

gives the IR, 1H NMR, 13C{1H} NMR, UV–vis and ESIMS

spectra of 3.

Comments: The 1H NMR resonances of the N(iPr)2 groups are

all broadened. The hydrogen atoms H1,1′,2,2′ are regarded to cor-

respond to the two broad singlets at 1.39 and 1.69 ppm. The

hydrogen atoms H3,3′ are regarded to correspond to the two

singlets at 3.71 and 4.31 ppm. Both assignments could, howev-

er, not be verified by additional 2D NMR experiments (1H,1H-

COSY,1H,13C-HSQCETGP and HMBCGP) because of too

broad NMR resonances and/or the comparatively poor solu-

bility. According to Jones and Wilkins [35] for the –NMe2

groups two 13C NMR chemical shifts are observed. According

to Manke et al. [36] the 13C NMR resonances of the pyrrole car-

bon atoms C9,9′ and C10,10′ are not observable.

General procedure for the synthesis of 2a–d
and 3a–d
Unless stated otherwise, the following procedure was used:

To a solution of 2 (0.200 g, 0.222 mmol) for 2a–d, or 3

(0.200 g, 0.178 mmol) for 3a–d in dimethylformamide (25 mL),

a solution of the MCl2 salt (3 equiv) in dimethylformamide

(5 mL) was added dropwise (within 5 min) at ambient tempera-

ture. The reaction temperature was raised to 140 °C for 6 h.

After cooling the reaction mixture to ambient temperature,

chloroform (50 mL) was added and the combined organic
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phases were washed with water (3 × 40 mL) and brine

(3 × 40 mL) to remove the excess of the MCl2 salt. The organic

phase was dried over magnesium sulfate, and all volatiles were

removed in vacuo to afford solids of the corresponding metallo-

porphyrins, which were dried additionally in vacuo for 12 h.

Afterward, the corresponding solids were dissolved in CHCl3

and precipitated with n-hexane. That procedure is referred to in

the following as “re-precipitation”.

Data for 2a
2 (0.200 g, 0.222 mmol), ZnCl2 (0.0909 g, 0.667 mmol). Yield:

0.156 g (73% based on 2); purple solid. Anal. calcd for

C56H48N8O4Zn (962.44): C, 69.88; H, 5.03; N, 11.64; found: C,

69.5; H, 5.0; N, 11.5; 1H NMR (CDCl3) δ 3.16/3.26 (s/s, 12H/

12H, H1,2), 7.68 (d, 8H, H6,6′), 8.23 (d, 8H, H5,5′), 8.93 (s, 8H,

H10,10′); HRMS (ESI-TOF, positive mode, MeCN/CH2Cl2): m/z

960.3058/961.3149 [2a]+/[2a + H]+, 983.2908 [2a + Na]+,

999.2716 [2a + K]+; calcd for C56H48N8O4Zn/C56H49N8O4Zn,

C56H48NaN8O4Zn, C56H48KN8O4Zn ([2a]/[2a + H], [2a + Na],

[2a + K] = 960.3058/961.3163, 983.2982, 999.2722; IR (KBr,

cm−1) ν: 2929 (w, C–H); 1612 (s, C=O); UV–vis (CHCl3) λabs

[nm] (log ε): 403 (4.55), 426 (5.55), 555 (4.19), 596 (3.73).

Supporting Information File 1 gives the IR, 1H NMR, UV–vis

and ESIMS spectra of 2a.

Comments: No re-precipitation needed. Due to the poor solu-

bility of 2a a 13C NMR spectrum could not be recorded. The

ESIMS spectra of 2a reveals as basis peak 988.3599. The origin

of this peak remains unclear and may likely correspond to a

fragmentation/recombination process under ESIMS measure-

ment conditions.

Data for 2b
2 (0.200 g, 0.222 mmol), CuCl2 (0.0897 g, 0.667 mmol). Yield:

0.130 g (61% based on 2); wine red solid. Anal. calcd for

C56H48CuN8O4 (960.58): C, 70.02; H, 5.04; N, 11.76; found:

C, 69.9; H, 5.0; N, 11.6; HRMS (ESI-TOF, positive mode,

MeCN/CH2Cl2): m/z 960.3254 [2b]+; calcd for C56H48CuN8O4

[2b] 960.3128; IR (KBr, cm−1) ν: 2928/2932 (w/w, C–H); 1622

(C=O); UV–vis (CHCl3) λabs [nm] (log ε): 396 (4.44), 419

(5.65), 543 (4.28), 578 (3.39). Supporting Information File 1

gives the IR, UV–vis and ESIMS spectra of 2b.

Comments: No re-precipitation needed.

Data for 2c
2 (0.200 g, 0.222 mmol), NiCl2 (0.0865 g, 0.667 mmol). Yield:

0.149 g (70% based on 2); brown solid. Anal. calcd for

C56H48N8NiO4 (955.72): C, 70.38; H, 5.06; N, 11.72; found: C,

70.1; H, 5.0; N, 11.6; 1H NMR (CDCl3) δ 3.27 (s, 24H, H1,2),

7.76 (d, 8H, H6,6′), 8.05 (d, 8H, H5,5′), 8.76 (s, 8H, H10,10′);

13C{1H} NMR (CDCl3) δ 24.41 (C1), 33.87 (C2), 118.47 (C8),

125.96 (C6,6′), 132.46 (C10,10′), 133.73 (C7), 135.96 (C5,5′),

142.20 (C9,9′), 142.67 (C4), 171.69 (C3); HRMS (ESI-TOF,

positive mode, MeCN/CH2Cl2): m/z 955.3153 [2c + H]+; calcd

for C56H49N8NiO4 [2c + H] = 955.3225; IR (KBr, cm−1) ν:

2924/2854 (w/w, C–H); 1626 (s, C=O); UV–vis (CHCl3) λabs

[nm] (log ε): 416 (5.30), 528 (4.17). Supporting Information

File 1 gives the IR, 1H NMR, 13C{1H} NMR, UV–vis and

ESIMS spectra of 2c.

Comments: No re-precipitation needed. Due to a better solu-

bility of 2c as compared to 2a, 13C NMR spectra could be re-

corded. In contrast to comments made for 2, all chemically dif-

ferent carbon atoms were observable, although for the –NMe2

groups of 2c two 13C NMR resonances were observed as re-

ported for 2.

Data for 2d
2 (0.200 g, 0.222 mmol), CoCl2 (0.0867 g, 0.667 mmol). Yield:

0.155 g (73%, based on 2); wine red solid. Anal. calcd for

C56H48CoN8O4 (955.96): C, 70.36; H, 5.05; N, 11.72; found:

C, 70.1; H, 5.0;N, 11.7; HRMS (ESI-TOF, positive mode,

MeCN/CH2Cl2): m/z 955.3125 [2d]+; calcd for C56H48N8CoO4

[2d] = 955.3125; IR (KBr, cm−1) ν: 2927/2852 (w/w, C–H);

1625 (s, C=O); UV–vis (CHCl3) λabs [nm] (log ε): 412 (5.24),

442 (4.44), 530 (4.03). Supporting Information File 1 gives the

IR, UV–vis and ESIMS spectra of 2d.

Comments: Re-precipitation needed.

Data for 3a
3 (0.200 g, 0.178 mmol), ZnCl2 (0.0728 g, 0.534 mmol). Yield:

0.192 g (91% based on 3); purple solid. Anal. calcd for

C72H80N8O4Zn (1186.87): C, 72.86; H, 6.79; N, 9.44, found: C,

72.1; H, 6.6; N, 9.23; 1HNMR (CDCl3) δ 1.45/1.59 (s(broad)/

s(broad), 24H/24H, H1,1′,2,2′), 3.68/4.31 (s(broad)/s(broad), 4H/

4H, H3,3′), 7.65 (d, 8H, H7,7′), 8.22 (d, 8H, H6,6′), 8.98 (s, 8H,

H11,11′); 13C{1H} NMR (CDCl3) δ 20.85 (C1,1′,2,2′), 120.46

(C9), 124.11 (C7,7′), 132.08 (C11,11′), 134.48 (C8), 137.85

(C6,6′), 143.34 (C5), 150.08 (C10,10′), 171.08 (C4); HRMS (ESI-

TOF, positive mode, MeCN/CH2Cl2): m/z 1185.5632

[3a + H]+, 1207.5471 [3a + Na]+; calcd for C72H81ZnN8O4/

C72H80NaZnN8O4 ([3a + H]/[3a + Na]) = 1185.5667/

1207.5486; IR (KBr, cm−1) ν: 2969/2928/2869 (m/w/w, C–H);

1632 (s, C=O); UV–vis (CHCl3) λabs [nm] (log ε): 404 (4.33),

426 (5.29), 556 (3.93), 597 (3.53). Supporting Information

File 1 gives the IR, 1H NMR, 13C{1H} NMR, UV–vis and

ESIMS spectra of 3a.

Comments: Re-precipitation needed. Because 3a is better

soluble than 2a, 13C NMR spectra could be recorded. In con-



Beilstein J. Nanotechnol. 2017, 8, 1191–1204.

1203

trast to comments made for 3, all chemically different carbon

atoms beside C3,3′ (belonging to the –N(iPr)2 groups) were

observable. On the other hand, as discussed for 3 broad singlets

in the 1H NMR spectra are regarded to correspond to the hydro-

gen atoms H1,1′,2,2′,3,3′.

Data for 3b
3 (0.200 g, 0.178 mmol), CuCl2 (0.0718, 0.534 mmol). Yield:

0.124 g (59% based on 3); wine red solid. Anal. calcd for

C72H80CuN8O4(1185.0): C, 72.98; H, 6.80; N, 9.46; found: C,

72.5; H, 6.7;N, 9.4; HRMS (ESI-TOF, positive mode, MeCN/

CH2Cl2): m/z 1184.5665 [3b]+; calcd for C72H80CuN8O4 [3b]

= 1184.5671; IR (KBr, cm−1) ν: 2966/2928/2869 (m/w/w,

C–H); 1632 (s, C=O); UV–vis (CHCl3) λabs [nm] (log ε): 397

(4.58), 419 (5.72), 542 (4.36), 579 (3.46). Supporting Informa-

tion File 1 gives the IR, UV–vis and ESIMS spectra of 3b.

Comments: No re-precipitation needed.

Data for 3c
3 (0.200 g, 0.178 mmol), NiCl2 (0.0692 g, 0.534 mmol). Yield:

0.126 g (60%, based on 3); brown solid. Anal. calcd for

C72H80N8NiO4(1180.15): C, 73.28; H, 6.83; N, 9.49; found: C,

72.9; H, 6.8; N, 9.4; 1H NMR (CDCl3) δ 1.40/1.62 (s(broad)/

s(broad), 24H/24H, H1,1′,2,2′), 3.70/4.23 (s(broad)/s(broad), 4H/

4H, H3,3′), 7.66 (d, 8H, H7,7′), 8.03 (d, 8H, H6,6′), 8.79 (s, 8H,

H11,11′); 13C{1H} NMR (CDCl3) δ 21.00 (C1,1′,2,2′), 118.55

(C9), 124.65 (C7,7′), 132.46 (C11,11′), 133.96 (C8), 138.57

(C6,6′), 141.34 (C5), 142.76 (C10,10′), 171.07 (C4); HRMS

(ESI-TOF, positive mode, MeCN/CH2Cl2): m/z 1179.5713

[3c + H]+, 1201.5520 [3c + Na]+; calcd for C72H81NiN8O4/

C72H80NaNiN8O4 ([3c + H]/[3c + Na]) = 1179.5729/

1201.5548; IR (KBr, cm−1) ν: 2969/2928/2875 (w/w/w, C–H);

1630 (s, C=O); UV–vis (CHCl3) λabs [nm] (log ε): 417

(5.32), 530 (4.23). Supporting Information File 1 gives the

IR, 1H NMR, 13C{1H} NMR, UV–vis and ESIMS spectra of

3c.

Comments: No re-precipitation needed. As discussed for 3a

(above), analogous observations were made for 3c.

Data for 3d
3 (0.200 g, 0.178 mmol), CoCl2 (0.0693 g, 0.534 mmol). Yield:

0.164 g (78%, based on 3); wine red solid. Anal. calcd for

C72H80CoN8O4 (1180.39): C, 73.26; H, 6.83; N, 9.49; found:

C, 72.8; H, 6.7; N, 9.3; HRMS (ESI-TOF, positive mode,

MeCN/CH 2 Cl 2 ) :  m /z  1179 .5561  [3d ] + ;  ca lcd  fo r

C72H80CuN8O4 [3d] = 1179.5629; IR (KBr, cm−1) ν: 2963/

2931/2869 (m/w/w, C–H); 1629 (s, C=O); UV–vis (CHCl3) λabs

[nm] (log ε): 412 (5.47), 529 (4.25). Supporting Information

File 1 gives the IR, UV–vis and ESIMS spectra of 3d.

Comments: Re-precipitation needed.

Supporting Information
Supporting Information File 1 features 1H and 13C{1H}

NMR spectra of 2, 2a, 2c, 3, 3a and 3c, ESIMS, UV–vis

and IR spectra (ATR-IR and KBr) of 2, 2a–2d, 3 and

3a–3d, and IR spectra of 3b and 3d before and after

OMBD together with optical photographs of the materials.

Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-121-S1.pdf]
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Abstract
The investigation of charge transport in organic nanocrystals is essential to understand nanoscale physical properties of organic

systems and the development of novel organic nanodevices. In this work, we fabricate organic nanocrystal diodes contacted by

rolled-up robust nanomembranes. The organic nanocrystals consist of vanadyl phthalocyanine and copper hexadecafluorophthalo-

cyanine heterojunctions. The temperature dependent charge transport through organic nanocrystals was investigated to reveal the

transport properties of ohmic and space-charge-limited current under different conditions, for instance, temperature and bias.

1277

Introduction
Organic semiconductors have been widely applied in devel-

oping optoelectronic devices including light-emitting diodes,

transistors, sensors [1-3]. Because the large variety of physical

properties can be conveniently tuned by manipulating the mo-

lecular structure, a clever design of the nanoscale device geom-

etry opens up further intriguing options for novel applications in

the fields of optoelectronics and spintronics [4-6]. Organic

nanocrystals have drawn much attention in the community

because high quality material can be efficiently generated by

controlling the nanoscale physical growth and/or chemical syn-

thesis process [7-10]. The deposition of organic conjugated

molecules is usually realized by thermal evaporation in vacuum.

The molecules have van der Waals interaction with an inert sub-

strate which makes them weakly bonded to the substrate [11].

As a result, by controlling the molecules deposition parameters,

such as deposition rate and the substrate temperature, it is

possible to obtain either amorphous smooth and continuous

organic thin films with thicknesses down to a few monolayers

or inhomogeneous organic nanocrystals such as organic

nanopillars and nanopyramids [11-13].
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However, the fabrication of organic nanodevices based on

nanostructures is a persistent challenge due to difficulties in

creating non-destructive contacts [14-16]. Although there have

been remarkable advances in the methods for vertically

contacting a variety of organic thin films, one of the main chal-

lenges to perform such fabrication still lies in the preparation of

reliable vertical junctions [16]. Mainly due to the inhomoge-

neous distribution of nanostructures on the substrate surface, the

metallic atoms can inter-diffuse and produce unwanted short-

circuit junctions during the contact formation [14]. Thus, the

fabrication of a reliable robust top contact is expected to solve

this tedious problem. Part of the authors of this report have de-

veloped a novel ‘rolled-up nanotechnology’ to tackle this chal-

lenge [17-19]. By this method, strained nanomembranes are re-

leased from a substrate surface and the elastic relaxation of the

built-in strain gradient triggers a self-rolling process of the

nanomembranes. The strained nanomembranes roll-up into full

microtubes and finally land on top of the organic nanostruc-

tures, e.g., self-assembled monolayers and organic nanopyra-

mids [17,19]. Compared to other ‘soft’ contact methods de-

veloped recently, including chemical binding [20,21], indirect

evaporation [22,23], ‘ready-made’ approaches [24,25], and

robust mechanical contacts [26-29], the rolled-up nanotechnolo-

gy provides the precise positioned electrodes and high fabrica-

tion yield of array devices, and does not require the chemical

modification of functional organic layers. Furthermore, the

candidate materials for rolled-up nanomembranes are metals,

ferromagnetic layers, oxides, and complex materials, of which

the various properties of thin solid films, e.g., work function

and magnetic properties, can be utilized to develop novel func-

tional organic devices [30,31]. In our previous report, organic

nanocrystal diodes have been successfully developed, in which

rolled-up nanomembranes provide robust contacts to fully

unleash the advantages of organic nanocrystals for sensing gas

molecules [19]. Apart from the demonstration of functional

nanodevices, the investigation and understanding of charge

transport mechanisms across the organic nanostructure is a key

topic nowadays for developing and optimizing novel nanostruc-

tured devices [8,9,32,33].

In this work, we fabricate organic nanocrystal diodes sand-

wiched between flat metal electrode and rolled-up nanomem-

brane electrode contacts. The nanocrystals consist of vanadyl

phthalocyanine (VOPc) and copper hexadecafluorophthalocya-

nine (F16CuPc) heterojunctions. The temperature dependent

current–voltage behaviors were investigated to unveil the

charge transport properties of the nanocrystals. As most of the

well-studied charge transport systems are based on planar or

vertical bulky organic thin-film devices [34], the conduction

mechanism in this report will provide a helpful insight into the

charge transport in nanoscale systems.

Results and Discussion
The fabrication protocol of the organic nanocrystal diodes is the

same as in our previous reports [19]. The fabrication yield of

the devices contacted by rolled-up electrodes on the single chip

can achieve more than 95% owing to the reliable parallel

nanofabrication when the whole process is carefully performed.

To study the charge transport properties of the crystalline

heterojunction nanopyramids, three kinds of organic nanopyra-

mids were grown on well-defined bottom Au finger electrodes

(Au mesa), i.e., pure VOPc (10 nm), F16CuPc (1 nm)/VOPc

(9 nm) and F16CuPc (1 nm)/VOPc (8 nm)/F16CuPc (1 nm). The

thicknesses are the nominal values detected by the thickness

monitor. However, the deposited molecules form inhomoge-

neous nanopyramids during growth. The heights of the nanopy-

ramids range between 50–100 nm, as observed from atomic

force microscopy (AFM) measurements. Figure 1 shows the

device configuration and molecular structures. After formation

of organic nanopyramids, the rolled-up Au tube electrodes land

on top and form reliable contacts. The geometric contacting

area between organic and finger electrodes is estimated by

considering the circumference of the tube electrode and the

width of the mesa electrode, which is on average about 8 μm2.

An uncertainty concerning the effective electrical contact to the

tube electrode remains, because the total number of current

pathways across the crystalline nanopyramids is experimentally

difficult to determine. The morphology properties of organic

layer will determine the effective contact area to a great extent.

For instance, a smooth organic layer or self-assembly mono-

layer has larger contact area when the tube lands on top, while

nanopyramid geometry restricts the contact area only within the

limited peaks’ surface which can touch the tube. Due to geome-

try deviation of single nanopyramid structure, it is quite chal-

lenging to precisely predict how the single tube surface contacts

with nanopyramids and calculate the contact area. As a compro-

mise, in this report the transport properties will be deducted

based on the electrical current through device, instead of the

intrinsic conductivity of single organic nanostructures.

To study the charge transport properties of the crystalline

nanopyramids, an electrical characterization is performed by

measuring the current–voltage (I–V) characteristics. As shown

in Figure 2a, the strong charge transfer (CT) between VOPc and

F16CuPc causes the heterojunction nanopyramids with double

F16CuPc buffer layers to experience much-improved charge

injection/transport under the positive bias, and a smaller open

voltage compared to the devices consisting of pure VOPc and

single F16CuPc buffer layer. As introduced in our previous

report [19], the Schottky barrier due to the poor electric contact

between the organic material and the electrodes will restrain the

charge transport in the diodes consisting of pure VOPc or

organic nanostructure with single F16CuPc buffer layer. In this
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Figure 1: (a) Schematic picture of organic nanocrystal diode with rolled-up contact electrode. (b) Schematic picture of the vertical junction with the
nanopyramid sandwiched between the Au mesa electrode and Au tube electrode. (c) Molecular structures of VOPC and F16CuPc. (d) Illustration of
the F16CuPc/VOPc/F16CuPc nanopyramid. (e) AFM topography image of the F16CuPc/VOPc/F16CuPc nanostructures.

Figure 2: (a) I–V characteristics of three kinds of nanopyramid structures: pure VOPc (black), F16CuPc/VOPc (red) and F16CuPc/VOPc/F16CuPc
(blue), (b) ln(I)–ln(V) plot showing the transition of transport regimes from ohmic to SCL.

report, we will focus on the investigation of charge transport in

the F16CuPc/VOPc/F16CuPc organic nanopyramid diode by

applying a forward bias to the tube electrode.

With the F16CuPc buffer layers the electrical contacts between

the organic nanopyramids and the tube electrode are ohmic at

room temperature. A typical plot of the natural logarithm of the

current versus natural logarithm of the voltage (ln(I)–ln(V)) is

shown in Figure 2b, which allows us to determine two transport

regimes. The curve has a slope of n = 1.12 for low bias and a

slope of n = 2.32 for a high bias. The transition voltage is about

1.2 V. According to the Mott–Gurney Law the transport can be
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regarded as ohmic in the low bias regime and space-charge-

limited (SCL) in the high bias regime [35], which agrees with

our previous report [19,36].

To assess the transport process of the vertical nanopyramid

device based on the Au mesa electrode/F16CuPc/VOPc/

F16CuPc/Au tube electrode, I–V measurements at different tem-

peratures were performed, as shown in Figure 3a. Similar to the

current–voltage characteristics at room temperature, the current

under forward bias remains dominant also at lower tempera-

tures. By plotting the temperature dependent current behavior

(ln(I)–1000/T) under different bias we obtain two distinct

regions with different slopes the change-over of which occur at

around 125 K, as shown in Figure 3b. The curves for T > 125 K

(left part) show more pronounced temperature dependence,

which indicates that thermal activation plays an important role

during the transport [37]. Both the left and right regions of

Figure 3b are well-described by the classical Arrhenius relation.

(1)

where Ea is the activation energy, kB the Boltzmann’s constant,

A1 the pre-exponential factor, and S the estimated contact area.

The occurrence of two thermally activated regions can be ex-

plained as the following: for lower temperature, the CT effect

between VOPc and F16CuPc becomes weak and the contact be-

tween the organic material and the electrodes lose their ohmic

contact properties. Thus, the current is mainly governed by the

Schottky barrier. For higher temperature and higher bias, the

current depends on the charge transport ability which is limited

by the hopping mobility. For higher temperature and lower bias,

the ohmic current is dominated by the temperature dependent

carrier density which is provided by the CT between VOPc and

F16CuPc. In the left part of the curves which are subject to

higher activation energy, the activation energy Ea is plotted for

each bias voltage.

As shown in Figure 3c, the Ea as a function of applied voltage V

can provide more direct information about the thermal acti-

vated transport progress above 125 K. The plotted region can be

divided into three regimes. Region A under low bias corre-

sponds to the ohmic conduction region. The amount of current

is mainly determined by the density of carriers. With low elec-

tric field, the injected mobile carriers are much lower than the

carriers generated from CT effect between VOPc and F16CuPc,

therefore, the current is mainly due to the movement of CT

mobile carriers, of which the density is subject to thermal acti-

vation. The activation energy Ea is almost constant with de-

creasing voltage, and calculated to be about 0.41 eV for the

Figure 3: (a) Current–voltage characteristics of Au/F16CuPc/VOPc/
F16CuPc/Au diode as a function of temperature. (b) Current–tempera-
ture characteristics at different voltages. (c) Applied voltage depen-
dence of thermal activation energy.

voltages below 0.7 V, which is regarded as the CT energy be-

tween VOPc and F16CuPc. Region C under high bias condi-

tions corresponds to the complete SCL region. As discussed

above, the amount of current is mainly determined by the
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hopping mobility as the amount of injected carriers are much

higher than the carriers generated from CT. The activation

energy Ea is almost constant with increasing voltage, and calcu-

lated to be about 0.14 eV for the voltages above 2.8 V, which is

regarded as the activation energy for the carrier hopping trans-

port [34,35,38]. Region B is the transition region between

ohmic and SCL current. Here, the activation energy decreases

due to the increase of the charge carrier injection with increas-

ing bias, while the hopping motion in nanocrystals gradually

dominates the charge transport. This corresponds to the I–V

trace in Figure 2b, which shows a smooth transition from ohmic

to SCL. As shown in the upper inset of Figure 2b, the voltage

dependence of the conductance (G) demonstrates that with in-

creasing bias the conductance increases non-linearly and with

decreasing temperature the conductance decreases correspond-

ingly. It is worthy to compare here with the diodes consisting of

self-assembly monolayer contacted with rolled-up tube elec-

trodes, which is previously reported by some of the authors of

this contribution [17]. The transport in such diode is subject to

tunneling and field emission mechanisms due to the ultra-thin

smooth film, while in the present report the thermal activated

transport via bulk nanostructures dominates the transport

progress.

Conclusion
In summary, in this work we investigated the charge transport

in F16CuPc/VOPc/F16CuPc organic nanocrystal diodes, which

are contacted by robust metallic rolled-up nanomembranes. The

temperature dependent measurement results demonstrate in the

temperature region above 125 K carrier injection, and the

hopping mechanism dominates the transport through the

organic nanocrystals. These conclusions prove that with the

assistance of the charge transfer effect, the soft yet robust

contacts generated from rolled-up nanotechnology provide an

efficient route for fabricating reliable organic nanocrystal elec-

tronic and spintronic devices.
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Abstract
Spin-crossover compounds are a class of materials that can change their spin state from high spin (HS) to low spin (LS) by external

stimuli such as light, pressure or temperature. Applications demand compounds with defined properties concerning the size and

switchability that are maintained when the compound is integrated into composite materials. Here, we report the synthesis of

[Fe(Leq)(Lax)]n coordination polymer (CP) nanoparticles using self-assembled polystyrene-block-poly(4-vinylpyridine) (PS-b-

P4VP) block copolymer (BCP) micelles as template. Variation of the solvent (THF and toluene) and the rigidity of the axial ligand

Lax (Lax = 1,2-di(pyridin-4-yl)ethane) (bpea), trans-1,2-di(pyridin-4-yl)ethene (bpee), and 1,2-di(pyridin-4-yl)ethyne) (bpey); Leq =

1,2-phenylenebis(iminomethylidyne)-bis(2,4-pentanedionato)(2−)) allowed the determination of the preconditions for the selective

formation of nanoparticles. A low solubility of the CP in the used solvent and a high stability of the Fe–L bond with regard to

ligand exchange are necessary for the formation of composite nanoparticles where the BCP micelle is filled with the CP, as in the

case of the [FeLeq(bpey)]n@BCP. Otherwise, in the case of more flexible ligands or ligands that lead to high spin complexes, the

formation of microcrystals next to the CP–BCP nanoparticles is observed above a certain concentration of [Fe(Leq)(Lax)]n. The core

of the nanoparticles is about 45 nm in diameter due to the templating effect of the BCP micelle, independent of the used iron com-

plex and [Fe(Leq)(Lax)]n concentration. The spin-crossover properties of the composite material are similar to those of the bulk for

FeLeq(bpea)]n@BCP while pronounced differences are observed in the case of [FeLeq(bpey)]n@BCP nanoparticles.
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Scheme 1: Synthesis of the three different coordination polymers [FeLeq(bpea)]n (1), [FeLeq(bpee)]n (2) and [FeLeq(bpey)]n (3) and the respective
coordination polymer–block copolymer composites (CP–BCP) [FeLeq(bpea)]n@BCP (1a–e), [FeLeq(bpee)]n@BCP (2a–e) and [FeLeq(bpey)]n@BCP
(3a–e).

Introduction
Nanomaterials and especially nanocomposites of coordination

polymers (CPs) and (porous) coordination networks are of great

interest in current research because of their various applications

as sensors, data-storage devices, catalysts or contrast agents

[1-5]. For these applications the formation of stable, uniform

and monodisperse particles with defined properties is necessary.

Synthetic procedures for nanoparticles with size control (gold

[6,7], metal oxides [8,9]) and/or shape control (gold and silver

[10]) are already well known. The reduction of metal salts is

very common for noble metals [11], while (fast) precipitation or

inverse-micelle technique are often used for metal oxides

(mostly magnetite) [12]. For coordination polymers (CP) or

networks a limited amount of methods are applicable because of

the very demanding reaction conditions and/or incompatible

reactants. Recently we demonstrated that the use of block

copolymers (BCPs) is a highly promising and easy approach for

the size control of CPs [13]. BCPs form micellar structures

through self-assembly in specific solvents and can therefore be

used as nanoreactors [14-16]. Using this approach, a very con-

trolled miniaturisation of coordination polymers or networks

can be envisioned, provided it is easily transferable to other

systems. In this work we will analyse which preconditions need

to be fulfilled for a successful synthesis of uniform CP–BCP

nanoparticles.

Coordination polymers with spin crossover (SCO) properties

are well known in the literature [4,5,17,18], but their miniaturi-

sation into precisely defined nanomaterials with SCO proper-

ties comparable to those of the bulk material is still in its

infancy [19-23]. SCO materials can be switched by external

stimuli such as temperature, pressure or light between a high

spin (HS) and a low spin (LS) state [5,18]. Switching between

these two states alters physical properties such as magnetism,

structure or colour, which make these materials interesting for

sensors [2,24-26], display devices [27-29] or as functional

contrast agents [30-34]. The SCO properties deeply depend on

the precise control of size and crystallinity of the nanocompos-

ite. Most commonly the inverse-micelle technique is used for

the preparation of nanoparticles [35-39]. However, the spin-

crossover properties of the bulk are often lost upon miniaturisa-

tion and only few examples preserving the hysteresis (bista-

bility) in a nanostructured system are known [21,40-43]. This is

most likely due to a loss of the crystallinity of the particles.

Especially SCO complexes are highly sensitive to small

changes in the crystal packing and thus excellently suited to in-

vestigate the impact of nanostructuration of the material. In our

recent work [13] we used the block copolymer polystyrene-b-

poly(4-vinylpyridine) (PS-b-P4VP) to prepare spherical nano-

particles of the 1D spin-crossover coordination polymer

[FeLeq(bipy)]n. We were able control the crystallinity of the

[FeLeq(bipy)]n core through successive addition of starting ma-

terial and by variation of the reaction time and temperature.

Having a high crystallinity of the core, the SCO properties were

closer to those of the bulk material (thermal hysteresis loop).

We herein report the synthesis of three further coordination

polymer block copolymer nanocomposites (CP–BCP) using the

same synthesis strategy. This allows us to investigate the influ-

ence of the coordination polymer on the formation and the SCO

activity of the final nanocompound. The CPs differ in the axial

ligands (Lax), namely 1,2-di(pyridin-4-yl)ethane (bpea), trans-

1,2-di(pyridin-4-yl)ethene (bpee) and 1,2-di(pyridin-4-yl)ethyne
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(bpey) (Scheme 1). The ligands were chosen because of their

different flexibility. From the synthesis of the bulk complexes it

is known, that an increasing flexibility of the ligand leads to an

increase in solubility of the obtained CP [44,45]. This way we

can investigate the impact of the solubility of the CP on the

selective formation of nanoparticles in the BCP micelle cores.

In Scheme 1, the general approach and the abbreviations used

for the different samples are given.

Results and Discussion
Bulk complexes
The magnetic properties of SCO coordination polymers often

depend on solvent molecules included in the crystal packing

[46-49]. To allow a comparison between bulk material and

nanoparticles and to study the influence of nanostructuring on

magnetism, the bulk complexes were synthesised in THF and

their magnetic properties were investigated. [FeLeq(bpea)]n and

[FeLeq(bpee)]n were already synthesised in methanol [44,50],

the coordination polymer [FeLeq(bpey)]n is described here for

the first time. The coordination polymers 1, 2 and 3 were syn-

thesised by dissolving the iron(II) complex [FeLeq(MeOH)2]

and the respective axial ligand in THF. The solution was re-

fluxed for 1 h. After cooling down overnight, the fine crys-

talline precipitate was filtered off and dried in vacuo to yield

brown or dark violet powders. The crystals were too small for

single-crystal X-ray structure analysis. In Figure 1, the magnet-

ic properties of [FeLeq(bpea)]n (1) and [FeLeq(bpey)]n (3) as

plot of the χMT product (χM = magnetic susceptibility, T = tem-

perature) as a function of the temperature is given. Sample 1 is

paramagnetic at RT with a χMT value of 3.25 cm3·K·mol−1,

typical for iron(II) in the HS state [51]. Upon cooling the χMT

value remains constant down to 140 K where an abrupt, incom-

plete spin crossover occurs. In the first step, the χMT value

descends to 1.78 cm3·K·mol−1 at 120 K corresponding to about

50% of the iron centres in the HS state. Further cooling reveals

a second, gradual and incomplete step with a χMT value of

0.93 cm3·K·mol−1 at 50 K; about one third of the iron centres

remains in the HS state. Upon heating, a 3 K wide hysteresis is

observed in the region of the first step with T1/2↑ = 127 K and

T1/2↓ = 130 K. In the temperature range between 75 and 100 K

first a decrease and then an increase of the χMT product upon

heating is observed. This is due to a kinetic trapping effect,

often observed in this temperature region when the thermal spin

transition temperature (T1/2) and the transition temperature for

the thermally trapped exited spin state (TTIESST) are in close

proximity [44,52-54]. In such a case the completeness of the

spin crossover, in this case the second step, strongly depends on

the scan rate used for the magnetic measurements. For the mea-

surements presented in Figure 1, the settle mode was used,

which corresponds to an approximate scan rate of 0.3 K·min−1.

This allows the system to equilibrate at each temperature step

Figure 1: Magnetic susceptibility data for the coordination polymers
[FeLeq(bpea)]n (1) and [FeLeq(bpey)]n (3), which undergo spin
crossover.

where a measurement point is taken and kinetic effects can be

considered to be almost irrelevant. Despite the very slow mea-

surements, upon cooling a part of the iron centres remain

trapped in the HS state. Upon slow heating they equilibrate to

the LS state as long as the temperature is below the thermal spin

transition temperature, which leads to the observed decrease of

the χMT product upon heating. An even slower scan rate would

lead to a more complete spin transition and the disappearance of

the decrease of the χMT product upon heating while a higher

scan leads to the complete disappearance of the second step.

The two-step behaviour is similar to the one observed for

{[FeLeqbpea)]·0.25MeOH}n, where the temperatures differ

slightly and the second step is complete [44]. The differences

due to the impact of the different solvents are also reflected in

the powder diffraction patterns (Supporting Information File 1,

Figure S1) in which some of the reflexes are shifted compared

to the sample prepared in methanol. Sample 2 ([FeLeq(bpee)]n)

is paramagnetic at room temperature with a χMT value of

3.20 cm3·K·mol−1 (Supporting Information File 1, Figure S2).

Upon cooling the sample remains in the HS state over the whole

temperature range, as already reported for the complex synthe-

sised from methanol [50]. Sample 3 ([FeLeq(bpey)]) is
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paramagnetic at room temperature with a χMT value of

3.23 cm3·K·mol−1, typical for iron(II) complexes in the HS state

(bottom of Figure 1). Upon cooling the χMT value remains

almost constant down to 190 K (χMT value: 3.14 cm3·K·mol−1),

where an abrupt and incomplete spin transition occurs with

about 50% of the iron centres involved. The χMT value drops to

1.73 cm3·K·mol−1 at 165 K and no further changes are ob-

served down to 50 K (χMT value: 1.63 cm3·K·mol−1). Upon

heating up to 300 K an abrupt spin transition takes place

revealing a hysteresis with a width of 10 K and T1/2↓ = 177 K

and T1/2↑ = 187 K. For the sake of completeness, the complex

was also synthesised from methanol yielding the same spin-

crossover properties, in good agreement with the absence of sol-

vent molecules in the crystal packing. Mössbauer spectra were

collected for all three samples to verify the HS state at room

temperature. The spectra (Supporting Information File 1, Figure

S3) reveal one quadrupole split doublet in each case with pa-

rameters for the quadrupole splitting ΔEQ and an isomer shift δ

(Supporting Information File 1, Table S1) in the range ex-

pected for iron(II) HS complexes of this ligand type [55]. The

steps and the incomplete spin crossover observed in the magnet-

ic measurements could be due to inequivalent iron centres

[56,57]. The Mössbauer spectra do not support this as no line

broadening (FWHM Γ in Supporting Information File 1, Table

S1) is observed and the doublet is very symmetric in each case.

Thus the steps observed in the transition curve are due to the

packing of the CP in the crystal and will strongly depend on the

crystallinity of the material.

Synthesis of the nanocomposite
For the CP–BCP composites [FeLeq(bpea)]n@BCP (1a–e),

[FeLeq(bpee)]n@BCP (2a–e) and [FeLeq(bpey)]n@BCP (3a–e),

the starting iron(II) complex [FeLeq(MeOH)2] and the block

copolymer were dissolved in THF and refluxed for 2 h. After

cooling down to room temperature, the respective bridging

ligand was added and the mixture was refluxed again for 1 h.

Depending on the number of additions of starting material,

either the solvent is removed by cold distillation (1 cycle,

samples 1a, 2a, 3a) or a further cycle of addition of

[FeLeq(MeOH)2] and axial ligand (simultaneously for all further

cycles) followed by reflux for 1 h was performed prior to sol-

vent removal (samples 1b–e, 2b–e, 3b–e for 2 to 5 cycles). The

resulting solids were dried in vacuo. IR spectroscopy was used

to follow the formation of the coordination polymer in the BCP

matrix. The corresponding spectra are given in Supporting

Information File 1, Figure S4. The increasing relative intensity

of the C=O stretching vibration of [FeLeq] clearly indicates the

formation of the coordination polymer in the matrix. Elemental

analysis also confirms the increasing concentration of the coor-

dination polymer in the BCP micelle with an increasing

nitrogen content.

Room-temperature Mössbauer spectra were collected of

[FeLeq(bpea)]n@BCP after four and after five cycles (1d and

1e) and of [FeLeq(bpey)]n@BCP after four and five cycles (3d

and 3e) to get a deeper insight into the sample composition. Due

to the long measurement time of the very diluted (low iron

content) and soft (low Lamb–Mössbauer factor) composite ma-

terials, only the more crystalline samples with a high CP

amount (d and e) showing spin crossover were characterised.

The corresponding spectra are given in Figure 3 (1d and 3e) and

in Supporting Information File 1, Figure S5. The Mössbauer pa-

rameters are summarised in Supporting Information File 1,

Table S2. For the composite materials, different iron species are

possible due to the coordination of the starting complex

[Fe(Leq)] to the vinylpyridine parts of the equatorial ligand,

which can be distinguished using Mössbauer spectroscopy.

Sample 1d shows two different doublets which correspond to an

iron(II) HS and iron(II) LS species (75% and 25%). The LS

species derives from two P4VP units coordinated to the

iron centre as already shown [13,58], with the formula

[Fe(Leq)(VP)2] (VP = vinyl pyridine) The HS species corre-

sponds to the desired [Fe(Leq)(bpea)] unit. For sample 1e again

two doublets are observed with a similar HS/LS ratio (Support-

ing Information File 1 ,Table S2). The sample 3d also shows

two different iron species of which one corresponds to an

iron(II) in the HS state and the other one to an iron(II) in

the LS state. However, the HS/LS ratio changes to 83%:17%.

For sample 3e only one doublet is observed that can be assigned

to an iron(II) HS species. It concludes that in the case of

[FeLeq(bpey)]n@BCP the HS fraction increases with

higher cycles since more or longer coordination polymer is

formed in the BCP micelle, in agreement with previous obser-

vations for [FeLeq(bipy)]n@BCP[13,58]. In the case of

[FeLeq(bpea)]n@BCP a different behaviour is observed that is

indicative for differences in the sample composition.

Characterisation of the nanocomposite
Particle sizes of the nanocomposites were determined by

dynamic light scattering (DLS) in solution, transmission elec-

tron microscopy (TEM) and powder X-ray diffraction (PXRD)

in the solid. The hydrodynamic diameter of the polymeric

micelles loaded with the CP measured by DLS is constant

within the error of the measurement throughout all measured

samples with sizes around 150 nm (Supporting Information

File 1, Figure S6). This is in agreement with the results re-

ported previously for similar composite nanoparticles with 4,4′-

bipyridine as bridging axial ligand [13]. In Figure 2, a TEM

picture and the size distribution obtained from TEM and DLS of

3e ([FeLeq(bpey)]n@BCP, five cycles) is given as typical repre-

sentative of all samples. A detailed characterisation of all sam-

ples with TEM is given in Supporting Information File 1, Table

S3. The TEM picture of 3e in Figure 2a clearly reveals the for-
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Figure 2: Characterisation of CP–BCP composite micelles. a) TEM picture of 3e ([FeLeq(bpey)]n@BCP, five cycles) illustrating the core–shell nature
of the particles. b) Autocorrelation function from dynamic light scattering of 3e in THF (43 wt %) with size histogram. c) Size histogram of the core
from the TEM picture given in panel a).

Table 1: Investigation of the core size [nm] and crystallinity of the CP-BCP composite obtained from TEM. “MC” denotes the observation of microcrys-
tals.

Lax cycles
1 (a) 2 (b) 3 (c) 4 (d) 5 (e)

bpea (1a–e) 42 ± 5 46 ± 4 49 ± 4 46 ± 4 49 ± 4/MC
bpee (2a–e) 40 ± 4 46 ± 5 42 ± 4 48 ± 4/MC 47 ± 4/MC
bpey (3a–e) 48 ± 5 46 ± 4 49 ± 6 49 ± 4 49 ± 4
bipy [13] 52 ± 8 57 ± 8 62 ± 13 44 ± 6 49 ± 5

mation of spherical nanoparticles with a core–shell nature. The

differences in contrast of the iron-containing CP and the BCP

prove that the CP nanoparticles are solely formed in the core of

the nanocomposite.

The particle core diameter is significantly smaller than the

hydrodynamic radius because of the polymeric nature of the

BCP (solvent-swollen). Within the error of the measurement,

the NP core size is in the same order of magnitude for all sam-

ples with an average size of 45 nm (Table 1), demonstrating the

excellent size control by the micelles themselves. The NP core

size is independent of the number of cycles and independent of

the used coordination polymer clearly demonstrating the high

potential of the templating effect of BCP micelles (cage effect).

This in in very good agreement with our first observation on the

similar system with 4,4′-biypridine as bridging ligand. It can be

explained with the assumption, that the nanocomposite is very

amorphous at the beginning with a low density in the core. With

increasing coordination polymer concentration the crystallinity

of the core and therefore its density increases, while the size

does not change significantly [13].

In order to investigate, whether the flexibility of the used

bridging ligand has an impact on regioselectivity of the nano-

particle core formation, the samples were carefully analysed for

the observation of microcrystals as function of the increasing

CP concentration (number of cycles, e.g., [FeLeq(bpea)]n@BCP

= 1a–e for one to five cycles of addition of starting material) in

the composite material. The results are summarised in Table 1.

The first microcrystals (3–6 µm) were observed for bpee as

bridging ligand after four cycles of addition of starting material

(2d), while for the more flexible bpea the first microcrystals are

observed only after five cycles (1e, 1.5–2.0 µm). In the case of
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Figure 3: Characterisation of the magnetic properties of 1d and 3e Top: Mössbauer spectra of 1d (left) and 3e (right). Bottom: Magnetic susceptibility
data displayed as χMT vs T of 1d (left) and 3e (right). In the case of 3e in the inset the first derivative of the χMT vs T plot is given to illustrate the steps
in the transition curve more clearly.

the more rigid bpey, no microcrystals are observed. This cannot

solely be explained with the rigid nature of the ligand, which in-

creases in the order bpea < bpee < bpey. One possibility to

explain the observed order is to consider the stability of the

complexes with regard to M–L ligand exchange with excess

axial ligands and/or solvent molecules. For octahedral com-

plexes, a weak ligand field splitting leads to the occupation of

antibonding orbitals (HS complexes) and by this supports ligand

exchange. A fast ligand exchange will increase the probability

of the formation of microcrystals outside the BCP micelle. In

this case the templating effect of the BCP micelles does not

work. In agreement with this consideration, the pure HS com-

plex [FeLeq(bpee)]n with the weakest ligand field splitting is the

first one where microcrystals are observed, while for the spin-

crossover complexes [FeLeq(bpea)]n, [FeLeq(bpey)]n and the

previously investigated [FeLeq(bipy)]n the expected order with

regard to the rigid nature of the ligand is observed. With in-

creasing solubility of the complex (increasing flexibility of the

ligand) in the solvent used for the synthesis of the nanomaterial,

the probability for the formation of microcrystals outside the

BCP micelles increases. In agreement with this, it was not

possible to synthesise nanoparticles of the coordination polymer

[FeLeq(bppa)]n [44], when bppa = 1,3-di(pyridin-4-yl)propane,

a very flexible ligand (high solubility), is used. Syntheses were

also performed in toluene to investigate the influence of the sol-

vent on the nanoparticle synthesis. It should be pointed out that

previous investigations showed that the complexes have a

higher solubility in toluene compared to tetrahydrofuran. In

agreement with this, first microcrystals were observed already

after two cycles for all ligands. In Supporting Information

File 1, Figure S7, a TEM picture of [FeLeq(bpea)]n@BCP after

two cycles synthesised in toluene is given as typical representa-

tive. Thus the higher solubility of the coordination polymers in

toluene favours the formation of microcrystals outside of the

block copolymer micelle and reduces the regioselectivity.

The influence of the CP concentration on the crystallinity of the

CP–BCP nanocomposite core was investigated using PXRD. In

Supporting Information File 1, Figure S8, the PXRD patterns of

the composite materials are compared with those of the bulk

materials 1–3. In all cases, the crystallinity of the particles in-

creases with higher CP concentration, which is indicated by

sharper reflexes. It should be pointed out, that in the case of the

samples 3a–e even after five cycles some of the prominent

reflexes observed for the bulk material are missing. Either the

crystallinity of the obtained NPs is still very low or a different

packing compared to the bulk material is obtained.

In Figure 3 (1d and 3e) and Supporting Information File 1,

Figure S9 (1d,e, 2d,e and 3d,e) the χMT-versus-T plots of the

composite materials after four and five cycles are given.

Previous investigations showed, that amorphous nanoparticles
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of [FeLeq(bipy)] (1–3 cycles) showed gradual and incomplete

spin crossover very different to that of the bulk material [13].

Additionally, the samples a–c are magnetically very diluted and

the change in the spin state of the few SCO-active iron centres

is difficult to be reliably detected. An increasing crystallinity of

the nanoparticles did change the spin crossover behaviour

towards that of the bulk complexes. Consequently, magnetic

measurements were done for the samples d and e after four and

five cycles of addition of complex in the temperature range be-

tween 50 and 300 K in the cooling and heating mode. In the

case of 1d, a gradual spin transition is observed with about 30%

of the iron centres involved and T1/2 = 122 K, close to the first

step of the bulk material. In contrast, sample 1e (containing

microcrystals) shows a less gradual but still incomplete spin

crossover with a small hysteresis of 5 K. The χMT value is

3.25 cm3·K·mol−1 at room temperature and decreases to

1.03 cm3·K·mol−1 at 50 K with T1/2↓ of 109 K and T1/2↑ of

114 K. Interestingly, the step in the transition curve that is

present in the bulk material is not observed for sample 1e. 3d

shows a very gradual spin crossover in the temperature range

between 100 and 225 K with about 30% of the iron centres

involved. This is very different to the abrupt spin transition with

hysteresis of the bulk material. For sample 3e, also a very

gradual spin crossover is observed upon cooling. Two steps can

be distinguished around 175 K and 110 K (see first derivative in

Figure 2c). While the first step is in a similar range as the one

observed for the bulk material, the second step has no relation

to the spin-crossover properties of the bulk material. This is in

good agreement with the results from the PXRD measurements,

where pronounced differences between the diffraction pattern of

the bulk CP and the nanocomposite are observed. Apparently, a

different crystalline polymorph is obtained. The χMT value is

2.07 cm3·K·mol−1 at 50 K indicating that 65% of the iron

centres are still in the HS state.

Conclusion
This work focused on the transfer of the concept for the forma-

tion of nanoparticles of coordination polymers in a block

copolymer matrix. The central goal was to demonstrate that this

concept of block copolymers as microreactors is not restricted

to one specific coordination polymer and can easily be applied

to other systems. Therefore, three coordination polymers have

been chosen to be incorporated inside the block copolymer as

nanoparticles. In our previous work [13] we did show that

longer reaction times, higher reaction temperatures and higher

amounts of CP in the BCP micelles (number of cycles) improve

the crystallinity of the CP nanoparticle core while the cores size

is almost constant. The improved crystallinity did change the

SCO properties from gradual to abrupt with hysteresis. Here we

show that the coordination polymer does not have an influence

on the size of the CP–BCP composite and that the final size

arises mainly from the BCP. In agreement with our previous ob-

servations, the NP size does not change significantly with in-

creasing CP concentration in the BCP micelle. However, the

formation of stable nanoparticles critically depends on the coor-

dination polymer and the solvent used for the synthesis. The in-

vestigations reveal an interplay between two different effects:

(1) The rigidity and stacking features of the bridging ligand

influences the solubility of the CP and a low solubility is

favourable for the selective formation of crystalline nanoparti-

cles in the BCP micelle. (2) Weak-field ligands lead to HS com-

plexes where anti-bonding orbitals are occupied. This supports

ligand exchange and prevents the templating effect of the BCP

micelle. We found that the CP–BCP composites with the

most rigid ligand ([FeLeq(bpey)]n@BCP, 3a–e) form the

most stable crystalline nanoparticles that are spin-crossover

active. For the HS complexes [FeLeq(bpee)]n@BCP, (2a–e),

first microcrystals are observed after four cycles and for

[FeLeq(bpea)]n@BCP, (1a–e) with the most flexible ligand

microcrystals are observed after five cycles in THF. The differ-

ences observed for the SCO properties and the PXRD data of

the bulk material 3 and the composite material 3e are one

further example for the influence of micelle formation on the

crystallisation of a material [59].

Experimental
All syntheses were performed under inert conditions using

argon 5.0 (purity ≥ 99.999%) and Schlenk technique. The syn-

thesis of all samples was repeated at least twice. Polystyrene-b-

poly(4-vinylpyridine) (PS-P4VP, purum, MW ≈ 150.000) was

synthesised as described before [15]. 1,2-di(pyridin-4-

yl)ethane) (bpea) and trans-1,2-di(pyridin-4-yl)ethene (bpee)

were obtained from Sigma-Aldrich and used as received.

Tetrahydrofurane (THF) p.a. and toluene were obtained from

Sigma-Aldrich and degassed with argon for at least 30 min.

[FeLeq(MeOH)2] was synthesized as described before [60]. The

ligand bpey was synthesised according to the literature [61].

Synthesis
The same synthesis procedures were used for all samples inde-

pendent of the used Lax. Therefore, the general procedures are

given for [FeLeq(bpea)]n (1) and the composite materials

[FeLeq(bpea)]n@BCP (1a–e), and the specific values for

[FeLeq(bpee)]n (2)/[FeLeq(bpey)]n (3) and the composite mate-

rials [FeLeq(bpee)]n@BCP (2a–e)/[FeLeq(bpey)]n@BCP (3a–e)

are given in brackets. The synthesis of the composite materials

in toluene was done using the same procedures and amounts as

described for THF. Due to the observation of microcrystals at a

very early stage, the products were not characterized further.

1 (2/3): 200 mg (0.45 mmol) [FeLeq(MeOH)2] and 206 mg

(204 mg/202 mg) (1.125 mmol, 2.5 equiv) bpea (bpee/bpey)
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were dissolved in 20 mL THF in a 50 mL flask. The solution

was refluxed for 1 h. After cool-down to room temperature, the

solution was let for crystallisation overnight. The solid was

filtered, washed with THF once and dried in vacuo to yield a

brown (dark violet) powder. Elemental analysis, Anal. calcd for

C30H30N4O4Fe (1): C, 63.61; H, 5.34; N, 9.89; found: C, 62.91;

H, 5.19; N, 9.22; (Anal. calcd for C30H28N4O4Fe (2): C, 63.84;

H, 5.00; N, 9.93; found: C, 63.15; H, 6.05; N, 9.18/Anal. calcd

for C30H26N4O4Fe (3): C, 64.07; H, 4.66; N, 9.96; found: C,

63.63; H, 4.77; N, 9.25).

1a, one cycle (2a/3a): 50 mg (0.33 µmol) PS-b-P4VP and

6.7 mg (15 µmol) [FeLeq(MeOH)2] were dissolved in 20 mL

THF in a 50 mL flask. The solution was refluxed for 2 h. After,

6.9 mg (6.8 mg/6.8 mg) (37.5 µmol, 2.5 equiv) bpea (bpee/

bpey) was added and refluxed again for 1 h. The solution was

cooled down to room temperature and the solvent was removed

via cold distillation to yield a brown, polymer-like solid.

Elemental analysis, found: C, 64.96; H, 7.44; N, 2.82; (C,

71.23; H, 7.24; N, 3.10/C, 59.99; H, 7.46; N, 2.48).

1b, two cycles (2b/3b): The synthesis for one cycle was

repeated. Prior to solvent removal, 6.7 mg (15 µmol)

[FeLeq(MeOH)2] and 6.9 mg (6.8 mg/6.8 mg) (37.5 µmol,

2.5 equiv) bpea (bpee/bpey) were added for a new cycle and re-

fluxed for another hour. The solvent was removed via cold dis-

tillation to yield a dark brown, polymer-like solid. Elemental

analysis, found: C, 61.98; H, 7.35; N, 3.38; (C, 59.75; H, 7.43;

N, 3.37/C, 57.18; H, 7.42; N, 3.05).

1c, three cycles (2c/3c): The synthesis for two cycles was

repeated and one more cycle was carried out. 6.7 mg (15 µmol)

[FeLeq(MeOH)2] and 6.9 mg (6.8 mg/6.8 mg) (37.5 µmol,

2.5 equiv) bpea (bpee/bpey) were added and refluxed for

another hour before the solvent was removed via cold distilla-

tion to yield a dark brown, polymer-like solid. Elemental analy-

sis, found: C, 69.43; H, 7.30; N, 5.00 (C, 63.08; H, 7.21; N,

3.71/C, 70.94; H, 6.67; N, 4.88).

1d, four cycles (2d/3d): The synthesis for three cycles was

repeated and one more cycle was run. 6.7 mg (15 µmol)

[FeLeq(MeOH)2] and 6.9 mg (6.8 mg/6.8 mg) (37.5 µmol,

2.5 equiv) bpea (bpee/bpey) were added and refluxed for

another hour before the solvent was removed via cold distilla-

tion to yield a dark brown, polymer-like solid. Elemental analy-

sis, found: C, 68.18; H, 6.55; N, 5.64 (C, 71.09; H, 6.79; N,

5.90/C, 68.04; H, 6.18; N, 5.48).

1e, five cycles (2e/3e): The synthesis for four cycles was

repeated and one more cycle was run. 6.7 mg (15 µmol)

[FeLeq(MeOH)2] and 6.9 mg (6.8 mg/6.8 mg) (37.5 µmol,

2.5 equiv) bpea (bpee/bpey) were added and refluxed for

another hour before the solvent was removed via cold distilla-

tion to yield a dark brown, polymer-like solid. Elemental analy-

sis, found: C, 68.09; H, 6.97; N, 5.86; (C, 68.12; H, 6.63; N,

6.09/C, 65.92; H, 6.04; N, 5.70).

The colour of the samples became darker with increasing cycles

due to the higher amount of iron inside the samples. The in-

creasing nitrogen content in the elemental analysis from a–e

also confirms the increasing amount of coordination polymer in

the samples.

Characterisation methods
Transmission electron microscopy: Transmission electron

microscopy was carried out at a Zeiss CEM902 electron micro-

scope (Zeiss, Oberkochen, Germany). Samples were dispersed

in toluene applying vortex. The solution was dropped on a

copper grid (mesh 200, Science Services, Munich). Electron

acceleration voltage was set to 80 kV. Micrographs were taken

with a MegaView III/iTEM image acquiring and processing

system from Olympus Soft Imaging Systems (OSIS, Münster,

Germany) and an Orius 830 SC200W/DigitalMicrograph

system from Gatan (Munich, Germany). Particles size measure-

ments were done with “ImageJ” image processing software by

Wayne Rasband (National Institutes of Health, USA).

Elemental analysis: Carbon, nitrogen and hydrogen content

was measured using a Vario EL III with acetanilide as standard.

The samples were placed in tin boats and measured at least

twice. The average of the measurements was used.

Infrared spectroscopy measurements: Transmission infrared

spectra were collected using a Perkin Elmer Spectrum 100

FTIR (ATR). The samples were measured directly as solids.

Magnetic measurements: Magnetic susceptibility measure-

ments were performed with a Quantum Design MPMS-XL-5

SQUID magnetometer. Field strength of 3 T was applied and a

temperature range of 50–300 K was used to determine the tem-

perature dependency of the magnetism and the spin-crossover

behaviour. Settle mode was used in all measurements with a

cooling and heating rate of 5 K/min. The samples were pre-

pared in gelatine capsules placed in a plastic straw. The

measured values were corrected for the diamagnetism of the

sample holder, the polymer matrix (measured values) and the

ligand (tabulated Pascal constants).

Dynamic light scattering: The samples were measured using a

Malvern Instruments Zetasizer Nano ZS90 in glass cuvettes

from Carl Roth GmbH + Co. KG at 25 °C. One measurement

consisted of three consecutive runs.
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Mössbauer spectroscopy: 57Fe Mössbauer spectra were re-

corded in transmission geometry under constant acceleration

using a conventional Mössbauer spectrometer with a 50 mCi
57Co(Rh) source. The samples were sealed in the sample holder

in an argon atmosphere. The spectra were fitted using Recoil

1.05 Mössbauer Analysis Software [62]. The isomer shift values

are given with respect to α-Fe as reference at room temperature.

At present, only measurements at room temperature are possible

with the instrumental setup.

Powder X-ray diffraction: Powder X-ray diffraction data for

all samples were collected at a STOE StadiP X-Ray diffrac-

tometer in transmission geometry in a 2θ range of 5–30°. Sam-

ples 1, 2 and 3 were placed in capillaries and composite sam-

ples 1a–3e were placed on flat surfaces. Cu Kα1 radiation was

used for the measurement and the radiation was detected with a

Mythen 1K detector.

Supporting Information
In the Supporting Information the characterization of the

bulk complexes (PXRD, magnetism, Mössbauer spectra

and Mössbauer parameter), the full characterization of the

composite materials 1a–e, 2a–e and 3a–e (IR spectra, DLS,

PXRD, Mössbauer spectra and Mössbauer parameters of

1d, 1e, 3d and 3e, TEM pictures and magnetic

measurements of 1d, 1e, 2d, 2e, 3d and 3e) and a TEM

picture of the composite material synthesised from toluene

are given.

Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-133-S1.pdf]
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Abstract
The chemisorption of magnetically bistable transition metal complexes on planar surfaces has recently attracted increased scientific

interest due to its potential application in various fields, including molecular spintronics. In this work, the synthesis of mixed-ligand

complexes of the type [NiII2L(L’)](ClO4), where L represents a 24-membered macrocyclic hexaazadithiophenolate ligand and L’ is

a ω-mercapto-carboxylato ligand (L’ = HS(CH2)5CO2
− (6), HS(CH2)10CO2

− (7), or HS(C6H4)2CO2
− (8)), and their ability to

adsorb on gold surfaces is reported. Besides elemental analysis, IR spectroscopy, electrospray ionization mass spectrometry

(ESIMS), UV–vis spectroscopy, and X-ray crystallography (for 6 and 7), the compounds were also studied by temperature-depend-

ent magnetic susceptibility measurements (for 7 and 8) and (broken symmetry) density functional theory (DFT) calculations. An

S = 2 ground state is demonstrated by temperature-dependent susceptibility and magnetization measurements, achieved by ferro-

magnetic coupling between the spins of the Ni(II) ions in 7 (J = +22.3 cm−1) and 8 (J = +20.8 cm−1; H = −2JS1S2). The reactivity

of complexes 6–8 is reminiscent of that of pure thiolato ligands, which readily chemisorb on Au surfaces as verified by contact

angle, atomic force microscopy (AFM) and spectroscopic ellipsometry measurements. The large [Ni2L] tail groups, however,

prevent the packing and self-assembly of the hydrocarbon chains. The smaller film thickness of 7 is attributed to the specific coor-

dination mode of the coligand. Results of preliminary transport measurements utilizing rolled-up devices are also reported.
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Scheme 1: Structure of the dinuclear complexes [M2L(μ-L’)](ClO4) and representation of the structure of complexes 2–5 bearing ambidentate coli-
gands (HL2)− and (L3)− (the doubly deprotonated macrocycle H2L is shown as an ellipse for clarity).

Figure 1: Ambidentate ligands with soft (–SH, –PPh2) and hard (–CO2H) donor functions.

Introduction
The deposition of switchable transition metal complexes on Au

surfaces is a topical research area [1-4] due to the many poten-

tial applications such as storage of information at the molecular

level [5-7] and in the area of molecular spintronice [8-11]. For a

review concerning the organization of electronically bistable

molecule or molecular switches on surfaces see [4]. The deposi-

tion of single molecule magnets (SMMs) has received in-

creased attention [12-14] and several strategies have been de-

signed to deposit these materials as rows [15], thin films [16-

19], or multilayers [20-26]. However, the limited thermal and

kinetic stability of most SMMs prevents their thermal evapora-

tion [27] and has initiated the search for milder, solution-based

methods for surface functionalization. Of these, the formation

of self-assembled monolayers of SMMs appears to be an attrac-

tive and suitable method [28-36].

Our work involves the deposition of exchange-coupled com-

plexes of the type [MII
2L(μ-L’)](ClO4), where L represents a

hexaazadithiophenolate macrocycle (Scheme 1), L’ an

ambidentate coligand, and M is a paramagnetic transition metal

ion, usually MnII, FeII, CoII, or NiII [37].

The ambidentate phosphane-carboxylato [38] and thiol-

carboxylato coligands H2L2 and H1L3 (Figure 1) were found to

bind selectively via their carboxylate function to form the

carboxylato-bridged complexes [Ni2L(HL2)](ClO4) (2) and

[Ni2L(L3)](ClO4) (3) [39,40] such that an exposed thiol or

phosphane group is available for further functionalization.

Indeed, 2 dimerizes via a disulphide bond upon oxidation in air

to generate a tetranuclear [{Ni2L}2(O2CC6H4S)2]2+ complex,

while “auration” of 2 and 3 with AuI sources leads to the trinu-
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Scheme 2: Synthesis of the complexes 6–8 (the doubly deprotonated macrocycle H2L is represented as an ellipse for clarity).

clear NiII2AuI species 4 and 5. Moreover, complexes 2 and 3

interact also with Au surfaces via Au–S and Au–P bonds with-

out complex disintegration as established by contact angle,

spectroscopic ellipsometry, atomic force microscopy (AFM),

X-ray photoelectron spectroscopy (XPS) and scanning tunnel-

ing microscopy (STM) measurements [41].

The present study is an extension of this work and focuses on

the synthesis, characterization and deposition of dinuclear

[Ni2L(L’)](ClO4) complexes 6–8 bearing the ambidentate

coligands H2L4–H2L6 (Figure 1, Scheme 2). The crystal struc-

ture, reactivity features, and magnetic properties of compounds

6–8 are presented along with the results stemming from charac-

terization of the surface assemblies by contact angle measure-

ments, spectroscopic ellipsometry, AFM and transport measure-

ments. To our knowledge, polynuclear macrocyclic complexes

have not been anchored to gold via ambidentate mercaptoben-

zoate ligands. However, polynuclear Mn12 complexes have

been fixed to gold via perfluorinated mercaptobenzoate linkers

[42].

Results and Discussion
Synthesis and characterization of complexes
The investigated compounds and their labels are collected in

Scheme 2. The compounds were prepared in analogy to the syn-

thesis of [Ni2L(HL2)](ClO4) (2) [39]. Thus, treatment of

[Ni2L(μ-Cl)](ClO4) (1) [43,44] with a slight excess of the tri-

ethylammonium salt of the corresponding mercapto-carboxyl-

ate anion (prepared in situ from the free acid and NEt3) in meth-

anol at ambient temperature resulted in pale-green solutions.

Upon addition of an excess of LiClO4 green, air-sensitive com-

pounds of composition [Ni2L(L’)](ClO4) (where L’ = (HL4)−

(6), (HL5)− (7), and (HL6)− (8)) could be obtained in good

yields (56–60%). Compounds 6–8 are soluble in polar aprotic

solvents (e.g., acetone, acetonitrile, or dichloromethane), but

are only sparingly soluble in alcohols and insoluble in H2O.

The products gave satisfactory elemental analyses and the

electrospray ionization mass spectrometry (ESIMS) spectra

with base peaks for the individual [Ni2L(L’)]+ cations (Table 1)

were consistent with the formulation as mixed ligand

[Ni2L(L’)](ClO4) complexes.

It has already been demonstrated that the [Ni2L]2+ dication has

a higher affinity for carboxylate ions than for thiophenolate

groups, and that the former, when attached to [Ni2L]2+, invari-

ably act as a μ1,3-bridge [45,46]. The UV–vis spectra of 6–8 re-

corded in MeCN solution provided convincing evidence that the

present mercapto-carboxylate ligands are also coordinated in

this fashion. Similar to 2 and 3, 6–8 exhibit two electronic

absorption bands at wavelengths of ≈650 nm and 1120 nm,

typical for an octahedral NiN3S2O carboxylate chromophore

(assigned as ν2(3A2g→
3T2g) and ν1(3A2g→

3T1g), respectively,

in pure Oh symmetry). Infrared spectroscopy (IR) is also a pow-

erful method to examine carboxylate coordination modes

[47,48]. As can be seen (Table 1), the present complexes reveal

two strong bands, one around 1596–1581 cm−1 and the other

between 1407 and 1423 cm−1, as in other carboxylato-bridged

complexes supported by H2L [45]. These are assigned to the

asymmetric and symmetric RCO2
− stretching frequencies.

Weak bands at ≈2550 cm−1 ν(SH) typical for a RSH group are

also present.

Description of the crystal structure of 6 and 7
Attempts to grow single crystals of 6–8 met with little success.

Only preliminary X-ray crystallographic data for the complexes

6 and 7 can be presented. Although the quality of the structure

determination is low and insufficient for publication, these data

can surely validate the atom connectivity of the [Ni2L(L’)]+

complex and the binding mode of the coligands. Figure 2 shows

ORTEP and van der Waals representations of the structure of
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Table 1: Selected UV–vis spectroscopy, IR spectroscopy, and ESIMS data and their assignments for compounds 6–8. The data for the reference
compounds (1–5, 9–11) have been included for comparison.

Compound UV–vis
ν1, ν2 [nm]

IR
νas, νs(RCO2), ν(SH) [cm−1]

ESI [M+] m/z Ref.

1 [Ni2L(Cl)](ClO4) 658, 1002 –, –, – n.d.a [43]
2 [Ni2L(HL2)](ClO4) 652, 1125 1599, 1408, 2550 937.2 [39]
3 [Ni2L(HL3)](ClO4) 650, 1122 1550, 1408, – 1089.4 [40]
4 [Ni2L(L2)Au(PPh3)](ClO4) 653, 1129 1587, 1403, – 1397.4 [39]
5 [Ni2L(L3)Au(Ph)](BPh4) 651, 1119 1552, 1437, – 1363.3 [39]
6 [Ni2L(HL4)](ClO4) 649, 1129 1596, 1407, 2547 932.39 this work
7 [Ni2L(HL5)](ClO4) 650, 1133 1581, 1423, 2547 1002.5 this work
8 [Ni2L(HL6)](ClO4) 650, 1118 1596, 1408, 2548 1013.37 this work
9 [Ni2L(O2CPh)](ClO4) 651, 1123 1569, 1407, – n.d.a [45]
10 [Ni2L(O2CCH3)](ClO4) 650, 1131 1588, 1428, – n.d.a [45]
11 [Ni2L(SPh)](ClO4) 667, 1141 –, –, – n.d.a [46]

an.d. = not determined.

Figure 2: ORTEP (left) and van der Waals representations (right) of the molecular structure of the [Ni2L(O2C(CH2)5SH)]+ cation in crystals of 6. The
accessibility of the thiol head group (atom labeled S3a) is obvious from this view.

the [Ni2L(HL4)]+ cation in 6, with the mercaptohexanoate unit

bridging the two Ni(II) ions in a symmetrical fashion as ex-

pected from the spectroscopic data. The [Ni2L]2+ fragment

adopts a cleft-like structure as observed in other carboxylato-

bridged complexes supported by L [45]. In contrast to other

ω-mercapto-alkanethiols, which adopt an extended zig-zag con-

formation, the coligand is twisted about the C40–C41 bond

(“gauche” conformation) most likely due to steric constraints

exerted by the surrounding NMe groups. We have observed

similar effects in an azido-bridged complex, where the sur-

rounding alkyl groups dictate the coordination mode of the

azido ligand [49].

Figure 3 provides a ball and stick and a van der Waals represen-

tation of the molecular structure of the [Ni2L(O2C(CH2)10SH)]+

cation in 7. The coligand is again coordinated via its carboxyl-

ate function, and the [Ni2L]2+ fragment is isostructural with that

in 6. Twisting of the coligand is also encountered in this case

(about the C40–C41 (β) and C41–C42 (γ) bonds). As in 6, the

undecanoate moiety protrudes laterally out of the binding

pocket of the [Ni2L]2+ fragment. Thus, in all the cases that we

have examined so far, coordination of the carboxylato group is

strongly preferred over binding through the RSH tail group both

in solution as well as in the solid state and there is no ambi-

guity concerning the regiochemistry of the complexation.

Magnetic properties of 6 and 7
The magnetic properties of a series of dinuclear [Ni2L(L’)]+

complexes with various bridging ligands have been reviewed

[37]. All [Ni2L(μ-carboxylato)]+ complexes are characterized
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Figure 3: Ball and stick (left) and van der Waals representations (right) of the molecular structure of the [Ni2L(O2C(CH2)10SH)]+ cation in crystals of 7.

(1)

(2)

by an S = 2 ground state that is attained by a net ferromagnetic

exchange interaction with J values ranging from approximately

+15 to +25 cm−1 (H = −2JS1S2) [50].

To gain insight into the magnetic properties of the present com-

plexes, variable-temperature magnetic susceptibility data were

measured for 7 and 8 between 2 and 330 K in applied external

magnetic fields of B = 0.1, 0.5, and 1.0 T. Figure 4 shows the

susceptibility data (per dinuclear complex) in the form of μeff

versus T plots at 1 T. Both complexes behave similarly. Thus,

for complex 7, the effective magnetic moment per dinuclear

complex at 300 K increases from 4.78·μB (8: 4.80 μB) at 300 K

to a maximum value of 5.36 μB at 23 K (8: 5.27 μB). On

lowering the temperature further the magnetic moment

decreases to 4.60 μB (or 4.34 μB) at 2 K. This behavior sug-

gests that the electron spins on the two Ni(II) (S = 1) ions are

coupled by an intramolecular ferromagnetic exchange interac-

tion. This would lead to an St = 2 ground state, in agreement

with other carboxylato-bridged compounds supported by L. The

decrease in χMT below 20 K can be attributed to zero-field split-

ting of Ni(II) [51].

The magnetic moment data were analyzed in order to deter-

mine the magnetic parameters. The appropriate spin-Hamil-

tonian (Equation 1) [52] should include additional terms to

account for single-ion zero-field splitting for each Ni2+ ion. J is

Figure 4: Temperature dependence of the effective magnetic moment
μeff (per dinuclear complex) for 7 (open triangles) and 8 (open
squares). The solid lines represent the best fits to Equation 2.

the exchange coupling constant, Di, Ei/Di, and gi are the local

axial and rhombic zero-field splitting parameters and g-values

(isotropic average) [53]. It is well-known that temperature-de-

pendent magnetic susceptibility measurements do not allow a

concise determination of the magnitude and sign of D [54]. As a

consequence, the data for 7 and 8 were analyzed with the

approximation in Equation 2 [55]. The D and g values were

kept identical for the two nickel atoms.
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Table 2: Water contact angles, AFM roughness, and optical thickness obtained for Au(111) surfaces modified with various dinickel(II) complexes.

Compound Contact angle [°]a,b Roughness (rms) [Å]b,c Optical film thickness [Å] Ref.

bare gold 75.8 (1.5) 6 (1) – [39]
2 [Ni2L(L2)](ClO4) 71.4 (2.1)

75.9 (2.1)d
76.0 (2.0)e

17 (5)
16 (2)
n.d.f

16 (7)
n.d.f
n.d.f

[39], this work

3 [Ni2L(L3)](ClO4) 71.5 (1.6)
76.7 (1.9)d
76.5 (2.1)e

17 (5)
n.d.f
n.d.f

15 (8)
n.d.f
n.d.f

[40]

6 [Ni2L(L4)](ClO4) n.d. n.d. n.d. –
7 [Ni2L(L5)](ClO4) 70.8 (1.0) 13 (4) 20 (7) this work
8 [Ni2L(L6)](ClO4) 69.6 (3.3) 19 (4) 24 (7) this work
9 [Ni2L(O2CPh)](ClO4) 75.9 (2.0) 6 (1) n.d.f [40]
10 [Ni2L(O2CMe)](ClO4) 75.8 (1.5) 6 (1) n.d.f [40]

aThe values represent the average of five 4 μL drops of distilled, deionized water. The ″bare″ gold surfaces were identically treated to the modified
surfaces except with omission of any adsorbate in the solvent. bStandard deviations are given in parentheses. cRoot mean squared (rms) surface
roughness determined by AFM. dTetraphenylborate salt. eAfter metathesis with NaBPH4. fn.d. = not determined.

By taking into account the zero-field splitting and temperature-

independent paramagnetism (TIP), reasonable fits of the experi-

mental data were possible, yielding J = +23 cm−1 (g = 2.20, D =

2.59 cm−1) for 7 and J = +25 cm−1 (g = 2.25, D = 3.21 cm−1)

for 8. The inclusion of the D-parameter improved the low-tem-

perature fits significantly, but as stated above, these values by

no means represent accurate values [56,57]. The D-values ob-

tained from temperature-dependent magnetic susceptibility

measurements should be taken as indicative rather than defini-

tive because these measurements are not the most appropriate

for the determination of D-values. It should also be noted that

HFEPR experiments for carboxylato-bridged [Ni2L(O2CR)]+

complexes revealed a negative axial magnetic anisotropy pa-

rameter (D < 0) with D-values of approximately −0.04 cm−1, in-

dicative of an easy magnetic anisotropy axis. However, the

magnetic anisotropy barrier is too small to allow for sufficient

retention of magnetization at finite temperature. The value of J,

on the other hand, does not significantly depend on D. Thus, J

is unambiguous and provides a correct value for the magnetic

coupling in 7 and 8. The experimental J-values agree also

reasonably well with those obtained by broken symmetry densi-

ty functional calculations for exchange interactions (J =

+26 cm−1 for 7; J = +27 cm−1 for 8).

In order to evaluate the coupling through the thiophenolato and

carboxylato bridges within the N3Ni(μ-SR)2(μ1,3-O2CR)NiN3

core, we utilized a breakdown approach in which the carboxyl-

ate group was virtually removed to obtain the hypothetical

[Ni2(L)]2+ dication, which was subjected to broken symmetry

DFT density functional theory calculations. The details of these

investigations will be published elsewhere. This method has

previously been shown to be a powerful tool to unravel the

contribution of the azido and thiolato-bridges for the complex

[Ni2LMe2H4(μ-N3)]ClO4 [49], where LMe2H4 represents a

28-membered variant of the macrocycle L. The results imply

that a moderate "ferromagnetic" contribution of ≈30 cm−1

through the μ1,1-bridging thiophenolato groups of the support-

ing macrocycle is counterbalanced by a weak antiferromagnetic

interaction (J ≈ −5 cm−1) through the carboxylato-bridges

(JO2CR), to produce a net ferromagnetic exchange interaction of

J ≈ 25 cm−1. A magneto-structural correlation has recently been

reported for related dinuclear nickel complexes of the type

[Ni2LMe2H4(μ-L’)]+, where L’ = F−, Cl−, Br−, OH−, and N3
−)

[58]. The J-values were found to depend primarily on the

bridging Ni–S–Ni and Ni–L’–Ni angles. The findings made for

the carboxylato-bridged compounds are in good agreement with

the reported trend.

Chemisorption of complexes 6–8 on gold
surfaces
In view of the results obtained with the complexes 2 and 3, the

deposition of the nickel complexes 6–8 on flat gold surfaces

was examined. The deposition experiments were carried out in

solution according to a protocol developed for the preparation

of self-assembled thiol monolayers [59] as the complexes

cannot be deposited via the gas phase. They decompose with-

out melting. Thus, clean gold-coated Si wafers were immersed

in a 1 × 10−3 M solution of the respective complex in MeCN or

CH2Cl2 for 24 h followed by washing with EtOH and drying

under N2 flow. The modified Au(111) surfaces were examined

by contact angle measurements, AFM topography analysis, and

spectroscopic ellipsometry. Table 2 lists the results. The data

for 2 and 3 and other compounds have been included for com-

parison.
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Figure 5: AFM topography characteristics considering a 1 × 1 μm2 area, after deposition of [Ni2L(HL5)](ClO4) (7) on gold with an rms roughness of
13 Å.

Figure 6: Proposed binding mode of complex 7 to gold (left: van der Waals representation of the [Ni2L(L5)]+ cation; right: representation with a Lewis
formula. The macrocycle is shown as an ellipse encircling the two Ni2+ ions for clarity.

Static contact angle measurements, atomic
force microscopy and optical thickness
The chemisorption of the perchlorate salts 7 and 8 leads to

smaller contact angles (70.8° and 69.6°) than that of bare gold,

and the values compare well with those reported previously for

2 and 3 (Table 2). The contact angles are relatively high, partic-

ularly considering the ionic nature of the layers, and this may

relate to the fact that the charges are well-shielded by the apolar

groups of the supporting macrocycle. The contact angles for 2,

3, 7, and 8 should otherwise be compared with those of refer-

ence compounds 9 and 10, which lack end groups for surface

fixation (and which are apparently not chemisorbed on the gold

surfaces), as suggested by contact angles close to that of the

bare gold.

The topography of the gold surfaces was further investigated by

AFM microscopy. Figure 5 shows the topography of a sample

of [Ni2L(HL5)](ClO4) (7) on Au, which is representative. The

topographic analysis of the bare gold and of complexes 2 and 8

are supplied in Supporting Information File 1. The presence of

adsorbed complexes is indicated by the larger rms roughnesses

of the samples (7: 13 Å, 8: 19 Å) relative to that of the bare gold

(6 Å). Similar rms roughnesses were previously found for 2

(17 Å) and 3 (17 Å), and the values match quite well with the

estimated diameter of 12 Å of the globular-shaped [Ni2L(L’)]+

cation (neglecting the ClO4
− ion). We attribute the smaller rms

roughness of 7 (13 Å) (relative to that of 8 (19 Å)) to be a

consequence of the specific coordination mode of the coligand

(see Figure 6).

For complexes 7 and 8 the film thickness was also investigated

by spectroscopic ellipsometry. The ellipsometry data were fitted

with the aid of the appropriate Cauchy model [60,61] as done

for 2 and 3. Others authors use A = 1.50, which in the case of

the present monolayers would only make a thickness difference

of about 0.1 nm. Reasonable fits were produced resulting in av-
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erage thicknesses of 20 ± 7 Å for 7 and 24 ± 8 Å for 8, which

agree reasonably well with those determined by AFM. The

thickness for 7 is again found to be smaller than that of 8, indic-

ative of an effect of the length of coligand on the thickness of

the layer. Overall, the contact angle, AFM and ellipsometric

data support the assumption that all complexes form mono-

layers rather than multilayer films, with the cationic [Ni2L(L’)]+

molecules covalently bound to the Au surface.

Surface binding model
On the basis of the crystal structure of complex 7 and the AFM

and ellipsometry measurements above, one can propose a spe-

cific orientation on the gold surface, as sketched in Figure 6.

Note that the coligands in the complexes 2, 3, and 8 are more or

less buried in the binding pocket of the [Ni2L]2+ fragment, and

so the film thicknesses are determined largely by the dimen-

sions of the [Ni2L]2+ dication alone. In case of complex 7, how-

ever, approximately half of the coligand protrudes out of the

pocket, and a coplanar orientation of this part of the coligand to

the Au surface is likely. The smaller film thickness of 7 would

be consistent with this in view of the proposed absorption

model. Also, in the absence of packing and self-assembly of

hydrocarbon chains, a coplanar binding of alkane thiol to gold

is possible [62]. It is likely that van der Waals interactions exist

between the Au surface and the alkyl (methylene and methyl)

groups of the supporting ligands.

Transport measurements
In orienting experiments, the deposition of complex 2 on gold

was further investigated by transport measurements using an ap-

proach based on self-rolled-up nanomembranes [63,64]. Stan-

dard two point measurements at room temperature were carried

out for the electrical characterization of the heterojunctions

(Supporting Information File 1). The data analysis provides a

characteristic transition voltage (VT) of 0.50 ± 0.05 V, a value

which, albeit rather indicative than definitive, is in good agree-

ment with the value of ≈0.6 V reported for monolayers of

conjugated thiols on gold (≈0.6 V) [65]. According to these

data, layers of paramagnetic complexes of 2 on gold behave as

ultrathin insulating tunnel barriers, comparable to the self-

assembled alkanethiol monolayers reported in previous work.

Conclusion
In conclusion, three new mixed ligand complexes bearing

ω-mercapto-carboxylato ligands were designed with the

aim of facilitating the chemisorption of large magnetic

bi-metallic complexes on gold surfaces by self-assembling of

monolayers. The synthesis of [Ni2L(O2C(CH2)5SH)](ClO4)

( 6 ) ,  [ N i 2 L ( O 2 C ( C H 2 ) 1 0 S H ) ] ( C l O 4 )  ( 7 ) ,  a n d

[Ni2L(O2C(C6H4)2SH)](ClO4) (8) was successfully realized.

The coligands act invariably in a bridging mode as established

by IR and UV–vis spectroscopy, ESIMS, and X-ray crystallog-

raphy (for 6 and 7). The structures of the complexes bearing

ω-thiolalkane-carboxylates (H2L4, H2L5) are distinguished from

the aromatic variants (H2L2, H2L6) by a bent conformation of

the alkyl chain (alkyl chain perpendicular to the O2CC–C

bond), such that the surface active thiol groups protrude later-

ally out of the cleft-like binding pocket of the [Ni2L]2+ frag-

ments. The reactivity of complexes 6–8 is reminiscent of that of

pure thiolato ligands. All are readily chemisorbed on Au sur-

faces as ascertained by contact angle measurements, AFM,

spectroscopic ellipsometry and preliminary transport measure-

ments (for 2). The results may suggest that the length of the

coligand affects the thickness of the corresponding films.

Experimental
Synthesis of compounds
All manipulations were carried out using standard Schlenk tech-

niques and vacuum-line manipulations under a protective atmo-

sphere of nitrogen unless otherwise stated. Compound 1 was

prepared according to the published procedure [43]. All other

compounds were purchased from commercial sources unless

otherwise specified. The solvents were distilled prior to use and

were deaerated according to standard procedures [66]. The IR

spectra were recorded as KBr disks using a Bruker Tensor 27

FTIR spectrophotometer. UV–vis spectra were recorded on a

Jasco V-670 UV/vis/near-IR spectrophotometer. Elemental

analyses were carried out on a Vario EL elemental analyzer.

NMR spectra were recorded on a Bruker AVANCE DPX-200

spectrometer at 300 K. 1H and 13C chemical shifts refer to sol-

vent signals. ESIMS spectra were recorded on a Bruker

Daltronics ESQUIRE3000 PLUS spectrometer. Temperature-

dependent magnetic susceptibility measurements on powdered

solid samples were carried out using a MPMS 7XL SQUID

magnetometer (Quantum Design) over a temperature range

2–330 K at an applied magnetic field of 0.1, 0.5, and 1.0 Tesla.

The observed susceptibility data were corrected for underlying

diamagnetism.

Safety note! Perchlorate salts of transition metal complexes are

hazardous and may explode. Only small quantities should be

prepared and great care should be taken.

Synthesis of H2L6, step 1, 4-methylphenylboronic
acid
Magnesium turnings (1.70 g, 70.2 mmol) were placed in a

nitrogen-flushed three-neck vessel equipped with a dropping

funnel and a reflux condenser. 40 mL of THF and a small grain

of iodine were added to the vessel. A solution of 4-bromo-

toluene (7.19 mL, 10.0 g, 58.46 mmol) in 20 mL of THF was

added drop wise to the solution to keep the solvent refluxing.

The reaction mixture was kept under reflux for another 8 h. The



Beilstein J. Nanotechnol. 2017, 8, 1375–1387.

1383

resulting suspension was cooled to −80 °C and a solution of

B(OMe)3 (7.3 mL, 6.80 g, 65.84 mmol) in 20 mL of THF was

added drop wise. After complete addition, the mixture was

allowed to warm up to room temperature. 35 mL of concen-

trated aqueous HCl (10%) were added for hydrolysis of unre-

acted B(OMe)3. The aqueous phase was separated and extracted

with ether (4 × 15 mL). The organic phase was washed with

brine, dried over MgSO4 and evaporated to dryness. The

residue was recrystallized from an ethanol/water (1:1) solvent

system to give 4-methylphenylboronic acid as colorless needles

(2.94 g, 21.63 mmol, 37%). 1H NMR (400 MHz, CDCl3) δ 2.42

(s, 3H, CH3), 7.29 (d, 3J = 7.5 Hz, 2H, ArH), 8.13 (d, 3J =

7.5 Hz, 2H, ArH). This material was used without further purifi-

cation in the next step.

Synthesis of H2L6, step 2, 4-carboxyphenylboronic
acid
To a solution of KMnO4 (5.71 g, 36.13 mmol) and Bu4NBr

(0.17 g, 0.53 mmol) in water (175 mL) a solution of 4-methyl-

phenylboronic acid in 10% aqueous NaOH (20 mL) was added.

The reaction mixture was stirred at 60 °C for 5 h. EtOH (8 mL)

was added and the suspension was stirred for an additional

10 min to destroy the remaining KMnO4. The mixture was

filtered and reduced to 1/2 of its original volume. The pH was

adjusted to 1–2 using 2 M aqueous HCl. The resulting white

precipitate was collected and dried in vacuo to give

4-boronobenzoic acid as a white powder (2.07 g, 12.47 mmol,

35%). 1H NMR (300 MHz, acetone-d6) δ 7.96–8.03 (m, 4H,

ArH). This material was used without further purification in the

next step.

Synthesis of H2L6, step 3,4'-(methylthio)-[1,1'-
biphenyl]-4-carboxylic acid
4-Boronobenzoic acid (3.00 g, 18.08 mmol), 4-bromothio-

anisole (4.41 g, 21.70 mmol), Pd(OAc)2 (20.2 mg, 0.09 mmol)

and K2CO3 (8.75 g, 63.28 mmol) were suspended in a PEG

400/H2O 1:1 solvent system (110 mL). The reaction mixture

was stirred for 6 days at 60–65 °C, cooled down to room tem-

perature and filtered. The filter cake was extracted repeatedly

with diethyl ether. The ether phase was removed under reduced

pressure and the pH of the remaining aqueous solution adjusted

to 1 using 2 M aqueous HCl. The precipitate was filtered,

washed with a small amount of dichloromethane to give the

crude mater ia l ,  which was redissolved in  acetone

and filtered. Evaporation of the solvent gave 4'-(methylthio)-

[1,1'-biphenyl]-4-carboxylic acid as a white solid (1.15 g,

4.71 mmol, 26% based on 4-boronobenzoic acid). 1H NMR

(300 MHz, DMSO-d6) δ 2.53 (s, 3H, CH3), 7.38 (d, 3J = 9 Hz,

2H, ArH), 7.71 (d, 3J = 9 Hz, 2H, ArH), 7.71 (d, 3J = 9 Hz, 2H,

ArH). This material was used without further purification in the

next step.

Synthesis of H2L6, step 4,4'-mercapto-[1,1'-
biphenyl]-4-carboxylic acid
4'-(Methylthio)-[1,1'-biphenyl]-4-carboxylic acid (428 mg,

1.75 mmol) and NaSCH3 were dissolved in degassed N-methyl-

2-pyrrolidone (40 mL) and stirred at 110 °C for 72 h. The sol-

vent was removed in vacuo, the resulting residue was suspended

in degassed 20% aqueous HCl (50 mL) and the mixture was

stirred at room temperature for 30 min and at 40 °C for an addi-

tional 45 min. The solid was filtered off, washed with water

(3 × 75 mL) and dried under vacuum. Yield: 387 mg

(1.68 mmol, 96%), white air-sensitive powder. This material

was used without further purification in the next step. 1H NMR

(300 MHz, DMF-d7) δ 4.00 (s, 1H, SH), 7.40–8.10 (m, 8H, 8

ArH); 13C NMR (75 MHz, DMF-d7) δ 127.02 (C-COOH),

128.28 (C-HS), 130.46 (C1’), 162,24, 162,63, 162,83 (C4),

163,03, 167,64 (COOH); ESI+-MS (MeCN) m/z: 231,05 [M +

H]+; IR (KBr pellet) : 2985 (m), 2850 (m), 2671 (m), 2550

(m, ν(SH)), 1684 (s, ν(RCO2)), 1607(s, ν(RCO2)), 1575 (m),

1521 (w), 1483 (m), 1425 (s), 1396 (m), 1297 (s), 1283 (s),

1199 (w), 1179 (w), 1130 (w), 1106 (m), 1017 (w), 1004 (w),

942 (w), 865 (w), 824 (s), 771 (s), 753 (w), 697 (w), 679 (w),

556 (w), 542 (w), 482 (w) cm−1

Preparation of [Ni2L(µ-O2C(CH2)5SH)]ClO4 (6)
This compound was prepared from 1 and 6-mercaptohexanoic

acid by the procedure detailed for 2. Yield: 191.1 mg

(0.186 mmol, 56%). Recrystallization from a MeOH/EtOH 1:1

solvent system provided the title compound as a green micro-

crystalline solid, which was washed with EtOH and ether and

dried in vacuum. Yield: 191.1 mg (0.186 mmol, 56%). ESI+-

MS (MeCN) m/z: 932.39 [M+]; IR (KBr pellet) : 2962 (s),

2902 (s), 2868 (s), 2808 (m), 2547 (w, ν(SH)), 1717 (w), 1596

(s, νas(RCO2)), 1565 (m), 1546 (w), 1461 (s), 1407 (s,

νs(RCO2)), 1363 (m), 1309 (w), 1292 (w), 1264 (w), 1233 (w),

1152 (m), 1096 (s), 1060 (s), 1039 (s), 846 (m), 824 (s), 752 (s),

623 (s) cm–1; UV–vis (CH3CN) λmax/nm (ε/M−1 cm−1): 209

(40040), 270 (15840), 304 (14100), 327 (11900), 372 (2150),

451  (140) ,  649  (26) ,  1129  (63) ;  ana l .  ca lcd  for

C44H75ClN6Ni2O6S3 (1033.14): C, 51.15; H, 7.32; N, 8.13;

found: C, 50.78; H, 7.26; N, 8.05. This compound was addition-

ally characterized by X-ray crystallography.

Preparation of [Ni2L(µ-O2C(CH2)10SH)]ClO4 (7)
A solution of 1 (200 mg, 0.217 mmol), 11-mercaptoundecanoic

acid (62 mg, 0.285 mmol), and NEt3 (28 mg, 40 µL,

0.282 mmol) was stirred at room temperature for 8 h. A solu-

tion of LiClO4·3H2O (348 mg, 2.17 mmol) in degassed EtOH

(15 mL) was added. The solution was reduced to about 10 mL.

The resulting pale-green precipitate was filtered off, washed

with EtOH and ether and dried in vacuum. Recrystallization

from a MeOH/EtOH 1:1 solvent system provided the title com-
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pound as a green, microcrystalline solid, which was washed

with EtOH and ether and dried in vacuum. Yield: 158 mg

(0.143 mmol, 66%). ESI+-MS (MeCN) m/z: 1002.5 [M+]; IR

(KBr pellet) : 3600–3300 (m), 2962 (s), 2902 (s), 2868 (s),

2808 (m), 2547 (w, ν(SH)), 1717 (w), 1581 (s, νas(RCO2)),

1565 (m), 1546 (w), 1461 (s), 1423 (s, νs(RCO2)), 1363 (m),

1309 (w), 1292 (w), 1264 (w), 1233 (w), 1152 (m), 1096 (s),

1060 (s), 1039 (s), 846 (m), 824 (s), 752 (s), 623 (s) cm−1;

UV–vis (CH3CN) λmax/nm (ε/M−1 cm−1): 202 (91450), 279

(28200), 331 (14140), 373 (2200), 453 (142), 650 (30), 1133

(64) nm; anal. calcd for C51H73ClN6Ni2O6S3·3H2O (1115.20 +

54.03): C, 52.39; H, 6.81; N, 7.19; found: C, 52.77; H, 6.51; N,

7.23.

Preparation of [Ni2L(µ-O2C(C6H4)2SH)]ClO4 (8)
The dinuclear nickel complex 1 (307 mg, 0.333 mmol) and

4'-mercapto-[1,1'-biphenyl]-4-carboxylic acid (76.6 mg,

0.333 mmol) were dissolved in a nitrogen-purged MeOH/

CH2Cl2 (1:1) solvent mixture (50 mL). NEt3 (34 mg, 46 µL,

0.333 mmol) was added and the resulting green solution was

stirred at room temperature for 8 hours. A solution of

LiClO4·3H2O (534.2 mg, 3.33 mmol) in degassed EtOH

(20 mL) was added. The solution was reduced to about 10 mL.

The resulting pale-green precipitate was filtered off, washed

with EtOH and ether and dried in vacuum. Recrystallization

from a EtOH/MeCN 1:1 solvent system provided the title com-

pound as a green, microcrystalline solid, which was washed

with EtOH and ether and dried in vacuum. Yield: 219.1 mg

(0.196 mmol, 59%). ESI+-MS (MeCN) m/z: 1013.37 [M+]; IR

(KBr pellet) : 3600–3300 (m), 2962 (s), 2902 (s), 2868 (s),

2808 (m), 2548 (w, ν(SH)), 1717 (w), 1596 (s, νas(RCO2)),

1565 (m), 1546 (w), 1461 (s), 1408 (s, νs(RCO2)), 1363 (m),

1309 (w), 1292 (w), 1264 (w), 1233 (w), 1152 (m), 1096 (s),

1060 (s), 1039 (s), 846 (m), 824 (s), 752 (s), 623 (s) cm−1;

UV–vis (CH3CN) λmax/nm (ε/M−1 cm−1): 202 (91450), 279

(28200), 331 (14140), 373 (2200), 453 (142), 650 (30), 1118

(64); anal. calcd. for C51H73ClN6Ni2O6S3·3H2O (1115.20 +

54.03): C, 52.39; H, 6.81; N, 7.19, found: C, 52.77; H, 6.51; N,

7.23.

X-ray crystallography
Crystals of 6 and 7 were grown by slow evaporation of a mixed

acetonitrile/ethanol solvent system and subjected to diffraction

experiments on a STOE-IPDS-2T-diffractometer. Graphite-

monochromated Mo Kα radiation (λ = 0.71073 Å) was used

throughout. The data were processed with X-AREA and

corrected for absorption using STOE X-Red32 [67]. The struc-

tures were solved by direct methods (SHELXS-2013) [68] and

refined by full-matrix least-squares on F2. However, the quality

of the refinement for the two compounds was very low. The

ClO4
− anions and solvate molecules could not be located, and

so the structures can only serve to validate the atom connec-

tivity of the complex cations.

Crystal data for [Ni2L(O2C(CH2)5SH)](ClO4) (6)
C44H75ClN6Ni2O6S3, Mr = 1033.14 g/mol, triclinic, space

group P , a = 13.6528(9) Å, b = 13.9237(9) Å, c =

16.2949(10) Å, α = 69.323(5), β = 74.211(5)°, γ = 86.429(5)°,

V = 2786.8(3) Å3, Z = 2, ρcalcd = 1.113 g/cm3, T = 180 K, μ(Mo

Kα) = 0.823 mm–1 (λ = 0.71073 Å), 23125 reflections

measured, 10911 unique, 8853 with I > 2σ(I). Final R1 =

0.0784, wR2 = 0.2512 (I >2σ(I)). The ClO4
– anion could

not be located. The structure contains large (solvent accessible

voids) of ≈750 Å3 attributed to MeCN or EtOH solvate mole-

cules. Only the structure of the complex cation could be identi-

fied.

Crystal data for [Ni2L(O2C(CH2)10SH)](ClO4) (7)
C49H85ClN6Ni2O6S3, Mr = 1103.27 g/mol, monoclinic, space

group P21/n, a = 21.689(4) Å, b = 13.593(3) Å, c =

21.698(4) Å, β = 104.20(3)°, V = 6201(3) Å3, Z = 4, ρcalcd =

1.182 g/cm3, T = 180 K, μ(Mo Kα) = 0.80 mm–1 (λ = 0.71073

Å), 34319 reflections measured, 11365 unique, 4520 with

I > 2σ(I). Final R1 = 0.1247, wR2 = 0.3743 (I >2σ(I)). The

ClO4
– anion could not be located. The structure contains large

(solvent accessible voids) of ≈1000 Å3 attributed to MeCN or

EtOH solvate molecules. Only the structure of the complex

cation could be identified.

Computational details
DFT calculations were carried out utilizing density functional

theory (DFT). Perdew, Burke and Ernzerhof’s PBE0 hybrid

functional [69,70] and Ahlrich’s triple-zeta valence basis set

(TZV(P)) [71] were used. Calculations were performed with the

ORCA [72,73] program package (revision 3.0.3) as previously

described [59]. The coordinates were taken from the crystal

structures and were fixed during the calculations.

Contact angle measurements
Surface hydrophobicity was examined by performing water

contact angle measurements with a DSA II (Krüss, Hamburg,

Germany) contact angle analyzer. The contact angle measure-

ments were collected using a 4 μL drop size of deionized,

distilled water. At least 5 contact angles per five different loca-

tions were averaged.

Atomic force microscopy
An Agilent 5600LS AFM system was used to collect topogra-

phy data under Ar and ambient conditions in order to keep the

integrity of the organic system. Measurements were performed

in tapping mode in order to minimize the contact between the

AFM probe and the sample surface and avoid damage or modi-
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fication of the topographic characteristics. Special ultrasharp

(4–10 nm tip radius) Olympus cantilevers were employed,

allowing high sensitivity measurements. Data shown in the

respective Figures correspond to a 1 × 1 μm2 area, although a

mapping of the topographic characteristics was performed on

different points of the samples in order to verify the uniformity

of the organic system over the Au substrate.

Ellipsometry
Spectroscopic ellipsometric measurements were conducted on a

J. A. Woollam Co., Inc. M-2000 T-Solar ellipsometer operating

with a xenon lamp. Ellipsometry scans were recorded under

ambient conditions in a spectral range from 0.7 eV to 5 eV at

light incidence angles of 65°, 70°, and 75°. The samples were

immediately measured after preparation. Gold substrates were

cleaned, immersed in a 1 × 10−3 M solution of the complexes in

CH2Cl2 for at least 12 h, rinsed with absolute ethanol and dried

in a stream of ultrahigh purity nitrogen. The modelling environ-

ments CompleteEASE and WVASE32 (both J. A. Woollam

Co., Inc.) were used for data evaluation. The dielectric function

of a pristine gold substrate, measured and modelled in agree-

ment with database values, was taken as a reference substrate

layer for all measurements. For each molecular complex, ellip-

sometry spectra were recorded for at least nine different loca-

tions on the sample surface. In a parameter-coupled fitting pro-

cedure, the organic film thickness values were determined using

a Cauchy dispersion model that is commonly applied for the

refractive index of monolayers described as transparent media.

Error bars represent the standard deviation from the mean thick-

ness value within one sample series. The scatter observed in the

data was typically ±0.6 nm, arising most likely from a film

roughness of the gold substrates of about 0.6 nm (measured by

AFM).

Transport measurements
Devices used for transport measurements were fabricated on

silicon substrates employing standard photolithographic pro-

cesses combined with thermal deposition. The top electrode was

prepared by rolling a metallic nanomembrane over a monolayer

of chemisorbed molecules of 2 previously synthesized on a thin

gold film deposited onto a silicon pillar (for details, see Sup-

porting Information File 1).

Supporting Information
Supporting Information File 1
Additional AFM topography images, detailed description of

transport measurements.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-139-S1.pdf]
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Abstract
Spin chemistry and spintronics developed independently and with different terminology. Until now, the interaction between the two

fields has been very limited. In this review, we compile the two “languages” in an effort to enhance communication. We expect that

knowledge of spin chemistry will accelerate progress in spintronics.

1427

Review
Introduction
In general, chemical reactions are discussed in terms of thermo-

dynamics: reaction enthalpy, reaction entropy and free energy.

It is also recognized that steric and charge effects can lead to

kinetic control of the reaction dynamics by introduction of acti-

vation energies. In some cases, chemical reactions are con-

trolled by diffusional transport of highly reactive particles, for

example, free radicals, to the reaction zone. This view on chem-

istry is sufficient for processes which are spin conserving, that

is, the spin multiplicity is not changed during the entire process.

If during the course of reaction the spin multiplicity is changed,

spin rules apply and magnetic field effects (MFE), magnetic

isotope effects (MIE), as well as electron and nuclear spin po-

larizations might occur. This is the field of spin chemistry [1-3].

The field of spin chemistry emerged with the discovery of

anomalous electron paramagnetic resonance (EPR) intensities in

CH4 gas under irradiation by Fessenden and Schuler in 1963

[4]. Soon later, Bargon and Fischer observed anomalous nuclear

magnetic resonance (NMR) intensities upon thermal radical-

pair formation [5]. Such anomalous intensity patterns are nowa-

days interpreted in terms of transient non-Boltzmann magneti-

zation and called chemically induced dynamic electron polariza-

tion (CIDEP) and chemically induced dynamic nuclear polari-

zation (photo-CIDNP). The theoretical description by Kaptein

and Oosterhoff [6] as well as by Closs [7] in 1969 established

spin chemistry as a new field, which was initially mainly run by

physical organic chemists as well as EPR and NMR

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:joerg.matysik@uni-leipzig.de
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Table 1: Comparison of terminology and states in spin chemistry and spintronics.

State Spin chemistry Spintronics
Intermediate, transient Topological excitation, defect

R• spin states “α” and “β” spin states “up” and “down”
R• (mobile) radical soliton
R−/R•− anion/radical anion negatively charged polaron
R+/R•+ cation/radical cation positively charged polaron
R* (local) electronic excitation electronic excitation, exciton–bipolaron formation
R* (in crystal) electronic excitation exciton
R•+–R•− radical pair, SCRP radical pair, bipolaron, polaron pair, charge-transfer exciton, (bound)

electron–hole pair, geminate pair
3R•• molecular triplet state triplet polaron pair, triplet exciton
R•–R• biradical soliton–antisoliton pair

spectroscopists. The discovery of CIDEP and CIDNP was fol-

lowed by reports of MFE [8,9] on chemical reactions and MIE

[10,11]. All these effects originate from the spin-conserving

nature of most chemical reactions and from singlet–triplet inter-

conversion in radical pairs, which is sensitive to external

magnetic fields and local hyperfine fields of magnetic nuclei.

Although experiments have been done in gas phase (see

Sections IV.A and V.A of [2] and the references therein)

and in solid state (e.g., in photosynthetic reaction centers [12-

14] and in organic solids [15,16]), spin chemistry mostly deals

with small organic molecules in the solution state. The

radical-pair formation is now-a-days often initiated photochemi-

cally either by electron transfer or by bond breaking, although

thermal bond breaks also cause radical pairs. With the introduc-

tion of the concept of the “spin-correlated radical pair” (SCRP)

[17-20], spin chemistry appeared to be a “completed field”, in

the notation of Heisenberg’s closed theory (abgeschlossene

Theorie in German). The techniques of spin chemistry, such as

CIDNP, CIDEP, magnetically affected reaction yield (MARY)

and reaction yield detected magnetic resonance (RYDMR)

allow one to detect elusive paramagnetic species, such as radi-

cals, radical pairs and triplet states, and to obtain their EPR

parameters.

This review is dedicated to scientists of the field of spintronics

as an introduction into the older field of spin chemistry. It

seems to be economically reasonable to learn spin chemistry

language and concepts to prevent reinvention of previous know-

ledge. We will first review the languages that developed mostly

independently in both fields. By providing a dictionary, we can

short-cut the introduction into the world of spin chemistry for

scientists from the spintronics area. However, while spintronics

focuses on spin transport, spin chemistry deals with spin effects

during chemical reactions. Since this paper contains many

acronyms, we additionally summarize them all in a separate

section at the end.

The language of spin chemistry
The following two tables compare the terminology of spin

chemistry and spintronics for states (Table 1) and processes

(Table 2). Obviously, two different “languages” have de-

veloped in parallel without having had much influence on each

other, except probably by EPR spectroscopists. To ease commu-

nication between different scientific communities (and to avoid

the situation that important concepts are lost in translation) we

present Table 1 and Table 2 as a simple “translator” between

the two languages.

Obviously the states are named very differently (Table 1), even

the two Zeeman states of a radical are often labeled differently.

Molecules with an unpaired electron are called radicals (R•).

Two radicals on the same molecule form a biradical (R•–R•). In

this case, normally the two radicals are at the two ends of a long

molecule. If the two radicals are on the same molecule and

close together, they need to be in different orbitals, mostly one

is in the highest occupied and the other in the lowest unoccu-

pied molecular orbital. In this case, a molecular triplet state can

occur (3R••). A pair of two radicals on two different molecules

is called a radical pair (R• + R•). This pair is often formed by

the same chemical process, for example a bond break or a pho-

tochemically induced electron transfer: in this situation it is

formed in a particular spin state, either the singlet or the triplet

state. Such a radical pair is termed a spin-correlated radical pair

(SCRP). In liquids, where radicals can diffuse, radical pairs are

usually classified as geminate pairs (G-pairs), that is, pairs of

radicals born in the same chemical event, or radical pairs

formed upon encounters of free radicals in the solvent bulk

(F-pairs).

For the more complex processes (Table 2), sometimes the same

terminology is used. Interestingly, both spin phenomena and

processes are not only termed differently but also interpreted

differently: A spin chemist will discuss a radical pair mainly in
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Table 2: Comparison of terminology and processes in spin chemistry and spintronics.

Process Spin chemistry Spintronics
Spin dynamics Soliton and polaron dynamics

2R → R•+–R•− charge separation, radical-pair formation,
electron transfer

charge transfer, charge transfer exciton formation

1(R•+–R•−) ↔ 3(R•+–R•−) singlet–triplet interconversion intersystem crossinga, singlet–triplet interconversion
1(R•+–R•−) ↔ 3(R•+–R•−) phase coherence, quantum beats phase coherence, quantum beats
1(R•+–R•−) ↔ 3(R•+−R•−) dephasing, T2 relaxation dephasing, T2 relaxation
1(R + R)* → (3P + 3P) singlet fission singlet fission
3R + 3R → R + R triplet–triplet annihilation triplet–triplet annihilation
R• + R• → R–R,
R•+–R•− → R-R

recombination reaction soliton–antisoliton annihilation, charge-carrier
recombination, geminate recombination

R•+–R•− → R•+ + R•− escape reaction spin diffusion
R1 + R2 → R1 + R2 spin diffusion polarization transfer

aIn photochemistry, the term inter-system crossing (ISC) is only defined for an intra-molecular process (according the recommendations of the IUPAC
for terms used in photochemistry). Therefore, in spin chemistry, the change of spin multiplicity, which occurs in an inter-molecular process, is termed
singlet–triplet interconversion. We would recommend using this term also in spintronics.

Table 3: Comparison of terminology and techniques for spin chemistry and spintronics.

Technique Spin chemistry Spintronics
Reaction yield, reaction rate Conductivity or resistance

MFE detection MARY, MFE OMAR
Effect of resonance fields RYDMR EDMR, ODMR
Electron spin polarization CIDEP, CIDEP in SCRPs EPR of hyperpolarized charge transfer complex
Nuclear spin polarization CIDNP no analog

terms of its spin evolution driven by internal interactions but

will tend to ignore interactions with the environment. A spin

physicist, however, will often focus on electric polarization

effects on the surrounding and might skip the magnetic forces

between the two centers. One should note, however, that

chemists are aware of the importance of electric polarization in

chemical processes; a prominent example of theoretical under-

standing of electric polarization effects is given in the famous

Marcus theory [21] of electron transfer. Spin–orbit coupling is

not a very prominent issue in spin chemistry of radical pairs

because of the absence of heavy atoms in most (but not all) of

the molecules, for which spin-chemical effects have been

studied. Spin–orbit coupling is of importance for the triplet

mechanism in spin chemistry and also for triplet state ONP and

OEP; these cases are also briefly discussed later. One should

also note that the difference, Δg, in g-factors of radicals, which

is of great importance for spin chemistry, is also due to pertur-

bation terms in the spin Hamiltonian coming from spin−orbit

coupling. For spin physicists, however, it might be crucial since

it can occur at defects, determining how fast a triplet return to

the ground state. On the other hand, spin physicists have often

neglected hyperfine coupling (HFC) interactions, which are a

central issue in spin chemistry. Furthermore, similar (or even

identical) methods are termed differently.

Finally, Table 3 compares the terminology used in existing

methods. One can readily see that some methods exist in both

fields. It is obvious that both fields will profit from a fruitful

exchange of ideas and concepts. In such a situation, a better

communication between scientists of the two fields is desirable

not only for having a unified terminology, but mostly to avoid

possible rediscoveries of the same methods. Using some exam-

ples, we will show that scientists from both fields can learn

from each other. The CIDNP method, despite its utility for

studying short-lived radicals, has yet no analogue in spintronics.

Molecular systems
Open-shell compounds, such as radicals, radical pairs and triplet

states are at the heart of spin chemistry. Radicals are frequent

intermediates of many light-induced processes in chemistry.

Furthermore, some stable radicals are known that are not tran-

sient short-lived species but rather long-lived molecules with an

unpaired electron. Radical pairs can be generated in various

media by bond cleavage of a photo-excited molecule or by elec-

tron transfer from an excited electron donor to an acceptor (or

by electron transfer to an excited electron acceptor from a

donor). Such radical pairs inherit the spin state of their precur-

sor. Likewise, biradicals can be formed by photo-induced intra-

molecular electron transfer or by bond cleavage in a cyclic mol-
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Figure 1: Spin dependent processes in organic solar cells. (Right) The steps from light absorption (a) towards generation of free charge carriers (d),
potentially supported by (Left) triplet–triplet annihilation (TTA), are described in the text. Only the lowest excited states of each kind are shown for
clarity.

ecule. Since the ground state of most molecules is the singlet

state, triplet states are usually only transient species, which are

formed upon light excitation with subsequent intersystem

crossing producing the triplet state.

For similar reasons magnetic and spin effects are of importance

for physicists working in the spintronics field. The correspond-

ing devices allow the manipulation or detection of spins

[22,23]. The most prominent type of organic spintronics device

is the spin valve, in which a thin organic semiconductor layer is

sandwiched between two ferromagnetic electrodes [24]. A spin-

polarized current is injected from one of these electrodes and

transported through the semiconductor. Another type also

implements spin current, but without charge current, in the

structure ferromagnetic metal/organic semiconductor/nonmag-

netic metal, in which the first interface induces spin pumping

[25]. Other devices do not rely on spin manipulation by ferro-

magnetic layers, but on the intrinsic properties of the organic

semiconductor to show, for instance, organic magnetoresis-

tance [26]. These devices also allow spin detection by electrical

means. Organic light emitting diodes also rely on spin manipu-

lation of radical pairs created from injected charge carriers in

order to increase their electroluminescence quantum efficiency.

Another molecular system in which spins play a major role are

organic solar cells (OSCs) [27,28]. We chose this to serve as

example as it closely resembles the functional principles of

systems found in spin chemistry. While OSCs have significant

potential to become an inexpensive, large area and flexible

photovoltaic technology at lower cost than conventional tech-

nologies, we will focus here on the spin processes from absorp-

tion to the generation of free charge carriers. The study of spins

in organic semiconductors has a long-standing history, but their

role in the fundamental processes in OSC has only very recently

been highlighted in key publications [29-31]. Also, exploiting

the unique properties of electronic spin interactions, the devel-

opment of novel routes to enhance both the power conversion

efficiency and lifespan of solar cells should be possible.

State-of-the-art OSCs consist of the combination of two organic

semiconductors, (electron) donor and (electron) acceptor, as the

photoactive layer. These two materials are combined either as a

blend (the resulting architecture is called bulk heterojunction

solar cell) or as two adjacent layers, yielding a planar hetero-

junction solar cell. The key processes for photovoltaic energy

conversion in these types of OSCs are shown in Figure 1.

Ideally, singlet excitons in either donor or acceptor material are

generated upon light absorption (a), here shown as S0→S1 tran-

sition. For sake of simplicity we just consider the absorption

taking place in the donor: the singlet exciton can diffuse

towards the heterojunction, where an ultrafast electron transfer

(et) to the acceptor occurs on the femtosecond time scale with

almost unity yield. One reason is that this process is much faster

than the intersystem crossing within, for example, the donor

from S1 to the triplet state T1. The resulting polaron pair, the

negative polaron on the acceptor molecules with the positive

polaron remaining on the donor molecules, is called the charge

transfer state (CTS) or charge transfer complex. They have been

reported to show the emission–absorption signatures in tran-

sient EPR as expected for SCRP [32]. The free charge carrier

photogeneration in OSCs is mainly determined by the proper-

ties of the CTS. The dominant fraction of the CTS thermalizes

[33] and only a small fraction might remain “hot” before disso-

ciation [34,35] (d and d*, respectively) into free electrons and

holes (charge separated state (CSS)). These separated charge

carriers can be extracted to yield the photocurrent. The role of

the spin in several loss mechanisms [30,36,37], which reduce

the power conversion efficiency, is only partly understood. For

instance, if the delocalization of charge carriers in the CTS is



Beilstein J. Nanotechnol. 2017, 8, 1427–1445.

1431

limited, for example, by energetic disorder, CTS dissociation

will be uncompetitive compared to geminate recombination,

leading to a lower photogeneration yield. The CTS can be in

singlet and triplet configuration, although (due to the weak

interaction within the polaron pair) energetically close. There-

fore, the interconversion from singlet to triplet within the CTS

might be comparatively fast. The detailed role of the spin in the

geminate recombination (in competition with the charge photo-

generation) is still unresolved. In principle, while the CTS

singlet can recombine to the ground state, a spin flip (intercon-

version) to the CTS triplet can occur, which makes an electron

back transfer (labeled as ebt in Figure 1) into an intramolecular

triplet state of either donor or acceptor possible. The loss in

photocurrent due to the electron back transfer is not known

quantitatively. It can be minimized by increasing the donor

LUMO–acceptor LUMO gap [31], which shifts the CTS below

the neat materials’ triplet energies, but this tuning of the energy

levels limits the achievable open circuit voltage. Up to now, it is

unclear what the spin statistics of the interfacial CTS recombi-

nation are and how they are influenced by morphology and

energetic or spatial disorder [38].

Two optimization strategies for improving the power conver-

sion efficiency based on spin processes are singlet fission and

triplet–triplet annihilation (TTA). Singlet fission is the spin

allowed conversion of one spin singlet exciton to two spin

triplet excitons, which can occur with high yield in some

organic semiconductors [39]. It can therefore be seen as down

conversion and so-called multiexciton generation. An enhanced

power conversion efficiency is then foreseen, with the premise

that fission of these high-energy singlet excitations into two in-

dependent triplets is quantitative, and that the resulting triplets

subsequently dissociate into pairs of free charge carriers. The

singlet fission process is also known to spin chemists; further-

more, it is known that this process is magnetic field-dependent

[40,41]. Another approach for harvesting low energy photons is

TTA [42] (see Figure 1). A singlet exciton is photogenerated in

the triplet sensitizer molecule and converted to a triplet by inter-

system crossing (ISC). When two of such triplet excitons are

transferred to the triplet acceptor, they can undergo TTA to

generate a higher energy singlet exciton. The latter can be

harvested by the solar cell concept as described above. This

concept allows, therefore, internal up-conversion of incident

photons, thus extending the absorption range of the photo-

voltaic system to the little exploited near-infrared regime of the

solar spectrum.

Spin dynamics in radical pairs
Radical pairs, or to be more precise, SCRPs, allow for magnet-

ic-field-dependent chemistry. The radical pair mechanism

(RPM) is seen as the key mechanism for magnetic field

effects on chemical reactivity. One should note that RPM is

not the only mechanism, since, for example, the d-type triplet

mechanism and triplet–radical mechanism (discussed

below) also lead to magnetic field effects in chemistry. The

RPM attributes MFEs to (i) spin-selective recombination of

radical pairs and (ii) to singlet–triplet interconversion, which is,

in turn, sensitive to magnetic fields. Sometimes organic chem-

istry textbooks state that the recombination reaction of the two

radicals (R1
• + R2

• → R1–R2) typically occurs without any acti-

vation barrier. That statement, however, is only true if the

radical pair (R1
• + R2

•) forms a singlet state, that is, the elec-

tronic spin wavefunction is antisymmetric. If the spin wave-

function is symmetric (i.e., the radical pair is in a triplet state),

then the recombination is usually forbidden. Generally, the total

spin of reactants should be the same as that of the reaction

products:

meaning that the singlet radical pair can only recombine to a

product in the singlet state (here the summation is taken over

each i-th reactant and k-th reaction product). Likewise, the

triplet radical pair can only recombine to a product in the triplet

spin state. In most cases, the two rates are considerably

different with the singlet-state recombination usually being

more efficient (although cases of more efficient triplet-state

recombination are also known [43] and even should not be

treated as exceptional). Spin rules strictly apply and impose a

rigorous kinetic control over thermodynamics. Hence, only

singlet-state radical pairs recombine, while triplet-state

radical pairs do not recombine, even when this would be ener-

getically very favorable, and will follow an alternative reaction

pathway.

Two radicals forming a radical pair can exist in four possible

spin states. Namely, these states are a single singlet state

(αβ − βα)/√2, also called S (or, sometimes, S0) state, and three

triplet states: αα, ββ as well as (αβ + βα)/√2. The three triplet

states are also called T+, T− and T0, respectively. Therefore, in

three of four cases, a recombination of radicals, although ther-

modynamically favorable, is spin-forbidden. In this case, radi-

cals would move apart or react with neighboring molecules to

form more stable radicals. The latter reaction is spin-allowed

because the total spin state is not changed.

When a radical pair is formed in a particular spin state (singlet

or triplet) its fate is different: in the former case, fast recombi-

nation occurs, whereas in the latter case, the radical pair decays

through a different pathway. Because of this, the radical pair re-

activity strongly depends on the rate of singlet–triplet intercon-
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version. The strongest effects of such interconversion on the

recombination yield are expected in the situation where the

radical pair is born in a nonreactive state. Thus, recombination

can only occur after the interconversion takes place. In turn, the

interconversion rate depends on the magnetic fields, which are

external fields (static or oscillating) and the local fields of mag-

netic nuclei of radicals. Below we explain the origin of such a

dependence and discuss its consequences. These consequences

are the magnetic and spin phenomena in chemistry.

In order to describe the spin dynamics of radical pairs on the

quantitative level, the Stochastic Liouville equation for its spin

density matrix, , is commonly used [44,45]. This equation

takes into account the coherent spin evolution (driven by the

radical pairs Hamiltonian, ), spin relaxation and chemical

reactions. Additionally, one can take into account the relative

motion, which is described by a corresponding operator , for

instance, for diffusing radicals  with the reflecting

boundary condition at closest approach (here D is the relative

diffusion coefficient, Δr is the Laplace operator where r is the

distance between the radicals. The equation for the density

matrix takes the following form:

where the portion of the equation in square brackets is the

commutator,  is the relaxation super-operator and the 

super-operator stands for spin selective recombination. Here,

for simplicity, we do not discuss relaxation effects. When the

radical pair selectively recombines from the singlet state, 

acts on the density matrix in the following way:

Where wS(r) is the position-dependent recombination rate,  is

the projection operator for the S0 state and the portion of the

equation in brackets stands for the anti-commutator. For a static

radical pair the position-dependent rate wS(r) can be replaced

simply by a constant rate kS. Such a form of the reaction oper-

ator corresponds to the decay of the singlet-state population at a

rate kS, whereas the phase elements, singlet–triplet coherences,

decay at kS/2 [46,47] Recently, possible corrections to such a

form of the operator were discussed [48] differing in the decay

of the coherences, which is faster than kS/2 in some models.

The time-dependent rate of the product is given by the

following quantity:

or, when the reactivity is position-dependent, by the integral

over spatial coordinates:

To calculate the steady-state reaction yield, one should perform

integration over time from 0 to ∞. The reaction yield, Y, is ob-

tained by integration of R(t) from zero to infinity:

In this formula we stress that the yield is a function of the field

strength, B0. The reaction operator presented here and the

method of calculating R(t) is valid for singlet-state recombina-

tion and weak spin–orbit coupling.

The Hamiltonian of the radical pair typically takes into account

the Zeeman interactions of spins with the external field B0

(hereafter, the static field directed parallel to the z-axis), HFC

and electronic exchange interaction. For simplicity, we consider

only the case of isotropic liquids. In this situation the Hamil-

tonian takes the form (here written in the angular frequency

units):

Here ωie = giμBB0 are the electronic Zeeman interactions with

g1 and g2 being the electronic g-factors (μB is the Bohr

magneton),  and  are the electron spin operators. We

assume that each radical has a set of magnetic nuclei with spins

 and  (the superscript denotes the radical, to which the

nuclei belong) and HFC constants  and . Finally, Jex(r)

is the position-dependent exchange coupling (also giving rise to

the r-dependence of the Hamiltonian). In the presence of a

transverse microwave (MW) field, which is commonly used to

affect the spin evolution of radical pairs or to detect its CIDEP

spectrum, one should add the corresponding terms to the Hamil-

tonian. Such terms are generally time-dependent but typically

vanish in the MW-rotating frame of reference. The nuclear

Zeeman interaction is omitted in the expression for the Hamil-

tonian because in liquids it is usually irrelevant. The reason is

that at low fields this interaction is way too small to affect the

spin dynamics, whereas at high fields, the nuclear Zeeman
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interaction simply changes the splitting between the eigenstates

of the Hamiltonian corresponding to the nuclear states α and β

and does not affect spin mixing. In solids, however, such states

are mixed by the anisotropic parts of the HFCs, which thus

become relevant as well as the electron–electron dipolar cou-

pling. In liquids anisotropic interactions are averaged out by

molecular motion.

To simplify the description, it is common to present the spin

state of SCRPs using a vector model (Figure 2) [1,2,18,19]. The

arrows shown on the cones are not static but considered to

precess with their Larmor frequency around the central axis. In

this diagram, all four states are distinguished by different quan-

tum numbers. In the singlet state, the total spin is zero. In fact,

both arrows point into opposite directions and their magnetism

is cancelled, i.e., a singlet state is not magnetic and does not

interact with external magnetic fields. The situation is different

for the three triplet states. Here, the magnetism does not disap-

pear, and a triplet state is able to interact with external magnet-

ic fields. While for the singlet state and the T0 = (αβ + βα)/√2

triplet, the energies are not affected by external magnetic fields,

the αα triplet gets destabilized while the ββ triplet becomes

stabilized. Hence, the transition energies of a triplet are affected

by external magnetic fields (Figure 3). For radical pairs, the

transition between T+ = αα and T− = ββ is considered to be a

double-quantum transition and is forbidden by optical means as

well as in magnetic resonance. Such triplet states do not only

occur in radical pairs but also by ISC at a single molecule

mostly having one free electron in the HOMO and the second

one in the LUMO.

Figure 2: Vector model of the spin states of a radical pair. Here the
red and blue arrows show the spin vectors of the two radicals; at high
B0 field, each spin precesses on a cone about the z-axis, here z||B0.
The singlet state is the state with anti-parallel spins. In the T+ and T−
state there is positive and negative net polarization of the two spins on
the direction of the B0 field axis, respectively. In the T0 state there is no
net z-magnetization, but the total spin is non-zero.

The vector model also assumes that the electron spins precess

about their effective magnetic fields, which are given by the

superposition of the external fields and the local fields [49,50].

The scheme allows one to understand in a simple way how

Figure 3: Schematic representation of the energy levels of a radical
pair. The spacing between the S and T0 levels is equal to 2Jex. In
radical pairs, typically, the singlet state is lower in energy at B0 = 0, al-
though the opposite situation can also be met. The splitting between
the triplet levels linearly increases with the magnetic field due to the
Zeeman effect.

interconversion in radical pairs is occurring. The S−T0 conver-

sion proceeds due to different precession frequencies of the two

electrons: when one electron spin precesses about the z-axis

faster than the other one, the radical pair oscillates between the

S state and the T0 state. If one of the spins rotates about the

x-axis (or y-axis), transitions between S and T± triplet states

occurs. We will use this description to give a simple explana-

tion of magnetic and spin phenomena in radical pairs. Of

course, such a simplistic treatment is not always applicable, in

particular, for quantitative assessment of magnetic phenomena

in chemistry. The reason, for instance, is that depicting the

singlet state by two anti-parallel arrows is an over-simplifica-

tion, which does not take into account the rules of quantum

mechanics. Nonetheless, the vector model provides a reason-

able qualitative view on the spin dynamics.

MFE, MIE, MARY
As far as MFEs are concerned, their origin can be explained in

simple terms using the vector model [1,2,18,19]. To do so, we

compare the situations of high external fields and low fields, as

compared to the electron–nuclear HFC interaction. HFCs in-

duce local magnetic fields in the x,y,z-directions in space, which

can “rotate” the electron spins about the x-, y-, and z-axes, as

shown in Figure 4. At low fields, due to HFC, all rotations are

possible. Hence, all three interconversion pathways, S↔T−,

S↔T0 and S↔T+ are operative. At high fields, however, the

S↔T± transitions become energy forbidden because a small

HFC cannot flip the electron spins. So, only the S↔T0 conver-

sion pathway is left, which is driven by the secular part of HFC

and by the difference, Δg = (g1 − g2) in the g-factors of the radi-

cals. Consequently, the interconversion efficiency drops: in this

simple model, roughly by a factor of three. In real cases, a

quantum mechanical treatment should be used to calculate the



Beilstein J. Nanotechnol. 2017, 8, 1427–1445.

1434

Figure 4: Schematic representation of singlet−triplet transitions in a
radical pair. Top: S−T0 transitions occur due to the difference in the
precession frequency of the two radicals. Consequently, a radical pair
starting from the singlet state transforms to a superposition of the S
and T0 states, then to T0 and back. The difference in the precession
frequencies can be caused by secular HFCs and by Δg ≠ 0. Bottom:
Flips of the spins, e.g., due to local HFC fields or due to external
MW-fields, can lead to mixing between the S state and T± states. The
B0 field is parallel to the z-axis.

conversion efficiency as a function of the external magnetic

field strength. Thus, we obtain that the interconversion effi-

ciency is sensitive to external magnetic fields, giving rise to

MFEs on chemical reactions. Such MFEs are well-established

and can be found in a number of reactive systems. For further

details we recommend reviews on this subject [1-3,51-54].

The formation of MFEs on recombination of SCRPs can be ex-

plained using the scheme shown in Figure 5 (the outline of this

figure is following that of Figure 1 of [53]). Due to the pres-

ence of the magneto-sensitive interconversion stage, the reac-

tion yield becomes sensitive to the magnetic field strength. In

this example, when the radical pair is born from a singlet pre-

cursor the yield of (R1R2) is higher at high magnetic fields.

When the initial state of the radical pair is a triplet, the MFE is

just the opposite. The size of the MFE also depends on the pre-

cursor. Specifically, MFEs are stronger when the magneto-

sensitive interconversion is the kinetic bottleneck of the

process. In liquids, MFEs can be formed for recombination of

G-pairs as well as for F-pairs. The formation of MFEs of

G-pairs generated in a particular spin state is the same as de-

scribed above. For F-pairs formed in a random spin state, the

existence of MFEs is, at first glance, puzzling. However, one

should bear in mind that the size of MFEs for singlet-born and

triplet-born is different. MFEs from such pairs, though opposite

in sign, do not compensate each other completely.

Figure 5: Formation of MFEs upon recombination of SCRPs. In this
example the (R1R2) molecule goes to the singlet excited state (R1R2)*;
subsequently, the SCRP [R1

•R2
•] is formed in the singlet state. The

singlet-state SCRP can recombine to the ground state or go to the
triplet state by interconversion: this stage is magneto-sensitive as
symbolically indicated. Both singlet and triplet SCRP can go to the
state C, e.g., SCRP can undergo diffusional separation to form
escaped radicals. Typically, the interconversion is slower at higher
fields, i.e., formation of (R1R2) is more efficient at high fields. For the
triplet precursor the MFE is the opposite: formation of (R1R2) is less
efficient at high fields. The same scheme can be used to explain MIE:
the interconversion rate depends on the content of magnetic isotopes
in radicals. The interconversion rate is, e.g., higher for 13C enriched
radicals. One should note the similarities with Figure 1: (R1R2)* corre-
sponds to (singlet) exciton in neat material; 1[R1

•R2
•] and 3[R1

•R2
•] cor-

respond to CTS; (R1R2) = ground state; C = charge separated state
(CSS).

For observing MFEs on chemical reactions one can either

monitor the concentration of the reaction product in real time at

various magnetic fields or perform a steady-state experiment.

For observing MFEs in steady-state experiments, it is necessary

to have some “branching”, which makes the overall product

yield dependent on the interconversion rate, i.e., on the external

magnetic field strength. In the absence of such branching, all

radical pairs would eventually recombine, leading to cancella-

tion of potential MFEs. In the example given in Figure 5,

branching is provided by the reactions, in which C is formed.

MFEs can be obtained not only for recombining radicals but

also in other cases where spin interconversion affects the reac-

tivity. Such cases are the quenching of excited triplet states by

radicals [55,56] and triplet−triplet annihilation [57-59]. In the

former case, the process is usually allowed from the doublet

state (producing the molecule in the singlet ground state and not

causing any chemical changes of the radical) so that the

magneto-sensitive doublet−quartet interconversion comes into

play. In the latter case, the total spin of the reactants can be

equal to zero (singlet), one (triplet) or two (quintet) with only

the singlet reaction channel being reactive. This spin selectivity

in combination with the magnetic field-dependent interconver-

sion can give rise to MFEs.

The same scheme can be used to obtain a simple explanation of

MIE. MIE in chemical reactions are not due to the difference in

mass of isotopes (which is less than 10% for 12C and 13C) but
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Figure 6: Re-encounters of radicals. In liquids, particles usually move
by means of diffusion. In this situation, two radicals, R1 and R2, collide
a few times before they escape to the solvent bulk and lose correla-
tion with each other (after the characteristic time, which is equal to
τD = R2/D).

due to the different spin and gyromagnetic ratio of them. For

instance, the 12C carbon isotope is non-magnetic having zero

spin, whereas 13C is a magnetic spin-1/2 nucleus. Consequently,

in a 13C labelled radical HFC appears, which can drive the

interconversion and make it faster. MIEs can be positive or

negative depending on the initial state of the radical pair.

Typical applications of MIEs are fractioning of isotopes and

elucidating the mechanism of chemical reaction: the presence of

MIE provides clear evidence that radical pairs are reaction inter-

mediates, and allows one to identify the spin multiplicity of

reaction intermediates. For learning more about MIE in chem-

istry, we advise the reader to go for more specialized reviews

[60-62].

In this context it is also important to mention the so-called

“cage effect”, which is crucial for MFEs in liquids [1-3]. Gener-

ally, the spin dynamics of radical pairs needs a certain time to

develop. The typical time required for interconversion is on the

nanosecond timescale, meaning that the radical pair partners

need to stay close to each other for a time period of comparable

duration. This becomes possible due to the cage affect: solvent

molecules trap radicals and do not let them separate immedi-

ately. Importantly, when radicals undergo stochastic motion

(diffusion) due to “kicks” from solvent molecules, they collide

many times before radical pair separation, i.e., numerous re-en-

counters of radicals occur. Generally, for radicals separated by a

distance r, the probability of at least one re-encounter is equal

[63] to R/r. Consequently, the two radicals spend an extended

time in the proximity of each other and completely loose corre-

lation with each other after the characteristic time, which is

equal [64] to τD = R2/D, see Figure 6. For spherical particles

diffusing in three dimensions, R is the closest approach dis-

tance equal to the sum of the radical radii.

MFEs can be studied using different techniques. The concentra-

tion of radicals, as well as the radical pair recombination yield

can be traced by detecting optical absorption, luminescence,

photocurrent, etc. These quantities can be monitored either in

steady-state experiments or in a time-resolved fashion. Time-

resolved measurements can reveal very unusual behavior of

the reaction rate of radical pair recombination: this rate

has an oscillatory component due to the coherent nature of

singlet−triplet mixing [65-67]. The oscillations, often termed

“quantum beats”, are driven by HFC and Δg. Hence, the fre-

quency of the quantum beats is given by HFCs and, when the

magnetic field is sufficiently strong, also by the Δg-term, see

Figure 7. Time-resolved MFEs allow one to obtain EPR param-

eters of radical pairs, which are often too short-lived for detec-

tion by conventional EPR methods. Quantum beats are usually

observed on the nanosecond timescale; however, when the

Δg-term is extraordinarily large, quantum beats occur on the

picosecond timescale [68].

Figure 7: Calculated time-resolved MFE traces as obtained by moni-
toring recombination fluorescence, resulting from recombination of
radical ion pairs in singlet state (such a situation is frequently met upon
pulsed radiolysis of non-polar solutions of electron and hole
acceptors). Magneto-sensitive interconversion (indicated in the reac-
tion scheme) results in oscillations (quantum beats) of the singlet-state
population, which manifest themselves in the fluorescence of A*.
Quantum beats can be due to HFCs (curve 1, HFC-driven quantum
beats) and also due to Δg ≠ 0 (curve 2, HFC-driven and Δg-driven
quantum beats are superimposed). For convenience of the reader,
trace 2 is shifted along the vertical axis (at t = 0, the fluorescence in-
tensity is the same in both cases). Here we consider a radical ion pair
with equivalent magnetic nuclei with HFC of 20 MHz; for curve 2, the
Δg-term is taken equal to 5 MHz. Fluorescence decays due to recom-
bination of the SCRP (additionally, quantum beats decay due to relax-
ation).

The magnetic field dependence of the reaction yield of a radical

pair is often termed a MARY curve. MARY curves typically

contain maxima and minima with their positions depending on

the EPR parameters of radical pairs, see Figure 8 [69-73]. At

zero field, there are two kinds of features observed: a broad fea-

ture having a width
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Figure 8: MARY curve, i.e., magnetic field dependence of the reaction
yield for a singlet-born radical pair. Here sharp maxima correspond to
crossings of the spin energy levels of the radical pair. A crossing at
zero field gives rise to the low-field effect (LFE). Additional level cross-
ings are found at specific field strengths (e.g., for radical with 6 equiva-
lent magnetic nuclei these fields are 3a and 6a). The width, Ω (given
by the effective HFC of the radical pair), of the broad MARY line at
B0 = 0 is also indicated.

(summation is performed over all magnetic nuclei of the radical

pair having HFC constants ak and spins Ik) of about the effec-

tive HFC in the radical pair and a sharp feature (often termed

low-field effect (LFE)). The broad feature is, in fact, a level

anti-crossing effect, whereas the sharp feature results from a

pure level crossing, which is always present in radical pairs at

zero field (originating from the equivalence of all directions in

space). As usual, we assume that level crossing corresponds to a

situation where two levels, |K  and |L , become degenerate at

particular field strength. However, it is known that if there is

small perturbation, VKL mixing the two levels, they never cross.

Hence, the level crossing turns into a level anti-crossing (often

termed avoided crossing); at the level anti-crossing the initial

states |K  and |L  become mixed. The width of the LFE feature

is given by the inverse decoherence time in the radical pair,

which comes from the electronic spin relaxation as well as from

chemical reactions, i.e., radical pair recombination and radical

pair transformation. Hence, the LFE width can be used to deter-

mine rates of fast chemical processes on the nanosecond time

scale. Interestingly, in some radical pair systems, additional

sharp features at B0 ≠ 0 can be found, resulting from additional

level crossings. For instance, in radical pairs comprising radi-

cals of hexafluorobenzene (which has six equivalent 19F

nuclei), sharp features on top of a smooth background have

been found for B = 0, B = 3a, B = 6a; here a is the 19F HFC

constant of the hexafluorobenzene radical anion [74,75]. Such

findings are in agreement with analytical theory, which can be

developed for radicals with a set of equivalent nuclei [76].

Sharp features coming from level crossings (at B0 = 0 as well as

at non-zero fields) have been found [70,71,74,75,77] for a num-

ber of experimental systems where the SCRP has a set of equiv-

alent nuclei.

Considerable MFEs and additional features in MARY curves

can also arise due to other interactions, notably, due to the elec-

tron–electron exchange interaction. In the presence of Jex there

is an energy gap between the singlet and triplet levels; conse-

quently, the interconversion slows down. Only at a particular

field strength, B = 2|Jex|, which matches the singlet–triplet

energy gap, one of the triplet levels, T+ or T−, that tends to cross

with the singlet level. At this field, the interconversion becomes

efficient due to the transitions between the crossing energy

levels; these transitions are operative due to HFCs, which also

turn the level crossing into an avoided crossing. Consequently,

in the field dependence of the reaction yield a peak or a dip is

observed at B = 2|Jex|. Additional features can appear at other

matching conditions, for instance, when the HFC term matches

the Δg-term: upon such a matching the interconversion in a par-

ticular nuclear spin ensemble is slowed down.

The MARY and organic magneto-resistance (OMAR) [78]

techniques represent essentially the same method, despite

having different names. The OMAR effect is observed by moni-

toring the resistance of an organic material originating from the

spin-dependent nature of charge carrier transport and recombi-

nation. The mechanism underlying OMAR is the same as for

MARY. On the one hand, MARY is a more general term, since

MARY is not supposed to be bound to only organic systems

(examples of MARY in inorganic systems also exist [77]) and

does not imply that resistance is used to monitor reaction yield.

In OMAR, effects known for MARY have been reported. For

instance, the LFE-type behavior has been found [79-81] in a

number of systems used for spintronics applications. On the

other hand, OMAR is just one instance of MFE, which has been

reported not only for (magneto)resistance, but also electrolumi-

nescence and other observables [82].

The exact mechanism leading to MFE, as observed in organic

diodes, is still not completely understood. Several relevant pro-

cesses have been proposed: as mentioned above, they are all

similar in relying on spin-selective reactions of particle pairs.

The most important underlying mechanism is spin mixing of the

particles by hyperfine interaction, which is suppressed by the

magnetic field. The particle pairs are bipolarons, electron–hole

(polaron) pairs (or charge transfer excitons), but also polarons

interacting with triplets, as well as triplet–exciton pairs. The

bipolaron model [83] can explain a positive magnetoresistance

in energetically disordered systems, such as a conjugated
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polymer film. A mobile polaron is able to hop to a site already

occupied by a polaron of the same charge type (unipolar

OMAR), if the thus-generated bipolaron is in the singlet state,

while the triplet formation is unfavorable. The singlet bipolaron

enhances current flow, whereas the triplet configuration blocks

the current. This so-called spin blocking can be cancelled by the

magnetic field. The spin mixing seems to be most pronounced

in the slow hopping regime [84], for instance, when deep traps

reduce the charge carrier mobility [85]. Oppositely charged

polaron pairs [16] (or correlated radical ion pairs) can show a

bipolar OMAR, if the charge transport is limited by spin-selec-

tive electron–hole recombination [86]. In contrast to the

unipolar OMAR (where bipolarons enhance the current flow)

here two (oppositely charged) polaron pairs usually reduce the

current: either by recombination or generation of a triplet

exciton. Accordingly, the resulting OMAR is usually negative

[84], although the original model [82] can in principle accom-

modate also positive changes. The Δg-mechanism described

above can show MFE [82], usually of the opposite sign than the

OMAR due to suppression of the hyperfine induced spin

mixing. Spin–orbit coupling is usually of lesser importance,

unless the hyperfine interaction is strongly suppressed (e.g. in

C60, which lacks the protons and contains 99% 12C, having

zero nuclear spin [87]) or heavy metal atoms are present as part

of the molecule or by doping [86,88]. An MFE can also be ob-

served by interactions with excitons: polaron–triplet interac-

tions [89], triplet–triplet annihilation [90], or singlet fission

[40].

Generally, the magnetic field is characterized not only by its

strength but also by its direction with respect to the molecular

axes system. Hence, there is not only the dependence of the

reaction yield on the field strength, but also on the molecular

orientation [91], for instance due to the anisotropy of the hyper-

fine interaction. The orientation dependence is of importance in

solids, since in liquids molecules usually tumble so fast that

anisotropic spin interactions are averaged out and all field direc-

tions in space become completely equivalent. However, in

solids the reaction yield and the MFE can depend on the direc-

tion of the external magnetic field [91-93].

RYDMR
One more important member of the family of spin-chemistry

techniques is RYDMR [94-97]. The idea of RYDMR is based

on affecting the singlet–triplet interconversion in radical pairs

by applying resonant MW-fields, see Figure 9. When such

MW-fields enhance or slow down the interconversion, the reac-

tion yield is altered. Of course, MW-fields affect the intercon-

version only when they are applied resonantly to some of the

EPR transitions in the radical pair. Therefore, variation of the

MW-frequency (to be more precise, by variation of the external

Figure 9: Principle of the RYDMR method. Top: reaction scheme –
interconversion mixes the S and T0 of a radical pair, which reacts from
the S state. Hereafter, in the energy level diagram, the thickness of
levels corresponds to the state population. A MW-field can drive the
T0↔T+ and T0↔T− transitions. Bottom: schematic representation of
the RYDMR spectrum – the singlet-state population can be monitored
by measuring the reaction yield as a function of the MW-frequency.
When the MW-field is applied in resonance with the triplet transitions,
T0↔T+ and T0↔T− (i.e., the MW frequency is matched to ω0, which is
the precession frequency of the SCRP partners), the populations of the
S and T0 states are decreased. The RYDMR signal can be obtained as
a dip in the dependence of the reaction yield on the MW-frequency,
ωMW. Experiments with MW-pulses with variable lengths and inter-
pulse delays can be performed to obtain quantum beats and echo-like
signals.

magnetic field, as usually done in EPR) allows one to obtain the

EPR spectrum of the radical pair by monitoring the reaction

yield. This is the essence of the RYDMR technique, which can

be used for two purposes: (i) controlling the reactivity of radical

pairs by using spin degrees of freedom and (ii) obtaining EPR

parameters of short-lived radicals and radical pairs.

RYDMR spectra can be obtained [95] by monitoring optical

absorption, luminescence of the reaction product or photocur-

rent from radical ions which escape recombination, i.e.,

RYDMR exists in different versions depending on the observ-

able. Although RYDMR is not as generally applicable as EPR,

it has advantages, namely, sensitivity and time resolution. In ad-

dition to the possibility of acquiring EPR spectra of radical

pairs, one can also perform more complicated experiments. For

instance, it is possible to obtain quantum beats in the recombi-

nation efficiency, which are indicative of the coherent spin dy-

namics and can be used for precise measurements of EPR pa-

rameters [98,99]. Typically, selective excitation of one of the
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radicals results in quantum beats with the nutation frequency ω1

of the MW-field, whereas non-selective excitation (spin

locking) produces “double beats” with the frequency of 2ω1.

Somewhat later than in spin chemistry, such effects were also

discussed in the spintronics field [100,101]. One more impor-

tant aspect of using RYDMR is that it allows one to affect the

reactivity of radical pairs. This can most easily be done by

applying a strong MW-field that drives the EPR transitions of

both partners of the radical pair. In this situation, spin locking

takes place: the singlet state of the two spins is isolated from the

triplet state. Consequently, the interconversion is blocked (if a

very strong field is used) or at least suppressed.

The RYDMR equivalent in spintronics is electrically detected

magnetic resonance (EDMR) or optically detected magnetic

resonance (ODMR) [16,102]. Recently, important results have

been obtained in the EDMR field [102]: pulsed EPR experi-

ments have become feasible by combining EPR pulse se-

quences with sensitive current detection. In such experiments

echo-type signals have been obtained. One should note that

RYDMR and EPR use different observables; for this reason,

one cannot use EPR pulse sequences in RYDMR without a

pertinent modification [103]. Specifically, in EPR, spin magne-

tization is detected, whereas the RYDMR signal is maximal

when the radical pair is in the singlet state. However, in such a

pair, all magnetization components are zero. Likewise, pure

spin magnetization does not give any contribution to the singlet

state population because the singlet spin order is essentially a

two-spin order.

These problems can be overcome by using a modification of

spin echo experiments in EPR [102]. At the instance of time

where the spin echo is formed, the refocused magnetization can

be converted into two-spin order by applying an additional 90°

pulse. The echo is then monitored by changing the instance of

time when the last pulse is applied. Such a scheme can be

modified further to exploit more advanced EPR methods

for RYDMR purposes. For instance, the feasibility of the elec-

tron–electron double resonance [104] and electron–nuclear

double resonance [105] has been demonstrated.

CIDEP and CIDNP
In this section, we provide a short description of spin “hyperpo-

larization” generated in chemical processes. Hyperpolarization

refers to non-Boltzmann spin polarization which is highly

desired by spectroscopists since it enhances the sensitivity of

the method. Polarization of electron spins (CIDEP) and nuclear

spins (CIDNP) results from spin selectivity of chemical reac-

tions and can be used for sensitive detection of transient radical

species. We start our description from CIDEP and introduce the

main mechanisms for CIDNP formation.

Figure 10: Top: Populations of the electronic spin state of an SCRP –
when the radical pair is singlet-born initially, only the two central states,
|2  and |3  have “singlet character” (each of them is a superposition of
|S  and |T0 ) and are populated, resulting in two EPR transitions in
absorption and two in emission. Positions of the energy levels are not
to scale. Bottom: Schematic representation of the corresponding
CIDEP spectrum, consisting of two anti-phase doublets.

In SCRPs, singlet and triplet states are not eigenstates but

allowed to evolve in a coherent superposition of states. At high

fields, in particular, a dynamic interconversion between the S

and T0 states occurs if there is a difference in the precession fre-

quency of the SCRP partners. There are two reasons for having

different precession frequencies: (i) both individual radicals

have different g-values, i.e., have different “chemical shifts” on

their EPR axis, which is due to different chemical environ-

ments. In this case, Δg is not equal to 0. (ii) Coupling of an

electron spin to magnetic nuclei by HFC interaction will either

accelerate or slow down the precession frequency of the elec-

tron depending on the direction of the nuclear spin state. As a

consequence of the spin mixing, the population becomes evenly

distributed between the two spin states, S and T0.

SCRPs, in contrast to radical pairs with equilibrium popula-

tions of the spin states, show a particular intensity pattern in the

EPR experiment (Figure 10) [1,3,106,107]. While a thermally

relaxed radical pair shows transitions with absorptive (positive)

intensity, a SCRP born for example by a bond break from a

singlet state would populate initially only the S state, which has

50% αβ and 50% βα characteristics. This population distribu-

tion leads to a special pattern showing both emissive (negative)

and enhanced absorptive (positive) signal intensities. The spec-

trum thus consists of two “anti-phase” doublets. Such transient

electron spin order is often observed in EPR spectroscopy, cor-
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responding to CIDEP. For observing such CIDEP spectra, it is

required that either Jex is non-zero or that a non-averaged elec-

tronic dipolar coupling is present, which is often the case in

solids.

A more complex situation arises in solids where a distribution

of different interactions exists, notably, of g-anisotropies and of

the electronic dipolar coupling. As a result, the shape of the

spectral doublets can change but the antiphase nature of polari-

zation remains [106,107]. The antiphase polarization originates

from the spin-selective formation of radical pairs: in this situa-

tion no net polarization is expected (because the initial magneti-

zation of the pair of spins is zero). Instead, two-spin order is

formed. This spin order results in different phase of EPR lines

within each multiplet; for this reason, such CIDEP is some-

times termed “multiplet CIDEP”. Detection of spin echo from

SCRPs is also possible by EPR methods. It is worth noting that

the spin echo is collected 90° out-of-phase [107-109]. This fea-

ture of the spin echo formation is markedly different from the

spin echo coming from thermally polarized spins, allowing for

selective detection of SCRPs. Furthermore, the out-of-phase

echo signal is modulated due to the electronic spin–spin cou-

pling, exchange or dipolar. Consequently, a precise determina-

tion of this coupling becomes feasible, providing the informa-

tion about the SCRP structure, notably, about the distance be-

tween the radical centers.

In liquids, detection of CIDEP of SCRPs is often impossible

because radicals quickly separate. Nevertheless, CIDEP of radi-

cals can be often detected. Such CIDEP usually results in the

opposite phase of polarization of the partner radicals avoiding

geminate recombination: when the SCRP is singlet-born, no net

spin polarization can be formed. The formation of such CIDEP

can be explained using the fictitious spin representation of

CIDEP, as proposed by Adrian [110].

Other CIDEP mechanisms are also known. CIDEP can be

generated from molecular triplet states. The corresponding

mechanism is termed “triplet mechanism” [1-3], see the Section

“Optical nuclear polarization” which follows later in this article.

In this situation, the polarization formation is due to the differ-

ence in the ISC rates for different triplet substates in non-sym-

metric molecules. For instance, when a triplet T1 state is formed

from an excited singlet state, S1, the ISC rate is different for the

three triplet sublevels, Tx, Ty, Tz. Consequently, the triplet state

is formed in a non-equilibrium spin state and exhibits CIDEP.

This mechanism is termed the “p-type” (population-type) triplet

mechanism [111,112]. Alternatively, CIDEP can be formed due

to the “d-type” (depopulation-type) triplet mechanism [113]

when the decay of the triplet state is different for the different

sublevels. In contrast to the “p-type” triplet mechanism,

“d-type” triplet mechanism can also lead to magnetic field

effects on product yield [114-116]. When a radical pair is

formed from the polarized triplet state, it inherits the triplet-

state CIDEP. Finally, we would like to mention that CIDEP can

be due spin-selective processes involving particles with higher

spin, e.g., due to the radical–triplet pair mechanism [117,118].

CIDEP effects have already been observed in materials, which

are used for OPV: Behrends et al. [32] and Kobori et al. [119]

have detected antiphase EPR lines of photo-induced charge

transfer complexes, i.e., of SCRPs, whereas Lukina et al. [120]

have recently reported a study of the out-of-phase electron spin

echo.

Until now, no CIDNP phenomenon has been observed in spin-

tronics [121-124], although the possibility of obtaining such

effects has been mentioned [125]: “If nuclear spin resonance is

found to have an impact on the spin-dependent electron trans-

port due to the hyperfine interaction, ultimately the opposite

process may become possible: storing electronic spin informa-

tion in the nuclear spin.” Despite that we want to describe the

basic CIDNP theory, based on the classical RPM [1,3] with the

intention to stimulate future NMR research in that field.

Figure 11 explains the situation for a radical pair with a single

proton (R1H + R2). Here we schematically show the EPR spec-

trum of the radical pair assuming that the two partners R1H and

R2 have slightly different g-values. Therefore, the two elec-

trons have also slightly different precession frequencies and

oscillate between S and T0 states. The R1 signal in the EPR

spectrum in Figure 11, however, is split into two components.

The origin of this split is due to the HFC of the nearby proton.

Also the proton has two nuclear spin states, either α or β.

Hence, the interaction with the nucleus induces on the electron

frequency a splitting into two lines of similar intensity. The fre-

quency difference between the two lines (given in units of Tesla

or Hertz) is the HFC. The term “constant” is used although it is

actually a factor. Figure 11 shows a special situation in which

the three-spin system R1H + R2 might operate: The half of Δg is

close to the value of the HFC. In this case, half of the popula-

tion of R1 has a Larmor frequency close to that of R2, while the

other half is far off that matching frequency. Hence, in one half

of the radical pair, the total spin state remains, while it is oscil-

lating in the other half. If a radical pair is born in the triplet T0

state, half of the population will remain in the triplet state, while

the other half soon will undergo interconversion to the singlet

state and react. The control over the spin dynamics, therefore, is

given by the spin state of the nucleus. This control is also called

“spin sorting” and is considered to be the first step – the initial

spin-physical step of the RPM.

Radical pairs in their singlet state are allowed to recombine to

the recombination products (Figure 7). That reaction is spin-
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Figure 11: Scheme of CIDNP formation by spin sorting at high mag-
netic fields. Top: EPR spectra of the two radicals – one radical has a
single spin-1/2 nucleus resulting in splitting of the EPR line into two
components; the other radical has no nuclei, i.e., a single EPR line.
The difference in EPR frequencies, Δωα and Δωβ, are indicated for the
radical pairs with the nucleus in the α-state and β-state, respectively.
Since Δωα ≠ Δωβ, the S – T0 interconversion rate is different for the
two nuclear spin states. Middle: Kinetic scheme of CIDNP formation –
a triplet-born radical pair in the T0 state rapidly goes to the reactive
single state for the α nuclear spin state, resulting in a reaction product
enriched in this nuclear spin state. For the β nuclear spin state, radical
pairs react less efficiently and undergo separation. Bottom: The gemi-
nate reaction product is enriched in the α nuclear spin state giving an
NMR line with enhanced absorption, whereas for reaction products of
the escaped radicals, the opposite sign of polarization and opposite
CIDNP sign is expected.

forbidden for radical pairs in their triplet state. In solution state,

the triplet radical pair will diffuse apart and form two indepen-

dent radicals surrounded by their own solvation shell each.

These radicals of the so-called escape reaction might undergo

subsequent chemical reactions for example with solvent mole-

cules. If the products of the both reaction pathways are chemi-

cally distinguished, i.e., have different chemical shifts, they will

appear in an NMR spectrum with opposite sign as either emis-

sive (negative) or enhanced absorptive (positive) signals. The

nuclear polarization pattern appearing in NMR shows positive

(“enhanced absorptive”) and negative (“emissive”) signals.

Hence, spin sorting can be observed by NMR if the products are

different chemical species allowing for the second, the spin-

chemical step of the RPM. Therefore, photo-CIDNP NMR

spectra transiently show intensity patterns having the same area

of positive and negative signal intensities. Photo-CIDNP NMR

provides indeed an attractive hyperpolarization technique since

it relies simply on the irradiation of the sample by visible light.

The efficiency of photo-CIDNP mechanisms is highly depend-

ent on the strength of the magnetic fields [126-128]. Photo-

CIDNP can also appear at low fields comparable to HFCs

[126,128,129], at the earth field, as well as under solid-state

conditions [130-135]. In confined systems, such as SCRP in

micelles or biradicals, CIDNP can also exhibit features caused

by the electronic exchange coupling found at B0 = 2 Jex  [136-

138]. In solids, CIDNP is strongly affected by non-averaged

spin interactions [133,139,140], such as anisotropic HFC and

electron–electron dipolar coupling. Generally, the spin

dynamics underlying CIDNP in liquids and in solids is consid-

erably different. For these cases, we refer to the literature

[123,124,132,141].

Optical nuclear polarization (ONP)
To manipulate chemical reactions by magnetic fields, i.e., to do

spin chemistry, transient magnetic species need to occur during

the reaction course. Mostly, spin dynamics of SCRPs is used to

this end. Another option is to employ molecular triplet states.

Depending on symmetry considerations, its three substates T0,

T+ and T− might be formed and might decay with individual

kinetics, allowing for enrichment of a particular substate (i.e.,

electron-spin hyperpolarization).

Using highly purified anthracene single crystals under continu-

ous illumination under UV-rich white light, in 1967 Maier et al.

[142] observed nuclear hyperpolarization for the first time. The

effect could also be detected in doped crystals of similarly fused

aromatic compounds. It appeared that the phenomenon has a

maximum at rather low fields (around 0.01 T), which is the

range of hyperfine fields, and often remains observable at

higher magnetic fields. Normally, the samples are illuminated in

the stray field of the magnet and can be conveniently trans-

ferred into the magnet for the NMR experiment due to the long

nuclear T1. In any case, the sample needs to pass the stray field

which will provide at some place the same strength as the

hyperfine field.

It is the electron hyperpolarization occurring in the molecular

triplet state, called optical electron polarization (OEP), which is

converted into optical nuclear polarization (ONP) [143,144]: the

illumination with UV or white light initially caused an excited

electronic singlet state (Figure 12). Upon ISC, the population is
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transferred into the electronic triplet states. In extended mole-

cules, owing to zero-field splitting (ZFS), the three triplet states

are not degenerate. Under these conditions, as proven by Wolf

et al. [142] as well as Schmidt and van der Waals [145,146] in

the late 1960s, the pathways of spin–orbit coupling which

enable ISC are strongly spin selective. As a result, often only

that triplet state gets populated, matching the symmetry of the

preceding excited singlet state. In the same way, the decay to

the electronic ground state also depends on spin-selective ISC.

Therefore, transient non-equilibrium electron populations can

occur, which are observable with EPR spectroscopy.

Figure 12: Scheme of triplet-state OEP and ONP formation. In
anisotropic molecules, the ISC process S1→T1 has a different rate for
the three triplet states resulting in OEP of the T1-state; the triplet
states, Tx, Ty, and Tz, are indicated as well as the ZFS parameters, D
and E. Alternatively, OEP can be formed due to the different T1 depop-
ulation rates in the ISC process T1→S0. ONP is formed by spin-polari-
zation transfer from the polarized T1 state to nuclear spins of the
matrix.

In the second step, electron–spin hyperpolarization is converted

to nuclear hyperpolarization by static hyperfine interaction. In-

dependently, both Veeman et al. [147] and Stehlik et al. [148-

150] demonstrated that the optimum polarization transfer to

nuclei occurs upon matching of the hyperfine field with the

external stray field. In this case, a hyperfine interaction occurs,

leading to a selective mixing of the electronic triplet states,

which results in a level anti-crossing without a change of the

total magnetic quantum number. In molecular crystals, the

kinetics and site of the occurrence of ONP may be controlled by

migration of triplet excitations and their trapping. Triplet-state

OEP and ONP, despite using a different photo-cycle, can also

be generated in negatively charged nitrogen vacancy (NV−)

centers in diamond crystals, which is presently a hot field of

research [151-154].

Hence, spin chemistry deals with transient magnetic species as

SCRPs and molecular triplet states interacting with the external

magnetic field. Their production in chemical reactions often

leads to spin-hyperpolarization, which can be observed with

NMR and EPR spectroscopy.

Conclusion
Magnetic field sensitive techniques are a well-established field

for spin-dependent reactions in chemistry, mainly focusing on

molecules in solution phase. More recently, spin-sensitive tech-

niques have also been proposed for investigation of spin dy-

namics in organic photovoltaics and light emitting diodes.

Based on solid films of molecules, a complete independent

nomenclature has been developed. This begins with the termi-

nology of spins, “α” and “β” versus "up" and "down" and

reaches through the entire field. An adequate exchange of

knowledge between both fields is cumbersome and ends far too

often at language barriers.

If one is familiar with both fields, it becomes evident that

certain spin-sensitive techniques have been reinvented during

the last decades. This obviously can be seen as an unpleasant

development: Time and money is lost to recreate already avail-

able knowledge, existing measurement setups are unused and

early stage scientists do not receive their deserved recognition.

Therefore, it is wise to be aware of the two fields, spin chem-

istry and spintronics. Examples of independently developed

methods are, e.g., RYDMR for spin chemisty and EDMR for

spintronics. Another example is given by CIDEP and certain

EPR measurements. However, there are still techniques like

CIDNP available which are not yet used in device physics.

Organic spintronics is a wide field, covering devices with spin-

polarized injection or light emitting diodes, which also show a

magnetic field effect. We consider the relation to spin chem-

istry from the perspective of organic photovoltaics, as an exam-

ple with close similarity to spin chemistry, in which the influ-

ence of spin dynamics for the working solar cell is still only

superficially investigated. Spin chemistry makes clear that

singlet–triplet interaction will have an effect. The recombina-

tion of anions and cations, i.e., polarons, is a desired effect in

light emitting diodes and an undesired one for solar cells. If

recombination could be engineered by spin statistics, an

increase of the quantum and power conversion efficiency

should be the consequence.

Regarding Tables 1–3, it becomes evident that scientists from

spin chemistry will have a problem reading literature from spin-

tronics and vice versa. We therefore hope to give an impetus to

both communities to exchange their knowledge. If successful, a

foreseeable time and money consuming process will be

abridged, introducing hitherto unknown techniques as CIDNP

to spintronics and the solid state systems to spin chemistry.

Considering the current progresses in both fields, this might be

the right time to merge them together. The exchange of ideas

between the two fields would strongly enhance progress in both

research directions.
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List of Acronyms
The following is a list of acronyms used throughout this review

article: CIDEP = chemically induced dynamic nuclear polariza-

tion, CIDNP = chemically induced dynamic electron polariza-

tion, CSS = charge separated state, CTS = charge transfer

state, EDMR = electrically detected magnetic resonance,

EPR/ESR = electron paramagnetic resonance/electron spin reso-

nance, et/ebt = electron transfer/electron back transfer,

F-pair/G-pair = free pair/geminate pair, ISC = intersystem

crossing, LFE = low-field effect, MARY = magnetically

affected reaction yield, MFE = magnetic field effect,

MIE = magnetic isotope effect, NMR = nuclear magnetic reso-

nance, NV = nitrogen vacancy, OMAR = organic magneto-

resistance, ODMR = optically detected magnetic resonance,

OEP = optical electron polarization, ONP = optical nuclear po-

larization, OSC = organic solar cells, RPM = radical pair mech-

anism, RYDMR = reaction yield detected magnetic resonance,

SCRP = spin-correlated radical pair, TTA = triplet–triplet anni-

hilation, ZFS = zero field splitting.
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Abstract
We report on a new approach for the fabrication of ferromagnetic molecular thin films. Co-evaporated films of manganese phthalo-

cyanine (MnPc) and tetracyanoquinodimethane (TCNQ) have been produced by organic molecular beam deposition (OMBD) on

rigid (glass, silicon) and flexible (Kapton) substrates kept at room temperature. The MnPc:TCNQ films are found to be entirely

amorphous due to the size mismatch of the molecules. However, by annealing while covering the samples highly crystalline MnPc

films in the β-polymorph can be obtained at 60 °C lower than when starting with pure MnPc films. The resulting films exhibit sub-

stantial coercivity (13 mT) at 2 K and a Curie temperature of 11.5 K.

1469

Introduction
Controlling the structure of molecular thin films is of great

interest for their application in optoelectronic and spintronic

devices [1,2]. One of the key physical properties determining

the performance is crystallinity, which significantly influences

electron/hole mobility and magnetic coupling [3,4]. We recently

reported on an approach to achieve crystalline porphyrazine

films, which are amorphous on non-interacting substrates, by

depositing the molecules on a 3,4,9,10-perylenetetracarboxylic

dianhydride (PTCDA) surface, leading to a transformation from

paramagnetic to antiferromagnetic behaviour [5]. Another

promising class of molecules are phthalocyanines (Pc) that can

be easily incorporated in thin films that exhibit outstanding

semiconducting and magnetic properties [6].

Phthalocyanines feature different polymorphs, often defined by

the angle formed by the molecule and the stacking axis, φ,

which can be controlled via different temperature treatments.

For instance, at room temperature, films commonly adopt the

α-phase (φ = 65°) and can be transformed to the thermodynami-

cally stable β-phase (φ = 45°) by annealing in vacuum at 330 °C

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:s.heutz@imperial.ac.uk
https://doi.org/10.3762%2Fbjnano.8.146
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Figure 1: (a) Manganese phthalocyanine (MnPc) and tetracyanoquino-
dimethane (TCNQ) molecules. (b) Annealing procedure applied to the
blended thin films prepared by OMBD. (c) Well-ordered β-MnPc film
after annealing.

[7-9]. However, such temperatures are too high for most flex-

ible substrates, and therefore limit one of the main fabrication

advantages of molecular materials.

The β-phase is particularly attractive for MnPc, where it leads

to ferromagnetism in polycrystalline powders and single crys-

tals [10,11]. Due to the arrangement in molecular columns with

a stacking angle of 45° the Mn ion lies directly underneath a

nitrogen atom of the nearest-neighbouring MnPc molecule. The

magnetic interaction has been attributed to superexchange [11-

13], although more recent results highlight that indirect

exchange also contributes to the mechanism [14].

Here we develop a strategy to lower the phase-transition tem-

perature of MnPc by 60 °C by blending the MnPc film with

TCNQ in the starting films deposited at room temperature.

Optical microscopy and X-ray diffraction (XRD) are used to

identify the phase transition by investigation of the surface mor-

phology and the structure of the films, while FTIR spectrosco-

py provides information about the chemical composition and

structure of the films. Furthermore superconducting quantum

interference device (SQUID) magnetometry measurements

reveal the ferromagnetic behaviour of the β-MnPc films, which

exhibit remarkable coercivity. The opening of the hysteresis

loop is preserved at temperatures up to 10 K, and the Curie tem-

perature as determined by susceptibility measurements is

11.5 K. The combination of new processing methodologies with

attractive magnetic properties will have important implications

for spintronics.

Results and Discussion
Sample preparation
Blended films comprising MnPc and TCNQ (Figure 1a) have

been prepared by organic molecular beam deposition (OMBD).

A one-to-one ratio of the desired molecules in the films was ob-

tained with a deposition rate of 0.5 Å/s and a thickness of

100 nm for MnPc. Due to its higher molecular density TCNQ is

deposited at a lower rate of 0.22 Å/s leading to a thickness of

44 nm. Hence the total thickness of the blended film amounts to

144 nm.

Figure 1b shows the annealing procedure in which the blended

film is covered (see Experimental section) without applying any

additional force and put inside a tube furnace. Once the tube is

pumped down and flushed with nitrogen at a flow rate of

150 sccm for at least one hour the furnace is set to 270 °C and

left dwelling for one hour after the final temperature is reached.

During this process the TCNQ molecules can slowly escape the

film due to their low sublimation temperature of approximately

100 °C [15].

We compare these films with neat MnPc films, prepared using

sublimation of MnPc on substrates at room temperature at a rate

of 0.5 Å/s up to a thickness of 100 nm, and subjected to subse-

quent annealing procedures as for the blends. As will be dis-

cussed later we believe that the emerging vacancies in the

mixed films generate sufficient free volume around the MnPc

molecules for a rearrangement to the thermodynamically stable

β-phase (Figure 1c), which normally forms above 300 °C [7,8].

Film morphology, structure and composition
Optical micrographs in Figure 2 reveal the surface morphology

of the organic films following different thermal treatments. For

comparison the neat MnPc film deposited on glass kept at room

temperature (Figure 2a) is shown with a very smooth surface

and a grain size that is below the detection limit of the optical

microscope. Annealing at 270 °C without a cover for one hour

(Figure 2b) does not affect the surface morphology. However,

increasing the temperature to 330 °C and covering the films

(Figure 2c) leads to the formation of larger crystallites.

Similar results are obtained for the mixed films (Figure 2d–f),

although annealing at a temperature of 270 °C already allows

the molecules to rearrange into large elongated crystallites. This

was observed previously for iron phthalocyanine (FePc) thin

films deposited at different substrate temperatures [16]. Howev-

er, in that case the length of the major axis was found to be

200 nm at a temperature of 260 °C. The crystallites in our MnPc

films reach a size of up to 10 µm for their longer axis, which is

attractive for high coercivity in magnetism and improved charge

transport along the crystallites.

Results from optical microscopy can be refined by X-ray

diffraction (XRD). Figure 3a shows the XRD patterns of the

as-deposited MnPc:TCNQ film on silicon as well as the films

that have been annealed with and without cover. The sample

without any heat treatment appears entirely amorphous showing
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Figure 3: (a) X-ray diffraction patterns. For an as-deposited 144 nm thick MnPc:TCNQ film on silicon (black) no diffraction peaks are observed.
Annealing without cover (blue) leads to similar results, whereas the covered film (red) exhibits two diffraction peaks with high intensity. For compari-
son the XRD pattern of a neat MnPc film (purple) that was annealed at the same temperature is shown. All films were annealed at a temperature of
270 °C. (b) FTIR spectra for the same films deposited on KBr substrates. The green frame highlights the range of 2050–2300 cm−1 where the ν(C≡N)
stretching peaks for TCNQ appear. The pink frames show the area of the MnPc isoindole vibrations around 1225–1475 cm−1 and the γ(C-H) out-of-
plane deformation of the MnPc ligand at 710–770 cm−1, respectively. The inset shows specific regions in the mixed films (colour coding as in main
graph).

Figure 2: Optical micrographs for molecular thin films grown on glass
substrates. (a) α-MnPc film grown at room temperature. (b) MnPc film
annealed at 270 °C without cover. (c) β-MnPc film formed by annealing
of the α-MnPc sample at 330 °C with cover. (d) MnPc:TCNQ film
grown at room temperature. (e) MnPc:TCNQ film annealed at 270 °C
without cover. (f) β-MnPc film formed by annealing of a MnPc:TCNQ
sample at 270 °C with cover. The scale bars correspond to a length of
20 µm for the images and 5 µm for the insets.

no peaks in a range up to 2θ = 30°, where phthalocyanine

fingerprints usually appear [4]. Annealing at a temperature of

270 °C without a cover also leads to a featureless XRD pattern.

However, as will be shown by FTIR this is due to the absence

of any thin film rather than to its amorphous nature.

The annealed MnPc:TCNQ films that were additionally

covered, however, show two high intensity peaks at 2θ = 7.13°

and 9.37°, which correspond to the diffraction from the (001)

and (20−1) planes of β-MnPc [17,18]. We note that the (20−1)

plane is not usually observed in β-MnPc films obtained by

annealing of the α-phase and its observation indicates a reduced

texture. This is presumably due to the disordered nature of the

starting film in this case, in contrast to the case of highly

oriented α-phase film. The inset of Figure 3a reveals the sharp

nature of both peaks and fits using the Lorentz function result in

full width at half maximums (FWHM) of 0.11° and 0.10°, re-

spectively. From the obtained FWHMs we can estimate the

grain dimensions, τ, out of the sample plane by using the

Scherrer equation [19]:

(1)

where K is the dimensionless shape factor, λ is the wavelength

of the X-ray source, β is the FWHM and θ is the Bragg angle.

Calculations using K = 1 give a grain size of 84 ± 9 nm for the

β-MnPc film, which is in line with the equivalent film thick-

ness of MnPc in the blended film prior to annealing.

By comparison a neat 100 nm thick MnPc film annealed at

270 °C for one hour shows only one broad diffraction peak at

2θ = 7.09°, which most likely combines the contributions of the

(100) and (001) planes of the α- and β-polymorphs, respective-
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ly [17,20], assuming that MnPc is isostructural with CuPc. This

represents an intermediate case with a partial transformation

from α- to β-phase as shown earlier for metal-free phthalo-

cyanine thin films where Yim et al. proposed a phase-transition

mechanism that involves tilting of the α-phase molecular

columns to form the β-phase [9]. Therefore, for the neat MnPc

film the thermal energy provided is not sufficient to transform

the entire film from α- into β-phase. Due to the combination of

both α- and β-phases, the diffraction peak has been fitted to two

Lorentz functions centred at 2θ = 7.03° and 7.16° leading to

FWHMs of 0.20° and 0.21°, respectively. The values corre-

spond to a grain size of 45 ± 5 nm, which is in agreement with

the values of phthalocyanine films previously deposited at room

temperature [16,21], correlates with the smooth morphology

and is much lower than the value of the β-MnPc films gener-

ated from the blended film.

To further investigate the phase transformation we have con-

ducted FTIR spectroscopy measurements (Figure 3b) on the

same films deposited on KBr substrates. The ν(C≡N) stretching

peaks of TCNQ for the as-deposited blended film can be found

at 2185 and 2120 cm−1, respectively. This finding is in contrast

to the peak at 2228 cm−1 for the neutral TCNQ [22] and sug-

gests charge transfer (CT) from the Mn ion of the phthalo-

cyanines to the TCNQ molecules forming Mn3+ and TCNQ−.

Similar CT was previously observed for MnPc/F4TCNQ films

by Rückerl and collaborators [23]. Both peaks vanish for every

annealed sample proving that all TCNQ molecules sublime

during the annealing process. The ν(C–C) (1429 and

1334 cm−1) and ν(C–N) (1289 cm−1) vibrations of the MnPc

isoindole [24] are preserved for the annealed neat film and the

annealed mixed film with cover. However, for the MnPc:TCNQ

blended film that was annealed without cover it seems that both

phthalocyanine and TCNQ molecules sublime. Furthermore, for

the covered sample, one peak of the γ(C–H) out-of-plane defor-

mation of the MnPc ligand shows a shift from 728 to 724 cm−1

and can be attributed to phase transformation to the β-phase

[25].

We believe that the successful crystallisation of the β-phase

MnPc at lower temperatures compared to the α→β phase transi-

tion thanks to the blending with sacrificial TCNQ molecules is

due to two main factors. Firstly, the presence of TCNQ hinders

crystallisation of the MnPc molecules, preventing them from

forming strong intermolecular bonds and enabling higher

mobility for crystallisation into the thermodynamically stable

β-phase. This is substantiated by the observation in FTIR of the

sublimation of MnPc molecules, which are not stabilised by the

crystal lattice, in the uncovered blend film at 270 °C whereas

neat α-phase films remain on the substrate under the same

conditions. Secondly, when the blend film is covered, MnPc

Figure 4: Magnetic hysteresis loops of a MnPc thin film on Kapton ob-
tained from annealing of a MnPc:TCNQ blend. The inset shows that
the film exhibits a coercivity of up to 13 mT at 2 K.

molecules cannot sublime as readily, but TCNQ molecules can

diffuse out of the film due to their small size and lower sublima-

tion temperature, creating vacant space which allows the MnPc

molecular columns to arrange into the β-phase.

So the co-deposition of phthalocyanines with small molecules

could allow for the formation of highly oriented molecular films

at lower process temperatures. This is crucial for later integra-

tion into electronic and spintronic devices, especially on flex-

ible substrates.

Magnetic characterisation
As expected from optical microscopy and XRD the β-MnPc

film formed by annealing of the MnPc:TCNQ utilising a cover

exhibits remarkable magnetic properties. Figure 4 shows mag-

netic hysteresis loops of a MnPc film on Kapton at different

temperatures. A substantial coercivity of 13 mT, which coin-

cides with the 15 mT found for MnPc powder annealed in Ar at-

mosphere [26], can be detected at 2 K and an opening of the

hysteresis is preserved up to a temperature of 10 K. The

magnetisation increases rapidly until a field of 100 mT is

reached and is not saturated at the maximum field of 7 T. This

is in line with earlier reports on β-MnPc powder and single-

crystal samples [10,11,27,28]. However, to our knowledge no

reports on the coercivity in β-MnPc thin films from OMBD

have been made. The magnetic moment at 7 T amounts to

2.1 μB per MnPc molecules, which is below the expected value

of 3 μB for a system with S = 3/2. This can be explained by the

absence of magnetic saturation at the maximum available field

and the reduction of magnetic moment due to crystal field

effects [29]. Due to the observation of a reasonable magnetic

moment per MnPc we can further confirm that no significant
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Figure 5: (a) Magnetisation as a function of the temperature at fields of 20 mT and 40 mT using both FC and ZFC protocols. (b) Inverse differential
susceptibility calculated from the magnetisation measurements showing a Curie temperature of 11.5 K.

amount of phthalocyanine molecules have been sublimed

during the annealing process.

For further analysis the temperature dependence of the magneti-

sation (Figure 5a) has been measured at fields of 20 and 40 mT

for both field cooled (FC) and zero-field cooled (ZFC) proto-

cols. The average magnetic moment per MnPc molecule in-

creases rapidly below 20 K and shows a bifurcation in both

ZFC measurements at 3 K, whereas a steady increase in the FC

data can be observed. This finding coincides with reports on DC

and AC susceptibility measurements of pure β-MnPc powder

showing a slow relaxation of magnetisation [30,31]. Further

studies by Wang and Seehra were able to rule out spin-glass be-

haviour and found that the zero-field splitting (ZFS) parameter

|D|/kB = 8.3 K is much larger than the coupling constant

J/kB = 2.6 K [32]. According to Moriya, in this case (|D|/J > 1)

long-range ordering is not possible [33], which leads to the

assumption that β-MnPc can be treated as a single-chain

magnet.

From the temperature-dependent magnetisation values collected

at two different fields the inverse differential susceptibility was

determined and is shown in Figure 5b. The data follows a linear

behaviour at higher temperatures and can be fitted to the

Curie–Weiss law in a temperature range from 20 to 50 K. The

Curie temperature is found from the intercept with the y-axis at

11.5 K and is slightly higher compared to reported values of

6–10 K for β-MnPc crystals [10,11,28,34].

Conclusion
We report on an approach to fabricate ferromagnetic β-MnPc

films by annealing of MnPc:TCNQ blends, which reduces the

process temperature by 60 °C compared to the preparation pro-

cedure starting from a neat MnPc film. The resulting films form

large elongated crystallites with their long axis measuring up to

10 µm. X-ray diffraction studies show that the out-of-plane

dimensions of the grains (84 ± 9 nm) are comparable to the

target film thickness of 100 nm, which means that no grain

boundaries parallel to the substrate plane are expected. Magnet-

ic measurements reveal remarkable ferromagnetic properties

with a substantial coercivity of up to 13 mT at 2 K and a Curie

temperature of 11.5 K. These findings are significant for a

future implementation of magnetic molecular thin films in spin-

tronic devices, especially on flexible substrates that are com-

monly sensitive to high process temperatures. We anticipate

that the methodology for reducing phase-transition tempera-

tures through the blending strategy can be generalised to a wide

range of systems, provided the sacrificial molecules used in the

blend reduce intermolecular interactions and have a sublima-

tion point below that of the molecule of interest.

Experimental
Organic thin films have been grown using a SPECTROS depo-

sition chamber by Kurt J. Lesker Company with a base pres-

sure of 3 × 10−7 mbar. During the co-deposition in total three

quartz crystal microbalances (QCM) were utilised to achieve a

one-to-one ratio of the molecules. Two QCMs monitored the

deposition rate of each organic source and the combined rate

was confirmed by a third QCM next to the substrates.

The annealing procedure was carried out in a furnace (Carbo-

lite HZS-12/900E) fitted with a 150 cm long quartz tube (3 cm

outer diameter). For the covered samples the films on glass and

silicon substrates were sandwiched between microscope slides,

whereas the Kapton samples were covered by another Kapton

sheet. The tube was pumped down to 1 × 10−1 mbar followed
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by nitrogen flushing at a flow rate of 150 sccm for at least one

hour. After flushing the nitrogen flow was kept at the same rate

leading to a pressure of approximately 25 mbar. All three zones

of the furnace were set up to 270 °C and once the final tempera-

ture was achieved the furnace was left for dwelling for one

hour.

The surface morphology was observed with an Olympus BX51

optical microscope using a 100× objective. The crystal struc-

ture was studied by using a Panalytical X’Pert PRO MPD

X-Ray diffractometer (Ni filtered Cu Kα radiation at 40 kV and

40 mA) operated in the θ–2θ mode. The background was

subtracted using the Sonneveld method [35].

The composition of the films was investigated in transmission

mode utilising a Nicolet iS10 FTIR spectrometer from Thermo

Scientific with an optimised spectral range of 7800–350 cm−1

and a resolution of 0.4 cm−1.

The magnetic measurements were conducted with a Quantum

Design MPMS-7 SQUID (superconducting quantum interfer-

ence device) magnetometer. The films were deposited with a

stripe shadow mask (4 × 90 mm2) on flexible Kapton foil and

rolled into a tube as reported by Heutz et al. [28]. Therefore the

size of the Kapton foil was chosen to be larger than the scan-

ning length of the coils in the SQUID to compensate for any

background signals that could occur from the substrate.
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Abstract
We report light-induced negative organic magnetoresistance (OMAR) measured in ambient atmosphere in solution-processed 6,13-

bis(triisopropylsilylethynyl)pentacene (TIPS-pentacene) planar hybrid devices with two different device architectures. Hybrid elec-

tronic devices with trench-isolated electrodes (HED-TIE) having a channel length of ca. 100 nm fabricated in this work and, for

comparison, commercially available pre-structured organic field-effect transistor (OFET) substrates with a channel length of 20 µm

were used. The magnitude of the photocurrent as well as the magnetoresistance was found to be higher for the HED-TIE devices

because of the much smaller channel length of these devices compared to the OFETs. We attribute the observed light-induced nega-

tive magnetoresistance in TIPS-pentacene to the presence of electron–hole pairs under illumination as the magnetoresistive effect

scales with the photocurrent. The magnetoresistance effect was found to diminish over time under ambient conditions compared to

a freshly prepared sample. We propose that the much faster degradation of the magnetoresistance effect as compared to the

photocurrent was due to the incorporation of water molecules in the TIPS-pentacene film.

1502

Findings
The field of molecular spintronics has received lot of research

interest in the last years because of the possibility of designing

nano-scalable molecule-based multi-functional devices [1].

Among the various reports on spin transport and/or magnetore-

sistive measurements in molecule-based devices, those

regarding organic magnetoresistance (OMAR) are particularly

interesting, because this effect can be observed at room temper-

ature and in low magnetic fields of several milliteslas [2].

Several organic semiconductors consisting of small molecules

such as aluminium-tris(8-hydroxyquinoline) (Alq3) [3,4],

pentacene [5], α-sexithiophene [6] or even conjugated poly-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:sreetama.banerjee@physik.tu-chemnitz.de
mailto:salvan@physik.tu-chemnitz.de
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Figure 1: Schematic diagram of the experimental setup: (a) Commercial bottom-contact OFET substrates; (b) planar device structure with trench-iso-
lated electrodes (HED-TIE).

mers such as poly(N-vinyl carbazole) and poly (p-phenylene

vinylene) [6,7] derivatives have been found to exhibit an

OMAR effect as an intrinsic material property without any spin

injection from ferromagnetic materials. Even though OMAR

has been extensively investigated over the last few years, most

of the studies on OMAR have been carried out mainly on

vertical devices, in which the active organic layer is sand-

wiched between two conductive metal layers [3,4,8]. Saragi et

al. carried out studies on the magnetic field effect on three ter-

minal bottom-contact organic field-effect transistors (OFET)

and showed the existence of light-induced magnetoresistance

in pentacene and its derivative 6,13-bis(triisopropylsilyl-

ethynyl)pentacene (TIPS-pentacene) molecules [5,9] deposited

by thermal evaporation in vacuum. The influence of gate

voltage on the magnetoresistance was also thoroughly investi-

gated in these two reports.

In fact, most of the studies on OMAR in small molecules re-

ported so far deal with thermally evaporated molecules and

were carried out in a controlled atmosphere such as nitrogen-

purged glove boxes or a cryostat to prevent the degradation of

the devices in ambient atmosphere [3,5,9].

Here we demonstrate that light-induced magnetoresistance can

be observed at room temperature even in ambient atmosphere.

TIPS-pentacene is an ideal candidate for this proof of concept,

as it is a solution-processable molecule that exhibits high carrier

mobility and air-stability [10,11]. Moreover, the existence of

light-induced magnetoresistance in TIPS-pentacene was already

shown for thermally evaporated films by Saragi et al. [9].

In order to investigate the influence of the electrode distance on

the OMAR magnitude and on the timeline of the OMAR

response to the switching of magnetic field, we used two planar

device geometries: i) commercially available micro-structured

bottom-contact OFET substrates as used in [5] to compare the

results obtained from solution processed devices with the previ-

ously reported results for evaporated TIPS-pentacene and

ii) submicrometre-structured substrates for hybrid electronic

devices with trench isolated electrodes (HED-TIE) designed

and developed in this work.

Negative magnetoresistance (positive magnetoconductance)

was observed for both types of devices similar to the observa-

tions in [9]. Magnetoresistance is defined as the change in resis-

tivity of a material/device due to application of an external mag-

netic field. Magnetoconductance (MC) is the change in conduc-

tivity of a material/device upon application of an external mag-

netic field. The magnetoresistance effect, however, was found

to degrade over time significantly faster than the photocurrent.

We suggest that this degradation is due to incorporation of

water molecules from the ambient atmosphere into the TIPS-

pentacene.

The OFET substrates were purchased from Fraunhofer IPMS

(Dresden, Germany) with channel lengths varying between

2.5 µm and 20 µm and a channel width of 10 mm. The gate

oxide SiO2 is 270 ± 10 nm thick and the source and drain elec-

trodes are made of 30 nm Au with a 10 nm ITO adhesion layer.

It should be noted that the gate electrode was kept at ground

voltage for the magnetoresistance measurements and the

devices were used as two-terminal devices for making the

results comparable with the HED-TIE devices. For the HED-

TIE devices, submicrometre trenches were patterned using

conventional UV lithography and partially refilled with a ther-

mally grown SiO2 layer of 130 nm. The cavity-like trench (see

Figure 1b for a sketch) electrically isolates the electrodes. The

process flow for the preparation of the HED-TIEs is similar to
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Figure 2: Light-switching behaviour of TIPS-pentacene-based (a) organic field-effect transistor (OFET) and (b) hybrid electronic device with trench-
isolated electrodes (HED-TIE). Light-induced magnetoresistance in TIPS-pentacene obtained from both types of planar devices: (c) OFET and
(d) HED-TIE device.

that described in [12]. 30 nm Au was deposited as the electrode

layer with a 10 nm Cr as the adhesion layer (please refer to Sup-

porting Information File 1 for further details of HED-TIE struc-

tures). TIPS-pentacene powder with a purity of 99.9% was pur-

chased from Ossila. The solution was prepared in a mixture of

toluene/tetralin (2:1) with a concentration of 8 mg/mL. Prior to

drop-coating, the fabricated structures with gold electrodes were

cleaned using acetone, ethanol and deionized water respective-

ly. 5 µL of solution was used to drop-coat the OFET substrates

of 0.8 cm × 0.8 cm area and 3 µL solution was used to

drop-coat the HED-TIE devices for a 1 cm × 1 cm area. TIPS-

pentacene solution coats the gold surface much better than the

SiO2 surface and hence to eventually have similar coverage at

the device-channel area, different amounts of solution were

used for OFET and HED-TIE devices. The drop-coating of the

substrates was performed at 65 °C on a hot plate and the sam-

ples were kept at 65 °C for 30 min after drop-coating, to initiate

crystallization of the TIPS-pentacene film and to ensure

evaporation of the solvents from the film. Unless otherwise

mentioned, the electrical characterisation including the photo-

switching, I–V characteristics and magnetoresistance measure-

ments was performed immediately after the sample preparation.

The total measurement time was about 1 h.

The schematic diagram of the experimental set-up is shown in

Figure 1. The entire sample surface was illuminated with a

white light emitting diode (LED), with an emission ranging

from 400 to 700 nm for the measurements of the photocurrent

and of the magnetoresistance. The measurements were per-

formed at room temperature (ca. 25 °C) and the ambient

humidity was maintained at (20 ± 5)%.

The electrical measurements were conducted using a Keithley

2636A SYSTEM source-meter unit in the auto-range mode. The

magnetic field was applied perpendicular to the electrical trans-

port channel and to the substrate plane, using an electromagnet.

It should be mentioned, though, that previous reports showed

OMAR to be independent of the sign and direction of the

applied magnetic field [13].

Figure 2a and Figure 2b show the percentage of photocurrent

with respect to the dark current, when the white light LED was

switched on and off for OFET and HED-TIE devices, respec-

tively. The percentage of the change in current was found to be

more representative when comparing two device architectures

with significantly different volume of the active organic

channel. The photocurrent of the HED-TIE devices is a factor

of two higher and the photo-switching occurs to be faster in the

HED-TIE devices, due to the smaller electrode gap.

Figure 2c and Figure 2d show the magnetoconductance

response of the same devices. Here, the device current over time

was measured by switching on and off a constant applied mag-

netic field while the illumination was kept on throughout the
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Figure 3: (a) Light switching of an OFET prepared by drop-coating of TIPS-pentacene diluted in water. The inset shows absence of the magnetoresis-
tance in such an OFET. (b) Degraded light-switching behaviour of a TIPS-pentacene HED-TIE after two days of exposure to ambient atmosphere.
The inset shows the response to applied magnetic field.

measurements. Both OFETs and the HED-TIE devices were

found to exhibit positive magnetoconductance (negative magne-

toresistance) as previously reported for evaporated TIPS-

pentacene [9]. The magnitude of OMAR is independent of the

sign of the applied magnetic field, as expected.

For the switching of both light and magnetic field, the HED-

TIE devices were found to respond faster whereas the OFETs

exhibit a slower carrier relaxation. This can be attributed to

higher electric fields and shorter charge-carrier transit times in

the shorter channels of the HED-TIEs (ca. 100 nm) compared to

that of OFETs (20 µm). Also the magnitude of switching in the

HED-TIE device for both light and magnetic field was found to

be twice as much as OFET, similar to the photocurrent.

It should be mentioned here that the TIPS-pentacene OFETs

fabricated by thermal evaporation in [9] showed a fast

switching response, similar to our HED-TIEs. This is most

probably due to the significantly smaller volume of the OFET

channel (78 nm film thickness in [9], compared to ca. 500 nm

film thickness in our drop-coated OFETs at the same channel

length), because the mobility values determined for our

solution-processed OFETs are in the range from 10−2 to

1 cm2·V−1·s−1, which is higher than the mobility values

reported for thermally evaporated TIPS-pentacene (6·10−3 to

1 cm2·V−1·s−1) [9].

As no magnetoresistance was observed in the absence of illumi-

nation and hence of a photocurrent, the observed effect in the

solution-deposited TIPS-pentacene OFETs and HED-TIEs is

supposedly based on the presence of spin-carrying polarons

related to electrons and holes created by photoexcitation. These

weakly interacting polarons are labelled as “electron–hole (e–h)

pairs” and are considered to contribute to OMAR because of

their flexible spin configuration (singlet or triplet). The same

mechanism was proposed to be responsible for the OMAR ob-

served in thermally evaporated TIPS-pentacene OFETs in [9],

which is an indication that the processing methods of the TIPS-

pentacene do not influence the intrinsic mechanism of the

OMAR in this organic semiconducting material. In the e–h

model, the recombination into electrically neutral excitons and

the dissociation of the weakly bound e–h pairs into charge

carriers available for the electrical transport is influenced by an

applied magnetic field, in favour of the latter effect [9,14]. An

applied magnetic field will thus trigger an increase in the

conductance of the device [9,14]. It should be noted that al-

though the applied constant magnetic field was different for our

OFETs and HED-TIEs, this should not have an influence on the

magnitude of the OMAR effect. It was shown in [5] for

pentacene that the magnitude of OMAR almost reaches a satu-

ration at about 80 mT and a similar saturation field was also re-

ported for other materials such as Alq3 [3].

The observed magnetoresistance effect was found to diminish

approximately after two days of sample preparation in case of

the HED-TIE devices kept under ambient conditions, while the

photocurrent decreased from 120% to only 65%. The photore-

sponse time, however, was increased compared to the freshly

prepared sample (shown in Figure 3b). The magnetoresistive

effect and the photocurrent in the OFETs were also found to de-

crease in magnitude, but the magnetoresistance did not disap-

pear completely in the same time interval considered for the

HED-TIEs. This could be due to the TIPS-pentacene layer

being thicker for the OFETs, which confers a higher stability

over time. The degradation of the devices in ambient atmo-

sphere can be attributed to the penetration of oxygen and/or

water molecules in the TIPS-pentacene film, additionally accel-

erated by white light illumination. Vollmer et al. showed [15],

by investigating the occupied electronic states using ultraviolet

photoemission spectroscopy, that the diffusion of molecular



Beilstein J. Nanotechnol. 2017, 8, 1502–1507.

1506

oxygen and water from the ambient into pentacene layers is re-

versible when the air exposure takes place in the dark or under

visible light. The exposure to ambient under UV illumination

leads to a reaction, most probably with singlet oxygen and/or

ozone [15]. As the magnetoresistance measurements are per-

formed in presence of white light with a spectrum ranging from

400 to 700 nm, we believe that different parts of the wave-

length spectra can have different contributions to the device

degradation. It was also shown by Jurchescu et al. [16] that

pentacene single crystals behave differently when the electrical

conductivity is measured in ambient or dry air, with and with-

out illumination. It should be mentioned here that previously we

found the decrease in photoluminescence caused by the diffu-

sion of oxygen/water in TIPS-pentacene films in the HED-TIE

devices to be reversible [12] and that the recovery is much

faster under nitrogen purging and single-wavelength illumina-

tion.

To verify the role of the diffusion of water molecules into the

TIPS-pentacene film in the deterioration of the magnetoresis-

tance, an OFET was prepared by drop-coating a substrate with

the same TIPS-pentacene solution as used for the preparation of

the devices discussed before (cf. Figure 2) but now diluted (1:1)

in deionized water. As shown in Figure 3a, the magnitude of the

photocurrent of the freshly prepared device was found to be

only 6% (compared to 60% for the device prepared with a

water-free solution, see Figure 2a) whereas the magnetoresis-

tance disappeared completely in this case. The output character-

istics of such a device showed (please refer to Supporting Infor-

mation File 1) a drastic change in the line shape compared to

the TIPS-pentacene transistor prepared from water-free solu-

tion.

This experiment shows that TIPS-pentacene, despite of its solu-

tion processability in non-polar solvents, exhibits a degradation

in electrical properties upon water incorporation in the films.

We assume that the water molecules in the film shift the energy

level of the singlet and triplet states of the e–h pairs and thereby

change the probability of intermixing between these two states.

In a changed energy landscape of the excited electronic states,

the effect of the magnetic field on the singlet/triplet intermixing

could become negligible, explaining the dramatic reduction in

magnetoresistance.

To summarize, we demonstrated the presence of light-induced

negative magnetoresistance in freshly prepared solution-

processed TIPS-pentacene planar devices of two different archi-

tectures, measured under ambient atmosphere. The HED-TIE

devices with smaller electrode gap yielded a higher photocur-

rent, a higher magnetoresistance and a lower switching time.

Although TIPS-pentacene is supposed to be stable in air, the in-

fluence of ambient atmosphere was found to cause diminishing

of the magnetoresistance of the fabricated devices within a

period of two days after sample preparation. We assume this is

due to incorporation of water molecule in the TIPS-pentacene

film when it is exposed to ambient. To support this hypothesis,

we showed the absence of magnetoresistance in OFETs pre-

pared with TIPS-pentacene solution diluted in deionized water

accompanied by a reduction, but not disappearance of the

photocurrent. We propose that the usage of a suitable capping

layer could protect the organic film and thus increase the life-

time of such devices, if used as magnetoresistive sensors

working under ambient atmosphere.

Supporting Information
Supporting Information describes the fabrication of

HED-TIE devices and the electrical output characteristics

for both HED-TIE and OFET devices.

Supporting Information File 1
Additional epxerimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-150-S1.pdf]
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Abstract
Manganese phthalocyanine (MnPc) is a member of the family of transition-metal phthalocyanines, which combines interesting elec-

tronic behavior in the fields of organic and molecular electronics with local magnetic moments. MnPc is characterized by hybrid

states between the Mn 3d orbitals and the π orbitals of the ligand very close to the Fermi level. This causes particular physical prop-

erties, different from those of the other phthalocyanines, such as a rather small ionization potential, a small band gap and a large

electron affinity. These can be exploited to prepare particular compounds and interfaces with appropriate partners, which are char-

acterized by a charge transfer from or to MnPc. We summarize recent spectroscopic and theoretical results that have been achieved

in this regard.

1601

Review
Introduction
The family of metal-centered phthalocyanines has been consid-

ered for future technological applications because of their favor-

able electronic and optical properties and their advantageous

chemical stability [1-8]. Phthalocyanine molecules can harbor a

number of metal ions, in particular transition-metal ions such as

cobalt, iron or manganese. A special characteristic of transition-

metal centered phthalocyanines is, that transition-metal ions

often are characterized by a magnetic moment, and therefore

such phthalocyanines also show very interesting magnetic be-

havior [9]. They have even been discussed in terms of molecu-

lar magnets including their discussion in future applications in

the field of molecular spintronics [10-12].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:m.knupfer@ifw-dresden.de
https://doi.org/10.3762%2Fbjnano.8.160


Beilstein J. Nanotechnol. 2017, 8, 1601–1615.

1602

Among these transition-metal phthalocyanines, manganese

phthalocyanine (MnPc) is one of the most interesting mole-

cules due to its particular electronic and magnetic properties in

the bulk [13-16]. A schematic representation of the molecule

structure is depicted in Figure 1 below. For instance, MnPc is

characterized by an unusual S = 3/2 spin state of the central

Mn(II) ion. The spin of MnPc is a consequence of three

unpaired 3d electrons in the Mn 3d levels, which also lie close

to the chemical potential. In essence, the electronic properties

(partly) reflect the behavior of these 3d electrons, and MnPc

plays a special role in the group of the transition-metal phthalo-

cyanines. The energy gap between the occupied and unoccu-

pied molecular orbitals of MnPc is the smallest among all tran-

sition-metal phthalocyanines [17-21], its ionization potential

also is the smallest within this class of material [17,18,22],

while the electron affinity is larger than those of the others

[17,18]. Furthermore, the exciton binding energy related to the

lowest electronic singlet excitation is somewhat larger com-

pared to, e.g., CuPc [18-20,23]. In Table 1 we summarize these

values in comparison to CuPc, the most prominent and most ex-

tensively investigated transition-metal phthalocyanine to date.

Table 1: Summary of characteristic electronic parameters for MnPc
determined for thin films in comparison to those for CuPc. In detail, we
compare the ionization potential (IP), the electron affinity (EA), the
energy gap as seen in optical studies ( ), the transport energy gap
( ), and the exciton binding energy ( ) of the lowest singlet exci-
tation (see text for references). All values are given in eV.

IP EA

MnPc 4.5 3.3 0.5 1.2 0.7
CuPc 5.0 2.7 1.8 2.3 0.5

These exceptional properties of MnPc render it possible that

this molecule can undergo charge-transfer reactions of either

kind, i.e., it can be oxidized or reduced by suitable reaction

partners. This can be utilized to synthesize new compounds

with potentially interesting properties. In this contribution we

present a summary of recent results in regard of charge transfer

compounds, or interfaces characterized by charge transfer,

which all are based on MnPc.

Materials and methodology
This article covers charge-transfer reactions of manganese

phthalocyanine with the alkali metal potassium as well as with

further organic molecules. The latter are characterized by a

rather large electron affinity to enable charge transfer from

MnPc to these structures. In Figure 1 we show the structure of

all molecules discussed below. These are MnPc, its phthalo-

cyanine relative F16CoPc (both purchased from Sigma-Aldrich),

F4TCNQ (2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodi-

methane, TCI Europe) and F6TCNNQ (1,3,4,5,7,8-hexafluo-

rotetracyanonaphthoquinodimethane, Novaled AG). F4TCNQ is

quite well known for its high electron affinity [24], and it is also

known to form many charge-transfer crystals with appropriate

partners [25,26]. Further, it has also been used as dopant

material for organic electronic devices [27-29]. More recently,

F6TCNNQ has been introduced into organic devices with

advantages such as an even higher electron affinity and a larger

molecular mass, which prevents diffusion of the molecule in

organic devices [30]. F16CoPc has been applied recently in a

few cases only, in order to induce charge transfer across inter-

faces to other insulating (or semiconducting) materials [31-33].

The electron affinities of the three acceptor molecules are

4.5 eV (F16CoPc [34]), 5.2 eV (F4TCNQ [35]) and 5.6 eV

(F6TCNNQ [36]).

Figure 1: Molecular structure of (a) transition metal phthalocyanines,
(b) 1,3,4,5,7,8-hexafluorotetracyanonaphthoquinodimethane
(F6TCNNQ), and (c) 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodi-
methane (F4TCNQ). The transition-metal center in the phthalocyanine
molecule can vary; in this work Mn and Co are relevant. Moreover,
phthalocyanines can be modified by the substitution of hydrogen with
fluorine atoms as in F16CoPc. Different atoms are shown with different
colors (C: black, N: blue, H: white, F: light blue, and Mn/Co: purple).

The results presented in this contribution were achieved by

either solid-state spectroscopy methods or density functional

based calculations. The experimental methods comprise photo-

electron (or photoemission) spectroscopy (PES), inverse photo-

emission spectroscopy (IPES), electron energy-loss spectrosco-

py (EELS), spectroscopic ellipsometry and X-ray absorption
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spectroscopy (XAS). Here, we only briefly mention the kind of

information that is provided by these methods, and we refer the

reader to comprehensive literature for detailed information.

PES [37-39] is based on the photoelectric effect and provides

insight into the valence-band electronic density of states as well

as the binding energy and line shape of core levels, which give

information about the composition of the sample and the chemi-

cal state (e.g., valency) of the atoms or ions. In IPES [19,40-

42], the unoccupied density of states is probed. EELS [43-45]

can also be called inelastic electron scattering and measures the

electronic excitations either in the valence-band region, or from

core levels into unoccupied states, whereas momentum-depend-

ent studies are possible [43,45,46]. The EELS cross section is

proportional to Im(−1/ε) (ε is the dielectric function). In this

way, one can investigate valence-band excitations (cf. optical

methods) and the element-projected unoccupied density of

states. Also, access to orbital selective occupations and the

magnetic moment of open shells is accessible. Spectroscopic

ellipsometry [47-49] measures the change in the light polariza-

tion after reflection on a sample surface. This information

allows for the determination of the real and the imaginary part

of the dielectric function. XAS [42,50] is equivalent to EELS in

the core-level region, and polarization-dependent studies have

often been carried out to study the molecular orientation on sub-

strates. In addition to our experiments we performed calcula-

tions within the density functional theory (DFT) framework.

We used a recent version of the NRLMOL all-electron DFT

code [51,52], which uses large Gaussian-orbital basis sets for

the representation of the electronic wavefunctions [53]. Unless

noted otherwise we used the PBE functional [54] within the

general gradient approximation (GGA) was used for all calcula-

tions. We semi-empirically included dispersion correction ac-

cording to the Grimme DFT-D3 method [55] in all of our calcu-

lations.

KxMnPc: formation of stable phases with
MnPc anions
The formation of compounds with composition KxMnPc was

achieved by evaporation of potassium from so-called K

dispensers (SAES Getters, S.P.A, Italy) onto MnPc thin films

under ultra-high vacuum conditions. These then were thor-

oughly characterized by the spectroscopic methods in order to

obtain a comprehensive picture. We start the presentation of our

spectroscopic data with the development of the electronic exci-

tation spectra of MnPc as a function of potassium doping. These

were determined using EELS and spectroscopic ellipsometry. In

Figure 2 we show the corresponding results.

The EELS measurements were carried out at a momentum

transfer of 0.1 Å−1 which represents the so-called optical limit,

Figure 2: Evolution of the electronic-excitation spectra of MnPc upon
potassium doping as determined using electron energy-loss spectros-
copy (panel (a)) and spectroscopic ellipsometry (panel (b)). Panel (a)
shows the so-called loss function, Im(−1/ε) [56], while panel (b) shows
the imaginary part of the dielectric function, ε2 [49]. The potassium
concentration increases from MnPc over phase 1 to phase 2 and 3.
Thicker lines depict the spectra for particular doped phases as de-
scribed in the text.

i.e., the data are equivalent to those from corresponding optical

studies [43]. Note that the ellipsometry results in Figure 2b start

at higher energies due to instrumental limitations. The spec-

trum of pristine MnPc is characterized by several spectral fea-

tures at about 0.5, 0.8, 1.4, 1.8, and 2.1 eV [23], which are

clearly seen in Figure 2a. Around 2 eV, the excitations are

usually ascribed to the Q band common to many phthalo-

cyanines [57-59]. They are due to transitions from the highest

occupied molecular orbital (HOMO) to the lowest unoccupied

molecular orbital (LUMO) [58]. The observed fine structure

was attributed to a combination of Davydov splitting, the

admixture of charge-transfer excitations as well as vibronic

satellites [60-68]. The appearance of further excitations at lower

energies for MnPc is still not fully understood. Certainly, they

are connected to the contribution of Mn 3d states to the molecu-

lar orbitals close to the chemical potential, a complete picture,

however, is elusive [23,69-73].
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The addition of potassium induces particular changes in regard

of the electronic excitations. The two lowest-lying features (at

about 0.5 and 0.8 eV, see panel (a)) disappear, also the intensi-

ty in the Q band region is drastically reduced. Instead, spectral

structures show up at 1.5 eV and about 2.6 eV up to a particular

doping level (called phase 1 in Figure 2). Further potassium

doping results in the appearance of an excitation at about

1.1 eV, while the structure at about 2.6 eV shows a downshift in

energy. The intensity of the excitation at 1.1 eV as seen in

panel (a) reaches a maximum at a second distinct doping level

(phase 2), thereafter it starts to vanish again. In contrast, the

excitation at 1.5 eV is steadily growing in intensity and the

highest-lying excitation continues to downshift until a third

composition is reached (phase 3).

A detailed analysis of these data together with those from

electron diffraction [56] revealed the existence of particular

KxMnPc compositions (phases 1, 2, and 3). This, in general,

parallels the behavior of other transition-metal phthalocyanines

upon potassium doping, where also particular stable phases

were reported [74-76]. We emphasize that this conclusion is

nicely supported by the fact that all EELS spectra at doping

levels between these three phases can be modeled by a corre-

sponding superposition of the spectra of the phases in the direct

neighborhood [56]. The exact composition of these phases was

finally determined by an analysis of the respective C 1s and K

2p core-level excitations. These data are depicted in Figure 3.

Figure 3: C 1s (panel (a)) and K 2p (panel (b)) excitation edges of
MnPc and the three potassium-doped phases (adapted from [56]). The
relative intensities of these two edges were used to analyze the com-
position of the doped phases.

In this Figure, excitation from the C 1s core level in unoccu-

pied π-derived states start at about 285 eV, those into σ-derived

carbon states at about 292 eV, while K 2p to K 3d excitations

are seen at 297.1 and 298.8 eV [50,77]. The spectral evolution

in Figure 3 clearly signals the increasing K content in our sam-

ples. The analysis of the relative spectral weights allowed for

the determination of the exact composition of the three potas-

sium-doped MnPc phases: K1MnPc, K2MnPc, and K4MnPc

[56]. Thus, the spectra highlighted in Figure 2 above represent

the electronic excitation spectra of these three phases. In addi-

tion, the spectral shape of the C 1s excitation data change in a

characteristic manner as a function of doping, in particular right

at the excitation onset.

In the case of undoped MnPc, the excitation edge starts with a

low-energy shoulder around 284.5 eV before the first maximum

at 285.3 eV is reached. Also for other transition-metal phthalo-

cyanines such a C 1s excitation edge is observed [78-80]. This

two-peak structure has its origin in the fact that the phthalo-

cyanine ring consists of carbon atoms with different chemical

environments, namely those with nitrogen as neighbors and

those without. This is clearly seen in corresponding C 1s core-

level photoemission data [74,81,82], in which the binding

energy for the two carbon species is different. Considering the

C 1s excitations as seen in Figure 3a, the excitations from these

two carbon sites into the lowest unoccupied orbital give rise to a

two-peak structure. Upon doping, there are two changes that

impact the C 1s excitations. First, the unoccupied levels are

filled with the doping-induced electrons. Second, the carbon

binding energies change, as revealed by photoemission data,

which show a broadening and the appearance of significantly

less structured C 1s core level features in the doped compounds

[74,79,80]. As a consequence, the low-energy shoulder in the

C 1s excitations is lost and only a single low-energy feature is

seen for higher doping levels. Again, this parallels the observa-

tions for other doped phthalocyanines [78-80]. There is, howev-

er, an important difference to the evolution of the C 1s excita-

tion edges of FePc, CoPc and CuPc upon potassium doping. For

these three materials the low-energy shoulder virtually disap-

peared at a doping level of about one K atom per molecule

[78,79,83]. In the case of MnPc here (see Figure 3), this state is

reached not until the composition K2MnPc is reached. This

nicely corroborates that the lowest-lying unoccupied MnPc

orbital that is filled by electrons, has predominantly Mn 3d

character [22,72,84], whereas for the other phthalocyanines a

ligand π* state is filled right from the beginning.

The results shown above already indicate that all of the potas-

sium-doped MnPc phases are characterized by an energy gap.

This observation is in full agreement with the results of photo-

electron spectroscopy studies and inverse photoelectron studies

of K-doped MnPc [49] as discussed in the following. The sam-

ples for these investigations again were prepared by potassium

addition to MnPc thin films in ultra-high vacuum. The doping

level of the films was determined by analyzing the relative in-
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tensities of the core level photoemission from the C 1s and the

K 2p core levels [49]. In Figure 4 we summarize the results of

PES and IPES data that could be obtained for compositions

close to the KxMnPc phases that were discussed above.

Figure 4: Panel (a): valence band photoelectron spectroscopy results
for undoped and three potassium-doped MnPc films, which represent
the occupied density of states. The doping levels were determined
using PES from C 1s and K 2p core levels [49]. Panel (b) depicts data
from inverse photoelectron spectroscopy, i.e., the unoccupied density
of states.

We start the discussion with the spectra for undoped MnPc. The

PES data in Figure 4a show the well-known two maxima close

to the chemical potential (0 eV binding energy) [18,22]. They

arise from emission from the highest occupied molecular orbital

(HOMO) at about 1.5 eV binding energy, and from the

so-called SOMO (singly occupied molecular orbital) at about

0.7 eV. Going to K0.9MnPc, there is an energy shift to higher

binding energies, which is due to a shift of the Fermi level

towards the unoccupied levels. Furthermore, the feature at

lowest binding energy grows in intensity, which reflects the

filling of the SOMO with one more electron. Adding more

potassium (K1.8MnPc) results in a further shift of the maxima to

somewhat higher energies, while the spectral onset moves

slightly downward. This downshift is related to the filling of the

former LUMO with electrons, i.e., a new occupied state appears

in the photoemission data. Further doping to K4.2MnPc causes

an intensity increase at low binding energy, which results from

further filling of the former LUMO.

Figure 4b presents information on the unoccupied electronic

states as measured using IPES [49]. For undoped MnPc the

spectrum represents the first three unoccupied levels, the

LUMO (lowest unoccupied molecular orbital), the LUMO+1,

and the LUMO+2. We note that the IPES data do not reveal the

unoccupied part of the SOMO (see above), which is attributed

to the limited energy resolution of the data. The formation of

KxMnPc phases results in an intensity decrease of the feature

representing the LUMO due to electron addition into this

orbital, in agreement to the discussion above. Importantly, inde-

pendent of the potassium concentration both PES and IPES

data, in agreement with the EELS data above demonstrate a

clear energy gap, i.e., none of the KxMnPc phases is metallic.

This, in general, resembles the situation in many molecular

crystals doped with alkali metals, where it was observed that the

doping did not result in a metallic ground state although metal-

licity would be expected on the basis of band-structure calcula-

tions since half-filled bands are present. Molecular crystals

usually have energy bands with small band widths, which is a

direct consequence of the rather small interaction between the

molecules in the material. Furthermore, the bandwidth often is

similar to the Coulomb repulsion of two charge carriers on one

molecule. Thus, molecular crystals also are correlated materials,

where the electronic correlations often are strong enough to in-

duce an insulating Mott–Hubbard ground state [85-94].

MnPc cations in an organic salt:
MnPc/F4TCNQ
In the following we present information on the electronic prop-

erties of a purely organic salt in which MnPc is oxidized. In

order to obtain such a compound we have prepared mixed films

consisting of MnPc and the particularly strong electron acceptor

F4TCNQ. It is well known that high-quality organic charge

transfer crystals with F4TCNQ as electron acceptor can be

grown [95-103]. Phthalocyanine-based compounds, however,

have not been reported yet. We prepared the mixed films by

evaporating F4TCNQ on top of a MnPc film and taking advan-

tage of the diffusion of F4TCNQ into the MnPc film, or by si-

multaneously evaporating both materials [104]. Subsequently,

we have applied an in situ distillation procedure, which was

already applied in previous experiments to achieve stoichio-

metric molecular salts [105-108]. After the initial preparation

step, the films were heated up to 340 K for about half an hour,

where an evaporation of surplus F4TCNQ could be seen even

with bare eye [104]. Also, this procedure resulted in the forma-
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tion of MnPc/F4TCNQ films with a well-defined composition

and with well-defined spectral response, which signalled the

homogeneity of the films. The composition was analyzed using

the relative intensities of photoemission core-level features

[104], and in all cases we obtained a stoichiometric ratio of 1:1.

We have analyzed the electronic properties of the new organic

charge-transfer compound MnPc/F4TCNQ using photoemis-

sion and electron energy-loss spectroscopy as well as density

functional theory based calculations. In Figure 5 we show the

PES results in the valence band region.

Figure 5: Comparison of valence band photoelectron spectroscopy
(UPS) data to those from density functional based calculations (DFT)
for pure MnPc (lower panel) and the charge-transfer compound
MnPc/F4TCNQ (upper panel). The vertical bars denote the energy
position of the molecular orbitals as determined by the calculations.
For pure MnPc the two-peak structure arises from the singly occupied
molecular orbital (SOMO) and the highest occupied molecular orbital
(HOMO). The formation of the charge-transfer (CT) compound leads to
a disappearance of the SOMO. Instead, a CT hybrid state shows up,
closer in energy to the HOMO (see also [104]).

These data clearly illustrate a substantial variation going from

pure MnPc to the charge-transfer compound. For pure MnPc

our data demonstrate the well-known two peak structure at

lowest binding energy (see also the previous chapter). The for-

mation of the MnPc/F4TCNQ compound is accompanied by the

disappearance of the feature at lowest binding energy (here

called SOMO = singly occupied molecular orbital). This indi-

cates that electrons are removed from MnPc, i.e., the phthalo-

cyanine molecule is oxidized. Since the leading orbital in pure

MnPc (SOMO) is a hybrid state of Mn 3d and ligand π orbitals

with a large Mn 3d contribution [22,84,109], this oxidation is

also clearly seen in core-level photoemission from MnPc 2p

core level states as depicted in Figure 6.

Figure 6: Core-level photoelectron spectroscopy data in the energy
region of the Mn 2p3/2 core level (adapted from [104]). Note that the
energy is referenced to the vacuum level in this case, since two differ-
ent compounds with different Fermi-level positions are compared.
Panel (a) shows the core-level emission of the MnPc/F4TCNQ charge-
transfer compound, while panel (b) shows that of pure MnPc. Clearly,
the formation of MnPc/F4TCNQ results in an energy shift of about
1.8 eV to higher ionization energy.

This figure presents the comparison of the Mn 2p3/2 core-level

emission spectrum from a pure MnPc film and from the charge-

transfer compound MnPc/F4TCNQ. The overall spectral shape

is controlled by an underlying multiplet structure [110,111] and

is not discussed here further. For MnPc/F4TCNQ the Mn 2p

core level is significantly shifted to a higher ionization energy

by about 1.8 eV, which results from the oxidation of the central

Mn atom in MnPc. Shifts of the Mn 2p photoemission core-
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Figure 7: Results of the DFT calculations for the MnPc/F4TCNQ dimer model systems: a) The SOMO of MnPc and the LUMO of F4TCNQ hybridize
and charge is transferred into the newly formed bonding hybrid state. b) Comparison of the eigenvalues of the Kohn–Sham orbitals as obtained from
the calculations for a single MnPc molecule, a single F4TCNQ molecule and the dimer model compound (for more information see [104]).

level features to higher energies were also observed going from

MnO to, e.g., Mn3O4 [112], where also the number of Mn 3d

electrons is reduced. Thus, the core-level data corroborate our

conclusion above.

The charge-transfer reaction between MnPc and F4TCNQ was

also studied on the basis of dimer calculations. These calcula-

tions indicate the formation of a hybrid state between the

highest occupied orbital of MnPc (here called SOMO for singly

occupied molecular orbital) and the LUMO of F4TCNQ, see

Figure 7. The energy position of this hybrid state is lower than

that of the SOMO of MnPc. In addition, the calculations

demonstrate a charge transfer between the molecules of about

0.6 electrons per dimer. The experimental results indicate an

even larger charge transfer, which most likely is related to the

localization error inherent to all DFT semi-local exchange

correlation functionals [113]. Nevertheless, the calculations

provide a reasonable understanding of the occupied electronic

states of MnPc/F4TCNQ as demonstrated in Figure 5. Both the

disappearance of the spectral feature at lowest binding energy

of MnPc as well as the broadening of the structures is well

reproduced. The calculations also indicate that the hybrid state

is too close to the MnPc HOMO to be resolved spectroscopical-

ly.

The formation of the charge-transfer complex MnPc/F4TCNQ

also results in corresponding changes of the electronic excita-

tion spectra in comparison to those from pure MnPc or

F4TCNQ. This is illustrated in Figure 8, where the correspond-

ing data from EELS are depicted. The measured spectrum of

Figure 8: Comparison of the electronic excitation spectra of MnPc,
F4TCNQ and the charge-transfer compound MnPc/F4TCNQ (adapted
from [104]).

pure F4TCNQ is characterized by a rather large energy gap and

an excitation onset at about 2.7 eV that is followed by a broad

structure around 3.3 eV [114,115]. The rather complex excita-

tion spectrum of MnPc was already discussed above. The for-

mation of the charge-transfer compound MnPc/F4TCNQ gives

rise to clearly different electronic excitations. The lowest excita-

tion feature as seen for pure MnPc at about 0.5 eV cannot be

seen any more. This can be associated to the removal of an elec-

tron from the leading orbital of MnPc as discussed above. The

excitation spectrum of MnPc/F4TCNQ consists of rather sharp
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excitation maxima at around 0.8 eV, 1.65 eV and 2.2 eV. A

detailed quantitative description of these excitations has not

been achieved yet [104]. In general, our data show that the

MnPc/F4TCNQ compound has an energy gap of about 0.6 eV

represented by the spectral onset in the excitation data. In par-

ticular, the lowest energy (gap) excitation is ascribed to the ex-

citation within the two-level system, which originates from the

charge-transfer reaction and the related hybrid-state formation

as discussed above.

Thus, the oxidation of MnPc molecules upon the formation of

the new charge transfer salt MnPc/F4TCNQ is clearly seen in

our spectroscopic data and supporting calculations. Together

with the results on potassium-doped MnPc as presented in the

previous chapter, this nicely demonstrates the variability of

MnPc in charge-transfer compounds, where it can be either

reduced or oxidized. We conclude the discussion of the MnPc-

based charge-transfer compounds with a comparison of the

electronic excitation spectra of MnPc, oxidized MnPc+ and

reduced MnPc− as measured for the MnPc/F4TCNQ and

K1MnPc compounds. We argue that for both compounds the

low-energy excitations predominantly stem from MnPc-derived

orbitals. In the case of K1MnPc this is quite clear since potas-

sium ions do not contribute in the relevant energy region. For

MnPc/F4TCNQ the situation is more complex. Based on a

purely ionic picture, also excitations from the negatively

charged F4TCNQ should show up. In solution, an excitation for

F4TCNQ− radicals at about 1.65 eV was reported [116].

Keeping this in mind, we present a comparison of our elec-

tronic excitation data obtained using EELS for MnPc, K1MnPc

(MnPc−), and MnPc/F4TCNQ (MnPc+) in Figure 9. In addition,

we also included the energies of optical absorption studies for

oxidized and reduced MnPc in solution [117,118]. Taking into

account a broadening upon transition from single molecules in

solution to the solid state as well as energy shifts due to differ-

ent polarization screening, there is very good agreement be-

tween our data and those in solution from the literature. This

nicely corroborates the interpretation of our results in terms of

MnPc salts and the related electronic properties.

MnPc/F6TCNNQ: charge transfer
at an interface
The organic heterojunction MnPc/F6TCNNQ represents an ex-

ample, where MnPc is involved in a charge transfer across an

interface. In consideration of the results of the previous chapter,

it is reasonable to expect charge transfer between MnPc and

F6TCNNQ, since F6TCNNQ is an even stronger electron

acceptor compared to F4TCNQ. Moreover, it is larger and

heavier, which prevents it from diffusion in or into organic

films. Thus, it will form well-defined interfaces, i.e., also the

charge-transfer reaction is confined to the interface region.

Figure 9: (a) Comparison of the electronic excitation spectra of MnPc,
K1MnPc and MnPc/F4TCNQ as measured using EELS. In the lower
two panels, we compare these data to the optical absorption energies
(denoted by vertical bars) as observed for (b) MnPc+ [117] and
(c) MnPc− [118] in solution. In panel (b) we additionally show the
optical absorption energy of F4TCNQ− radicals in solution (dashed
line) [116].

In general, charge transfer from insulators or semiconductors on

one side of the interface to those on the other side can have

dramatic effects and result in interfacial electronic properties

that differ substantially from those of the individual materials

[32,119-124]. For instance, particular interfaces between two

initially semiconducting organic materials were shown to

become even metallic [32,120].

First photoemission studies of the MnPc/F6TCNNQ interface

indeed suggest that there is substantial charge transfer, which

might also lead to interesting physics at these interfaces. In

Figure 10 we show the results of the measurements of the

Mn 2p3/2 core-level emission during the formation of the

MnPc/F6TCNNQ interface. Here, F6TCNNQ was deposited

stepwise onto a 10 nm thick MnPc film. Due to the rather small

electron escape depth (a few angstroms only [39]) the Mn 2p3/2

core-level data increasingly stem from regions very close to the

interface with increasing F6TCNNQ top layer thickness. The
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data in Figure 10 demonstrate a clear change in line shape and

energy position of the the Mn 2p3/2 core-level feature, which is

analogous to the changes seen above for MnPc/F4TCNQ. Thus,

these data evidence that there is charge transfer at the

MnPc/F6TCNNQ interface and that the Mn central atom in

MnPc again is oxidized.

Figure 10: Core-level photoelectron spectroscopy data in the energy
region of the Mn 2p3/2 core level for the MnPc/F6TCNNQ interface.
Panel (a) shows the data as a function of F6TCNNQ thickness on top
of MnPc (as indicated), while panel (b) compares the Mn 2p3/2
features for pure MnPc and with a 3.4 nm top layer of F6TCNNQ.
There is a clear energy shift of 1.5 eV to higher binding energy.

Furthermore, also the valence band data clearly indicate this

charge transfer. Figure 11 illustrates the evolution of the high

binding energy cutoff (a) and the energy region close to the

Fermi energy (b). The data in panel (a) show the evolution of

the work function of the layer system as a function of increas-

ing F6TCNNQ layer thickness. With the exception of the

thinnest F6TCNNQ layer on top of MnPc, the well-pronounced

and sharp cutoff spectra affirm the formation of well-defined

organic layers. In the case of 0.2 nm F6TCNNQ, a step is

visible in the region of the secondary cutoff, which most likely

is due to a coverage of less than a monolayer F6TCNNQ on

MnPc, which results in surface/interface regions with and with-

out the charge-transfer reaction. Figure 11b depicts the data

close to the Fermi level for a selection of F6TCNNQ overlayer

thicknesses. Again, for pure MnPc the spectrum is character-

ized by a two peak feature as described above. The features at

lowest binding energy (about 0.7 eV) vanishes when F6TCNNQ

is added, which signals the oxidation of MnPc in analogy to the

previous section. The second feature, initially at about 1.4 eV,

first broadens, then becomes somewhat sharper again and shifts

to 1.2 eV. We attribute this feature to the emission from the

now filled, formerly lowest unoccupied molecular orbital of

F6TCNNQ, which is occupied at the interface as a result of the

charge transfer. Consequently, our data provide evidence for a

considerable charge transfer at the MnPc/F6TCNNQ interface,

and further investigations are necessary to provide more insight

into the physics as, e.g., whether there is electrical conduction

along the interface.

Figure 11: Valence-band photoemission data from the MnPc/
F6TCNNQ interface as a function of the F6TCNNQ top-layer thickness.
Panel (a) shows the evolution of the secondary electron cutoff, which
represents the changes of the work function. Panel (b) focusses on the
energy region close to the Fermi level.

A charge and spin transfer interface:
MnPc/F16CoPc
A further example in which a charge transfer across an inter-

face results in new physical properties at this interface is provi-

ded by bringing together MnPc and F16CoPc. Highly ordered

interfaces of this kind were realized by depositing one of the

two phthalocyanines on a gold(100) single crystal, which

resulted in well-oriented thin films [125-127]. Subsequently, the

partner phthalocyanine was deposited on top, which finally

gave rise to well-ordered heterojunctions as revealed by polari-

zation dependent X-ray absorption spectroscopy (XAS) studies

[127].

In Figure 12 we present corresponding N 1s absorption spectra

for pure MnPc and two different film thicknesses of an F16CoPc

overlayer, deposited on a gold single crystal. Different light po-

larizations with respect to the film surface normal were

achieved by variation of the angle between the incident light

and the surface normal (see angles in Figure 12). For phthalo-

cyanines it is well known that 1s→σ* and 1s→π* excitations

take place for a light polarization vector perpendicular and

parallel to the molecular planes, respectively. Moreover,

previous studies [128,129] have demonstrated that the relative-

ly sharp N 1s excitation features around 398 eV are due to tran-

sitions from the N 1s core level into the unoccupied π* orbitals
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with N 2p orbital contributions, which are oriented perpendicu-

lar to the molecular plane. The higher energy structures above

405 eV are related to N 1s→σ* transitions.

Figure 12: N 1s excitation spectra as obtained using X-ray absorption
spectroscopy (adapted from [127]). Corresponding data for (c) a
2.0 nm thick MnPc film on Au(100), (b) an additional 0.6 nm thick
F16CoPc overlayer on MnPc, and (a) a relatively thick F16CoPc over-
layer (3 nm) are depicted. The spectra were recorded with two differ-
ent angles of beam incidence. Θ denotes the angle between the sur-
face normal and the direction of the incident beam. The incoming radi-
ation is linearly polarized.

The data shown in Figure 12 reveal a very strong polarization

dependence for the absorption edges of pure MnPc. The ob-

served intensity variations show that the respective phthalo-

cyanine molecules are arranged parallel to the substrate surface

with a very high degree of orientation. The mean deviation from

exactly parallel lying molecules is only about 5% [127]. This

very high degree of order is also kept across the MnPc/F16CoPc

interface, as can be seen from Figure 12. In other words, the

two phthalocyanines form an interface where they lie face to

face. This high degree of order also allowed us to study the

anisotropy of the excitations into Co-derived 3d levels in

F16CoPc close and far from the interface to MnPc. The corre-

sponding data at the Co 2p absorption edges again show a very

clear anisotropy when taken with different polarization direc-

tions of the incident synchrotron radiation, as depicted in

Figure 13.

Figure 13: Polarization dependent X-ray absorption data at the Co L3
edge for a (a) 3 nm and (b) 0.6 nm F16CoPc overlayer on MnPc
(adapted from [127]). Again, the incident beam direction is given by the
angle Θ (see Figure 12 above).

The data for a 3 nm thick F16CoPc film on top of MnPc are

very similar to the corresponding absorption spectra of pure

CoPc on gold [130]. This indicates that fluorination of CoPc has

little impact on the electronic 3d states of the central Co atom.

The lowest lying absorption feature, which is maximal for a

light polarization perpendicular to the F16CoPc molecules, can

be assigned to transitions from the Co 2p into unoccupied 

states. The higher lying features stem from a multiplet structure

related to the excitations into the Co  orbital [130].

For thin F16CoPc films deposited onto MnPc we observe

considerably different spectra. Features that are characteristic

for pure F16CoPc disappear while new structures show up

around 780 eV, which are still anisotropic. This provides clear

evidence that there is a reaction between F16CoPc and MnPc at

the corresponding interface, which affects the cobalt states of

F16CoPc. This conclusion is supported by equivalent investiga-
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tions of CoPc monolayers on gold and silver surfaces, where

similar changes in the absorption spectra were observed and

where a charge transfer between the cobalt 3d states and the

underlying metallic substrate occurs [131,132]. Moreover, also

the Mn L2,3 absorption edge is subject to substantial changes for

MnPc molecules in contact to F16CoPc in comparison to pure

MnPc [127]. This provides clear evidence that the charge

transfer at the MnPc/F16CoPc interface again results in charge

removal from Mn 3d orbitals in MnPc.

A charge-transfer reaction at the MnPc/F16CoPc interface is

also seen in photoelectron spectroscopy studies [31]. Looking at

the Co 2p3/2 core-level data of this interface, there is a signifi-

cant change in line shape and binding energy as a function of

the F16CoPc layer thickness. These data are shown in Figure 14.

Figure 14: Co 2p3/2 core-level photoemission spectra of a (a) thick
and (b) thin F16CoPc layer on top of MnPc. The appearance of a struc-
ture of low binding energy for the thin F16CoPc layer clearly indicates a
reduction of the Co center in this molecule (adapted from [31]).

The data for the thin F16CoPc layer are rather similar to what

has been reported so far for cobalt porphyrines and phthalo-

cyanines deposited on various metals. In these cases, a relative-

ly strong interaction of the Co center of the molecules and the

metal surface takes place [133-137]. The result of this interac-

tion usually is rationalized in terms of a reduction of the metal

center to Co(I). Consequently, there is clear evidence that at the

MnPc/F16CoPc interface the Co center of F16CoPc is also

reduced as a result of a charge transfer across this interface.

Also, a corresponding shift of the Mn 2p core-level feature to a

higher binding energy is observed [31] (cf. Figure 6). The

charge transfer arises from the formation of hybrid states be-

tween the transition-metal centers of the two phthalocyanines,

with a concomitant oxidation of Mn-derived states of MnPc,

similar to the charge transfer as discussed in previous sections.

This situation is nicely supported by model calculations of a

MnPc/F16CoPc dimer [31,138]. The calculations demonstrate

that the states of the two phthalocyanines combine to form new

bonding and anti-bonding states. The Mn 3dxz and the Co 

states hybridize and form a two-level system as illustrated qual-

itatively in Figure 15.

The occupation of the lower of these hybrid states also is related

to the observed charge transfer. Intriguingly, as a result of our

calculations the MnPc/F16CoPc dimer is characterized by a net

spin of S = 2. Thus, the charge transfer is connected to a

transfer/change of spin, which justifies to call the correspond-

ing interface a spin-transfer interface with potential applica-

tions in the area of spintronics.

Finally, we note that also a bulk material consisting of

MnPc/F16CoPc dimers could be prepared via the co-evapora-

tion of these two materials. Spectroscopic studies of the result-

ing films confirmed the formation of MnPc/F16CoPc charge-

transfer dimers in analogy to the related interface as discussed

above [139]. The electronic excitation spectrum of these

co-evaporated MnPc/F16CoPc films is characterized by a new

feature at low energies (about 0.6 eV). Our density functional

theory based calculations of the excitation spectrum reveal that

this low-energy signal is due to transitions between the states of

the dimer related two level system (see Figure 15).

Conclusion
The compilation of our results on bulk compounds and inter-

faces based on manganese phthalocyanines and partners, where

the phthalocyanine is either reduced or oxidized demonstrates

the variability of MnPc in the formation of novel, potentially

interesting systems. Moreover, apart from interesting electronic

properties that are associated with the charge transfer in either

case, the spin/magnetic state of MnPc must also be changed

since Mn 3d orbitals participate in the charge transfer. Future

studies will certainly unravel more details and intriguing fea-

tures in these respects.
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Figure 15: Results of the DFT calculations for the MnPc/F16CoPc model systems: a) The hybrid state is formed by the Mn 3dxz and the Co 
states. b) Comparison of the eigenvalues of the Kohn–Sham orbitals as obtained from the calculations for a single MnPc molecule, a single F16CoPc
molecule and the dimer model (complex).

Acknowledgements
We are grateful to R. Hübel, S. Leger and M. Naumann for

technical assistance. Financial support by the Deutsche

Forschungsgemeinschaft within the Forschergruppe FOR 1154

(KN393/14, KO1924/5, ZA146/23), as well as in projects

KN393/25, and HA5070/3 is gratefully acknowledged.

References
1. Gregory, P. J. Porphyrins Phthalocyanines 2000, 4, 432–437.

doi:10.1002/(SICI)1099-1409(200006/07)4:4<432::AID-JPP254>3.0.C
O;2-N

2. Singh, T. B.; Sariciftci, N. S. Annu. Rev. Mater. Res. 2006, 36,
199–230. doi:10.1146/annurev.matsci.36.022805.094757

3. Rand, B. P.; Genoe, J.; Heremans, P.; Poortmans, J.
Prog. Photovoltaics 2007, 15, 659–676. doi:10.1002/pip.788

4. Li, Y.; Chen, S.; Liu, Q.; Wang, L.; Someya, T.; Ma, J.; Wang, X.;
Hu, Z. J. Phys. Chem. C 2012, 116, 4287–4292.
doi:10.1021/jp210547j

5. Lin, Y.; Li, Y.; Zhan, X. Chem. Soc. Rev. 2012, 41, 4245–4272.
doi:10.1039/c2cs15313k

6. Baeg, K.-J.; Binda, M.; Natali, D.; Caironi, M.; Noh, Y.-Y. Adv. Mater.
2013, 25, 4267–4295. doi:10.1002/adma.201204979

7. Melville, O. A.; Lessard, B. H.; Bender, T. P.
ACS Appl. Mater. Interfaces 2015, 7, 13105–13118.
doi:10.1021/acsami.5b01718

8. Gsänger, M.; Bialas, D.; Huang, L.; Stolte, M.; Würthner, F.
Adv. Mater. 2016, 28, 3615–3645. doi:10.1002/adma.201505440

9. van den Brink, J.; Morpurgo, A. F. Nature 2007, 450, 177–178.
doi:10.1038/450177a

10. Lach, S.; Altenhof, A.; Tarafder, K.; Schmitt, F.; Ali, M. E.; Vogel, M.;
Sauther, J.; Oppeneer, P. M.; Ziegler, C. Adv. Funct. Mater. 2012, 22,
989–997. doi:10.1002/adfm.201102297

11. Djeghloul, F.; Ibrahim, F.; Cantoni, M.; Bowen, M.; Joly, L.;
Boukari, S.; Ohresser, P.; Bertran, F.; Le Fèvre, P.; Thakur, P.;
Scheurer, F.; Miyamachi, T.; Mattana, R.; Seneor, P.; Jaafar, A.;
Rinaldi, C.; Javaid, S.; Arabski, J.; Kappler, J. P.; Wulfhekel, W.;
Brookes, N. B.; Bertacco, R.; Taleb-Ibrahimi, A.; Alouani, M.;
Beaurepaire, E.; Weber, W. Sci. Rep. 2013, 3, 1272.
doi:10.1038/srep01272

12. Barraud, C.; Bouzehouane, K.; Deranlot, C.; Kim, D. J.; Rakshit, R.;
Shi, S.; Arabski, J.; Bowen, M.; Beaurepaire, E.; Boukari, S.;
Petroff, F.; Seneor, P.; Mattana, R. Dalton Trans. 2016, 45,
16694–16699. doi:10.1039/C6DT02467J

13. Barraclough, C. G.; Martin, R. L.; Mitra, S.; Sherwood, R. C.
J. Chem. Phys. 1970, 53, 1638–1642. doi:10.1063/1.1674236

14. Mitra, S.; Gregson, A.; Hatfield, W. E.; Weller, R. R. Inorg. Chem.
1983, 22, 1729–1732. doi:10.1021/ic00154a007

15. Heutz, S.; Mitra, C.; Wu, W.; Fisher, A.; Kerridge, A.; Stoneham, M.;
Harker, A.; Gardener, J.; Tseng, H.-H.; Jones, T.; Renner, C.;
Aeppli, G. Adv. Mater. 2007, 19, 3618–3622.
doi:10.1002/adma.200701458

16. Taguchi, Y.; Miyake, T.; Margadonna, S.; Kato, K.; Prassides, K.;
Iwasa, Y. J. Am. Chem. Soc. 2006, 128, 3313–3323.
doi:10.1021/ja0582657

17. Mazur, U.; Hipps, K. J. Phys. Chem. B 1999, 103, 9721–9727.
doi:10.1021/jp9923419

18. Haidu, F.; Fechner, A.; Salvan, G.; Gordan, O. D.; Fronk, M.;
Lehmann, D.; Mahns, B.; Knupfer, M.; Zahn, D. R. T. AIP Adv. 2013,
3, 062124. doi:10.1063/1.4812230

19. Zahn, D. R. T.; Gavrila, G. N.; Gorgoi, M. Chem. Phys. 2006, 325,
99–112. doi:10.1016/j.chemphys.2006.02.003

20. Hill, I. G.; Kahn, A.; Soos, Z. G.; Pascal, R. A., Jr. Chem. Phys. Lett.
2000, 327, 181–188. doi:10.1016/S0009-2614(00)00882-4

21. Brumboiu, I. E.; Totani, R.; de Simone, M.; Coreno, M.; Grazioli, C.;
Lozzi, L.; Herper, H. C.; Sanyal, B.; Eriksson, O.; Puglia, C.; Brena, B.
J. Phys. Chem. A 2014, 118, 927–932. doi:10.1021/jp4100747

https://doi.org/10.1002%2F%28SICI%291099-1409%28200006%2F07%294%3A4%3C432%3A%3AAID-JPP254%3E3.0.CO%3B2-N
https://doi.org/10.1002%2F%28SICI%291099-1409%28200006%2F07%294%3A4%3C432%3A%3AAID-JPP254%3E3.0.CO%3B2-N
https://doi.org/10.1146%2Fannurev.matsci.36.022805.094757
https://doi.org/10.1002%2Fpip.788
https://doi.org/10.1021%2Fjp210547j
https://doi.org/10.1039%2Fc2cs15313k
https://doi.org/10.1002%2Fadma.201204979
https://doi.org/10.1021%2Facsami.5b01718
https://doi.org/10.1002%2Fadma.201505440
https://doi.org/10.1038%2F450177a
https://doi.org/10.1002%2Fadfm.201102297
https://doi.org/10.1038%2Fsrep01272
https://doi.org/10.1039%2FC6DT02467J
https://doi.org/10.1063%2F1.1674236
https://doi.org/10.1021%2Fic00154a007
https://doi.org/10.1002%2Fadma.200701458
https://doi.org/10.1021%2Fja0582657
https://doi.org/10.1021%2Fjp9923419
https://doi.org/10.1063%2F1.4812230
https://doi.org/10.1016%2Fj.chemphys.2006.02.003
https://doi.org/10.1016%2FS0009-2614%2800%2900882-4
https://doi.org/10.1021%2Fjp4100747


Beilstein J. Nanotechnol. 2017, 8, 1601–1615.

1613

22. Grobosch, M.; Mahns, B.; Loose, C.; Friedrich, R.; Schmidt, C.;
Kortus, J.; Knupfer, M. Chem. Phys. Lett. 2011, 505, 122–125.
doi:10.1016/j.cplett.2011.02.039

23. Kraus, R.; Grobosch, M.; Knupfer, M. Chem. Phys. Lett. 2009, 469,
121–124. doi:10.1016/j.cplett.2008.12.090

24. Rangger, G. M.; Hofmann, O. T.; Romaner, L.; Heimel, G.; Bröker, B.;
Blum, R.-P.; Johnson, R. L.; Koch, N.; Zojer, E. Phys. Rev. B 2009,
79, 165306. doi:10.1103/PhysRevB.79.165306

25. Toyota, N.; Müller, J.; Lang, M. Low-dimensional molecular metals;
Springer Science & Business Media, 2007.
doi:10.1007/978-3-540-49576-5

26. Ouahab, L.; Yagubskii, E. Organic conductors, superconductors and
magnets: from synthesis to molecular electronics; Springer Science &
Business Media, 2004. doi:10.1007/978-94-007-1027-6

27. Walzer, K.; Maennig, B.; Pfeiffer, M.; Leo, K. Chem. Rev. 2007, 107,
1233–1271. doi:10.1021/cr050156n

28. Aziz, E. F.; Vollmer, A.; Eisebitt, S.; Eberhardt, W.; Pingel, P.;
Neher, D.; Koch, N. Adv. Mater. 2007, 19, 3257–3260.
doi:10.1002/adma.200700926

29. Lüssem, B.; Riede, M.; Leo, K. Phys. Status Solidi A 2013, 210, 9–43.
doi:10.1002/pssa.201228310

30. Lüssem, B.; Tietze, M. L.; Kleemann, H.; Hoßbach, C.; Bartha, J. W.;
Zakhidov, A.; Leo, K. Nat. Commun. 2013, 4, 2775.
doi:10.1038/ncomms3775

31. Lindner, S.; Knupfer, M.; Friedrich, R.; Hahn, T.; Kortus, J.
Phys. Rev. Lett. 2012, 109, 027601.
doi:10.1103/PhysRevLett.109.027601

32. Krupskaya, Y.; Rückerl, F.; Knupfer, M.; Morpurgo, A. F.
Adv. Mater. Interfaces 2016, 3, 1500863.
doi:10.1002/admi.201500863

33. Rückerl, F.; Waas, D.; Büchner, B.; Knupfer, M.
J. Electron Spectrosc. Relat. Phenom. 2017, 215, 1–7.
doi:10.1016/j.elspec.2016.11.013

34. Toader, M.; Gopakumar, T. G.; Shukrynau, P.; Hietschold, M.
J. Phys. Chem. C 2010, 114, 21548–21554. doi:10.1021/jp1078295

35. Pinto, H.; Jones, R.; Goss, J. P.; Briddon, P. R.
J. Phys.: Condens. Matter 2009, 21, 402001.
doi:10.1088/0953-8984/21/40/402001

36. Méndez, H.; Heimel, G.; Winkler, S.; Frisch, J.; Opitz, A.; Sauer, K.;
Wegner, B.; Oehzelt, M.; Röthel, C.; Duhm, S.; Többens, D.; Koch, N.;
Salzmann, I. Nat. Commun. 2015, 6, 8560. doi:10.1038/ncomms9560

37. Cardona, M.; Ley, L. Photoemission in Solids I: General Principles;
Springer, 1978. doi:10.1007/3-540-08685-4

38. Ley, L.; Cardona, M. Photoemission in Solids II: Case Studies;
Springer, 1979. doi:10.1007/3-540-09202-1

39. Hüfner, S. Photoelectron spectroscopy: principles and applications;
Springer Science & Business Media, 2013.

40. Smith, N. V. Rep. Prog. Phys. 1988, 51, 1227.
doi:10.1088/0034-4885/51/9/003

41. Himpsel, F.; Fauster, T. J. Vac. Sci. Technol., A 1984, 2, 815–821.
doi:10.1116/1.572514

42. Fuggle, J. C.; Inglesfield, J. E. Introduction. Unoccupied Electronic
States; Springer, 1992; pp 1–23. doi:10.1007/3540541624_11

43. Fink, J. Adv. Electron. Electron Phys. 1989, 75, 121–232.
doi:10.1016/S0065-2539(08)60947-6

44. Fink, J. Transmission electron energy-loss spectroscopy. Unoccupied
Electronic States; Springer, 1992; pp 203–241.
doi:10.1007/3540541624_17

45. Roth, F.; König, A.; Fink, J.; Büchner, B.; Knupfer, M.
J. Electron Spectrosc. Relat. Phenom. 2014, 195, 85–95.
doi:10.1016/j.elspec.2014.05.007

46. Knupfer, M.; Pichler, T.; Golden, M. S.; Fink, J.; Murgia, M.;
Michel, R. H.; Zamboni, R.; Taliani, C. Phys. Rev. Lett. 1999, 83,
1443–1446. doi:10.1103/PhysRevLett.83.1443

47. Tompkins, H. G.; Irene, E. A. Handbook of Ellipsometry; William
Andrew: New York, 2005. doi:10.1016/B978-081551499-2.50002-2

48. Fujiwara, H. Spectroscopic Ellipsometry; Wiley: Chechester, 2007.
doi:10.1002/9780470060193

49. Haidu, F. Tailoring the Electronic and Optical Properties of Molecular
Thin Films by Reducing and Oxidising Agents. Ph.D. Thesis,
Technische Universität Chemnitz, Germany, 2014.

50. Stöhr, J. NEXAFS Spectroscopy; Springer, 1992.
doi:10.1007/978-3-662-02853-7

51. Pederson, M. R.; Jackson, K. A. Phys. Rev. B 1990, 41, 7453–7461.
doi:10.1103/PhysRevB.41.7453

52. Pederson, M. R.; Porezag, D. V.; Kortus, J.; Patton, D. C.
Phys. Status Solidi B 2000, 217, 197–218.
doi:10.1002/(SICI)1521-3951(200001)217:1<197::AID-PSSB197>3.0.
CO;2-B

53. Porezag, D.; Pederson, M. R. Phys. Rev. A 1999, 60, 2840–2847.
doi:10.1103/PhysRevA.60.2840

54. Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77,
3865–3868. doi:10.1103/PhysRevLett.77.3865

55. Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. J. Chem. Phys. 2010,
132, 154104. doi:10.1063/1.3382344

56. Mahns, B.; Roth, F.; Grobosch, M.; Zahn, D. R. T.; Knupfer, M.
J. Chem. Phys. 2011, 134, 194504. doi:10.1063/1.3591347

57. Eastwood, D.; Edwards, L.; Gouterman, M.; Steinfeld, J.
J. Mol. Spectrosc. 1966, 20, 381–390.
doi:10.1016/0022-2852(66)90009-9

58. Leznoff, C. C.; Lever, A. B. P., Eds. Phthalocyanines: Properties and
Applications; VCH Publishers: New York, NY, USA, 1993.

59. Dini, D.; Hanack, M. J. Porphyrins Phthalocyanines 2004, 8, 915–933.
doi:10.1142/S1088424604000301

60. Lucia, E. A.; Verderame, F. D. J. Chem. Phys. 1968, 48, 2674–2681.
doi:10.1063/1.1669501

61. Hernandez, J. P.; Choi, S.-i. J. Chem. Phys. 1969, 50, 1524–1532.
doi:10.1063/1.1671237

62. Hollebone, B. R.; Stillman, M. J. Chem. Phys. Lett. 1974, 29,
284–286. doi:10.1016/0009-2614(74)85032-3

63. Saito, T.; Sisk, W.; Kobayashi, T.; Suzuki, S.; Iwayanagi, T.
J. Phys. Chem. 1993, 97, 8026–8031. doi:10.1021/j100132a036

64. Umeda, M.; Mohamedi, M.; Itoh, T.; Uchida, I. J. Appl. Phys. 2001, 90,
3984–3987. doi:10.1063/1.1403674

65. Auerhammer, J. M.; Knupfer, M.; Peisert, H.; Fink, J. Surf. Sci. 2002,
506, 333–338. doi:10.1016/S0039-6028(02)01517-0

66. Knupfer, M.; Schwieger, T.; Peisert, H.; Fink, J. Phys. Rev. B 2004,
69, 165210. doi:10.1103/PhysRevB.69.165210

67. Maslov, V. G. Opt. Spectrosc. 2006, 101, 853–861.
doi:10.1134/S0030400X0612006X

68. Bondarev, I. V.; Popescu, A.; Younts, R. A.; Hoffman, B.; McAfee, T.;
Dougherty, D. B.; Gundogdu, K.; Ade, H. W. Appl. Phys. Lett. 2016,
109, 213302. doi:10.1063/1.4968821

69. Fielding, P. E.; MacKay, A. G. Aust. J. Chem. 1975, 28, 1445–1454.
doi:10.1071/CH9751445

70. Williamson, B. E.; VanCott, T. C.; Boyle, M. E.; Misener, G. C.;
Stillman, M. J.; Schatz, P. N. J. Am. Chem. Soc. 1992, 114,
2412–2419. doi:10.1021/ja00033a016

https://doi.org/10.1016%2Fj.cplett.2011.02.039
https://doi.org/10.1016%2Fj.cplett.2008.12.090
https://doi.org/10.1103%2FPhysRevB.79.165306
https://doi.org/10.1007%2F978-3-540-49576-5
https://doi.org/10.1007%2F978-94-007-1027-6
https://doi.org/10.1021%2Fcr050156n
https://doi.org/10.1002%2Fadma.200700926
https://doi.org/10.1002%2Fpssa.201228310
https://doi.org/10.1038%2Fncomms3775
https://doi.org/10.1103%2FPhysRevLett.109.027601
https://doi.org/10.1002%2Fadmi.201500863
https://doi.org/10.1016%2Fj.elspec.2016.11.013
https://doi.org/10.1021%2Fjp1078295
https://doi.org/10.1088%2F0953-8984%2F21%2F40%2F402001
https://doi.org/10.1038%2Fncomms9560
https://doi.org/10.1007%2F3-540-08685-4
https://doi.org/10.1007%2F3-540-09202-1
https://doi.org/10.1088%2F0034-4885%2F51%2F9%2F003
https://doi.org/10.1116%2F1.572514
https://doi.org/10.1007%2F3540541624_11
https://doi.org/10.1016%2FS0065-2539%2808%2960947-6
https://doi.org/10.1007%2F3540541624_17
https://doi.org/10.1016%2Fj.elspec.2014.05.007
https://doi.org/10.1103%2FPhysRevLett.83.1443
https://doi.org/10.1016%2FB978-081551499-2.50002-2
https://doi.org/10.1002%2F9780470060193
https://doi.org/10.1007%2F978-3-662-02853-7
https://doi.org/10.1103%2FPhysRevB.41.7453
https://doi.org/10.1002%2F%28SICI%291521-3951%28200001%29217%3A1%3C197%3A%3AAID-PSSB197%3E3.0.CO%3B2-B
https://doi.org/10.1002%2F%28SICI%291521-3951%28200001%29217%3A1%3C197%3A%3AAID-PSSB197%3E3.0.CO%3B2-B
https://doi.org/10.1103%2FPhysRevA.60.2840
https://doi.org/10.1103%2FPhysRevLett.77.3865
https://doi.org/10.1063%2F1.3382344
https://doi.org/10.1063%2F1.3591347
https://doi.org/10.1016%2F0022-2852%2866%2990009-9
https://doi.org/10.1142%2FS1088424604000301
https://doi.org/10.1063%2F1.1669501
https://doi.org/10.1063%2F1.1671237
https://doi.org/10.1016%2F0009-2614%2874%2985032-3
https://doi.org/10.1021%2Fj100132a036
https://doi.org/10.1063%2F1.1403674
https://doi.org/10.1016%2FS0039-6028%2802%2901517-0
https://doi.org/10.1103%2FPhysRevB.69.165210
https://doi.org/10.1134%2FS0030400X0612006X
https://doi.org/10.1063%2F1.4968821
https://doi.org/10.1071%2FCH9751445
https://doi.org/10.1021%2Fja00033a016


Beilstein J. Nanotechnol. 2017, 8, 1601–1615.

1614

71. Nyokong, T. Struct. Bonding 2010, 135, 45–87.
doi:10.1007/978-3-642-04752-7_2

72. Stradi, D.; Díaz, C.; Martín, F.; Alcamí, M. Theor. Chem. Acc. 2011,
128, 497–503. doi:10.1007/s00214-010-0852-1

73. Friedrich, R.; Hahn, T.; Kortus, J.; Fronk, M.; Haidu, F.; Salvan, G.;
Zahn, D. R. T.; Schlesinger, M.; Mehring, M.; Roth, F.; Mahns, B.;
Knupfer, M. J. Chem. Phys. 2012, 136, 064704.
doi:10.1063/1.3683253

74. Giovanelli, L.; Vilmercati, P.; Castellarin-Cudia, C.; Themlin, J.-M.;
Porte, L.; Goldoni, A. J. Chem. Phys. 2007, 126, 044709.
doi:10.1063/1.2432115

75. Flatz, K.; Grobosch, M.; Knupfer, M. J. Chem. Phys. 2007, 126,
214702. doi:10.1063/1.2741539

76. Roth, F.; König, A.; Kraus, R.; Knupfer, M. J. Chem. Phys. 2008, 128,
194711. doi:10.1063/1.2920179

77. de Groot, F. M. F.; Fuggle, J. C.; Thole, B. T.; Sawatzky, G. A.
Phys. Rev. B 1990, 41, 928–937. doi:10.1103/PhysRevB.41.928

78. Molodtsova, O. V.; Knupfer, M.; Aristov, V. Yu.; Vyalikh, D. V.;
Zhilin, V. M.; Ossipyan, Yu. A. J. Appl. Phys. 2008, 103, 053711.
doi:10.1063/1.2874001

79. Aristov, V. Yu.; Molodtsova, O. V.; Maslyuk, V. V.; Vyalikh, D. V.;
Bredow, T.; Mertig, I.; Preobrajenski, A. B.; Knupfer, M. Org. Electron.
2010, 11, 1461–1468. doi:10.1016/j.orgel.2010.04.028

80. Nilson, K.; Åhlund, J.; Shariati, M.-N.; Schiessling, J.; Palmgren, P.;
Brena, B.; Göthelid, E.; Hennies, F.; Huismans, Y.; Evangelista, F.;
Rudolf, P.; Göthelid, M.; Mårtensson, N.; Puglia, C. J. Chem. Phys.
2012, 137, 044708. doi:10.1063/1.4738755

81. Peisert, H.; Knupfer, M.; Fink, J. Surf. Sci. 2002, 515, 491–498.
doi:10.1016/S0039-6028(02)01967-2

82. Grobosch, M.; Schmidt, C.; Kraus, R.; Knupfer, M. Org. Electron.
2010, 11, 1483–1488. doi:10.1016/j.orgel.2010.06.006

83. Aristov, V. Yu.; Molodtsova, O. V.; Knupfer, M. Org. Electron. 2011,
12, 372–375. doi:10.1016/j.orgel.2010.12.003

84. Marom, N.; Kronik, L. Appl. Phys. A 2009, 95, 165–172.
doi:10.1007/s00339-008-5005-1

85. Giovannetti, G.; Brocks, G.; van den Brink, J. Phys. Rev. B 2008, 77,
035133. doi:10.1103/PhysRevB.77.035133

86. Wu, X.; Xu, C.; Wang, K.; Xiao, X. J. Phys. Chem. C 2016, 120,
15446–15452. doi:10.1021/acs.jpcc.6b03686

87. Phan, Q. T. N.; Heguri, S.; Tamura, H.; Nakano, T.; Nozue, Y.;
Tanigaki, K. Phys. Rev. B 2016, 93, 075130.
doi:10.1103/PhysRevB.93.075130

88. Ruff, A.; Sing, M.; Claessen, R.; Lee, H.; Tomić, M.; Jeschke, H. O.;
Valentí, R. Phys. Rev. Lett. 2013, 110, 216403.
doi:10.1103/PhysRevLett.110.216403

89. Caputo, M.; Di Santo, G.; Parisse, P.; Petaccia, L.; Floreano, L.;
Verdini, A.; Panighel, M.; Struzzi, C.; Taleatu, B.; Lal, C.; Goldoni, A.
J. Phys. Chem. C 2012, 116, 19902–19908. doi:10.1021/jp306640z

90. Mahns, B.; Roth, F.; Knupfer, M. J. Chem. Phys. 2012, 136, 134503.
doi:10.1063/1.3699188

91. Knupfer, M.; Peisert, H.; Schwieger, T. Phys. Rev. B 2001, 65,
033204. doi:10.1103/PhysRevB.65.033204

92. Brühwiler, P. A.; Maxwell, A. J.; Nilsson, A.; Mårtensson, N.;
Gunnarsson, O. Phys. Rev. B 1993, 48, 18296–18299.
doi:10.1103/PhysRevB.48.18296

93. Knupfer, M.; Poirier, D. M.; Weaver, J. H. Phys. Rev. B 1994, 49,
2281–2284. doi:10.1103/PhysRevB.49.2281

94. Lof, R. W.; van Veenendaal, M. A.; Koopmans, B.; Jonkman, H. T.;
Sawatzky, G. A. Phys. Rev. Lett. 1992, 68, 3924–3927.
doi:10.1103/PhysRevLett.68.3924

95. Hotta, S.; Kobayashi, H. Synth. Met. 1994, 66, 117–122.
doi:10.1016/0379-6779(94)90087-6

96. Sato, A.; Okada, M.; Saito, K.; Sorai, M. Acta Crystallogr., Sect. C
2001, 57, 564–565. doi:10.1107/S0108270100019454

97. Zhu, L.; Yi, Y.; Li, Y.; Kim, E.-G.; Coropceanu, V.; Brédas, J.-L.
J. Am. Chem. Soc. 2012, 134, 2340–2347. doi:10.1021/ja210284s

98. Mahns, B.; Kataeva, O.; Islamov, D.; Hampel, S.; Steckel, F.;
Hess, C.; Knupfer, M.; Büchner, B.; Himcinschi, C.; Hahn, T.;
Renger, R.; Kortus, J. Cryst. Growth Des. 2014, 14, 1338–1346.
doi:10.1021/cg401841n

99. Yoshida, Y.; Kumagai, Y.; Mizuno, M.; Isomura, K.; Nakamura, Y.;
Kishida, H.; Saito, G. Cryst. Growth Des. 2015, 15, 5513–5518.
doi:10.1021/acs.cgd.5b01138

100.Kataeva, O.; Khrizanforov, M.; Budnikova, Y.; Islamov, D.;
Burganov, T.; Vandyukov, A.; Lyssenko, K.; Mahns, B.; Nohr, M.;
Hampel, S.; Knupfer, M. Cryst. Growth Des. 2015, 16, 331–338.
doi:10.1021/acs.cgd.5b01301

101.Chernenkaya, A.; Morherr, A.; Backes, S.; Popp, W.; Witt, S.;
Kozina, X.; Nepijko, S. A.; Bolte, M.; Medjanik, K.; Öhrwall, G.;
Krellner, C.; Baumgarten, M.; Elmers, H. J.; Schönhense, G.;
Jeschke, H. O.; Valent, R. J. Chem. Phys. 2016, 145, 034702.
doi:10.1063/1.4958659

102.Morherr, A.; Witt, S.; Chernenkaya, A.; Bäcker, J.-P.; Schönhense, G.;
Bolte, M.; Krellner, C. Phys. B (Amsterdam, Neth.) 2016, 496, 98–105.
doi:10.1016/j.physb.2016.05.023

103.Hu, P.; Du, K.; Wei, F.; Jiang, H.; Kloc, C. Cryst. Growth Des. 2016,
16, 3019–3027. doi:10.1021/acs.cgd.5b01675

104.Rückerl, F.; Mahns, B.; Dodbiba, E.; Nikolis, V.; Herzig, M.;
Büchner, B.; Knupfer, M.; Hahn, T.; Kortus, J. J. Chem. Phys. 2016,
145, 114702. doi:10.1063/1.4962578

105.Poirier, D. M. Appl. Phys. Lett. 1994, 64, 1356–1358.
doi:10.1063/1.111933

106.Knupfer, M.; Poirier, D. M.; Weaver, J. H. Phys. Rev. B 1994, 49,
8464–8474. doi:10.1103/PhysRevB.49.8464

107.Poirier, D. M.; Olson, C. G.; Weaver, J. H. Phys. Rev. B 1995, 52,
R11662–R11664. doi:10.1103/PhysRevB.52.R11662

108.Poirier, D. M.; Ownes, D. W.; Weaver, J. H. Phys. Rev. B 1995, 51,
1830–1843. doi:10.1103/PhysRevB.51.1830

109.Andjelković, L.; Stepanović, S.; Vlahović, F.; Zlatar, M.; Gruden, M.
Phys. Chem. Chem. Phys. 2016, 18, 29122–29130.
doi:10.1039/C6CP03859J

110.Nesbitt, H. W.; Banerjee, D. Am. Mineral. 1998, 83, 305–315.
doi:10.2138/am-1998-3-414

111.Kroll, T.; Kraus, R.; Schönfelder, R.; Aristov, V. Yu.; Molodtsova, O.;
Hoffmann, P.; Knupfer, M. J. Chem. Phys. 2012, 137, 054306.
doi:10.1063/1.4738754

112.Oku, M.; Hirokawa, K.; Ikeda, S.
J. Electron Spectrosc. Relat. Phenom. 1975, 7, 465–473.
doi:10.1016/0368-2048(75)85010-9

113.Mori-Sánchez, P.; Cohen, A. J.; Yang, W. Phys. Rev. Lett. 2008, 100,
146401. doi:10.1103/PhysRevLett.100.146401

114.Dixon, D. A.; Calabrese, J. C.; Miller, J. S. J. Phys. Chem. 1989, 93,
2284–2291. doi:10.1021/j100343a019

115.Müller, E.; Mahns, B.; Büchner, B.; Knupfer, M. J. Chem. Phys. 2015,
142, 184702. doi:10.1063/1.4919881

116.Le, T. H.; Lu, J.; Bond, A. M.; Martin, L. L. Inorg. Chim. Acta 2013,
395, 252–254. doi:10.1016/j.ica.2012.10.019

117.Lever, A. B. P.; Pickens, S. R.; Minor, P. C.; Licoccia, S.;
Ramaswamy, B. S.; Magnell, K. J. Am. Chem. Soc. 1981, 103,
6800–6806. doi:10.1021/ja00413a003

https://doi.org/10.1007%2F978-3-642-04752-7_2
https://doi.org/10.1007%2Fs00214-010-0852-1
https://doi.org/10.1063%2F1.3683253
https://doi.org/10.1063%2F1.2432115
https://doi.org/10.1063%2F1.2741539
https://doi.org/10.1063%2F1.2920179
https://doi.org/10.1103%2FPhysRevB.41.928
https://doi.org/10.1063%2F1.2874001
https://doi.org/10.1016%2Fj.orgel.2010.04.028
https://doi.org/10.1063%2F1.4738755
https://doi.org/10.1016%2FS0039-6028%2802%2901967-2
https://doi.org/10.1016%2Fj.orgel.2010.06.006
https://doi.org/10.1016%2Fj.orgel.2010.12.003
https://doi.org/10.1007%2Fs00339-008-5005-1
https://doi.org/10.1103%2FPhysRevB.77.035133
https://doi.org/10.1021%2Facs.jpcc.6b03686
https://doi.org/10.1103%2FPhysRevB.93.075130
https://doi.org/10.1103%2FPhysRevLett.110.216403
https://doi.org/10.1021%2Fjp306640z
https://doi.org/10.1063%2F1.3699188
https://doi.org/10.1103%2FPhysRevB.65.033204
https://doi.org/10.1103%2FPhysRevB.48.18296
https://doi.org/10.1103%2FPhysRevB.49.2281
https://doi.org/10.1103%2FPhysRevLett.68.3924
https://doi.org/10.1016%2F0379-6779%2894%2990087-6
https://doi.org/10.1107%2FS0108270100019454
https://doi.org/10.1021%2Fja210284s
https://doi.org/10.1021%2Fcg401841n
https://doi.org/10.1021%2Facs.cgd.5b01138
https://doi.org/10.1021%2Facs.cgd.5b01301
https://doi.org/10.1063%2F1.4958659
https://doi.org/10.1016%2Fj.physb.2016.05.023
https://doi.org/10.1021%2Facs.cgd.5b01675
https://doi.org/10.1063%2F1.4962578
https://doi.org/10.1063%2F1.111933
https://doi.org/10.1103%2FPhysRevB.49.8464
https://doi.org/10.1103%2FPhysRevB.52.R11662
https://doi.org/10.1103%2FPhysRevB.51.1830
https://doi.org/10.1039%2FC6CP03859J
https://doi.org/10.2138%2Fam-1998-3-414
https://doi.org/10.1063%2F1.4738754
https://doi.org/10.1016%2F0368-2048%2875%2985010-9
https://doi.org/10.1103%2FPhysRevLett.100.146401
https://doi.org/10.1021%2Fj100343a019
https://doi.org/10.1063%2F1.4919881
https://doi.org/10.1016%2Fj.ica.2012.10.019
https://doi.org/10.1021%2Fja00413a003


Beilstein J. Nanotechnol. 2017, 8, 1601–1615.

1615

118.Clack, D. W.; Yandle, J. R. Inorg. Chem. 1972, 11, 1738–1742.
doi:10.1021/ic50114a003

119.Wang, J.; Wang, H.; Yan, X.; Huang, H.; Yan, D. Appl. Phys. Lett.
2005, 87, 093507. doi:10.1063/1.2037204

120.Alves, H.; Molinari, A. S.; Xie, H.; Morpurgo, A. F. Nat. Mater. 2008, 7,
574–580. doi:10.1038/nmat2205

121.Nakano, M.; Alves, H.; Molinari, A. S.; Ono, S.; Minder, N.;
Morpurgo, A. F. Appl. Phys. Lett. 2010, 96, 232102.
doi:10.1063/1.3449558

122.Lezama, I. G.; Nakano, M.; Minder, N. A.; Chen, Z.;
Di Girolamo, F. V.; Facchetti, A.; Morpurgo, A. F. Nat. Mater. 2012,
11, 788–794. doi:10.1038/nmat3383

123.Alves, H.; Pinto, R. M.; Maçôas, E. S. Nat. Commun. 2013, 4, 1842.
doi:10.1038/ncomms2890

124.Krupskaya, Y.; Lezama, I. G.; Morpurgo, A. F. Adv. Funct. Mater.
2016, 26, 2334–2340. doi:10.1002/adfm.201502082

125.Molodtsova, O. V.; Knupfer, M.; Ossipyan, Yu. A.; Aristov, V. Yu.
J. Appl. Phys. 2008, 104, 083704. doi:10.1063/1.3000105

126.Petraki, F.; Peisert, H.; Hoffmann, P.; Uihlein, J.; Knupfer, M.;
Chassé, T. J. Phys. Chem. C 2012, 116, 5121–5127.
doi:10.1021/jp211445n

127.Lindner, S.; Mahns, B.; Treske, U.; Vilkov, O.; Haidu, F.; Fronk, M.;
Zahn, D. R. T.; Knupfer, M. J. Chem. Phys. 2014, 141, 094706.
doi:10.1063/1.4894757

128.Åhlund, J.; Nilson, K.; Schiessling, J.; Kjeldgaard, L.; Berner, S.;
Mårtensson, N.; Puglia, C.; Brena, B.; Nyberg, M.; Luo, Y.
J. Chem. Phys. 2006, 125, 034709. doi:10.1063/1.2212404

129.Shariati, M.-N.; Lüder, J.; Bidermane, I.; Ahmadi, S.; Göthelid, E.;
Palmgren, P.; Sanyal, B.; Eriksson, O.; Piancastelli, M. N.; Brena, B.;
Puglia, C. J. Phys. Chem. C 2013, 117, 7018–7025.
doi:10.1021/jp307626n

130.Kroll, T.; Aristov, V. Yu.; Molodtsova, O. V.; Ossipyan, Yu. A.;
Vyalikh, D. V.; Büchner, B.; Knupfer, M. J. Phys. Chem. A 2009, 113,
8917–8922. doi:10.1021/jp903001v

131.Petraki, F.; Peisert, H.; Biswas, I.; Aygül, U.; Latteyer, F.; Vollmer, A.;
Chassé, T. J. Phys. Chem. Lett. 2010, 1, 3380–3384.
doi:10.1021/jz101395s

132.Petraki, F.; Peisert, H.; Latteyer, F.; Aygül, U.; Vollmer, A.; Chassé, T.
J. Phys. Chem. C 2011, 115, 21334–21340. doi:10.1021/jp207568q

133.Bai, Y.; Buchner, F.; Kellner, I.; Schmid, M.; Vollnhals, F.;
Steinrück, H.-P.; Marbach, H.; Gottfried, J. M. New J. Phys. 2009, 11,
125004. doi:10.1088/1367-2630/11/12/125004

134.Petraki, F.; Peisert, H.; Biswas, I.; Chassé, T. J. Phys. Chem. C 2010,
114, 17638–17643. doi:10.1021/jp104141s

135.Lindner, S.; Treske, U.; Grobosch, M.; Knupfer, M. Appl. Phys. A
2011, 105, 921–925. doi:10.1007/s00339-011-6648-x

136.Lindner, S.; Treske, U.; Knupfer, M. Appl. Surf. Sci. 2013, 267, 62–65.
doi:10.1016/j.apsusc.2012.06.104

137.Gottfried, J. M. Surf. Sci. Rep. 2015, 70, 259–379.
doi:10.1016/j.surfrep.2015.04.001

138.Friedrich, R.; Lindner, S.; Hahn, T.; Loose, C.; Liebing, S.;
Knupfer, M.; Kortus, J. Phys. Rev. B 2013, 87, 115423.
doi:10.1103/PhysRevB.87.115423

139.Lindner, S.; Mahns, B.; König, A.; Roth, F.; Knupfer, M.; Friedrich, R.;
Hahn, T.; Kortus, J. J. Chem. Phys. 2013, 138, 024707.
doi:10.1063/1.4774060

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.8.160

https://doi.org/10.1021%2Fic50114a003
https://doi.org/10.1063%2F1.2037204
https://doi.org/10.1038%2Fnmat2205
https://doi.org/10.1063%2F1.3449558
https://doi.org/10.1038%2Fnmat3383
https://doi.org/10.1038%2Fncomms2890
https://doi.org/10.1002%2Fadfm.201502082
https://doi.org/10.1063%2F1.3000105
https://doi.org/10.1021%2Fjp211445n
https://doi.org/10.1063%2F1.4894757
https://doi.org/10.1063%2F1.2212404
https://doi.org/10.1021%2Fjp307626n
https://doi.org/10.1021%2Fjp903001v
https://doi.org/10.1021%2Fjz101395s
https://doi.org/10.1021%2Fjp207568q
https://doi.org/10.1088%2F1367-2630%2F11%2F12%2F125004
https://doi.org/10.1021%2Fjp104141s
https://doi.org/10.1007%2Fs00339-011-6648-x
https://doi.org/10.1016%2Fj.apsusc.2012.06.104
https://doi.org/10.1016%2Fj.surfrep.2015.04.001
https://doi.org/10.1103%2FPhysRevB.87.115423
https://doi.org/10.1063%2F1.4774060
http://creativecommons.org/licenses/by/4.0
http://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.8.160


1786

(Metallo)porphyrins for potential materials
science applications
Lars Smykalla1, Carola Mende2, Michael Fronk3, Pablo F. Siles4,5, Michael Hietschold1,
Georgeta Salvan3, Dietrich R. T. Zahn3, Oliver G. Schmidt4,5, Tobias Rüffer*2

and Heinrich Lang*2

Review Open Access

Address:
1Solid Surfaces Analysis Group, Institute of Physics, Faculty of
Natural Sciences, TU Chemnitz, D-09107 Chemnitz, Germany,
2Inorganic Chemistry, Institute of Chemistry, Faculty of Natural
Sciences, TU Chemnitz, D-09107 Chemnitz, Germany,
3Semiconductor Physics, Institute of Physics, Faculty of Natural
Sciences, TU Chemnitz, D-09107 Chemnitz, Germany, 4Material
Systems for Nanoelectronics, TU Chemnitz, D-09107 Chemnitz,
Germany and 5Institute for Integrative Nanosciences, IFW Dresden,
Helmholtzstrasse 20, 01069 Dresden, Germany

Email:
Tobias Rüffer* - tobias.rueffer@chemie.tu-chemnitz.de;
Heinrich Lang* - heinrich.lang@chemie.tu-chemnitz.de

* Corresponding author

Keywords:
atomic force microscopy; magneto-optical Kerr effect spectroscopy;
scanning tunnelling microscopy and spectroscopy; self-assembly;
surface-confined 2D polymerization; transport properties

Beilstein J. Nanotechnol. 2017, 8, 1786–1800.
doi:10.3762/bjnano.8.180

Received: 28 February 2017
Accepted: 16 July 2017
Published: 29 August 2017

This article is part of the Thematic Series "Towards molecular
spintronics".

Associate Editor: J. J. Schneider

© 2017 Smykalla et al.; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
The bottom-up approach to replace existing devices by molecular-based systems is a subject that attracts permanently increasing

interest. Molecular-based devices offer not only to miniaturize the device further, but also to benefit from advanced functionalities

of deposited molecules. Furthermore, the molecules itself can be tailored to allow via their self-assembly the potential fabrication of

devices with an application potential, which is still unforeseeable at this time. Herein, we review efforts to use discrete

(metallo)porphyrins for the formation of (sub)monolayers by surface-confined polymerization, of monolayers formed by supramo-

lecular recognition and of thin films formed by sublimation techniques. Selected physical properties of these systems are reported

as well. The application potential of those ensembles of (metallo)porphyrins in materials science is discussed.

1786

Review
Introduction
Macrocyclic compounds occurring in nature play an essential

role in biological and chemical processes, whereby porphyrins

and their corresponding metal species rank among the most

frequently occurring and important representatives [1-3]. In ad-

dition, there is a plethora of synthetic possibilities to function-

alize (metallo)porphyrins in order to better match their physical

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:tobias.rueffer@chemie.tu-chemnitz.de
mailto:heinrich.lang@chemie.tu-chemnitz.de
https://doi.org/10.3762%2Fbjnano.8.180


Beilstein J. Nanotechnol. 2017, 8, 1786–1800.

1787

Scheme 1: Chemical structures of (metallo)porphyrins under review here.

properties to requirements of the envisaged application [1-3].

Because of the general high chemical and thermal stability, thin

films of (metallo)porphyrins can be obtained by using organic

molecular beam deposition (OMBD) techniques, which enable a

better potential to build molecular spintronic devices [4-9].

A crucial step and thus, a prerequisite for the reliable imple-

mentation of (metallo)porphyrin-based thin films in a device, is

the understanding of the electrical response and local transport

properties [10]. However, thorough investigations of the latter

properties, also in dependence of the thin film morphology, are

still missing. Since magneto-optical effects are used in various

optoelectronic devices [11], the optical characterization of thin

films of (metallo)porphyrins by means of spectroscopic

magneto-optical Kerr effect (MOKE) measurements would be

very interesting.

Moreover, as MOKE measurements allow one to address mag-

netic properties with both high sensitivity and high spatial reso-

lution, magneto-optical techniques in the visible or X-ray

photon energy range have been supposed to be important for the

integration of single-molecule magnets into spintronic or quan-

tum computing devices [12]. For the design of such devices the

knowledge of the photon energy at which the MOKE is largest

in magnitude is of crucial importance.

The number of reports on spectroscopic MOKE investigations

are very limited, while magneto-optical studies of porphyri-

noids [13] conducted by magnetic circular dichroism (MCD)

are numerous and have been already comprehensively reviewed

[14]. As the commonly applied MCD spectroscopy requires the

compounds to be solubilized or deposited on transparent sub-

strates, spectroscopic MOKE measurements are not limited by

such prerequisites. To the best of our knowledge there are,

besides our own contributions, no reports available on spectros-

copic MOKE measurements of either multimetallic complexes

[15] or porphyrinoids [16-19], although MOKE magnetometric

investigations have been already reported for multimetallic

complexes [20,21].

For potential applications it is necessary that thin films and/or

(sub)monolayers of (metallo)porphyrins can be fabricated with

a high degree of reproducibility. One possibility to achieve con-

trolled ordering on surfaces (beyond lithography [22,23]) is to

functionalize the (metallo)porphyrins with terminal groups that

allow their self-assembly on surfaces. Self-assemblies, giving

rise to well-defined long-range ordered lateral structures, are

frequently reported [24-28]. For example, in case that

(metallo)porphyrins were functionalized with terminal hydroxyl

groups they self-assemble on surfaces through the formation of

hydrogen bonds [29-33]. This promising approach has, howev-

er, the disadvantage that the 2D networks lack stability as their

mutual interactions are noncovalent and thus weak in nature. It

would be thus fascinating to create covalently bonded ensem-

bles on surfaces, or, even more challenging, to induce a 2D sur-

face polymerization. Despite the difficulties to control covalent

bond formation on surface, a small number of such studies

already exist [34-39], including the first example of a 2D sur-

face polymerization of porphyrins [40-42]. In the latter case, the

porphyrins were functionalized with halides, preferably –Br or

–I, to enable surface-confined C,C cross-coupling reactions on

metallic substrates based on, for example, the Ullman coupling

reaction [40-42].

Here, we report on the multifaceted use of appropriate

(metallo)porphyrins (Scheme 1) to form (dendritic) thin films,

(sub)monolayers and nano-ribbons and describe subsequently

performed physical studies of those ensembles. We like to

emphasize that the molecular interface formed of mostly

(metallo)phthalocyanines as the organic part and different inor-

ganic materials has been the explored with respect to its appli-

cation potential in a comprehensive recent review [43].
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Figure 1: Surface topography determined by AFM as a function of thickness. Cu-TMPP (= CuTPP(OMe)4) (a) 35 nm, (b) 82 nm, and (c) 117 nm thick.
Organic films are deposited on a 30 nm thick Ni substrate. Once the organic aggregation is initialized, the sample surface of Cu-TMPP films evolves
from an aleatory filamentary distribution (b) to a layered filamentary organization (c). Reproduced with permission from [46], copyright 2014 Elsevier.

Results
Local electrical transport characteristics and morphology

characteristics of nanostructured CuTPP(OMe)4 on Ni sub-

strates [46]: Tailored (metallo)porphyrins present a rich poten-

tial for device integration. From the point of view of synthesis,

well-developed methodologies allow for the preparation of a

variety of functionalized porphyrins. This is essential in order to

produce, for example, macromolecules for particular applica-

tions by precisely tailoring adequate substituents [48,49].

Besides the high potential as building blocks for molecular

spintronic devices [4,6,8,50], (metallo)porphyrins open new

venues for the preparation of functional nano-architectures [51-

56] that offer novel alternatives for device approaches such as

sensors or organic field-effect transistors (OFETs) [57]. The

compatibility of (metallo)porphyrin compounds with deposi-

tion techniques of organic molecules presents a great potential

for the implementation and scaling down of porphyrins into cur-

rent device fabrication processes, where thin films are required.

Therefore, the understanding of the electrical transport proper-

ties of (metallo)porphyrin compounds (down to the nanoscale)

is a crucial step for a reliable implementation in devices [10].

When performed at the nanoscale level, for example via spec-

troscopic techniques such as conductive atomic force microsco-

py, the easy correlation between morphology and electrical

properties delivers valuable insights that contribute to elucidate

possible microscopic mechanisms that determine the electrical

performance of organic devices. Here, dominant transport

mechanisms or local defect-driven conductive domains can be

revealed.

For the latter reason we aimed to investigate the local transport

characteristics of films of CuTPP(OMe)4. Three thin films of

CuTPP(OMe)4 with thicknesses of 35, 82, and 117 nm

(Figure 1) were deposited by OMBD (pressure 2 × 10−7 mbar,

deposition rate 5 Å/min, temperature 325 °C) on a 30 nm thick

nickel bottom electrode on top of a Si(100)/SiO2 wafer

(Figure 2). Here, Ni substrates were selected for the growth of

CuTPP(OMe)4 in order to investigate a system that may pos-

sess valuable possibilities for future device applications, in

which the implementation of ferromagnetic substrates would

enable interesting physical phenomena such as spintronic

capabilities. On the other hand, the possibility of choosing

different thicknesses of CuTPP(OMe)4 allows for a quantitative

investigation of the transport properties in order to identify

dominant transport mechanism of the organic material. A

shadow mask during deposition was employed to avoid

additional photolithography processing. This shadow mask also

allows for the formation of thin molecular dendrites and even

single dendrites on the Ni surface (Figure 2). The growth

conditions of the dendrites were investigated in detail, as

indicated in Figure 1 and Figure 2. For example, height and

length of the dendrites increase in dependence of the film thick-

nesses (Figure 1). We could show that by adequate optimiza-

tion of parameters of the thin film formation the fabrication of

filamentary nanostructures with predefined dimensions seems

possible. Related structural aggregates were hitherto obtained

through solution processing only [58]. The disadvantages of this

wet-chemistry deposition technique are the possible contamina-

tion and/or substrate oxidation [11,15,59]. The dendrites could

be particularly suitable to match certain device requirements.

For example, after proper manipulation and lithography

procedures single molecular nanowires or dendrites might be

realized. This certainly opens possibilities for application in

materials science, for example, the integration into molecular-

based devices. In order to investigate this in more detail, we

performed current-sensing atomic force microcopy (cs-AFM)

studies of thin films of CuTPP(OMe)4 deposited an Ni sub-

strates.
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Figure 2: Formation of molecular dendrites in a 117 nm thick Cu-TMPP (= CuTPP(OMe)4) sample at different regions along the surface. (a) Diagram
of the sample structure. AFM topography characteristics: (b) on top of the organic film, (c) at the edge, and (d–h) at different areas moving away from
the edge. As the molecular dendrites disappear, the bottom Ni substrate (0.4 nm rms) becomes visible (h). Reproduced with permission from [46],
copyright 2014 Elsevier.

The electrical characteristics of the CuTPP(OMe)4 thin film

with 82 nm thickness determined via a cs-AFM study is shown

in Figure 3. As the thin film topography and conductivity were

acquired simultaneously the correlation of both features is

straightforward. The electrical response of the different organic

films appears to be reversible, which suggests that the struc-

tural integrity of the molecules is preserved after the electrical

measurements [46]. Despite of this, due to the molecular aggre-

gation and dendrite-layered organization of the films, which

may induce interface defects, a local inhomogeneity of the elec-

trical transport was detected. The distribution of conducting

sites on the organic surface and a transport regime were identi-

fied. The transport exhibited a transition from an ohmic (linear)

to an exponential conductive regime. The utilization of differ-

ent thicknesses of CuTPP(OMe)4 provided a proper calibration

between the amount of material that is evaporated and the actual

dimensions of the organic filaments. This offers valuable infor-

mation in order to obtain single organic filaments that could

eventually play a role as organic nanowires (Figure 2d).

cs-AFM studies showed to be suitable to obtain quantitative

measures of local transport properties in relation to topograph-

ical features and this approach could be applied to other kind of

molecular systems, e.g., (metallo)porphyrins with different

metal centers. This leads to the control and tuning of the elec-

trical properties, where the interaction and coupling of the metal

centers, the molecule and the substrate would play an important

role on the transport properties of (metallo)porphyrin-based

devices. We concluded that such studies would allow one to

find suitable (metallo)porphyrins to explore interesting fields

such as spintronic applications by coupling for example ferro-

magnetic substrates with suitable porphyrin structures. Conse-

quently, we started to synthesize two new series of

(metallo)porphyrins for related studies in which the metal

centers and the terminal groups were varied [60]. Unfortunately,

all of these (metallo)porphyrins were not suited for OMDB as

they all thermally decomposed before sublimation (see below).

Optical and magneto-optical characterization of thin films

of H2TPP(OMe)4, NiTPP(OMe)4 and CuTPP(OMe)4 [16]:

Thin films of the porphyrins under review were deposited

by OMBD (pressure ca. 1 × 10−4 Pa, deposition rates of

5–10 Å/min). For the deposition of NiTPP(OMe)4 and

CuTPP(OMe)4 sublimation temperatures of 300–310 °C were

required, whereas H2TPP(OMe)4 already sublimated with a

stable deposition rate at 295 °C [16]. This might be attributable

to the lower molecular weight of H2TPP(OMe)4 or, more likely,

to a different kind of intermolecular interactions. It is this spe-

cific finding which prompted us to replace the terminal -N(iPr)2

by –NMe2 groups as described in [60]. However, the lower mo-

lecular weight and the potentially different intermolecular inter-

actions did not enable the deposition of the –NMe2-terminated

(metallo)porphyrins. As substrates Si(111) wafers covered with

a native oxide layer (2 nm) and silicon pieces covered with

100 nm thick Au layers were applied.



Beilstein J. Nanotechnol. 2017, 8, 1786–1800.

1790

Figure 3: Transport in Cu-TMPP (= CuTPP(OMe)4) films and
dendrites, (a–d) AFM topography characteristics. The darker areas
correspond to the Ni substrate below the molecular dendrite structures
(brighter features), (f–i) cs-AFM current maps for the same areas indi-
cated in a–d, (e) height–distance profile as indicated by the solid red
line in (a), showing the organic film, thin molecular dendrites film, and
single dendrites regions. The dotted line indicates the average height
of the organic film, (j) local I–V characteristics for a single dendrite
(3–4 nm height) as indicated with a black circle in (d), the I–V data
represent an average of five consecutive cycles. The highest standard
deviation (SD) for data points corresponds to 0.7. (For interpretation of
the references to color in this figure caption, the reader is referred to
the web version of this article.) Reproduced with permission from [46],
copyright 2014 Elsevier.

Variable angle spectroscopic ellipsometry (VASE) was used to

determine the absorption spectra of the as-obtained thin films.

The extinction coefficients of the thin films display the typical

features expected for (metallo)porphyrins, including expected

differences in the number of absorption bands due to symmetry

considerations regarding free-base H2TPP(OMe)4 compared to

metalated NiTPP(OMe)4 and CuTPP(OMe)4 [16,17]. Addition-

ally, the optical anisotropy of the extinction coefficient deter-

mined from VASE in the spectral range of the first absorption

band (see Figure 4 for the in plane-and out-of-plane extinction

coefficient) allowed for the determination if the molecular tilt

angle α, that is, the angle of the deposition molecules with

respect to the substrate.

Figure 4: Extinction coefficient k for a) H2TMPP, b) CuTMPP and
c) NiTMPP. The uniaxial anisotropic model results in different intensi-
ties in- and out-of-plane. Reproduced with permission from [16], copy-
right 2014 Elsevier. Notice: H2TMPP, CuTMPP and NiTMPP refer to
H2TPP(OMe)4, NiTPP(OMe)4 and CuTPP(OMe)4, respectively, as
displayed in Scheme 1.

As the interaction of the (metallo)porphyrins with metallic sur-

faces is stronger than that with semiconductor surfaces, the

angle α of all three different types of compounds was expected

to be smaller on Au compared to Si substrates. However, the

opposite observation was made. For each investigated com-

pound the angle α on Si is ca. 3° smaller than that on Au sub-

strates. This is attributed to roughness effects. VASE measure-

ments are thus excellently suited to determine the orientation of
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(metallo)porphyrins in thin films with respect to the substrate

surface. Furthermore, the substrate smoothness was shown to

have an impact on the orientation of the (metallo)porphyrins

with respect to the substrate surface. Different values of α might

be one influencing factor determining the performances of por-

phyrin-based devices. The molecule–substrate interaction

dictates the orientation of the first molecular layer. The orienta-

tion of this first layer strongly influences the orientation of the

next layers. The templating effect of the first layer can extend

up to tens of nanometers in phthalocyanine layers [61].

In subsequent aging studies and in combination with near edge

X-ray absorption fine structure (NEXAFS) spectroscopy we

could show that the values of α apparently increase by 4–7° on

both substrates over a period of nine months. A long-term study

showed that also the optical spectra of H2TPP(OMe)4 change

after ageing in air. Not only the ratio of in-plane to out-of-plane

extinction coefficient changes with time, but also the roughness

of the samples stored in air increases more rapidly leading to an

increase of the nominal film thickness (both determined from

the ellipsometry data). This could be explained considering that

oxygen or moisture from the atmosphere diffuses into the

H2TPP(OMe)4 film progressively, with a slight saturation ten-

dency after 20 days. Increasing roughness might also be a sign

of crystallization induced by oxygen or moisture [62]. The

origin of these changes might be attributed to (re)crystallization

processes. Nevertheless, this study confirmed that long-stime

stability studies of any devices based on (metallo)porphyrins are

required.

MOKE spectra were successfully acquired both on the diamag-

netic (H2TPP(OMe)4) and paramagnetic (NiTPP(OMe)4 and

CuTPP(OMe)4) molecular films on silicon substrates. Based on

numerical calculations using an optical model described in [18],

which was developed by us and applied successfully for

porphyrinoid-based thin films [17,18], it was possible to deter-

mine the energetic dispersion of the magneto-optical Voigt con-

stant, which is independent of the film thickness (Figure 5).

Despite its energy dispersion, the complex magneto-optical con-

stant Q is commonly described in literature as the Voigt con-

stant because its material specificity. If known, the Voigt con-

stant can be used to predict the magneto-optical response of a

sample both in reflection (MOKE geometry) and transmission

(Faraday geometry) measurements. The ellipticity of the trans-

mitted light is labelled as magnetic circular dichroism (MCD).

For solutions or transparent samples MCD spectroscopy is often

carried out in combination with UV–vis spectroscopy to charac-

terize the electronic properties of molecules, including

porphyrinoids. For a better comparison with the existing litera-

ture about the magneto-optical response of porphyrinoids we

Figure 5: Energy dispersion of the magneto-optical Voigt constant Q
for a) H2TMPP, b) CuTMPP and c) NiTMPP. For reasons of clarity, Q
was multiplied by 103 and normalized to a magnetic field of 1 T. Repro-
duced with permission from [16], copyright 2014 Elsevier. Notice:
H2TMPP, CuTMPP and NiTMPP refer to H2TPP(OMe)4, NiTPP(OMe)4
and CuTPP(OMe)4, respectively, as displayed in Scheme 1.

calculated from the Voigt constant the MCD spectra of the in-

vestigated molecules. The predicted spectra are shown in

Figure 6 (continuous lines) along with the corresponding fitted

curves (line plus symbol).

The fine structure of the MCD spectra can be used to extract

information about the degeneracy of electronic states, in addi-

tion to what is easily readable in the UV–vis spectra [14]. The

reason for the fine structure of the MCD spectra and hence for

the higher sensitivity to the electronic properties lies in the

Zeeman splitting of degenerate electronic levels induced by an

external magnetic field. In addition to the energetic position of

the spectral features, their line shape observed in the MCD
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Figure 6: MCD (ηF) spectra in the Q-band region for a) H2TMPP,
b) CuTMPP and c) NiTMPP and the modelling with Faraday terms.
Reproduced with permission from [16], copyright 2014 Elsevier.
Notice: Here mentioned H2TMPP, CuTMPP and NiTMPP refer to
H2TPP(OMe)4, NiTPP(OMe)4 and CuTPP(OMe)4, repectively, as
displayed in Scheme 1.

spectra is important for the interpretation of the spectra. The

typical line shapes observed in various MCD spectra can be

classified as the Faraday A-, B- and C-terms [14].

In the following, we will focus our discussion on the spectral

range of the Q band. In the case of H2TPP(OMe)4 the MCD

spectrum in Figure 6a shows only one B-term pair. The ener-

gies of the two features of opposite sign correspond to the first

and third absorption peak of the UV–vis absorption spectrum.

According to [14] the observation of a B-term pair is an indica-

tion that no degenerate energy states are involved in optical

transitions probed. In this case, the fine structure of the band

can rather be explained as a consequence of a coupling be-

tween vibrational and electronic states, i.e., vibronic coupling

[63]. Compared to the MCD spectra of H2PP (without methoxy

groups), the line shape is similar but the amplitude of the bands

is reduced, indicating that the methoxy groups thus do not

suppress the vibronic coupling. For modelling the Q band of

NiTPP(OMe)4 and CuTPP(OMe)4 in the MCD spectra, we em-

ployed two A-terms with energy positions corresponding to the

observed features in the absorption spectra. This indicates that

the LUMO of these molecules generating the Q band is a

formerly degenerated state undergoing Zeeman splitting in the

magnetic field.

With respect to the spectroscopic ellipsometry and magneto-

optical Kerr effect spectroscopy characterization of thin films of

(metallo)porphyrin derivatives on opaque substrates, a few key

features should be emphasized: The combination of this

methods provides access to the intrinsic optical and magneto-

optical constants of the (metallo)porphyrins and thereby to the

nature of the optically induced electronic transitions. Further-

more, VASE can give an insight into structure and morphology

of the films in terms of film thickness, surface roughness, as

well as average orientation of the (metallo)porphyrin molecules

in the films.

Interplay of hydrogen bonding and molecule–substrate

interaction in self-assembled adlayers of H2TPP(OH)4 on

Au(111) and Ag(110) [44]: To optimize the transport proper-

ties of potential electronic or spintronic devices it is necessary

that the thin molecular films show a reproducible and stable

arrangement with a high degree of long-range order. One way

to improve the self-assembly is to use hydrogen bonding be-

tween, e.g., peripheral hydroxyl groups of the porphyrin mole-

cules instead of the previously discussed molecules with OMe

groups [30-32]. However for monolayer thin films, the sub-

strate also plays a deciding role in the self-assembly, which will

be reviewed in this section.

Thin films of the free-base porphyrin H2TPP(OH)4 were

deposited by OMBD (pressure approximately 1 × 10−8 mbar,

temperature around 350 °C) on Au(111) and Ag(110). The thin

films were characterized by scanning tunneling microscopy

(STM) experiments with a variable-temperature STM device.

For further measurement details see [44].

On Au(111), and directly after initial adsorption, the formation

of self-assembled small islands composed of several molecules

of H2TPP(OH)4 became visible (Figure 7a,b). At a coverage of

around 0.8 of a monolayer the individual islands appear rotated

to each other by 120°, induced by the C3 surface symmetry of

the Au(111) surface (Figure 7a,b). Upon annealing to around

150 °C highly ordered and large domains were observed, as

shown in Figure 7c.
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Figure 7: Results of STM measurements: (a,b) Formation of small islands at submonolayer coverage. Molecules on top of the first layer appear
brighter (U = −1 V, I = 100 pA). Inset in (b): atomically resolved Au lattice (U = −0.5 V, I = 500 pA). Arrows are along the direction of the unit-cell
vectors of the Au(111) substrate. (c) Large ordered domain of H2THPP (= H2TPP(OH)4) on Au(111) after annealing at ca. 150 °C (U = −1.5 V). Repro-
duced with permission from [44], copyright 2014 Elsevier.

Figure 8: Highly resolved filled (a) and empty molecular states (b) STM image of the square structure of H2THPP (= H2TPP(OH)4) on Au(111).
(c) Model for the arrangement of H2THPP (= H2TPP(OH)4) molecules in this structure. Pair-wise hydrogen bonding is marked with red rectangles. The
reconstruction of Au(111) is not included in the model of the epitaxy. (d) Molecules which are rotated by 90° in the subsequently measured image
(bottom) are marked by squares. A rotated molecule with one missing phenyl group is indicated by a dotted circle (11 nm × 10.5 nm, U = +1.2 V, sam-
ple annealed to ≈150 °C). Reproduced with permission from [44], copyright 2014 Elsevier.

O–H…O hydrogen bonds responsible for the formation of the

well-ordered domains are shown exemplarily in Figure 8c.

A tip-induced azimuthal 90° rotation of individual H2TPP(OH)4

molecules was observed, as revealed by two successive mea-

surements and proven by the rotation of a defective molecule

indicated with a circle in Figure 8d. A further remarkable fea-

ture of the adlayers on Au(111) was noticed: While measuring

at lower absolute bias voltages (in-gap, see below) an identical

appearance of the deposited molecules was found, whereas at

higher absolute bias voltages two different appearances were

noticed. The origin of this observation is discussed below, see

[45].

In additional OMBD experiments, H2TPP(OH)4 was deposited

on Ag(110). In contrast to observations made for the deposition

on Au(111), see above, on Ag(110) and immediately after depo-

sition of a submonolayer coverage only isolated molecules of

H2TPP(OH)4 were observed [44]. This observation led to the
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Figure 9: (a) Large scale STM image of submonolayer coverage showing molecular chains and ordered islands of H2THPP (= H2TPP(OH)4) on
Ag(110) after annealing at about 200 °C (black/white arrows for the different 2D structures, U = +1.0 V). (b) Aggregation into small molecular islands
after the first annealing at ca. 150 °C (23.1 nm × 26.2 nm, U = +1.4 V). (c) Molecular chains along  near step edges of Ag(110) (U = +0.7 V).
(d) Magnification of a chain. H2THPP molecules are slightly displaced in a zigzag manner (U = +1.6V). (e) Model of epitaxy of the molecules in chains
on Ag(110). Carbon atoms in the pyrrole rings bent away from the surface colored in yellow, Ag atom in first layer in bright blue, in second layer dark
blue. Reproduced with permission from [44], copyright 2014 Elsevier.

conclusion that H2TPP(OH)4 has a lower diffusion activity on

Ag(110) as compared to Au(111). Annealing at around 150 °C

increased the mobility of the adsorbed molecules and resulted in

the formation of small islands composed of nine or twelve mol-

ecules of H2TPP(OH)4 (Figure 9a). Subsequent heating to

around 200 °C had the molecules rearrange into molecular

chains along  near step edges of Ag(110) (Figure 9c),

striped islands and differently ordered areas as shown in

Figure 7a,b. For further details about the self-assembled ensem-

bles of H2TPP(OH)4 on Ag(110), including illustrations of the

hydrogen bonds that are responsible for interaction of the mole-

cules with each other and accompanying density functional

theory calculations, we refer to [44].

This work led to the conclusion that H2TPP(OH)4) forms a

nearly complete monolayer on Au(111) and that this single-

crystalline metallic surface does not have major influence on

the self-assembly. In contrast, on the highly anisotropic

Ag(110) surface the observed self-assembled structures of

H2TPP(OH)4) can be related to the number of hydrogen bonds

and the occupation of favorable adsorption positions. Moreover,

molecule–substrate interactions are more pronounced on

Ag(110) compared to Au(111).

Manipulation of the electronic structure of H2TPP(OH)4 on

Au(111) [45]: Molecules with two possible states, e.g., of

conductivity, can be used as single-molecule switches. This

functionality could be applied in nano-scaled molecular-based

memory devices or logic gates [64], However, one must be able

to switch reversibly and controllably between the two stable

states. An interconversion between different electronic or mag-

netic properties can be obtained, e.g., by inducing conforma-

tional or configurational changes in a molecular system [65], or

by binding or releasing small molecules or atoms [66,67].

As described above and in [44], an identical in-gap appearance

but two different appearances of the deposited H2TPP(OH)4

molecules at a higher bias voltage was observed. In order to

further investigate this phenomenon, H2TPP(OH)4 was

deposited again by OMBD on Au(111) and subsequently

annealed at 150 °C for one hour to achieve uniform coverage

[44,45]. The voltage dependence of the appearance of the mole-

cules in STM was investigated and it was realized that bias volt-

ages of larger than 0.7 V were required in order to clearly

observe H2TPP(OH)4 in two different states, denoted as 1 and

2. Scanning tunneling spectroscopy measurements enabled us to

determine the HOMO–LUMO gap of 1 to be 2.0 ± 0.1 and of 2

to be 2.5 ± 0.1 eV. If the STM is measured inside the

HOMO–LUMO gaps, geometry effects dominate and all mole-

cules in the ordered layer look quite identical. This changed

when bias voltages higher than 1.5 V were applied and also a

sudden conversion between 1 and 2 was observed. It is possible

to control the interconversion between 1 and 2 by the STM tip.

A typical case is shown in Figure 10a–e, where the tip is posi-

tioned over a molecule and the only the bias voltage is modi-

fied. The interconversion events are reversible and are attri-

buted to hydrogen transfer from H2TPP(OH)4 to the tip and

back (Figure 10f). We demonstrated that it is possible to induce

the formation of state 2 spatially (Figure 10a–e) and electroni-

cally (above 2 V) well resolved for individual molecules by
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Figure 10: (a–e) Manipulation of the electronic structure by applying a voltage pulse with the STM tip at the position marked with a white circle.
Converted molecules are marked with green (1→2) or blue (2→1) rectangles. (a–c) 1→2→1 conversion with 2 V pulses for 3 s (feedback switched
on) at the same position before each frame. A molecule with only one protrusion (white rectangle) is used to mark the position in the scanned area.
(d,e): Changing of neighboring molecules in both directions during the same pulse of 2.5 V for 3 s imaging parameter: +1.2 V, 100 pA. (f) Scheme of
the proposed transfer of 2H from H2TPP (= H2TPP(OH)4) to the tip apex and from the tip back to the dehydrogenated molecule by voltage pulses
(1→2→1). Reproduced with permission from [45], copyright 2014 Elsevier.

using voltages between 1.5 and 2 V while higher voltages also

switch neighboring molecules. In addition, states 1 and 2 are

part of a large and highly ordered self-assembled array and it is

possible to read-out the conductance at a specified position, and

thus state 1 or 2, in a non-manipulative manner. Furthermore, it

is possible to reverse positions of 1 and 2. Due to these unique

features it seems possible to apply them for the construction of

a nano-scale memory device.

Surface-confined 2D polymerization of CuTPP(Br)8 on

Au(111) [47]: Covalent linking of organic molecules directly

on the surface would allow for the engineering of manifold ex-

tended 2D materials with novel transport properties. One major

approach for surface-confined polymerization is the halogen-

based Ullmann coupling reaction [42]. Thereby, the topography

and also electronic properties of the covalent organic frame-

work are determined by especially the halogen substitution
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Figure 11: Left: Evolution of the XPS spectra of Br 3d for a molecular monolayer of CuTPP(Br)8 on Au(111) as a function of the indicated annealing
temperature. In the Br 3d spectra, the background has been subtracted. Right: (a) STM image after deposition of ca. 1 ML of CuTPP(Br)8 and
annealing at max. 200 °C. Two periodically ordered rotational domains and disordered areas in between are shown. The herring-bone reconstruction
of the underlying Au(111) is visible through the large ordered areas (U = −0.7 V). (b) Magnification of the adlayer structure of CuTPP(Br)8 on Au(111)
with elongated appearance of molecules at U = −1 V. The cyan arrow indicates the direction of one unit cell vector of the Au(111) surface lattice.
(c) Model of the molecular arrangement; protruding C atoms of the saddle deformation are colored yellow. Adapted from [47] with permission from
The Royal Society of Chemistry.

pattern of the monomer. Notably, probably the first example of

halogen-based, two-dimensionally covalent self-assembly on a

surface was demonstrated by Grill and co-workers [40], where

they showed that dimers, oligomer chains and small 2D cova-

lent networks could be formed from porphyrin molecules with

different numbers of bromine substitutions. The properties of

the substrate surface have a strong influence in this kind of

on-surface polymerization reaction. A high reactivity and also

high energy barriers for diffusion can result in immediate C,C

coupling after dehalogenation of the monomers. So far most 2D

polymers that were reported are diffusion-limited and therefore

have a small domain sizes, a high density of defects, or the

networks are even undesiredly crumpled and without long-

range order [68-70]. To solve this problem a coupling-limited

polymerization [39,41], in which the radical molecules can

diffuse and arrange before they couple irreversibly with each

other, is needed. One example of this is summarized in the

following. OMBD at around 350 °C was used to deposit

approximately one monolayer of CuTPP(Br)8 on a Au(111)

wafer kept at room temperature. X-ray photoelectron spectros-

copy (XPS) measurements indicated that after initial deposition

not all CuTPP(Br)8 molecules remained intact (Figure 11, left

column). Likely, some molecules partially debrominate during

OMBD in the crucible or when arriving with high thermal

energy on the Au(111) surface. Sample annealing at only

130 °C reduced the number of intact CuTPP(Br)8 molecules on

a Au(111) further, at 200 °C only surface-adsorbed Br atoms or

Br2 molecules were observed and at 300 °C all bromine species

desorbed (Figure 11, left column).

STM measurements were carried out in order to determine sur-

face structures of deposited CuTPP(Br)8 on a Au(111) surface.

After deposition of about one monolayer only small periodi-

cally structured arrangements were observed. Annealing signifi-

cantly enlarged the size of ordered areas, which is attributed to a

remarkable surface mobility [71] of the adsorbed molecules at

increased temperature. At a temperature of 200 °C most of the

surface was covered with ordered areas, although some disor-

dered regions were noticed (Figure 11a–c). As depicted in

Figure 11c the imaged molecules correspond to radical CuTPP,
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Figure 12: Results of STM measurements: (a) Novel structure of the alternating molecular rows formed after annealing at 350 °C (U = −1.5 V).
(b) Overlay of molecular model on the structure (U = +1.5 V, 6.5 nm × 6.5 nm). (c) Image of the occupied molecular orbitals at the left side of the
ordered structure shown in (a). The green circle marks a lattice defect. (d) Defect along molecular rows (marked blue) from the incomplete C,C-cou-
pling between neighboring molecules. (e) Model of the arrangement with covalent bonds between the debrominated molecules (red circle). Incom-
plete polymerization is marked by the green circle. Dissociated hydrogen atoms from the phenyl groups could diffuse and bond to the still unsaturated
carbon atoms (arrows). Upwards directed C atoms in the pyrrole units of the porphyrin saddle shape are colored in bright and dark yellow to indicate
slightly different angles as explained in the text. Adapted from [47] with permission from The Royal Society of Chemistry.

as XPS measurements demonstrated for that temperature the

presence of surface-bound Br/Br2 only. Interestingly, these sur-

face-stabilized radicals of CuTPP are seemingly long-term

stable. The result obtained after heating this sample to 350 °C

for one hour is displayed in Figure 11. It resulted in the forma-

tion of nano-ribbons (Figure 12) and is accompanied by a cov-

erage reduction of about 25%. Likely, the coverage reduction is

due to partial desorption and reassembling, although it remains

speculative at the present time to what extent. The STM picture

of one nano-ribbon is shown exemplarily in Figure 12. Obvi-

ously, several hundred CuTPP species are self-assembled into

an at least 75 × 45 nm large ribbon, representing a covalently

bonded network of CuTPP. These astonishingly large dimen-

sions of the nano-ribbons might be attributed to several reasons.

For example, the surface polymerization could be shown to

proceed stepwise, that is, all bromine species were fully

cleaved-off before the Ullmann-type C,C-coupling reactions be-

tween neighbored porphyrin stages were initiated [42]. Further-

more, the surface-mobility of adsorbed CuTPP(Br)8 and CuTPP

species is obviously sufficiently high to allow for reassembling.

To the best of our knowledge such a relatively large-scale 2D

on-surface polymerization of porphyrin molecules has been ob-

served here for the first time. As illustrated in Figure 12, the

nano-ribbon comprises several coupling defects as typically ob-

served for covalent networks. Four different types of such

defects have been thoroughly discussed by us together with pos-

sibilities to avoid or to cure them.

Conclusion
We have described our investigation of thin films of

(metallo)porphyrins deposited by OMBD with particular

emphasis on their structural, morphological, (magneto-)optical

and electronic properties. We showed a few recipes for functio-

nalization of (metallo)porphyrins on how to assemble indi-

vidual molecules further into large non-covalently and cova-

lently bonded ensembles. The potential for applications of the

results reviewed here ranges from dendrites as nanowires for

electronic/spintronic device integration via self-assembled non-

covalently locked 2D layers for nano-scaled memory devices to

spintronic devices with laterally conductive and magnetic 2D

nano-ribbons.

Of course, this is a typical status report that reflects the present

state of knowledge acquired. However, the local transport

techniques implemented here for the (metallo)porphyrin thin

films represent a formidable approach in order to downscale

and unveil electrical characteristics, which would certainly

drive device performance. For the future the synthesized

(metallo)porphyrins and methods used and applied have to be

combined even further, whereby especially the combination of

structural and (local) spectroscopic investigations is highly

promising. For example, we regard the 2D nano-ribbons made

of CuTPP(Br)8 molecules as a good starting point to investigate

how to functionalize the porphyrins further with different (tran-

sition) metal atoms or functional groups to tailor structures and

physical properties. The electronic, electrical and local magnet-

ic properties of new 2D nano-ribbons will be investigated by,

for example, cs-AFM or in situ four-probe STM. It is both chal-

lenging and motivating to investigate how to separate the 2D

nano-ribbons from surfaces and to build multilayer devices

from them. Thus, the results presented here gave plenty of stim-

uli to continue our joint efforts [60,72].
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Finally, we would like to express our hope that the multifaceted

fabrication and investigation methods of ensembles of

(metallo)porphyrins, as different as they might appear, may

stimulate joint approaches of material scientists to further

explore their application potential.
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Abstract
Organic ferromagnets are intriguing materials in that they combine ferromagnetic and organic properties. Although challenges in

their synthesis still remain, the development of organic spintronics has triggered strong interest in high-performance organic ferro-

magnetic devices. This review first introduces our theory for spin-dependent electron transport through organic ferromagnetic

devices, which combines an extended Su–Schrieffer–Heeger model with the Green’s function method. The effects of the intrinsic

interactions in the organic ferromagnets, including strong electron–lattice interaction and spin–spin correlation between π-electrons

and radicals, are highlighted. Several interesting functional designs of organic ferromagnetic devices are discussed, specifically the

concepts of a spin filter, multi-state magnetoresistance, and spin-current rectification. The mechanism of each phenomenon is ex-

plained by transmission and orbital analysis. These works show that organic ferromagnets are promising components for spintronic

devices that deserve to be designed and examined in future experiments.
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Introduction
In recent years, organic spintronics has attracted more and more

interest [1-3] in order to develop cheap and flexible devices em-

ploying the electronic spin degree of freedom. Organic spin-

tronics has several merits compared with inorganic materials.

The spin–orbit and hyperfine interactions in organic materials

are usually weak [4], which induces a long spin relaxation time

and makes organic materials ideal for spin-polarized transport

applications. Organic molecules may form a soft interface

with metals and ferromagnets via chemical adsorption. The

interfacial orbital hybridization may modify the organic

interfacial spin polarization (SP), which has triggered the

new concept of “organic spinterface” [5]. Recent experimental

studies have demonstrated the reproduction of conventional

spintronic devices using organic counterparts, e.g., magnetoresi-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:hgc@sdnu.edu.cn
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tive devices [6-8]. On the other hand, the search for novel func-

tional organic materials remains of high interest for theorists

and experimentalists.

Organic ferromagnets (OFs), which combine ferromagnetic and

organic properties, are particularly promising for the design of

organic spintronic devices. OFs are mainly synthesized artifi-

cially, such as by doping transition-metal ions into organic ma-

terials or using spin radicals [9-13]. The latter method may

generate pure OFs. For example, poly((1,4-bis(2,2,6,6-tetra-

methyl-4-hydroxy-4-piperidyl-1-oxyl)butadiyne) (poly-BIPO)

is a representative of π-conjugated pure OFs with quasi-one-

dimensional structure, which can be synthesized from poly-

acetylene by replacing every other H atom by a spin radical.

The radicals are usually heterocycles containing an unpaired

electron. The spins of the radicals are coupled to the spins of

π-electrons in the main carbon chain. Theoretical studies have

found that the radical spins are ferromagnetically ordered in the

ground state [14,15]. The magnetic properties of poly-BIPO

have been measured experimentally, including high Curie tem-

perature (150–190 °C) [9], magnetic hysteresis with residual

magnetization (0.025–0.05 emu/g), and coercive force

(295–470 Oe) [10], which are promising for spintronic applica-

tions. Although the chemical instability of the radicals still

remains a challenge, remarkable progress has recently been

made, where several classes of stable spin radicals have been

obtained [9,10,16].

In the past decades, the research on OFs has focused on the syn-

thesis, measurement, and characterization of the magnetic prop-

erties of the isolated molecules. Recently, the progress in

organic and molecular spintronics has motivated us to explore

the spin-dependent transport properties of OFs and the possibili-

ty to design organic ferromagnetic devices. A related field

involves single molecular magnets (SMMs). Extensive experi-

mental and theoretical studies have demonstrated the realiza-

tion of functional devices based on SMMs, such as molecular

switches and negative differential resistance [17-24]. Electronic

transport in organic magnets has also been studied. Yoo et al.

[25] have experimentally demonstrated the magnetic response

of V[TCNE]x-based devices (TCNE stands for tetracyano-

ethylene) by connecting the organic magnet to gold electrodes.

Li et al. [26] have investigated the magnetoresistance effect in

organic magnetic devices with one ferromagnetic and one

nonmagnetic electrode. Wang et al. [27,28] have performed the-

oretical studies of electron transport in OFs and have proposed

spin–charge separation and spin filtering.

π-Conjugated OFs with spin radicals are ideal materials for

device design since the π-orbitals are available for electron

transport. The pursuit of novel effects based on the intrinsic

properties of the OFs is one of our aims. Prior to that, the role of

the following interactions needs to be clarified: First, the cou-

pling between the spins of conducting π-electrons and the

radical spins is the origin of the magnetism. How does it affect

the spin-dependent transport? Second, the electron–lattice (e–l)

interaction is strong in organic materials, which leads to dimer-

ization in the ground state and opens a Peierls gap in the molec-

ular energy band [29]. What is the role of the e–l interaction for

the spin-dependent electron transport? Third, in the presence of

the above two interactions, how do the molecular π-orbitals

respond to an external bias? What is its manifestation in the cur-

rent?

In the remainder of the paper, we introduce our theory for the

electron transport through OF devices, which combines the ex-

tended Su–Schrieffer–Heeger (SSH) model [30] and the

Green’s function method. The two interactions mentioned

above are included. Then, we review results on electron trans-

port and functional design of organic ferromagnetic devices,

which are based on this theory. We focus on three concepts that

are interesting for spintronics, namely spin filtering [31], multi-

state magnetoresistance [32], and spin–current rectification

[33].

Review
SSH model combined with the Green’s
function method
Generally, an OF device may be constructed by sandwiching

the OF molecule between two electrodes, as shown in Figure 1.

The two semi-infinite one-dimensional electrodes may be ferro-

magnetic or nonmagnetic metals. The central OF, such as poly-

BIPO, consists of the main carbon chain and spin radicals at-

tached to the odd sites. The OF can be described by an extend-

ed SSH model [30] combined with a Kondo term, which

captures both the strong e–l interaction and the spin correlation

between π-electrons and spin radicals. The Hamiltonian is

written as [14,15]

(1)

The first two terms are the expression of the SSH model [30]

for an organic molecular chain. The former one is the hopping

term of π-electrons along the main chain, where the hopping

integral is modulated by the possible lattice distortion. t0 is the

nearest-neighbor hopping integral in a uniform chain. α denotes
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the e–l coupling constant. yi corresponds to the lattice distor-

tion yi≡ ui+1 − ui, where ui is the displacement of the carbon

atom at site i.  is the creation (annihilation) operator of

an electron at site i with spin σ. The second term is the classical

elastic energy of the lattice atoms in the main chain, where K is

the elastic coefficient. The third and forth terms are the elec-

tron–electron interactions between π-electrons, where U and W

are the on-site and nearest-neighbor interaction strengths, re-

spectively. The last term is the spin coupling between the

π-electron spins  and the radical spins Si, with

strength J > 0. This term contains δi,odd = 1 (δi,odd = 0) for i odd

(even), which ensures that the spin coupling only occurs for the

odd sites.

Figure 1: Schematic of an organic ferromagnetic device.

Since we focus on the effects of the interactions in the organic

ferromagnet on transport, we model the electrodes by simple

one-dimensional chains described by a single-band tight-

binding model with a spin-splitting term [34],

(2)

Here,  denotes the creation (annihi-

lation) operator of an electron in the metal at site i with spin σ.

εf is the on-site energy of a metallic atom and tf the nearest-

neighbor hopping integral. Jf is a Stoner-type exchange field,

which is set to zero for a nonmagnetic metal. The coupling be-

tween the electrode and the OF is described by a transfer inte-

gral tmf. Since our focus is on effects coming from the bulk of

the OF chain, we here assume spin-independent coupling be-

tween the OF and the electrodes.

When a bias voltage V is applied, a spatially varying electric

potential is generated along the molecule, which modifies both

the electronic and the lattice structure. If the bias is not too

large, a linear treatment is justified [35,36], where we assume

that a uniform electric field E = V/[a(N − 1)] along the mole-

cule is induced. Here, N is the total number of carbon atoms in

the main chain and a is the lattice constant. Hence, the Hamil-

tonian involving the electric potential is

(3)

Here, e is the electronic charge of an electron. The first term is

the electric potential of the π-electrons, and the second term is

the potential of the ion cores.

Before calculating the transport properties, one needs to obtain

the stationary structure of the OF under bias. Using the mean-

field approximation to treat the electron–electron and spin–spin

interactions, the eigenenergies εμ,σ and the eigenstates 

with (real) eigenfunctions ψμ,σ,i can be calculated in Wannier

space by solving the Schrödinger equation

(4)

Here, we set  and

.

 is the matrix element of the mean-field Hamiltonian

for the π-electrons with spin σ. The spin quantum number

σ  assumes the numerical values ↑  ≡  1 and ↓  ≡  −1.

 is the average occupation number of

π-electrons at site i with spin σ. The sum is over all occupied

states.  is the total occupation number at site i.

 is the average value of the radical spin, assumed to be in

the z-direction. The lattice distortion yi in Equation 4 is deter-

mined by minimizing the total energy, ∂E({ui})/∂{ui} = 0,

which leads to the equation

(5)

where the Lagrange multiplier λ guarantees that the length of

the molecular chain remains unchanged, i.e., . A

fixed-end boundary condition is adopted since the two ends of
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the molecular chain are attached to the electrodes. Equation 4

and Equation 5 are solved self-consistently [14].

In the regime of coherent transport, the current with spin σ

through the device can be calculated from the Landauer-

Büttiker formula [37]

(6)

Here,  is the spin-de-

pendent transmission coefficient determined from the retarded

single-particle Green’s function Gσσ(E,V) for the central OF

[38]. ΓL/R denotes the broadening matrix and f(E,μL/R) is the

Fermi distribution function of the left (L) or right (R) electrode

with electrochemical potential μL/R = EF ± eV/2 and Fermi

energy EF.

For the numerical calculations we use parameter values appro-

priate for poly-BIPO [14,31,39]: t0 = 2.5 eV, α = 4.1 eV/Å,

K = 21.0 eV/Å2, and  = −1/2. We introduce dimensionless

interaction strengths j = J/t0, u = U/t0, and w = W/t0. The param-

eters for the electrodes vary according to the material adopted.

For details on the parameters, see the related works [31-33].

Spin filtering in metal/OF/metal devices
A spin filter is meant to generate a strongly spin-polarized cur-

rent from an unpolarized current source and is a crucial ele-

ment for spintronics. Using a magnetic interlayer in a sandwich

structure is a valid method that has been reported in inorganic

devices, such as Ag/EuSe/Al and Ag/EuS/Al [40,41]. To obtain

a current with strong SP in those devices, a strong magnetic

field is usually necessary to generate either spin-selective

barriers or spin splitting of the resonant level. Interlayers made

of OFs deserve to be explored for the possibility to realize an

intrinsic organic spin filter. Here, we review progress in this

direction made by some of us [31].

We have constructed the OF device by sandwiching the OF

molecule between two identical nonmagnetic electrodes [31].

The spin-resolved and the total current calculated using the

theory discussed in the previous section are shown in Figure 2a.

The SP P = (I↑ − I↓)/(I↑ + I↓) of the current is given in

Figure 2b. We have found a step-like current–voltage curve

with a threshold voltage, which is common in nanojunctions.

The spin-up and spin-down currents differ both in threshold

voltage and magnitude. This leads to a non-monotonic depen-

dence of the SP on bias, as shown in Figure 2b. In particular,

nearly complete SP is obtained in the bias range of [0.7, 1.0] V,

which means that strong spin filtering is realized in this bias

Figure 3: Density of states of the OF device at a bias of 0.8 V. Here,
the Fermi energy of the electrodes is taken to be EF = 1.5 eV, which
for a bias voltage of V = 0.8 V leads to the indicated chemical poten-
tials μL,R = EF ± 0.4 eV. Reproduced with permission from [31], copy-
right 2007 American Physical Society.

range. The second peak of the SP appears at about 1.8 V but the

SP is reduced to about 40%.

Figure 2: (a) Current–voltage characteristics for a OF device with
N = 20 carbon sites. (b) Spin polarization of the current as a function of
bias. Reproduced with permission from [31], copyright 2007 American
Physical Society.

In order to understand the spin filtering effect, we have

calculated the spin-resolved density of states (DOS) of

π - o r b i t a l s  f r o m  t h e  G r e e n ’ s  f u n c t i o n  w i t h

DOSσ(E,V) = −(1/π)Im[Gσσ(E,V)]. The result for 0.8 V is

shown in Figure 3. Evidently, the DOS is spin-split due to the

coupling with radical spins. An energy gap of about 1.0 eV

appears between the spin-down highest occupied molecular

orbital (HOMO) and the spin-up lowest occupied molecular

orbital (LUMO). For a bias of 0.8 V, only the spin-up LUMO

falls into the bias window and contributes to the current. There-

fore, the current is nearly fully spin polarized. When the bias in-
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creases, additional spin-up and spin-down orbitals will enter the

bias window alternately, which results in the oscillation of the

SP. Full spin filtering will not be reached again since the cur-

rent includes contributions from electrons with different spins.

The effects of the spin–spin and e–l interactions on the SP need

to be clarified. The dependence of the SP on the spin–spin

correlation parameter j is shown in Figure 4a, where the bias is

fixed to 0.8 V. It is found that the SP increases rapidly, and then

reaches the maximum value of nearly 100% at about j = 0.25.

The intrinsic mechanism can be understood as follows: With-

out spin coupling, the molecular π-orbitals are spin-degenerate

and the SP of the current is zero. In the case of nonzero j, a spin

splitting of the π-orbitals occurs, where the spin-up orbitals are

lowered in energy and the spin-down orbitals are raised. This

spin splitting reduces the number of spin-down states in the

conducting bias window, while it increases the number of spin-

up states. As a result, the SP is increased. When the spin-down

states are completely pushed out of the bias window, a nearly

complete SP is achieved. Note that due to the existence of a

large Peierls gap arising from the e–l interaction, the bias

window continues to contain only spin-up states when j is in-

creased further so that the SP will remain close to 100%. This

means that the strong e–l interaction is crucial for spin filtering.

Figure 4: (a) Spin polarization of the current as a function of the spin
coupling strength j for a bias of 0.8 V. (b) Bias-dependent spin polari-
zation of the current for three different values of the electron–lattice
coupling strength α. Reproduced with permission from [31], copyright
2007 American Physical Society.

To elucidate the role of e–l interaction, we show, in Figure 4b,

the SP of the current for three different strengths α of the e–l

interaction at j = 0.5. α = 0 corresponds to a rigid chain without

dimerization. In the case of a vanishing (α = 0) or weak

(α = 2.0) e–l interaction, the SP occurs as soon as the bias is

applied. However, for a strong e–l interaction (α = 4.0), a

threshold voltage of about 0.2 V appears. Moreover, the

maximum SP and the plateau width at the maximum SP

increase with the e–l interaction. The reason is explained in the

following: The spin coupling j induces a spin splitting of the

π-orbitals, while the e–l interaction generates a Peierls gap sepa-

rately for the orbitals with different spins. With the present pa-

rameters, the Peierls gaps for different spins are not symmetric

to the Fermi level of the electrode. The numbers of spin-up and

spin-down orbitals falling into the bias window are different,

which is adjusted by the e–l interaction. This is the reason why

the SP depends on the e–l interaction. It is noted that a nearly

complete SP is obtained only for strong e–l interaction. In our

calculation, there is a Peierls gap of about 1.65 eV. When the

bias is increased to 0.3 V, only one spin-up orbital falls into the

bias window, whereas the spin-down DOS is very small due to

the Peierls gap. This leads to nearly complete SP. In the case of

zero or weak e–l interaction, both spin-up and spin-down

orbitals are close to the Fermi energy and contribute to the cur-

rent, which is thus not fully spin polarized. An analogous phe-

nomenon has been reported in a double-bend structure of a

quantum wire, where an antiresonance gap is generated by weak

lateral magnetic modulations, which leads to a large SP of the

current [42]. Wang [27] also proposed a spin filtering effect in

the same material coupled to a quantum wire, which is assumed

to be manipulated by a gate voltage. We note that although a

different model without e–l interaction was adopted in his work,

a Hubbard gap still appears in the molecular band to separate

the spin-up and spin-down energy levels.

The spin filtering effect in OF devices was also reported in

other theoretical works. For the SSH model and using a Green’s

function method, Sadaghi et al. [43] have investigated the spin-

dependent transport through an OF chain with an odd number of

sites, where a soliton in the main chain preexists. They found

that spin filtering takes place when the spins of the soliton and

the radicals point in opposite directions. Sun [44] has discussed

the SP of the current through OF devices in the presence of

ferromagnetic leads. A large SP is obtained in a specific bias

region, which is enhanced by the polarization ratio of the mag-

netic electrode, and suppressed by the on-site Coulomb repul-

sion. Even in a long OF polymer chain, a spin filtering effect

was obtained in the regime of polaron transport. Wang et al.

[45] have found that a polaron moving under an electric field

may be trapped near the spin radicals unless the field is stronger

than a critical value. The magnitude of the critical field depends
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Figure 5: Density of states of (a) Co and (b) the OF poly-BIPO. The molecular length is 20 sites. (c) Schematic of the magnetization configurations
C1, C2, C3, and C4 in the ferromagnet/OF/ferromagnet device. Reproduced with permission from [32], copyright 2014 AIP Publishing.

on the spin of the polaron, which implies a spin-filtering effect

of the polaron transport.

Multi-state magnetoresistance in
ferromagnet/OF/ferromagnet junctions
Further control over an OF device can be gained by employing

ferromagnetic electrodes. Ferromagnetic junctions are the basic

building blocks for spin valves to realize the magnetoresistance

(MR) effect, which is important in spintronics for magnetic

storage. By manipulating the relative magnetic magnetization of

the two electrodes with a magnetic field, e.g., parallel or

antiparallel, the resistance of the device can be switched be-

tween low-resistance and high-resistance states. The utilization

of organic molecules as the interlayer has been studied in many

experiments, motivated by the long spin relaxation time [4]. Ex-

amples are the giant magnetoresistance (GMR) and the room-

temperature tunneling magnetoresistance (TMR) in LSMO/

Alq3/Co junctions [6-8].

The MR in the ferromagnet/OF/ferromagnet junction Co/poly-

BIPO/Co has been studied theoretically in the work [32], which

we here review. The DOS of the isolated Co electrode and the

OF are shown in Figure 5a and Figure 5b, respectively. The

DOS of Co is consistent with one fully occupied majority-spin

band and one half-filled minority-spin band [46]. Because all

three components of the device are ferromagnetic, there exist

four fundamentally distinct collinear alignments of the magneti-

zations. We fix the radical spins of the OF in the z-direction,

Figure 6: Current–voltage characteristics of a Co/OF/Co junction for
the four magnetization configurations C1, C2, C3, and C4 shown in
Figure 5c. Reproduced with permission from [32], copyright 2014 AIP
Publishing.

while the magnetization of each ferromagnet may be parallel or

antiparallel to the z-direction. The four configurations are

labeled as C1 (↑↑↑), C2 (↓↑↓), C3 (↑↑↓), and C4 (↓↑↑) and are

illustrated in Figure 5c.

The current–voltage characteristics for the four magnetization

configurations are shown in Figure 6. It is found that the

threshold voltage and the maximum magnitude of the current
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Figure 7: Spin-dependent transmission Tσσ(E) as a function of energy close to the Fermi energy for the four magnetization configurations. Panels
(a–d) correspond to configurations C1–C4, respectively. The bias voltage is V = 1.0 V. Reproduced with permission from [32], copyright 2014 AIP
Publishing.

strongly depend on the magnetization configuration. Configura-

tion C1 conducts first, with the smallest threshold voltage of

about 0.3V. The maximum current of about 2.7 μA is reached

when the bias exceeds 0.8 V. Larger threshold voltages of about

0.9 V and 0.6 V, respectively, is observed for C2 and C4. The

current at 1.0 V is 0.5 μA for C2 and 0.9 μA for C4. On the

other hand, the current for C3 is strongly suppressed within the

calculated bias region. The different transport properties

indicate that a multi-state MR effect can be realized by

controlling the magnetization orientations of the electrodes

and the central OF. One can quantify the bias-dependent multi-

s ta te  MR as  MR i (V )  =  [RC i (V )  −  RC 1 (V ) ] /RC i (V ) .

Threshold voltage, maximum current, and multi-state MR for

each case are summarized in Table 1. Obviously, four values

of MR are realized with the change of the magnetization

configuration. A maximum MR of 98% is obtained at a bias of

1.0 V.

Table 1: Threshold voltage (Vth), maximum current for bias voltage in
[0,1] V (Imax), and multi-state magnetoresistance (MR) at a bias
voltage of 1 V for the different magnetization configurations. Repro-
duced with permission from [32], copyright 2014 AIP Publishing.

configuration Vth (V) Imax (μA) MRi (V = 1.0 V)

C1 (↑↑↑) 0.3 2.7 0
C2 (↓↑↓) 0.9 0.5 82%
C3 (↑↑↓) >1.0 0.06 98%
C4 (↓↑↑) 0.6 0.9 66%

The mechanism of the multi-state MR can be understood as

follows: In the present device, electrons tunnel between the Co

electrodes through the OF interlayer. In the two-current model

[47], and according to the band structure of Co, the electron

tunneling in C1 (C2) happens between the two half-filled spin-

down (spin-up) Co bands. The situation is different in C3 (C4),

where the tunneling takes place from the completely filled spin-

up (spin-down) band of the left electrode to the half-filled spin-

up (spin-down) bands of the right electrode. This difference is

the origin of TMR in conventional spin valves. If the central

layer is nonmagnetic, the resistance for C1 should be same as

the one for C2, and analogously for C3 and C4. Thus two-state

MR, for parallel and antiparallel alignments, will be obtained.

However, in the presence of the OF, the π-orbitals in the OF are

spin-split. In particular, spin filtering occurs near the Fermi

energy, as discussed in the previous section on spin filtering.

So, the spin-dependent tunneling for parallel and antiparallel

configurations will suffer a further spin selection in the OF,

which will induce a splitting of the resistance depending on the

spin of the transported electrons. There is a pronounced differ-

ence between the currents for configurations C3 and C4, the

magnetization configurations of which are mirror images of one

another. The main origin of this asymmetry is that in the right

(drain) electrode the spin-down band is completely occupied for

C3 so that spin-down electrons cannot tunnel into it; spin-down

electrons carry most of the current, as shown below. On the

other hand, for C4 the spin-down band in the drain electrode is

half filled. The additional asymmetry due to the spin radicals
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being attached only to odd sites, while the length of the OF is

even (N = 20), does not play a large role.

The above analysis may be verified by a calculation of the

transmission spectrum. Figure 7 shows the spin-dependent

transmission of the four configurations at 1.0 V. For C1 and C4,

an efficient transmission peak contributed by the spin-down

electrons is found in the bias window, which leads to the higher

current shown in Figure 6. However, for C2 and C3, there is no

transmission peak in the bias window, and thus a low current is

obtained. This is because for the present parameters, the molec-

ular orbital of the OF closest to the Fermi energy is the spin-

down LUMO, as shown in Figure 5b. Therefore, only spin-

down electrons can tunnel at low bias for C1 and C4. Note that

for C2 the tail of the transmission peak from the higher-energy

spin-up LUMO enters the bias window, which contributes to the

small current seen in Figure 6.

Other designs of four-state resistive devices have also been re-

ported, where a ferroelectric barrier was introduced between

two ferromagnets [48-50]. In these designs, both a magnetic

field and an electric field are necessary to manipulate both the

relative magnetization orientation of the electrodes and the po-

larization of the barrier. We note that the OF multi-state MR

device presented here can be manipulated by only one magnet-

ic field that controls the relative magnetizations. For this, it is

useful to employ two ferromagnets with different coercive

fields, such as LSMO (30 Oe) and Co (150 Oe) [6]. Then, the

different magnetization configurations can be realized by tuning

the strength of the magnetic field.

The exploration of OFs in MR devices is still in its infancy

except for several pioneering experimental works. For example,

Yoo et al. [25] and Li et al. [26] have sandwiched the organic

magnet V[TCNE]x between two Au electrodes or Fe and Al

electrodes and demonstrated a room-temperature MR. Organic

magnets have also been utilized as spin injectors in organic spin

valves. Yoo et al. [51] have constructed V[TCNE]x/rubrene/

LSMO junctions and have observed a MR of about 2.5%. Even

all-organic spin valves employing organic magnets as both the

spin injector and detector have been designed [52], but only a

small negative MR of about 0.04% has been observed. Howev-

er, based on these proofs of principle and the discussed theoreti-

cal progress, the utilization of OFs in MR devices looks promis-

ing.

Spin-current rectification in asymmetric
magnetic co-oligomer devices
The aforementioned studies of spin-dependent transport through

OF devices are limited to uniform OF molecular chains. In this

section, we discuss the electron transport through an asym-

Figure 8: Bias-dependent (a) CC and (b) SC through an asymmetric
OF device with N = 20 and EF = 0. The arrows in (b) indicate the SP of
the current. Reproduced with permission from [33], copyright 2008 AIP
Publishing.

metric OF chain, e.g., a magnetic/nonmagnetic co-oligomer,

where a spin-current rectification phenomenon can occur. Recti-

fication of the charge current (CC) refers to an asymmetric cur-

rent–voltage curve under reversal of the bias voltage. Molecu-

lar rectification has been proposed and investigated in the past

decades, where the spatial asymmetry of the device, either at the

molecule/electrode interfaces or in the central molecule, is

necessary [36,53-57]. Spin-current rectification describes an

asymmetric spin current (SC) upon reversal of the bias, which is

more complex than a CC rectification. One may define the CC

as Ic = I↑ + I↓ and the SC as . Hence, a SC

contains two characteristics: the amplitude of the current and its

SP. As a result, the asymmetry of the SC upon bias reversal can

have two origins: The first is that the amplitude of the current is

not symmetric, while the SP remains unchanged. This is analo-

gous to CC rectification. We call this effect parallel SC rectifi-

cation. The second is that the SP is reversed upon bias reversal,

which we call antiparallel SC rectification. In the following, we

review results [33] that demonstrate that both types of SC recti-

fication may be realized in suitably designed OF devices.

The OF spin diode consists of a magnetic co-oligomer coupled

to two nonmagnetic electrodes [33]. The central magnetic

co-oligomer is composed of a left OF molecule and a right

nonmagnetic one, such as poly-BIPO and polyacetylene, re-

spectively. The magnetic co-oligomer may be described by the

Hamiltonian HOF in Equation 1, with the modification that the

coupling to radical spins only exists for the odd sites of the left

half chain. For simplicity, the electron–electron interaction has

been neglected. Results for the CC and SC through the device

for the Fermi level in the middle of molecular gap, i.e., EF = 0,

are shown in Figure 8. In the considered bias region of

[−1.0 V,+1.0 V], the CC is symmetric upon bias reversal. The
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CC begins to increase quickly when the bias approaches ±0.8 V.

The magnitude of the current reaches 0.4 μA at ±1.0 V. Rectifi-

cation of the CC is not observed. However, for the SC, the SP is

reversed, although the amplitude of the SC is symmetric. Ac-

cording to the definition of the SC, the current is spin-down

polarized for positive bias, whereas it is spin-up polarized for

negative bias. This is the antiparallel rectification of the SC

defined above.

The mechanism of the antiparallel rectification can be explored

by investigating the spin-dependent transmission under various

biases. In Figure 9, the spin-resolved transmission spectra at

0 V and ±1.0 V are shown. At 0 V, there are two transmission

peaks with equal distance from the Fermi energy, which result

from the spin-up LUMO and the spin-down HOMO. Applying a

positive bias of 1.0 V, the transmission peak of the spin-down

HOMO is shifted closer to the Fermi energy and enters the bias

window, which contributes a spin-down polarized current. Con-

versely, when a negative bias of −1.0 V is applied, only the

spin-up LUMO peak is in the bias window. One can show that

the spin-down LUMO and the spin-up HOMO evolve symmet-

rically with the bias. As a result, the magnitude of the current is

symmetric upon bias reversal but the SP is reversed.

Figure 9: Spin-dependent transmission near the Fermi energy for
N = 20 and EF = 0 at the bias voltages (a) 0 V, (b) +1.0 V, and
(c) −1.0 V. Reproduced with permission from [33], copyright 2008 AIP
Publishing.

The relative position of the electrode Fermi level with respect to

the molecular energy gap is important for the rectification be-

havior. If the Fermi level does not lie in the middle of the mo-

Figure 10: Bias-dependent (a) CC and (b) SC for N = 32 and
EF = 0.3 eV. The arrows in panel (b) indicate the SP of the current.
Reproduced with permission from [33], copyright 2008 AIP Publishing.

Figure 11: Spin-dependent transmission near the Fermi energy for
N = 32 and EF = 0.3 eV at the bias voltages (a) 0 V, (b) +0.8 V, and
(c) −0.8 V. Reproduced with permission from [33], copyright 2008 AIP
Publishing.

lecular energy gap, the symmetry of the current contributions

from the two nearest peaks is broken. Results for an electrode

Fermi level of EF = 0.3 eV are shown in Figure 10. Both the CC

and SC are rectified with a similar shape of their current–volt-

age curves. A larger current is obtained for positive bias, where

the rectification ratio, defined as RR(V) = −Ic(V)/Ic(−V) for CC

and SRR(V) = −Ic(V)/Ic(−V) for SC, reaches about 22 at 0.8 V

for both CC and SC. The rectification of SC is of the type of

parallel rectification, where only the amplitude of the current is

asymmetric and the SP remains unchanged upon bias reversal.

The underlying mechanism can be understood from the bias-de-

pendent transmission spectrum, which is shown in Figure 11. In
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this case, the transmission peak from the spin-up LUMO is

mainly responsible for the current under either positive or nega-

tive bias. However, the height of the peak is strongly enhanced

at positive bias compared to negative bias, leading to a larger

spin-up polarized current at positive bias.

In principle, the asymmetric transport properties of the OF spin

diode originates from the asymmetric response of the molecu-

lar eigenstates to a bias voltage. Figure 12 shows the bias-de-

pendent molecular eigenlevels and the electronic localization of

the two orbitals closest to the Fermi energy, i.e., the spin-up

LUMO and the spin-down HOMO. The localization of an

eigenstate is defined as [58], where

ψμ,σ,i(V) is the wave function of the molecular eigenstate μ with

spin σ at site i, for a bias voltage V. A larger ξ means a more

strongly localized orbital. Figure 12a demonstrates an asym-

metric shift of the molecular eigenlevels under positive and

negative biases, especially for the orbitals near the Fermi

energy. The shift is opposite for the spin-up LUMO and the

spin-down HOMO. This shift of the molecular eigenlevels cor-

responds to the asymmetric shift of transmission peaks shown

in Figure 9 and Figure 11. The electronic localization for the

spin-up LUMO and the spin-down HOMO is also asymmetric

upon bias reversal. For example, the spin-up LUMO tends to be

delocalized at positive bias, whereas it becomes more localized

at negative bias. A more delocalized orbital will lead to a larger

transmission coefficient, which is the reason for the rectifica-

tion shown in Figure 11.

Figure 12: Bias-dependent (a) molecular eigenlevels and
(b) electronic localization of the spin-up LUMO and the spin-down
HOMO. Reproduced with permission from [59], copyright 2016 Else-
vier.

It should be pointed out that the bias-induced evolution of mo-

lecular eigenstates is opposite for the spin-up LUMO and the

spin-down HOMO, including the energy shift and the change of

electronic localization. If the dominant orbital for the transport

is changed, e.g., by using a gate voltage, an interesting phenom-

enon, namely an inversion of the rectification, may happen.

This has been discussed in detail in [59]. Note that the concept

of SC rectification reviewed here is based on spin-polarized

charge transport. This phenomenon has also been reported in a

molecular junction with one ferromagnetic and one nonmag-

netic electrode [60]. A distinct scheme of rectification com-

pared to our picture has been proposed recently, which leads to

a pure SC, that is, a flow of angular momentum without accom-

panying CC. This type of SC rectification may be generated by

spin pumping techniques [61] or via the spin-Seebeck effect

[62].

The above proposed prototype of a molecular spin diode has

been supported by ab initio calculations. Zhu et al. [63] have

studied a biradical (5-bromo-2,4-dimethoxy-1,3-phenylene)-

bis(N-tert-butylnitroxide) molecule connected to two gold elec-

trodes. The molecule is magnetic and spatially asymmetric. The

authors have found CC and SC rectification through the device.

A high rectification ratio exceeding 100 is reported. Experimen-

tal tests of the theoretical predictions are highly desirable.

Conclusion
In this contribution, theoretical results on spin-dependent elec-

tron transport through OFs have been reviewed, focusing on our

designs of several OF spintronic devices. They are based on a

combination of the extended SSH model and the Green’s func-

tion method, including the intrinsic interactions in OFs, i.e., the

e–l interaction and the coupling between the spins of π-elec-

trons and radicals. Using the pure OF poly-BIPO as an example,

we have discussed the realization of three important concepts

for spintronics with OFs: spin filtering, magnetoresistance, and

spin-current rectification.

Spin filtering can be realized with metal/OF/metal sandwich

structures [31]. An oscillating SP of the current as a function of

the bias voltage in predicted for such devices. An extremely

large SP is achieved in a certain bias region, which shows that a

strong spin-filtering effect is realized. By examining the DOS, it

was found that the spin splitting of π-orbitals induced by the

coupling between the spins of π-electrons in the main chain and

the residual spins of radicals is responsible for the SP, while the

large Peierls energy gap induced by the strong e–l interaction is

crucial for the nearly complete SP.

Then, a magnetoresistive device based on coupling the OF to

two ferromagnetic electrodes [32] has been reviewed. Consid-

ering the possible orientations of the magnetization in each

component, four distinct magnetic configurations of the device

were proposed and the transport in each case were investigated.



Beilstein J. Nanotechnol. 2017, 8, 1919–1931.

1929

By calculating the current–voltage characteristics, it was found

that the current depends strongly on this configuration and a

four-state magnetoresistance was predicted. The intrinsic mech-

anism was revealed by the transmission analysis, where the

spin-resolved electron tunneling between the two ferromagnets

suffers a further spin selection by the OF. Using two ferromag-

nets with different coercive fields as the electrodes should allow

one to manipulate a multi-state magnetoresistance device by a

magnetic field.

Finally, the additional functionality of spin-current rectification

can be implemented by replacing the OF by an asymmetric

magnetic co-oligomer, for example consisting of poly-BIPO

and polyacetylene [33]. It was found that two types of SC recti-

fication may be realized in such spin diodes by adjusting the po-

sition of the Fermi energy of the electrodes relative to the mo-

lecular energy levels. For parallel SC rectification, only the

amplitude of the SC is asymmetric under reversal of the bias,

while the SP remains unchanged. This effect is accompanied by

a CC rectification. The other type is antiparallel SC rectifica-

tion, where only the SP of the current is reversed under reversal

of the bias. The origin of the SC rectification can be traced back

to the bias-induced asymmetric response of molecular eigen-

states, which involves both an asymmetric shift of eigenlevels

and an asymmetric localization of orbitals.

We should mention that the reviewed works are limited to the

regime of coherent transport in nanoscale devices. A compre-

hensive study beyond coherent transport is required for the

future. Especially for large-scale devices composed of long OF

polymer chains, polaronic transport is possible, which is very

common in organic materials. One of our works not discussed

in detail here exhibits a distinctive property of polarons in OFs

caused by the spin radicals, namely spin-charge disparity [64]:

The charge and spin distributions of a polaron are shifted with

respect to each other. This is expected to lead to novel effects

for polaron transport in OFs, which will be investigated with a

nonadiabatic dynamics method in the future. Furthermore, the

coupling between π-electron and radical spins has so far been

treated in a mean-field approximation, which neglects the dy-

namics of the radical spins. Spin and also charge transport is ex-

pected to be affected by the dynamics, which requires a quan-

tum-mechanical description since the radicals typically carry

spins S = 1/2. Another aspect worth studying is the role of

disorder, which is generically important in one-dimensional

systems [65]. Finally, a simple spin-independent interfacial cou-

pling between the OFs and the electrodes is considered here. In

actual devices, orbital hybridization may happen between the

interacting atoms, which will modify the spin states of both the

molecules and the metal atoms close to the interface. Ab initio

tools will be useful in determining the details. In spite of this,

we hope that the works discussed in this contribution deepen

our understanding of the electron transport through OFs, and

increase the interest in the design of organic spintronic devices

with OFs.
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Abstract
The great potential of organic heterostructures for organic device applications is exemplified by the targeted engineering of the

electronic properties of phthalocyanine-based systems. The transport properties of two different phthalocyanine systems, a pure

copper phthalocyanine (CoPc) and a flourinated copper phthalocyanine–manganese phthalocyanine (F16CoPc/MnPc) heterostruc-

ture, are investigated by means of density functional theory (DFT) and the non-equilibrium Green’s function (NEGF) approach.

Furthermore, a master-equation-based approach is used to include electronic correlations beyond the mean-field-type approxima-

tion of DFT. We describe the essential theoretical tools to obtain the parameters needed for the master equation from DFT results.

Finally, an interacting molecular monolayer is considered within a master-equation approach.

2094

Introduction
Implementing molecular spintronics requires the understanding

and the ability to modify and control charge-transport character-

istics of organic molecules. Thus a solid understanding of the

basic effects that govern the transport characteristics in the

desired material is required for the development of further

devices. Examples were demonstrated for a wide variety of ap-

plications including molecular spin filters [1], single-molecule

or thin-film-based field-effect transistors [2-4], as well as poten-

tial candidates for memory devices utilizing organometallic

complexes of tetracyanoquinodimethane (TCNQ) [5,6]. At

interfaces between different organic materials interesting physi-

cal phenomena appear, in most cases due to (partial) charge

transfer between the materials. One example is the formation of

a two-dimensional metallic interface between insulating organic

crystals [7,8]. Other effects are metal-insulator transitions or

superconductivity which were reported for organic charge-

transfer crystals realized by a combination of strongly electron-

accepting and strongly electron-donating molecules [9,10].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Recently, a heterostructure of manganese phthalocyanine

(MnPc) and structurally similar fluorinated copper phthalo-

cyanine (F16CoPc), has demonstrated the occurrence of hybridi-

zation [11]. It was proved that a local charge transfer which

affects only the transition-metal centers changes the charge state

of the transition metal and is directly related to a change of its

magnetic moment. Further studies indicated that the Co

 orbital is filled due to the charge transfer at the inter-

face to MnPc. Experiments and theory showed that a bulk mate-

rial can be formed that maintains the charge and spin transfer

between the two molecules [12]. Similar observations were

made for organic molecules combined with the strong acceptor

molecule F4TCNQ. In general all of the fabricated heterostruc-

tures revealed new low-energy optical excitations originating

from hybrid states. These states are of special importance for

the transport characteristics of the hybrid materials. In contrast

to other organic molecules, the hybrid dimer states close to the

Fermi level in the the picene/F4TCNQ compound excite a very

asymmetric I–V curve with a pronounced diode-like forward/

reverse current behavior. Additinally the effect of an applied

gate voltage is greatly enhanced [13].

The electronic structure of free molecules or molecular assem-

blies will be substantially modified if the molecular material

comes in contact with metal substrates. The formation of hybrid

states at the metal-organic interface due to the different chemi-

cal potentials of the materials induces a wide range of effects

and strongly depends on the microscopic details of the interface.

The question arises of how the substrate interactions change the

electronic structure of the molecular material and whether

favorable properties for envisaged applications can be realized.

Another important aspect for transport and potential applica-

tions are electronic interactions and correlations, which can be

very strong in the confined molecular orbitals. Approaches

beyond mean-field-type approximations are required for the

treatment of correlation effects such as Coulomb blockade and

the Kondo effect [14]. Such interactions not only occur within a

single molecule but also between neighboring molecules in a

film [15], where they can lead to ordering phenomena.

Our paper is organised as follows. First we will present the

methodical background and results of our theoretical investiga-

tions on different phthalocyanine heterostructures by using the

DFT-NEGF approach. In the second part we present our ap-

proach to combine DFT calculations and the master equation

approach to quantum transport. Finally we present results of this

new approach to describe tunnelling effects in monolayers.

DFT-NEGF transport theory
The ground-state electronic structure of the molecules was in-

vestigated using the all-electron DFT NRLMOL program

package, which achieves a high level of numerical accuracy

(see [16,17] and references therein). For the exchange correla-

tion, GGA/PBE [18] was used and in all calculations dispersion

correction utilizing the DFT-D2 method [19] was included. The

geometry of the molecules was optimized using a gradient ap-

proach, the relaxation was terminated once all atomic were

below 0.05 eV/Å. We applied the NEGF method for the self-

consistent calculation of the electronic transport properties as

implemented in the GPAW code [20,21] to investigate the I–V

characteristics of our model devices. For the transport calcula-

tions, the electronic structure is obtained by DFT calculations

using the common approach of constructing a model device for

which the molecule of interest together with additional elec-

trode atoms (scattering region, see below Figure 2e) are sand-

wiched between two semi-infinite metallic electrodes. We use at

least three additional Au(111) layers at each side of the mole-

cule to construct the scattering region, followed by a further ge-

ometry-optimization step, where the topmost two gold layers

together with the attached molecules are allowed to relax. For

the scattering region as well as for the leads, a localized double-

ζ polarized basis set was used. The whole system can be subject

to an external bias and/or gate voltage. The electronic structure

of the scattering region and therefore the I–V curves are calcu-

lated self-consistently in the presence of such external fields.

The key facts of the DFT-NEGF method where already given in

[13] and a detailed discussion of the method can be found in the

cited literature and the references therein [22,23].

Ground state molecular properties
Important effects arise from interactions between the organic

molecules and metallic contacts. These interactions may sub-

stantially alter the electronic structure of the organic material

and needs to be carefully investigated [24]. In the following, we

present DFT results for model systems were two phthalo-

cyanine systems are in contact with Au(111) and Ni(111) sur-

faces.

We have investigated a F16CoPc/MnPc heterostructure, which

exhibits ground-state charge and spin transfer. We compare the

results to a CoPc/CoPc reference structure, which does not

show spin and charge transfer effects in the ground state. For

both organic materials, we assume β-stacking [25].

The selected Au surface is known to form metal–organic

contacts with medium interactions [26]. On the other hand, pure

Ni surfaces are known to have a very high reactivity that some-

times lead to decomposition of the deposited organic material

[27,28]. The reactivity of the Ni contact can be reduced by

inserting a single layer of graphene between the organic mole-

cule and the metal surface.
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Figure 1: Results of DFT calculations for phthalocyanine stacks on fcc-Au(111) surfaces: relaxed geometries of a) the CoPc/CoPc stack and b) the
F16CoPc/MnPc stack. c), d) Density of states (DOS) of the molecule-Au(111) interfaces as obtained from the calculations. The overall DOS as well as
the projections onto the molecule and metal centers are shown.

The model systems used here were built by first relaxing the

F16CoPc/MnPc and CoPc/CoPc molecular stacks on top of five-

layer metal slabs. In a second step, the model device was built

by adding a second metal slab on top of the organic material,

with subsequent relaxation. The distance between the second

contact and the organic material was systematically varied and

the structure with the lowest total energy was used for the trans-

port calculations.

In Figure 1, we show the results for the two organic systems be-

tween Au(111) surfaces. The electronic properties of both

systems are altered due to the interaction with the gold surface.

While in the contact-free CoPc/CoPc stack, the cobalt atoms

couple antiferromagnetically, yielding an S = 0 system, the

interaction with the gold surface reduces the Co moment due to

a charge transfer from the metal surface. Qualitatively, the same

effect is observed for the F16CoPc/MnPc stack. Again, charge is

transferred from the Au surface to the Co atom, in agreement

with experimental results [29]. Figure 1c,d shows the respec-

tive plots of the density of states as obtained from the DFT

calculations. While the electronic structure of CoPc and

F16CoPc is qualitative similar after surface contact, the

manganese center in the F16CoPc/MnPc yields a larger local

magnetic moment and more strongly occupied metal 3d states

close to the Fermi level. Both structures show some asymmetry

between the spin-up and spin-down DOS.

Results and Discussion
Transport through phthalocyanine hetero-
structures
The ground state calculation results are reflected in the corre-

sponding I–V curves shown in Figure 2a,b together with plots of

the spin polarization of the current as a function of the bias

voltage in Figure 2c,d. As expected, the resulting I–V curves

show pronounced non-linear behavior in both cases and one can

identify features in both curves that reflect distinct electronic

states of the material. A second important result is the fact that

the spin polarization of the current depends strongly on the

applied bias voltage. While for the CoPc/CoPc system the spin

polarization vanishes with increasing bias voltage, the F16CoPc/

MnPc stack shows maxima of the spin polarization at approxi-

mately Vbias = ±0.5 V of over 60% and the polarization does not

vanish for larger bias voltages.

The same methodology is applied to the second model system,

where the two different molecular stacks are in contact with

magnetic Ni(111) leads. The quantity of interest for possible ap-

plications is the tunnel magnetoresistance (TMR), which can be

obtained directly from I–V calculations with parallel and

antiparallel magnetization of the Ni leads. The very strong inter-

action with the ignoble Ni surface leads, however, to a com-

plete loss of the molecular properties of the organic material.

For this reason, we introduce a single layer of graphene be-
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Figure 2: I–V curves calculated within the DFT-NEGF method for the sandwich structure a) CoPc/CoPc and b) F16CoPc/MnPc. c), d) Spin polariza-
tion of the current as a function of the bias voltage. e) Schematic drawing of the used device configuration for the DFT-NEGF transport calculations.

tween the nickel surfaces and the molecular material on both

sides of the device. Based on this layout, which is shown in

Figure 3a,b, it was possible to obtain device structures for

which the geometry of the Pc/Pc stacks was preserved during

relaxation. Contrary to the direct deposition on a gold surface,

the additional graphene layer effectively decouples the molecu-

lar stacks from the reactive Ni surface and preserves the elec-

tronic structure of the molecular material. The DOS for both

systems is shown in Figure 3c,d.

The corresponding TMR is shown in Figure 4a,b. The DFT-

NEGF methodology produces qualitative different results for

the two material systems. Apart from increased values at very

low bias voltages, the CoPc/CoPc stack exhibits a rather con-

stant TMR of approximately 4%. On the other hand, the

F16CoPc/MnPc system shows significantly higher TMR values

than the CoPc/CoPc system. Another interesting feature of the

F16CoPc/MnPc stack is the fact that the TMR changes sign

depending on the applied bias voltage, which demonstrates the

effect of the molecular properties on the observed current and

ultimately on the TMR effect. It was already validated experi-

mentally in [30] that the tunneling through single CoPc mole-

cules on ferromagnetic Fe thin film exhibits pronounced spin

dependence.

These investigations suggest the possibility of versatile applica-

tions in spintronic devices. The calculations on model systems

with gold contacts show that it is possible to obtain spin-polar-

ized currents from both phthalocyanine-based devices. Howev-

er, the F16CoPc/MnPc heterostructure yields a stronger spin po-

larization of the current, which is predicted not to vanish for

high bias voltages. The investigated prototypical TMR device
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Figure 3: Results of DFT calculations for phthalocyanine stacks on fcc-Ni(111) surfaces: relaxed geometries of a) the CoPc/CoPc stack and b) the
F16CoPc/MnPc stack. c), d) DOS of the molecule-Au(111) interfaces as obtained from the calculations. The overall DOS as well as the projections
onto the molecule and metal centers are shown.

Figure 4: Calculated TMR for the sandwich structure a) CoPc/CoPc and b) F16CoPc/MnPc on Ni(111). The TMR as a function of the bias voltage is
obtained from the spin-polarized current within the DFT-NEGF method.

yields a qualitatively consistent picture. The predicted TMR for

the F16CoPc/MnPc heterostructure is by a factor of 2–3 larger

than the TMR of the pure CoPc device, depending on the

applied bias voltage. Our results make the F16CoPc/MnPc mate-

rial system a more promising candidate for applications. In prin-

ciple the experiments presented in [31] did show that applica-

tion specific design of transport properties is possible by varia-

tion of the stack size of CoPc molecules. The use of different

types of phthalocyanines as suggested in this work seems to

open a new path to design transport properties.

The DFT-NEGF as a standard approach for the investigation of

transport properties of model device structures gives reasonable

information on whether a specific materials combination is suit-

able for applications. However, one has to keep in mind that the

electronic structure used as input is derived from ground-state

DFT results and thus has the limitations inherent to the DFT

method. To provide a more comprehensive picture, especially in

situations where the electronic correlations are strong, it is

necessary to apply techniques that permit a treatment of molec-

ular interactions beyond the mean-field-like DFT approach.

DFT combined with the master equation
An improved treatment of electronic correlation is relevant

especially for weakly hybridized molecular systems since the

electrons are confined to relatively small molecular orbitals so

that electron–electron interactions dominate. DFT typically

gives reasonable results for the spatial structure of orbitals,
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whereas energy levels are not always well reproduced. Even if

the energies are reasonable, the magnitude of the tunneling

currents through nanoscale devices are often strongly overesti-

mated [32-35]. The origins of these problems are threefold:

First, tunneling under a finite bias is a non-equilibrium situa-

tion that is not well described by standard DFT, which is a

method for the ground state. In principle, excited states and

time-dependent effects can be treated using time-dependent

density functional theory and time-dependent current density

functional theory [36,37]. However, this is complicated by the

lack of good approximate exchange-correlation functionals for

transport calculations [38] and by the high computational cost.

Second, standard functionals for DFT do not describe strongly

correlated systems particularly well. Third, NEGFs can describe

tunneling (hybridization) exactly but naturally lead to perturba-

tive approximations for interactions.

The master-equation (ME) approach focuses on the many-body

state of the molecular system and traces out the degrees of free-

dom of the electrodes, e.g., the top and bottom Au or Ni elec-

trodes discussed in the previous sections or the tip and the sub-

strate in an STM setup. We are here interested in the latter situ-

ation. The ME is an equation of motion for the reduced density

operator ρmol of the molecule [14,39-53]. The ME approach is

complementary to NEGFs in that it allows to treat the interac-

tions within the molecule exactly but lends itself to approxi-

mate expansions in the tunneling between the molecule and the

leads. The method is thus powerful for strong interactions but

weak hybridization between the molecules and the electrodes

(STM tip and substrate).

The ME approach requires the formal separation of the system

into the molecule and the electrodes, where the connection be-

tween them is expressed by a bilinear tunneling Hamiltonian

. Here, tij are tunneling amplitudes and

 are electronic creation operators for the molecule (the

electrodes). The derivation of tunneling amplitudes tij from a

fundamental interacting Hamiltonian has been studied

intensively [54-59] but is still not completely solved [60]. For

STM, the tunneling amplitudes describing tunneling between

the tip and the molecule or the substrate depend on the tip posi-

tion.

It is highly desirable to obtain realistic, system-specific tunnel-

ing amplitudes based on DFT. While the combination of DFT

with NEGFs is integrated in existing packages, not much work

has been done for DFT combined with the ME. In the

following, we outline the main steps needed for such an ap-

proach and illustrate the feasibility by showing results for CoPc

on graphene. The Hamiltonian reads H = Hleads + Hmol + Ht,

where

(1)

describes the tip (α = T) and the substrate (α = S). Both are

modeled as non-interacting electron gases with DOS Dασ(ξ) and

chemical potentials μα.  creates an electron in lead α with

wave vector k, spin σ, and energy ωαk (taking  = 1). The mo-

lecular part is

(2)

where  creates an electron in the molecular orbital ν with

spin σ and single-particle energy eν, 

i s  t h e  c o r r e s p o n d i n g  n u m b e r  o p e r a t o r ,  a n d

 is its spin operator in terms of the

vector of Pauli matrices, σ. Uν and Uνν' = Uν'ν describe the

intraorbital and interorbital Coulomb interactions, respectively,

and Jνν' = Jν'ν is the Hund-rule coupling. The orbital energies eν

are shifted by the electric potential, which is controlled by the

bias voltage V = (μT − μS)/e.

The eigenenergies and eigenstates of  Hmol  sat isfy

 Only the differences between molecule and

electrode energies enter the final results and it is useful to keep

the molecular energies unchanged and instead shift the chemi-

cal potentials. A simple estimate is given by Datta et al. [23],

who model tip and substrate as capacitor plates. For fixed mo-

lecular energies the chemical potentials are then μT = ηeV and

μS = (η − 1)eV, where η ≡ zmol/ztip. Here, zmol is the distance to

the molecule and ztip the distance to the tip, both measured from

the substrate. Thus η can in principle be varied in the range

0 < η < 1. Better approximations taking account of the actual

geometry are of course possible.

Finally, the tunneling between the molecule, the tip, and the

substrate is described by

(3)

where the first term corresponds to tunneling between the mole-

cule and lead α, while the second corresponds to direct tunnel-

ing between tip and substrate. The numbers Nα of sites in lead α

drop out of the physical results.
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For calculating the stationary current under an arbitrary tip–sub-

strate bias voltage, we employ the sequential-tunneling approxi-

mation, i.e., we expand the ME up to the first non-vanishing

order in the tunneling amplitudes. The derivation is standard,

see, e.g., [45,47-53]. It starts from the exact von Neumann

equation for the full density operator of the tip–molecule–sub-

strate system. Taking the trace over the tip and substrate

degrees of freedom, one obtains a ME for the reduced density

operator ρmol. The ME is then expanded up to second order in

tαkνσ. For the stationary state, off-diagonal components of ρmol

in the eigenbasis of Hmol (i.e., coherences) vanish if the system

is non-magnetic or all magnetic axes (applied magnetic field,

magnetization, easy anisotropy axis) are parallel. Then one

obtains rate equations for the diagonal components, i.e., for the

probabilities of molecular states,

(4)

where m and n label molecular eigenstates and

(5)

with ξmn,α ≡ εn − εm − μα are transition rates for sequential

tunneling. We have assumed the tunneling amplitudes to be in-

dependent of the wave vector k. The matrix elements  are

defined as  Finally, the current is

(6)

where the upper (lower) sign pertains to α = T (S), nn denotes

the occupation number in the eigenstate , and the rates

 contain only terms involving lead α.

We now turn to the determination of the model parameters from

DFT. At least two different charge states must contribute to

obtain sequential tunneling but more charge states can be rele-

vant, in particular for large bias voltages. Furthermore, for any

charge state, certain orbitals will contribute to sequential tunnel-

ing. Their relative energies for the same charge is usually well

described by DFT. Energy differences between states with N

and N − 1 electrons are best obtained from the ionization ener-

gies of the N-electron systems. The DOS Dασ(ξ) of the tip and

the substrate are standard quantities obtained from band-struc-

ture calculations.

The calculation of the tunneling amplitudes tανσ is our main

concern. We start by considering the molecule–substrate inter-

face. The approach uses DFT to calculate the KS orbitals and

eigenvalues and the KS potential of the free substrate, of the

free molecule, and of both combined. Similarly to [55,61], we

write the Hamiltonian as

(7)

where VKS is the KS potential for molecule and substrate

combined. We now split the field operator Ψ into two parts ac-

cording to

(8)

(9)

(10)

where the  are KS orbitals from the calcu-

lation for the substrate (molecule) alone. Each set by itself

forms a complete basis of the space of single-particle wave

functions. Taken together, they are thus overcomplete so that

the decomposition in Equation 8 is not unique. To cure this

problem, we only include a (typically small) number of rele-

vant molecular orbitals in Ψmol and throw out the same number

or more of high-energy orbitals from ΨS. Which ones these are

is irrelevant for the low-energy physics. The remaining wave

functions are linearly independent. However, the KS orbitals for

the molecule and those for the substrate are not orthogonal. This

would make the tunneling amplitudes ill-defined, as we shall

see, and we therefore orthonormalize the states. Since our

purpose is to identify the orbitals as molecule and substrate

states, we demand that the orthonormalized states deviate mini-

mally from the (input) states of the molecule and substrate

alone. This is achieved by Löwdin orthonormalization [62,63].

The resulting orbitals are denoted by  and  and the

corresponding fermion operators by  and 

The KS Hamiltonian (Equation 7) is not diagonal in the new

basis. Generally, there are off-diagonal components within the

sector of molecular states, within the sector of substrate states,

and between the two. For the molecular sector, the off-diagonal

matrix elements  describe the mixing of

molecular states due to the presence of the substrate. The cou-

pling to the substrate also leads to a change of the diagonal
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Figure 5: Absolute value squared of the tunneling amplitude a) between the STM tip and a CoPc HOMO on a graphene substrate and b) between the
tip and a representative low-energy Bloch-type substrate state, as functions of the lateral position (x,y) for fixed height z = 0.64 nm.

matrix elements. In principle, all these matrix elements can be

absorbed into the model Hamiltonian Hmol. In the substrate

sector, the off-diagonal matrix elements 

affect the local DOS at the surface. These effects on the mole-

cule and the substrate lead to higher-order corrections on top of

the sequential-tunneling approximation and are neglected to

leading order.

The tunneling amplitudes between molecule and substrate are

given by  The additional approxi-

mation of k-independent tunneling amplitudes in Equation 5

requires us to average over k or, if the dependence is seen to be

weak, choose a representative substrate state.

The orthonormalization of states is crucial: If we had worked

with non-orthonormalized wave functions, adding a supposedly

irrelevant constant C to the Hamiltonian HKS in Equation 7

would change tSkνσ by  Then the rates

(Equation 5) and, consequently, all observables would depend

on C. This problem already appears in the seminal paper of

Slater and Koster [64]. Using orthonormalized states avoids the

ambiguity.

For the tunneling amplitudes between the molecule and the tip,

tTkνσ, and between the substrate and the tip, tTkSk'σ, one can use

an analogous procedure, with one important modification. It is

unfeasible to perform a DFT calculation for every relevant tip

position for the full tip–molecule–substrate system. Instead, we

take the sum of the KS potentials obtained separately for the

substrate, the molecule, and the tip (translated to any tip posi-

tion of interest) as an approximation for the full KS potential

. This neglects the interaction of the molecule with sub-

strate and tip for the purpose of calculating the tip–molecule

tunneling amplitudes and is valid for weak hybridization. The

tip–molecule tunneling amplitudes are finally calculated as

(11)

where

(12)

and  is a properly orthonormalized tip wave function.

The calculation of the tip–substrate amplitudes is analogous to

the case of the tip–molecule amplitudes, with the molecular

wave functions  replaced by the substrate wave func-

tions 

For illustration, we show in Figure 5a the absolute value

squared |tT|2 of the tunneling amplitude between the tip and the

highest occupied molecular orbital (HOMO), in this case of

CoPc, as a function of the lateral position (x,y) for fixed height

z = 0.64 nm. The tip was approximated by a single hydrogen 1s

orbital for simplicity. The substrate was taken to be a graphene

monolayer for simplicity, intended as a decoupling layer as dis-

cussed in section ’DFT-NEGF transport theory’. The symmetry

of the HOMO is clearly visible and is not noticeably reduced by

the hybridization with the substrate. Figure 5b shows the

absolute value squared |tTS|2 of the direct tunneling amplitude

between the tip and a representative low-energy substrate state,

specifically the Bloch state at the K point localized on one of

the two sublattices, modified by the Löwdin orthonormaliza-

tion with respect to the CoPc HOMO and the tip. The ampli-
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tude is enhanced where large weights of the substrate and CoPc

orbitals coincide. The enhancement signifies coherent tunnel-

ing from the tip through the molecule to the substrate. Note,

however, that the tip–substrate amplitude tTS is small compared

to the tip–molecule amplitude tT for the present height z.

Tunneling through monolayers
Many molecules form highly ordered self-assembled mono-

layers on appropriate substrates [65-70]. Sandwich structures of

monolayers contacted by conducting materials at the top and

bottom are of interest for applications and also from a funda-

mental point of view since non-local interactions between mole-

cules are relevant. The combination of interactions with a bias

voltage perpendicular to the monolayer can lead to interesting

non-equilibrium properties. The fabrication of the top contact

has proved to be difficult since the technique must be suffi-

ciently gentle not to damage the molecular layer. One success-

ful technique involves rolled-up nanolayers [71-78].

An advanced theoretical description extending the mean-field-

type description within the DFT-NEGF approach requires a

method that can deal with strong interactions in systems far

from equilibrium, and the prime candidate is again the ME ap-

proach discussed in Section ’DFT combined with the master

equation’, ideally using parameters from DFT calculations. The

non-local interaction adds another level of complication

[15,79]. In the sequential-tunneling and diagonal approxima-

tion described above, this interaction can be treated essentially

exactly using Monte Carlo simulations [15]. The main idea is to

use the sequential-tunneling rates, which are analogous to Equa-

tion 5 and uniform throughout the monolayer, to determine the

probabilities of local Monte Carlo updates. Importantly, these

rates depend on the total occupation of the neighboring sites

through the nearest-neighbor Coulomb interaction. Note that the

rates do not satisfy detailed balance for nonzero bias voltages.

A simple model system consisting of a square lattice with a

single spinful orbital per site and with very strong intraorbital

and arbitrary nearest-neighbor Coulomb interactions has

recently been studied by two of us [15]. There, the molecules

have been assumed to be symmetric, which would for example

be appropriate for a CoPc layer. In the present work, we

consider a minimal model for a layer of dimers such as

F16CoPc/MnPc [11,12] sandwiched between electrodes.

F16CoPc/MnPc has a twofold spin degenerate HOMO so that a

model with a single orbital per site with interactions should be

reasonable. The main difference from the previously studied

case [15] is the asymmetry of the molecule. The asymmetry can

be modeled by assuming different tunneling probabilities be-

tween the molecular orbital and the two electrodes. In the

following, we analyze how such an asymmetry affects observ-

ables and compare to the symmetric case. For details of the

theory we refer to [15].

The main parameters of the model are the on-site energy Ed, the

nearest-neighbor Coulomb repulsion U1, and the bias voltage V.

The on-site Coulomb repulsion U0 is set to infinity, excluding

double occupation. Results are plotted as functions of ratios

Ed/U1 and eV/U1. The ratio Γtop/Γbottom of the tunneling rates

Γα  |tα|
2 is taken to equal 0.5. We here restrict ourselves to the

limit of zero temperature. In this limit, the transition rates are

step functions of the molecular energy level Ed and of the bias

voltage V. Consequently, all observables are also step functions.

Regions that contain a piece of the V = 0 axis or touch that axis

at their boundary have rates that are the same as for an equilib-

rium model in the limit of T → 0. The stationary state is thus

the equilibrium state for T → 0, i.e., the ground state. Since the

model is of Ising type, with the modification of the two-fold

(spin) degeneracy of the occupied single-site states, this ground

state is known to be the completely occupied state for

Ed/U1 < −4, a state with checkerboard charge order for

−4 < Ed/U1 < 0, and the completely empty state for Ed/U1 > 0.

The other simple limiting case pertains to sufficiently large bias

voltage |V|. In this limit, all sequential-tunneling rates are

nonzero and are independent of the occupation of the neigh-

boring sites. Thus the layer decouples into independent sites.

Moreover, forward and backward rates are always equal,

Rn→m = Rm→n, so that the system is equivalent to a model at

infinite temperature. For the other regions, we have performed

Monte Carlo simulations as in [15].

Figure 6a shows the average imbalance  between the

occupations nA and nB of the two checkerboard sublattices, for

the case of Γtop/Γbottom = 0.5. For comparison, we show the cor-

responding results for symmetric contacts, Γtop/Γbottom = 1, in

Figure 6b [15]. Figure 7 shows the average current per site for

both cases. Evidently, there is a phase with checkerboard charge

order and vanishing current for both values of the asymmetry. It

extends the equilibrium checkerboard ordered phase to nonzero

bias voltages V. We next note that Γtop ≠ Γbottom breaks the

symmetry between positive and negative bias. The current

reaches a larger value for positive bias, the device thus acts as a

(rather poor) rectifier. This is expected. Much more interest-

ingly, we find two regions, in the lower right quadrant of

Figure 6a, where checkerboard order coexists with a nonzero

current. Such a checkerboard conducting phase was predicted in

[15]. However, for the symmetric contacts considered there, it

only occurs for degeneracies of the occupied sites of at least 4.

Such a large degeneracy is hard to realize. The new results

show that for a very moderate asymmetry of the device, the spin

degeneracy of 2 is already sufficient to stabilize this interesting
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Figure 6: Average imbalance  between the occupations nA and nB of the two checkerboard sublattices for a) asymmetric tunneling,
Γtop/Γbottom = 0.5, and b) symmetric tunneling, Γtop/Γbottom = 1 [15], both for a degeneracy of 2 of occupied single-site states.

Figure 7: Average current  per site for a) asymmetric tunneling, Γtop/Γbottom = 0.5, and b) symmetric tunneling, Γtop/Γbottom = 1 [15], both for a
degeneracy of 2 of occupied single-site states.

phase. In this phase, tunneling takes place only through one

sublattice, which has an average occupation between 0 and 1,

while the other sublattice is empty. According to Figure 6a, it

occurs for negative bias voltages, which correspond to elec-

trons tunneling out of the bottom electrode into the molecules.

This is the junction with the larger tunneling rate Γbottom. Thus

the asymmetry favors in-tunneling from the bottom electrode.

Since increasing the degeneracy of the occupied sites also

favors the occupied state and this can stabilize the checker-

board conducting phase [15], it is plausible that the asymmetric

tunneling has the same effect.

Conclusion
In this contribution, we have discussed and illustrated ap-

proaches to transport calculations for molecular systems sand-

wiched between conducting electrodes. In the first part, we have

reported on the transport properties of two different phthalo-

cyanine structures. Our studies using the standard DFT-NEGF

approach show that both structures exhibit transport properties

that may be useful for device applications. A reasonable spin

polarization of the current through model devices with non-

magnetic Au(111) leads is predicted. For F16CoPc/MnPc

heterostructure, this polarization is more robust at higher bias

voltages, which qualifies this hybrid material as the better

candidate for a possible spin-filter application. Devices with

magnetic Ni(111) contacts yield TMR values of 4% for the pure

CoPc system and up to 18% for the F16CoPc/MnPc heterostruc-

ture at bias voltages relevant for applications. In the second

part, we point out that the DFT-NEGF approach becomes ques-

tionable if electronic correlations in the molecule are strong,

and introduce an alternative approach based on combining DFT

with the ME. We discuss how a model suitable for ME calcula-

tions could be constructed on the basis of DFT calculations and

a first proof-of-concept implementation of coupling DFT and

ME is presented. Unlike for the well established NEGF, a lot of

work remains to be done, however this could lead to a new way
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to investigate transport in strongly correlated materials. Finally,

we show how strong Coulomb interactions between different

molecules in a monolayer sandwiched between electrodes can

be treated within a ME approach. This method is applied to

asymmetric molecular systems such as F16CoPc/MnPc. Besides

the expected current rectification, it is found that the asym-

metry can lead to a non-equilibrium conducting state with

checkerboard charge order.
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Abstract
A chemical reaction (esterification) within a molecular monolayer at the liquid–solid interface without any catalyst was studied

using ambient scanning tunneling microscopy. The monolayer consisted of a regular array of two species, an organic acid (trimesic

acid) and an alcohol (undecan-1-ol or decan-1-ol), coadsorbed out of a solution of the acid within the alcohol at the interface of

highly oriented pyrolytic graphite (HOPG) (0001) substrate. The monoester was observed promptly after reaching a threshold either

related to the increased packing density of the adsorbate layer (which can be controlled by the concentration of the trimesic acid

within the alcoholic solution via sonication or extended stirring) or by reaching a threshold with regards to the deposition tempera-

ture. Evidence that esterification takes place directly at the liquid–solid interface was strongly supported.
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Introduction
On-surface reactions are a widespread class of chemical reac-

tions taking place on a surface or at an interface involving

active participation of two-dimensional molecular entities. This

participation is usually beyond the role of just being a solid

support for the reactants.

Using scanning tunneling microscopy (STM) it is possible to

actively study the elementary processes of on-surface reactions.

Different types of reactions such as Ullmann coupling, imine

coupling, boronic anhydridation reaction, etc. have been

explored on surfaces [1-14]. In the publication by Hla et al. [1]

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:thi-ngoc-ha.nguyen@physik.tu-chemnitz.de
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Figure 1: Molecular structures of the molecules involved in the study and shortened forms of their names (in bold).

the reaction of two single iodobenzene molecules towards one

biphenyl molecule (an Ullmann reaction) on the edge of a

monoatomic step of a Cu(111) substrate surface has been thor-

oughly investigated. In addition to the imaging, the tunnel tip

was active in promoting the reaction by local energy transfer to

and local transport of the reactants. Endothermal on-surface

reactions of a whole molecular monolayer can be initiated by a

corresponding heating process after deposition. STM imaging in

different stages of the reaction has been demonstrated in such

cases where the molecular entities changed their appearance due

to structural and electronic changes during different reaction

steps. Examples for this are the polymerization reaction of bro-

minated copper-2,3,7,8,12,13,17,18-octabromo-5,10,15,20-

tetraphenylporphyrin (CuTPPBr8) at an Au(111) substrate [2] or

the polymerization of 1,3,6,8-tetrabromopyrene on Cu(111) and

Au(111) substrates [3]. Characteristic for all these studies is that

they are performed at an almost ideal monocrystalline surface in

ultra-high vacuum (UHV).

On the other hand, solid–liquid interfaces are much more often

encountered in real world applications ranging from heterogen-

eous catalysis to biomembranes. Heating is in such cases

usually limited by the boiling of the liquid phase, and other

means to initiate on-surface reactions are often required.

Here we present a chemical reaction (esterification) between

trimesic acid (benzene-1,3,5-tricarboxylic acid; TMA) dis-

solved in an alcoholic solvent (undecan-1-ol or decan-1-ol) on a

highly oriented pyrolytic graphite (HOPG) (0001) substrate.

The reaction proceeds without catalyst and is controlled by the

solute concentration at the interface as well as deposition tem-

perature. To the best of our knowledge, such a study has not yet

been performed by other researchers. Ball and stick models of

all the molecules used in the study are illustrated in the

Figure 1.

Esterification is a chemical reaction which finds application in

several areas like biology (synthesis of drug molecules), the

food industry (artificial flavors and fragrances), and textiles

(polyesters) [15]. The most common route of esterification

starts from a carboxylic acid and an alcohol in the presence of

dehydrating agents [16]. The reaction proceeds typically slow

and highly reversible without a catalyst. Dehydrating agents

like sulfuric or sulfonic acid [15], or milder ones like dicyclo-

hexylcarbodiimide [17], triphenylphosphane and diazenedicar-

boxylate [18] are used for esterification from organic acids. In

UHV, an on-surface esterification of benzene-1,4-diboronic

acid and triphenylene-2,3,6,7,10,11-hexol to a 1,3,2-dioxabo-

role heterocycle has been studied by Zwaneveld et al. [19].

Trimesic acid (TMA) has become the “drosophila melanogaster

molecule” for studies of self-assembly at crystalline surfaces

both under UHV conditions [20] and at the solid–liquid inter-

face [21-27]. Nath et al. showed the coadsorption of TMA with

alcohols at an alcohol/graphite interface [26,27]. Although an

ester formation is expected when mixing alcohol and acid, in

situ ester formation was not found in their experiments under

ambient conditions [27]. Molecular mixture at solid−liquid

interfaces could possibly initiate chemical reactions and be

monitored in situ with scanning tunneling microscopy (STM).

Metal complexation reactions, polymerizations [28-30] and

photochemical dimerization [31] are shown to be initiated at the

solid–liquid interface. Initial efforts have been made to perform

chemical reactions leading to covalently stabilized adlayers at

metal crystal/UHV interfaces [2,10-12]. However, the size of

covalently linked domains is often limited in UHV due to low

diffusion of the components forming the adlayers. This prob-

lem may be easily circumvented at solid–liquid interfaces due

to the high dynamics of reactants in solution. Furthermore, in

this case, defects in the adsorbate layer are more often self-

repaired.

Results
A typical STM image of the coadsorption pattern of TMA and

undecan-1-ol is shown in Figure 2a. This is consistent with the

reported linear pattern (LP) of alcohol and TMA coadsorbed on
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Figure 2: a) STM constant height image (1.2 V, 1 nA) of a TMA–undecanol linear pattern (LP0) formed on HOPG (0001) from solution without
previous sonication. The LP0 consists of alternating TMA dimer tapes (dashed and full-line circle pairs) between lamellas of undecan-1-ol (blue lines);
(a) is reproduced from [25], copyright 2013 Elsevier. b) A magnified section of LP0: the unit cell (parallelogram) contains two TMA and two undecanol
molecules; A and B are unit cell parameters and θ is the angle embedded between them. β is the angle between the molecular axis of the undecanol
back bone and the long axis of the unit cell. α describes the relative orientation of the TMA dimer with respect to the long axis of unit cell. c) Dreiding
force field optimized geometric model (initial geometry based on experiments) of the LP0. d) STM constant height image (1.2 V, 1 nA) of TMA–unde-
canol LP2 structure formed on HOPG (0001) from solution sonicated for 2 h and the corresponding Dreiding force field optimized geometry (e). The
white oval in (d) shows a submolecularly resolved undecyl chain part of undecanol.

the HOPG (0001) surface [26,27]. TMA interacts with unde-

canol via noncovalent hydrogen bonding and forms the ob-

served LP. We call this structure LP0, where 0 indicates no

previous sonication of the solution. The pattern consists of

undecanol lamella (blue lines in Figure 2a [25]) and the TMA

dimer tapes, which are represented by the pairs of full-line and

dashed circles in Figure 2a. A magnified section of the linear

pattern is shown in Figure 2b. The typical donor–acceptor

double hydrogen bonds govern the interaction between TMA

molecues within the TMA dimer tapes [26,27]. The unit cell pa-

rameters of this LP are A ≈ 35 Å and B ≈ 10 Å. Within the unit

cell, TMA dimers form an angle of α ≈ 8° with respect to the

long side of the unit cell (A). The angle θ (≈ 84°) is the angle

between the unit cell vectors and β (≈ 6°) describes the relative

orientation of the undecanol chain with respect to the long side

A of the unit cell.

A Dreiding force field optimized structure (based on the initial

geometry from experiments) of the linear pattern shown in

Figure 2c is comparable with the adsorption geometry of TMA

and undecanol observed in the LP. The adsorption geometry of

TMA, the standard dimer hydrogen bonding motifs via carboxy
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Figure 3: STM constant height image (1.2 V, 1 nA) of linear pattern LP4 (a), monoester type-I (c), and monoester type-II (e) deposited from a
TMA–undecanol solution sonicated for 4 h. The unit cell is depicted by a parallelogram in STM images and A and B are the corresponding unit cell pa-
rameters. The blue line indicates the orientation of undecanol (a) or undecyl chains of the ester molecule (c, e) with respect to the long side of the unit
cell within the lamella. Force field optimized geometries of the linear pattern (b) and patterns formed by monoesters (d, f). In the models, solid circles
indicate TMA (TMA head group in the case of ester) at the corners of the unit cells and dashed circles indicate the second TMA (TMA head group) of
the dimer pair.

groups between TMA molecules and their interaction with

undecanol are discernible. The orientation of the zig-zag plane

of the alkyl chain of undecanol is assumed to be perpendicular

to surface according to Nath et al. [26,27]. The geometric pa-

rameters obtained from the simulations fit fairly well with the

experiments, except for β (see Supporting Information File 1 for

details). It has been shown that alkyl chains organize on HOPG

in a zig-zag manner at well-defined sites [32,33]. Therefore, the

difference in β observed between simulation and experiments is

attributed to the interaction between molecules and the sub-

strate, which is not included in the actual model. However, it

considers the intermolecular interactions within the adlayer

quite reasonably as revealed by the resemblance of the TMA

dimer and undecanol lamella with the experiment.

The structures of LP formed from solutions sonicated for a

longer time (at least 2 h) are noticeably different from LP0. The

LP from the solution sonicated for 2 h (LP2) is shown in

Figure 2d and the corresponding optimized geometry in

Figure 2e. The angle between unit cell parameters A (≈34 Å)

and B (≈10 Å) of LP2 remains nearly the same θ (83°) as for

LP0. However, the relative orientation of the TMA dimer with

respect to the long side of the unit cell in LP2 (α ≈ 23°) is

clearly different from LP0 (α ≈ 8°). Additionally, undecanol

molecules are tilted steeper (β ≈ 37°) compared to LP0. As a

consequence, the packing density of LP2 is slightly larger than

that of LP0. Undecanol molecules (one of them marked with an

oval in Figure 2d) show clearly a substructure for its zig-zag

plane which is parallel to the substrate.

A comparison of energetics from force field calculations (see

Supporting Information File 1 for details) shows that the struc-

ture which corresponds to LP0 is energetically more favorable

than LP2. This is in agreement with a previous report, where

theoretical calculations showed the same result [26,27]. That is,

the most favorable structure expected for TMA coadsorbed

from an untreated solution in undecanol is LP0 without any

external triggers. The solubility of TMA in undecanol increases

upon sonication. From this solution, TMA molecules will be

repelled more easily when exposed to a clean surface (HOPG)

and therefore their concentration at the interface increases.

UV–vis studies have confirmed such a direct correlation be-

tween sonication time and concentration (see Supporting Infor-

mation File 1). Previous reports have also shown that TMA

forms high packing density structures only when deposited from

relatively high concentration solutions in phenyloctane and fatty

acids [23-25]. That is, the energetically less favorable structure

(LP2) is triggered by an external control parameter – the excess

concentration at the interface.

When the sonication time is increased to 4 h, the corresponding

structure LP4 (Figure 3a) quite resembles LP0 except for the
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Table 1: Unit cell parameters A, B, and θ orientation angles α, β, and molecular packing densities of different linear patterns (LP) and monoester
patterns formed after sonication or stirring. PD is packing density (molecules/nm2).

Sonication time (h) 0 2 4 Synthesized monoester
Stirring time (h) 0 10 15

LP0 LP2 LP4 Ester4d Ester pattern

A (Å)a 35 34 36 31 (28) 29
B (Å)a 10 10 10 10 (10) 10
θ (°)b 84 83 86 83 (83) 83
α (°)b 8 23 8 4 (25) 25
β (°)b 6 37 33 7 (27) 28
PDc 0.58 0.61 0.54 0.65 (0.71) 0.65

aDistances may have an error of ±2 Å, bangles may have an error of ±2°, cPDs may have an error of ±0.2 nm−2, dthe numbers in parenthesis corre-
spond to values for type-II monoester (see Figure 2e).

orientation of the undecanol with respect to the TMA dimer

(β ≈ 33°). In addition to LP4, two further close-packed struc-

tures are observed from solutions sonicated longer than 4 h

(Figure 3c,e). The significant difference of these structures

compared to LP4 is the shorter A-axis (a ≈12–18% reduction

compared to LP0 and LP2). The geometric parameters corre-

sponding to these structures are listed in Table 1. These addi-

tional structures cannot be interpreted in terms of coadsorption

of individual TMA and undecanol molecules but of a reaction

product of them which should be the corresponding monoester

(this assumption will be justified later in this paper). We

address these compact patterns as ester patterns in the following

sections. To verify the decrease in A for the ester pattern, we

have analyzed a split image (ester pattern and graphite in the

same frame). The imaged graphite lattice is used as reference to

scale the images and it clearly shows here that the magnitude of

A is ≈31 Å (see Supporting Information File 1 for the split

image).

There are two ester patterns visible on the surface which are

slightly different in their value of A and significantly differ for

the relative orientation of the head groups of the monoester (α;

dimer formed by the TMA group of ester) and undecyl lamella

(β; with respect to the long side of unit cell). We refer to the

ester at the interface with A ≈ 31 Å as ester4-type-I and with

A ≈ 28 Å as ester4-type-II in the following sections. The Drei-

ding force field optimized geometries of these ester structures

(based on the initial geometry from the experiment) are shown

in Figure 3d,f. The adsorption geometries of type-I and type-II

esters (except β) are comparable with the experiments. The rela-

tive orientation of the head group of TMA and undecyl chain of

the ester patterns resembles LP0 and LP2. This is very likely

connected with the original linear patterns from which each

type of these ester patterns has developed. Ester4-type-I has a

lower packing density than ester4-type-II, which also holds for

LP0 and LP2. Further geometrical details of the simulation are

provided in Supporting Information File 1.

The optimized structure corresponding to LP0 (Figure 2c)

shows that within the linear pattern even closer packing is not

possible. This is hindered by steric repulsion between the

methyl end groups of undecanol and the hydrogen atoms of the

C–H groups of TMA. A closer packing is only possible via

reorganization of TMA dimers as seen in LP2 or via a gauche

isomer of undecanol parallel to the surface. However, the unde-

canol molecules are observed as linear features in the STM

images, which is consistent with their linear zig-zag geometry.

That is, the observed decrease in A could be explained only by

the replacement of TMA and undecanol by the corresponding

monoester at the interface. The theoretically calculated distance

between neighboring molecules in ester patterns is 19–24%

shorter than that in various LPs. This is consistent to the ob-

served reduction of ≈12–18% in A for the ester pattern com-

pared to LPs. That is, ester formation only can further increase

the packing density. The geometric pattern of the ester mole-

cules here resembles the adsorption structure of hexadecyl ester

on a Au(111) surface [34].

We then further extended the sonication time up to 8 h. Both

ester pattern type-I and type-II are obtained from solutions soni-

cated for 6 and 8 hours as well. The structure of these ester

patterns remains nearly unchanged when the sonication time is

increased. However, the A value of LP increases slightly as the

time of sonication increases, whereas the other geometrical pa-

rameters (e.g., B, θ) remain nearly unchanged. As a result, the

packing density of LP decreases slightly with increasing sonica-

tion time. It is to be noted that the distances between TMA

dimers in the dimer tape of LP and the dimer of TMA head

groups in ester pattern type-I and type-II remain the same for all

sonication times. That is, the dimers are always intact and with
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Figure 5: STM constant height images (1.2 V, 1.3 nA) of monoester obtained from a TMA–undecanol solution on HOPG (0001) deposited at
≈60–80 °C. (a) The parallelogram depicts the unit cell of the ester pattern where A and B are the corresponding unit cell parameters. (b) The force-
field-optimized geometry of the monoester pattern overlaid on the STM image (5 × 5 nm2).

sonication only their relative orientation with respect to the

TMA tape changes in different structures (Table 1).

Practically the same ester patterns are observed also for two al-

ternative preparation methods: prolonged magnetic stirring for

about 15 h or increasing the substrate temperature to 60–80 °C

during deposition. As an example, the STM image of

TMA–monoundecyl ester type-I obtained from the TMA–unde-

canol solution stirred for 15 h is shown in Figure 4.

Figure 4: STM constant current image (1.1 V, 1 nA) of
TMA–monoundecyl ester type-I obtained from a TMA–undecanol solu-
tion stirred for 15 h. The corresponding unit cell parameters of the
above pattern are A = 29 ± 1 Å, B = 10 ± 1 Å.

The ester pattern observed after increasing the substrate temper-

ature during deposition (subsequent STM was carried out at

room temperature) is shown in Figure 5. The unit cell parame-

ter A = 3.0 ± 0.1 nm and the angle of the undecanol alkyl chain

with respect to A, β = 16 ± 3°, are obtained from the STM

images. With respect to most of the structural parameters, the

patterns correspond (see Table 1) to that observed for sonica-

tion and stirring. This type of preparation procedure has been

previously reported and leads also to an increased concentra-

tion in the deposited solution due to enforced evaporation as

well as to an increased mobility of the molecules [35].

Figure 6 shows simulated constant height mode STM images

obtained from a calculated local density of states (LDOS) of the

free monoester molecule. Both HOMO and LUMO show a

strong intensity close to the location of TMA and binding to the

alkane chain. Such a characteristic feature can be observed also

in the experimental STM images of Figure 4 and Figure 5. Of

course, most of the details from the calculation cannot be ex-

pected to be well reproduced in an experimental STM images

due to the approximation of isolated molecules neglecting the

adsorbate–substrate interaction as well as various effects of the

tip and the environment on the imaging.

To further prove that the patterns observed at high sonication/

stirring time and high substrate temperature really show

deposited monoester molecules, we have studied the self-

assembly of the synthesized monoester (see Supporting Infor-

mation File 1) dissolved in undecanol as a reference experi-

ment. The monoester was synthesized according to literature

[36]. Figure 7 shows a self-assembled pattern of the synthe-

sized monoester deposited at the HOPG–undecanol interface

(the concentration of the solution should be considerable less

than 8 × 10−3 M (there were sediments of molecules at the
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Figure 6: Simulation of the STM constant height mode images (HOMO (a) and LUMO (b)) of a single monoester molecule.

bottom of the vial). The circles depict the location of TMA

groups of the synthesized monoester. A and B are the unit cell

parameters and θ is the angle between them. α depicts the angle

between the molecular unit cell axis A and the pair formed by

TMA groups of adjacent monoesters. These quantities are indi-

cated in Table 1. The geometrical parameters of the synthesized

monoester pattern obtained here are in excellent agreement with

those observed for ester type-II formed from the TMA–unde-

canol solutions at high sonication or stirring time or enhanced

substrate temperature. This experiment establishes that the ob-

served close packed patterns (ester type-I and -II) obtained at

the TMA–undecanol interface from solutions at high sonication/

stirring time and high substrate temperature are made of

monoester molecules.

Figure 7: STM constant height image (1.2 V, 1 nA) of the linear
pattern of the synthesized monoester at the HOPG–undecanol inter-
face (A = 3.1 ± 0.1 nm; B = 1.0 ± 0.1 nm; α = 23 ± 1°). The triangular
features indicated with circles correspond to the TMA head groups and
blue lines indicate alkyl chains of synthesized monoester molecules.
The orientation of the alkyl chain adopts an angle of ≈2° with respect to
the A axis (indicated as β in other images). According to the calcula-
tion it is expected that the alkyl chain of synthesized monoester should
be almost parallel to the A axis.

To better understand the general behavior of ester formation in

aliphatic alcohols, we have investigated the ester formation

using decan-1-ol as an alternative solvent. Details of the LPs

formed at different sonication times in this solution are provi-

ded in Supporting Information File 1. As in the case of unde-

canol, at low sonication times, for LPs of coadsorbed TMA and

the alcohol molecules are formed. Different types of monoesters

(type-I and type-II) are observed from solutions that were soni-

cated for four hours. After esterification, the packing density of

LPs decreases as the sonication time increases. These results are

all very similar to those obtained for the undecanol–TMA mix-

ture. This shows that the concentration driven LPs and ester for-

mation are very likely common for TMA and long chain alco-

hols such as decanol and undecanol.

Discussion
Generally, esterification is a reversible process (Scheme 1) and

the yield is low without dehydrating agents [15-18]. To increase

the yield, Le Chatelier's principle is commonly used; that is, the

concentration of one of the reactants is increased. This is sup-

ported by the molecular collision theory. The higher the molec-

ular concentration, the more collisions of suitable pairs of mole-

cules can take place. The successful collisions should have also

sufficient activation energy transferred at the moment of impact

to break the existing bonds and to form new ones, resulting in

the reaction products.

Scheme 1 shows a proposed reversible esterification route

with a dimer intermediate of TMA and undecanol to

TMA–monoundecyl ester. The possible formation of

TMA–monoundecyl ester and water from a TMA–undecanol

dimer in the gas phase (see energy diagram in Figure 8) was

simulated. To simulate the reaction path and energy barrier, a

"nudged elastic band" calculation was done using DFT with the

program code GPAW [37]. The molecule was placed in a large

box with non-periodic boundary conditions and 7 Å of vacuum

in each direction. The starting and end geometry (reactants and
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Scheme 1: Proposed scheme of ester formation from TMA and undecanol via an intermediate dimer.

Figure 8: Energy diagram of the reaction path of TMA and undecanol to form TMA–undecyl ester and water for isolated molecules (gas phase) calcu-
lated using DFT (PBE). The corresponding geometry of the molecules in the simulation is shown for each energy point marked in the reaction path.
The “flat approach” (almost 2-dimensional) as shown in the simulation for the free molecules is strongly supported by the underlying crystal surface in
the experiments.

products) are first optimized separately, then three intermediate

geometries are interpolated and the whole path of five reaction

steps is relaxed together to find the lowest energy barrier. The

XC-functional PBE [38], a LCAO dzp basis set, and default

values for the self-consistency cut off were used. The starting

and end geometry (reactants and products) are first optimized

separately, then three points are interpolated and the whole path

is relaxed together to find the lowest energy barrier.

The formation energy calculated for the monoester from unde-

canol and TMA is, Eester − (ETMA + Eundecanol − Ewater) ≈

470 meV with a reaction barrier of ≈800 meV. It is interesting

to note that the reaction mechanism shows several intermediate

steps that involve a nearly planar geometry of TMA and unde-

canol before the monoester formation. Therefore, we suggest

that the coadsorption pattern (LP) allows the reactants to ap-

proach each other already in a quite favorable relative orienta-
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tion for a subsequent reaction. That is the “flat approach”

(almost 2-dimensional) necessary as shown in the simulation as

the free molecules correspond fairly well also to the experimen-

tal situation of the on-surface reaction considered experimetally.

The equilibrium that is established between ester and

TMA–undecanol dimers at the interface can be influenced if

excess reactants are offered at the interface. That is, monoester

formation can be controlled by varying the concentration of the

acid. By increasing the sonication time and stirring, the concen-

tration of TMA is increased in the solution. Furthermore, when

this solution is applied on a fresh HOPG surface, the additional

TMA molecules within the solution tend to become preferen-

tially accumulated at the interface. This increase in the concen-

tration of TMA and the interface, together with its flat adsorp-

tion geometry (templated by the planar substrate surface),

favors the esterification reaction to proceed forward.

Typically, the formation of an ester is promoted at high temper-

ature. The effect of changing the temperature on the equilib-

rium, and thereby changing the heat in the system, can be

understood by including heat energy in the reaction formula

either on the side of reactants or the products. According to Le

Chatelier's principle, an increased temperature would then favor

the forward reaction of esterification similar to increasing the

relative concentration of the reactant. Enhanced temperature can

also result in an increased evaporation of water that is created in

this reaction, thereby removing it and pulling the equilibrium to

the side of the ester. On the other hand, aqueous systems help

the equilibrium to be established in the reverse direction by pro-

viding an excess of the water needed for the hydrolysis. The

temperature influence on a chemical reaction at the liquid–solid

interface by STM is also reported by Hipps et al., that is, the

formation of an ester promoted by high temperatures [39].

There remain three possible hypotheses concerning the origin of

the ester or the location of esterification, respectively: 1) The

ester molecules originate all from the solution (either as con-

tamination or as the result of an esterification in the bulk liquid

phase); 2) the seed molecules for the ordered adsorbed ester

pattern originate from the solution but around them further

esterification takes place at the interface; or 3) the esterification

observed here is a typical on-surface reaction.

Concerning 1): ESIMS analysis (see Supporting Information

File 1) showed some traces of the ester after sufficiently long

sonication time due to an initiated reaction in the bulk of the

solution. Furthermore, taking into account the detection limit of

the method, there should be sufficient preexisting ester mole-

cules in the droplet to enable a complete coverage of the sub-

strate by an ester monolayer (ester pattern). Nevertheless, this

hypothesis can be ruled out, since there is a threshold (for soni-

cation/stirring time as well as deposition temperature) to find

the monoester pattern. The threshold indicates a critical concen-

tration of TMA in the solution within three different experimen-

tal approaches: sonication, stirring, and deposition at enhanced

temperature. If the ester formed in the solution would be the

origin of the ester pattern, then this pattern should be observed

at lower sonication or stirring time or deposition temperature as

well. We also note that sonicated solutions retained for several

days (12 days) did not show any ester pattern (see Supporting

Information File 1 for details of this experiment). This indi-

cates a finite lifetime for the higher concentrated (possibly

super-saturated) solution after which we observe only a linear

pattern of TMA and undecanol (and no ester pattern). This

would not be the case if the ester pattern originates from ester

formed due to sonication within the solution.

Furthermore, the reference experiment with a solution of the

monoester (which definitely had a much higher concentration of

monoester molecules than the solutions discussed for the case

1) did verify the corresponding adsorption pattern but did not

lead to a comparatively large ordered area of the pattern as had

been found in the previous experiments (TMA–undecanol with

4 h sonication). Evidently, only some growth directly on the

substrate could explain the experimental findings, and hypoth-

esis 1) can be ruled out completely.

Concerning 2): There would definitely always be sufficient

monoester molecules available in the solution – especially after

the corresponding treatments (sonication, stirring or heating, re-

spectively) to enable single-molecule adsorption with a subse-

quent growth process around a seed molecule coming from the

solution. However, once again, such a process cannot explain

the threshold behavior found in the deposition experiments

here.

Concerning 3): An on-surface reaction can explain the concen-

tration thresholds found which shifts the reaction balance

towards the production of the ester by effectively increasing the

concentration on the surface. This leads to an increased packing

density of the coadsorbed reaction partners. Furthermore, their

mutual arrangement, especially in the LP2 pattern, creates a

good precondition for the final reaction initiated by something

as a two-dimensional pressure. This drives the adjacent reac-

tion partners even closer to each other with increasing packing

density. Furthermore, the simulated reaction path of

TMA–monoundecyl ester (Figure 8) does not only illustrate this

statement, but also nicely shows how the role of the supporting

planar substrate dramatically reduces the amount of mutual

spatial configurations of the reaction partners in a very favor-

able way. We note that no other assembly (particularly any

disordered phase) than the well-ordered LP and ester patterns
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Figure 9: Three possible hypotheses for the formation of the monoester from TMA and undecanol.

are observed at the interface of all solutions. As observed using

ESIMS, the sonicated solutions possess minor amounts of

monoester, diester and decarboxylation products. If these prod-

ucts would be the origin of the assembly at the interface, one

should expect only a disordered phase, which is not the case in

the experiments. Possible sonochemistry products formed in the

solutions are most likely stabilized within the solutions and do

not appear at the interface. After these discussions, hypotheses

1) and 2) can be ruled out and 3) is assumed as summarized in

Figure 9.

As an outlook, we suggest to use appropriate diols to create

covalently bound 2-dimentional networks made of the corre-

sponding polyesters. For the present system based on TMA, this

could lead to 3- and/or 6-fold symmetric networks in contrast to

4-fold symmetric networks which have been already fabricated

based on porphyrines.

Conclusion
In summary we have investigated the molecular self-assembly

from a solution of TMA in undecanol at the HOPG–undecanol

interface. Above a critical concentration of TMA, which can be

controlled by the time of sonication/stirring of the mixture of

TMA and undecanol, a monoester is formed at the interface. A

similar result was also observed by increasing the deposition

temperature. To prove this assumption, we have also investigat-

ed the self-assembly of presynthesized monoester molecules at

the undecanol–HOPG interface and observed a very similar

pattern as obtained before. The monoester formation has been

interpreted as an on-surface reaction. We believe that this result

will initiate further work towards covalently bound ultra-thin

surface coatings.

Experimental
TMA (0.05 g) and undecanol (7.5 mL, Aldrich, 98%) were

mixed leading to a clear solution and a sediment of excess TMA

at the bottom. Next, these samples were sonicated (1–8 h) or

stirred (1–30 h). Afterward, the mixtures were either

centrifuged or allowed to rest undisturbed for one day. From the

optically clear supernatant 2 μL were put on a freshly cleaved

HOPG (0001) basal plane substrate and in situ investigated

using STM mechanically cut Pt(80)/Ir(20) tips. During imaging,

the tip apex is introduced into the droplet deposited at the

HOPG substrate. The figure captions of the STM images

contain the imaging parameters for tunnel bias and current, re-

spectively.
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The HOPG (0001) substrate was preheated up to 60–80 °C, then

a droplet of 2 µL of unprocessed TMA–undecanol solution was

applied on this preheated substrate. The sample was kept at that

temperature for 10 min and then the substrate was cooled down

to room temperature for STM imaging.

DFT calculations were carried out using the grid-based

projector augmented wave method (GPAW) [37]. The PBE

exchange-correlation functional [38] and the LCAO mode [37]

with the standard double-zeta-polarized (dzp) basis set of

atomic orbitals was used. The reaction path was modeled by a

“nudged elastic band” (NEB), whereby each step was fully

relaxed.

Supporting Information
Supporting Information File 1
Additional experimental results.

Dreiding force field calculations of different types of linear

patterns of TMA and monoester on graphite double layer,

UV–vis spectra as a function of sonication and

concentration for different sonication times, a split image of

the ester pattern and graphite, the synthesized monoester

assembly pattern at the HOPG–undecanol interface, NMR

and ESIMS spectra of the synthesized TMA–monoundecyl

ester, evidence of self-assembly out of a solution of TMA

in decanol controlled by concentration, ESIMS data of the

ultrasonicated solution of TMA and undecanol-1, and the

time-dependent evolution of LP and ester pattern.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-213-S1.pdf]
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Abstract
For future molecular spintronic applications the possibility to modify and tailor the magnetic properties of transition-metal com-

plexes is very promising. One of such possibilities is given by the countless derivatization offered by carbon chemistry. They allow

for altering chemical structures and, in doing so, to tune magnetic properties of molecular spin-carrying compounds. With emphasis

on the interplay of the spin density distribution of mononuclear and magnetic superexchange couplings of trinuclear bis(oxamato)-

type complexes we review on efforts on such magneto-structural correlations.
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Introduction
The flexibility of carbon chemistry together with the structural

variety of coordination chemistry offers unique possibilities to

design new coordination complexes. This includes the potential

of metalloligands for a metallosupramolecular perspective

[1-7]. The genesis of this field with respect to modern develop-

ments of molecular magnetism has been comprehensively

reviewed recently [8]. The multidisciplinarity of the field is

vividly demonstrated by reference to, for example, electro- and/

or photoswitchable complexes as active magnetic components

for future applications in information processing and data

storage [8]. To that development, namely the design of novel

metalloligands for the synthesis of multinuclear, multidimen-

sional and multifunctional magnetic materials we did already

contribute. For example, we reported on the first chiral

bis(oxamato)-type metalloligand [9], later on used by Ferrando-

Soria et al. for the design of the first chiral single-chain magnets

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:v.kataev@ifw-dresden.de
mailto:tobias.rueffer@chemie.tu-chemnitz.de
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Scheme 1: Chemical structures of type I–IV species and principal synthetic strategy to obtain type II–IV complexes. Additionally coordinated apical
donors of the metal ions are not displayed.

(SCMs) [10]. Additionally, we reported how to introduce the

redox-active anthrachinone functionality into bis(oxamato)-type

metalloligands [11], later on adapted for the design of higher

nuclear complexes that could potentially act as molecular mag-

netic capacitors [12], or we reported to which extent a ferro-

cene group in multinuclear bis(oxamato)-type complexes is

suited to vary magnetic properties with respect to its oxidation

state [13].

Among many different types of metalloligands [8], the already

mentioned archetypal bis(oxamato)-type complexes (type II,

Scheme 1) are just one, but a very versatile, representative.

From their precursors, usually the diethyl ester of N,N’-bridged

organodiyl(oxamic acid) denoted as type-I molecules in

Scheme 1, type-II complexes are comparatively easily acces-

sible. The first example for such a type-I molecule was re-

ported by Gaade in 1936 [14], while the capability of type-II

complexes to act as metalloligands has been reported for the

first time by Monoyama et al. [15] in 1976. Intriguingly, this

first report of type-II complexes stated that “[…]The oxamide

moiety bridging two metal ions […] serve as a pathway through

which electron spin interactions takes place and their copper

complexes […] are magnetically subnormal[…]” [15]. The

beauty of this “bottom-up” approach, i.e., the addition of transi-

tion-metal complex fragments and transition-metal salts to type-

II metalloligands to obtain discrete trinuclear and 1D polynu-

clear complexes (type III and IV, Scheme 1), respectively, or

the synthesis of multifunctional 2D and 3D networks with

potential applications in information storage, nanotechnology,

molecular electronics and spintronics was impressively brought

into bloom by O. Kahn himself and his school later on [5,8,16-

18]. Type-III complexes are of interest because, for example,

the determination of their magnetic properties, in particular

their magnetic superexchange couplings, is an estimate of the

magnetic properties of higher nuclear complexes [5,8,16-18].

As a strict orthogonality of magnetic orbitals cannot be

achieved for higher nuclear complexes derived out of type-II

complexes, they always possess an antiferromagnetic superex-

change coupling. However, an alternative strategy is offered

when heterometallic type-IV complexes combine paramagnetic

metal ions with a large and a small spin quantum number. In

such a case the magnetic ground state will be ferrimagnetic. In

doing so, Kahn and his school [19,20] gave access to the first

SCMs, see above, a class of magnetic material that exhibits a

slow relaxation of the magnetization below the blocking tem-

perature.

Oxamato-based SCMs, especially when equipped with further

redox-switchable functionalities, are regarded as novel materi-

als for the design of molecular spintronic devices [8,17,18]. Into

such devices [21,22] diamagnetic molecules [23] and even indi-

vidual single-molecule magnets (SMMs) [24] were already suc-

cessfully integrated, and spin-organic field-effect transistors

[25] or spin-organic light-emitting diodes [26] were developed.

Although it remains puzzling to understand the spin-polarized

transport phenomena of spintronic devices in detail, we focused

on the synthesis of type-III complexes as models of SMMs with

the aim to deposit them as thin films on surfaces. Already in

2006, we reported on the deposition of thin films of a type-III

complex by spin coating [27], although the surface roughness of

the thin films prevented any reliable characterization by

magneto-optical Kerr effect (MOKE) spectroscopic studies.

Spectroscopic MOKE measurements of such thin films would

be, from a rather fundamental point of view but also with

respect to potential applications of SMMs and SCMs, very

interesting as magneto-optical effects are used in various opto-

electronic devices [28]. It took us roughly a decade to

understand how to tailor type-III complexes to engineer from
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them smooth thin films them suitable for spectroscopic

MOKE studies [29], but this odyssey is not content of this

review.

Along with these efforts we became interested in possibilities to

strengthen and to tailor the J couplings of type-III complexes as

well as to identify their magnetic superexchange pathway itself.

Such an understanding is one prerequisite for the rational design

of new molecular multifunctional magnetic materials for materi-

al science applications. Moreover, it would be fascinating if

electron spin resonance (ESR) spectroscopic studies could give

access to the spin density distribution of type-II complexes as

an experimentally achievable measure of the magnetic superex-

change couplings of type-III complexes and of related higher

nuclear magnetic materials. There are already reports of spin

and electron density distribution studies by polarized neutron

and high-resolution X-ray diffraction measurements, respective-

ly, for a ferrimagnetic type-IV coordination polymer [30,31].

Both studies revealed formidable direct experimental evidence

that “[…]the oxamato bridge […] exhibits spin delocalization,

responsible for exchange coupling along the chains[…]” [31],

as anticipated by Monoyama et al. [15]. The electron density

study pointed out that there is a larger spin delocalization along

the N C O compared to the O C O part of an indi-

vidual oxamato-bridging unit [31]. This was understood as an

indication that the magnetic superexchange pathway preferably

went along the N C O part. Consequently, the authors

did conclude according to O. Kahn [32], that “[…]Replacing

all O atoms of an oxalate group by N atoms (or even better

by S atoms) should therefore induce higher exchange J

couplings[…]” and that comparative and systematic studies

should be carried out including oxamato-, oxamidato- and thio-

oxalato-bridged complexes to better understand the magnetic

superexchange interactions mechanisms and to classify them

topologically [31]. In the following we aim to review on efforts

to determine the spin density distribution of mononuclear type-

II and related complexes by ESR spectroscopy as a measure of

the magnetic superexchange interactions of their related trinu-

clear type-III complexes.

Review
The concept
The spin density of the N C O part exceeds significantly

the one of the O C O part of type-IV complexes, as

demonstrated experimentally [30,31]. Hypothetically, this situa-

tion can be assumed for type-III complexes as well. Moreover,

one could hypothetically assume that the spin densities of the N

atoms and the paramagnetic metal ions of type-II complexes as

precursors of type-III complexes are a direct measure of the

magnitude of J couplings. Hence, the larger the spin densities at

the N atoms and the smaller at the metal ions of type-II type

complexes, the larger the magnitude of J couplings of corre-

sponding type-III complexes and vice versa. Spin densities or

the spin density distribution, respectively, of paramagnetic tran-

sition-metal complexes can be determined by making use of

ESR spectroscopy. This method in its continuous wave [33]

and, in particular, in the microwave-pulse versions [34-41] has

a long history of applications in this research field. By now ESR

has become an established method along with neutron diffrac-

tion (ND) and nuclear magnetic resonance (NMR) spectrosco-

pies since it does not require large amounts of a sample as is the

case for ND, and often offers a better sensitivity than NMR

spectroscopy. One possibility to investigate the electron spin

density by ESR is, as nicely described in [33], the fabrication of

single crystals composed of the paramagnetic complex of

interest co-crystallized in the host lattice of a corresponding and

structural analogous diamagnetic complex, which usually

should be even isomorphic. The single crystals itself should be

large enough in order to be able to manipulate them reliably. In

an initial study we co-crystallized a Cu(II)-containing type-II

complex in the host lattice of the corresponding Ni(II) complex

[42]. In doing so, we managed to obtain diamagnetically diluted

single crystals. X-band ESR studies gave access to all compo-

nents of the g-factor tensor, the tensors of on-site CuA and trans-

ferred NA hyperfine interactions [42]. The orientation of the

single crystals within the ESR spectrometer is of crucial impor-

tance, as for certain orientations the spectra become compli-

cated due to small 63,65Cu hyperfine couplings overlapped by
14N quintets. Especially in case of arbitrary B0 orientation the N

atoms are not magnetically equivalent and this may result in

less resolved triplets of triplets for the 14N hyperfine patterns

[42]. The obtained experimentally derived spin density distribu-

tion of the Cu(II)-containing type-II complex compares excel-

lently with values derived out of quantum chemical calcula-

tions [42]. In a subsequently performed study we investigated

seven different Cu(II)-containing type-II complexes and deter-

mined their spin density distribution by X-, Q-, and W-band

ESR studies [9]. With the access to Q- and W-band ESR spec-

trometers the fabrication of diamagnetically diluted single crys-

tals is not a prerequisite anymore to extract the required infor-

mation. Instead, diamagnetically diluted powders could be

shown to be sufficient for this purpose [9], since at Q- and espe-

cially at W-band frequencies the powder pattern of the ESR

spectrum arising due to the g-factor anisotropy is much better

resolved. We demonstrated that the higher the tetrahedral dis-

tortion of the CuN2O4 coordination units of type-II complexes

is, the larger is the spin density at the Cu(II) ions and the

smaller it is at the N atoms. Consistently, our study strongly

suggests that the magnitude of the J coupling of a certain type-

III complex is larger, the smaller the spin density at the Cu(II)

ion and the larger at the N atoms of the corresponding type-II

complexes are [9].
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Figure 1: Chemical structures of reviewed pairs of diamagnetic Ni(II) and the corresponding Cu(II) complexes.

Now, we turn towards the pairs of structurally related mononu-

clear complexes displayed in Figure 1 and to compare the ob-

tained results with the one reported for the combination of 2@1.

As Figure 1 illustrates, we successively replaced O atoms with

N–R units. If otherwise identical to type-III complexes the trin-

uclear complexes derived out of 4, 6, 8 and 10 should have

larger J couplings according to [31]. Furthermore, in case that

the interplay between the spin density distribution of mononu-

clear and the J couplings of trinuclear complexes is of general

validity, the spin densities at the Cu(II) ions should decrease

and those of the Naryl atoms should increase when going from

of 2 over 4 to 6, 8 and 10.

Fabrication of diamagnetically diluted single
crystals
Single crystals of 2@1, 4@3, 6@5, 8@7, and 10@9 (Figure 1)

required for the ESR studies could be obtained in the same way

as those of the individual complexes. There are no additional

arrangements to be made. It seems likely, that the isostructural

Ni(II) and Cu(II) complexes should be isomorphic as well in

order to obtain diamagnetically diluted single crystals. Based on

our experiments performed so far we cannot verify this further

but aim to indicate that 9 and 10 crystallized in different mono-

clinic space groups, although their measures were nearly iden-

tical [43]. Furthermore we reported that single crystals of 6@5

were too small to be suitable for ESR studies, although both

complexes could be crystallized individually in form of very

large single crystals [43]. Additionally we noticed with surprise

[44], that the crystallization of a mixture of the complexes 1–4

resulted in the formation of 2@1 together with 4@3 as a

remarkable example for the supramolecular recognition of

isostructural complexes (Figure 2). For a better comprehension,

Table 1 reports on selected crystallographic data of 1–10.

Experimental determination of spin densities
The relevant interactions that determine the parameters of the

Cu(II) ESR spectrum can be described by the following stan-

dard Hamiltonian [9,43,45]:

(1)

Here, the first term represents the Zeeman interaction of an

electron spin S with an external magnetic field B0, while g and

μB stand for the g-tensor and the Bohr magneton, respectively.

The hyperfine (HF) interaction between the electron spin S of

Cu(II) and the 63Cu, 65Cu and 14N nuclear spins ICu and IN is

described by the second and the third term, respectively. Here,

ACu and AN are the on-site Cu and transferred N HF coupling

tensors, respectively. The last term describes the nuclear

Zeeman interaction of the 63Cu, 65Cu and 14N nuclear spins ICu

and IN with the external magnetic field B0, which is not

included for the modelling of continuous wave (CW) ESR spec-

tra. Finally, gN and μN denote the nuclear g-factor and the

nuclear magneton, respectively. CW ESR measurements were

performed at room temperature with a Bruker EMX spectrome-

ter operating at the X-band (10 GHz) frequency. ESR spectra
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Figure 2: Top: Schematic representation of the successful co-crystallization of a mixture of two different Cu(II) (2, 4) and two different Ni(II) contain-
ing complexes (1, 3). Middle: Single crystals of diamagnetically diluted 4@3 (left) and 2@1 (right). Reproduced with permission from [44], copyright
2013 The Royal Society of Chemistry. Bottom: Cut-off of the crystal structure of 1, displaying the orientation of the complex fragments with respect to
the (101) plane. Color code: Cu (blue), O (red), N (green), C (light grey), H (white), cell truncate (purple) and (101) plane (grey).

were processed using the Win-ESR® software package [46].

Isotropic ESR parameters of the studied compounds were ob-

tained from measurements of the samples dissolved in MeCN at

a concentration of 1 mM. The angular dependence of the ESR

spectra of the single crystals under study (Figure 1) was

measured by rotation of the magnetic field B0 in the plane per-

pendicular to the molecular plane to obtain anisotropic ESR pa-

rameters. A standard manually controlled goniometer from
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Table 1: Selected crystallographic data of 1–10.

unit cell parameters volume (Å3) crystal system space group
a (Å) b (Å) c (Å) α (°) β (°) γ (°)

1 [30] 18.5088(4) 17.1731(4) 14.2230(4) 90.0 91.997(3) 90.0 4518.1(2) monoclinic C2/c
2 [30] 18.5716(9) 17.2023(7) 14.1556(5) 90.0 91.897(4) 90.0 4519.9(3) monoclinic C2/c
3 [30]a 11.3391(3) 13.9271(4) 15.9078(5) 97.566(3) 95.666(3) 110.349(3 2306.5(1) triclinic P−1
4 [30]a 34.213(1) 13.3036(4) 19.7816(5) 90.0 90.0 90.0 9003.8(4) orthorhombic Pna21
5 [29] 10.7141(4) 14.4059(5) 15.4535(6) 99.540(3) 90.910(3) 102.522(3) 2292.9(2) triclinic P−1
6 [29] 10.583(13) 14.534(3) 15.609(15) 98.444(11) 91.564(9) 102.01(1) 2318.8(5) triclinic P−1
7 [29] 24.3834(7) 13.4528(3) 15.9421(4) 90.0 110.328(3) 90.0 4903.7(2) monoclinic C2/c
8 [29] 24.396(5) 13.432(3) 15.919(3) 90.0 109.80(3) 90.0 4908(2) monoclinic C2/c
9 [29] 13.5126(5) 14.7246(4) 25.4056(7) 90.0 95.567(3) 90.0 5031.0(3) monoclinic P21
10 [29] 13.4875(6) 14.6748(7) 25.6140(12) 90.0 95.346(4) 90.0 5047.6(4) monoclinic P21/c

a3 was crystallographically characterized as [n-Bu4N]2[Ni(opooMe)]·1.25H2O, while 4 was characterized as [n-Bu4N]2[Cu(opooMe)] [44], although 3
and 4 were crystallized under identical conditions. As a consequence the isostructural compounds 3 and 4 are not isomorphic. Single crystals of 4@3
were checked to correspond to the measures reported for 3.

Figure 3: Experimental (E) and simulated (S) X-band ESR spectra of
4@3 at 90° orientation (B0  molecular plane). Reproduced with
permission from [45], copyright 2012 The Royal Society of Chemistry.

Bruker was used for this purpose with the sample attached to a

quartz-rod sample holder.

As an example, experimental and simulated X-band ESR spec-

tra of 4@3 at 90° orientation (B0  molecular plane) reported

in [45] are shown in Figure 3. This preferred orientation can be

judged conveniently when performing a crystallographic face-

indexation of the diamagnetically diluted single crystals

(Figure 2). The spectra consist of a quartet of groups of lines

owing to the on-site HF coupling of an electron spin of

S(Cu(II)) = 1/2 to its own nuclear spin I(63,65Cu) = 3/2. Each

group further represents a subset of lines arising due to a trans-

ferred HF-coupling with the 14N nuclear spins I(14N) = 1 of the

N donor atoms. Due to a large line width, the lines from the

transferred HF coupling of an individual N-donor atom are not

well resolved. For B0 parallel to the molecular plane the

line groups overlap because of the small 63Cu HF coupling

constant, , in this direction. Therefore, the extraction

of the coupling parameters gets very difficult. Indeed, an

estimate of  can be obtained by using the relation

, where the isotropic HF constant Aiso was

determined from a measurement in liquid solution [43,45].

The principal values of the on-site ACu HF tensor, the g-tensor

and the averaged principal values of the transferred HF tensor

for one individual N donor have been determined by the

modeling of the spectra. For the modeling, the Hamiltonian in

Equation 1 was adopted and the following assumptions have

been made [43,45]:

(2)

The respective tensor axes of g, ACu and AN are shown in

Figure 4.

Furthermore, pulse Davies electron nuclear double resonance

(ENDOR) experiments with an X-band ESR spectrometer

Elexsys E580 (Bruker) equipped with the CF935 cryostat and

the temperature control unit ITC503 from Oxford Instruments

were performed on 8@7 at a temperature of 20 K to obtain ad-

ditional insights into the HF coupling and to determine the HF

tensor of the individual N donor atoms. Conventional ESR ex-

periments do not allow for obtaining such information. The

pulse Davies ENDOR technique is based on the detection of the

electron spin echo (ESE) [34,39]. The microwave (mw) pulse
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Figure 4: Scheme of the principal axes of the Cu and N HF tensors
and the g-tensor. Reproduced with permission from [43], copyright
2015 The Royal Society of Chemistry.

sequence of this technique consists of three pulses π–τ–π/

2–τ–π–ESE that define three periods of the evolution of the spin

system (preparation, mixing and detection periods). Changes in

the population of the nuclear energy levels induced during the

application of an additional radiofrequency pulse in the mega-

hertz range between the first and the second mw pulse reduce

the intensity of the ESE signal. Such reductions are measured as

a function of the radiofrequency. As an example, experimental

and simulated ENDOR spectra of 8@7 at different orientations

of the crystal in the magnetic field are shown in Figure 5 [43].

The 0° orientation corresponds to the direction of B0 along the

-axis of the g-tensor, and the 90° orientation represents the

perpendicular direction. The lengths of the first (inversion)

π-pulse, and the detection π/2 and π pulses were set to 400 ns,

and 16 ns and 32 ns, respectively. The length of the intervening

radiofrequency pulse was 7 μs.

The lines in the ENDOR spectrum that arise from the HF cou-

pling of the Cu spin with the nuclear spins of the individual N

donor atoms are well resolved. Peaks from protons (1H) located

at the low frequency part of the spectra can be identified as

well. The principal values of the transferred HF tensor of the

individual N donor atoms have been obtained from the simula-

tion of the spectra according to the Hamiltonian in Equation 1,

taking into account the HF interaction between the 14N nuclear

spins I(14N) = 1 of four N-donor atoms and the unpaired elec-

tron at the central Cu(II) ion under the assumptions of

Equation 2. The values of the g-factor and the on-site HF cou-

pling tensors for Cu(II) were taken from the CW ESR results.

The obtained nitrogen HF tensors can be grouped in two groups

A and B, and C and D, which were associated with two Naryl

and two Nalkyl donor atoms, respectively [43]. The values of the

tensor components in each pair of groups are quite close. The

difference between the groups is considerable. However, the

Figure 5: Experimental (E) and simulated (S) Davies ENDOR spectra
of 8@7 at (ν = 9.56 GHz, T = 20 K) at six different orientations of the
single crystal in the external magnetic field. The 0° orientation corre-
sponds to the direction of B0 along the -axis of the g-tensor, and the
90° orientation represents the perpendicular direction. Reproduced
with permission from [43], copyright 2015 The Royal Society of Chem-
istry.

ENDOR measurements indicate some difference in the HF pa-

rameters also within each group, which is not evident in the CW

ESR results. However, due to a low signal-to-noise (S/N) ratio

and the overlap of the lines arising from 14N and protons (1H)

in some orientations, the accuracy of the determination of the N

HF tensors with the ENDOR technique was still limited (see

below). Possible reasons for the low S/N ratio could be a long

duration of the pulse sequence used and temperature instabili-

ties due to sample heating by the radio frequency pulse. In this

respect the pulsed electron–electron double resonance

(PELDOR) detected NMR (EDNMR) technique turns out to be

advantageous as it has a shorter duration of the pulse sequence

[38,41]. By performing EDNMR experiments at a higher fre-

quency a possible overlap of a signal by the so-called central

hole in the EDNMR spectrum can be avoided and a better sepa-

ration of the lines from 14N and 1H can be achieved. Therefore,

EDNMR experiments have been carried out to verify and refine

the HF tensor for the individual N donor atoms of 8@7, and to

accurately determine HF tensor for the individual N donor

atoms of 10@9.

The EDNMR technique uses the excitation of forbidden ESR

transitions with the selection rules ΔmS = ±1 and ΔmI = ±1 to

measure HF interactions. In this approach, nuclear transition

frequencies are measured by exciting two areas within the inho-

mogeneously broadened ESR line with two mw pulses (prepara-

tion and probe pulses). The application of the preparation mw
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pulse with a frequency ωmw
(1) corresponding to the low field

forbidden transition saturates allowed transitions. These satura-

tions manifest themselves as holes in the ESR line. The pattern

of holes is recorded via the integral of the free induction decay

(FID) after the selective probe pulse of frequency ωmw
(2) while

varying the frequency difference Δωmw = ωmw
(1) − ωmw

(2)

giving thus the EDNMR spectrum.

In our experiments reported in [47] the EDNMR spectra of 8@7

and 10@9 at different orientations of the single crystals were

recorded with a Q-band ESR spectrometer Elexsys E580

(Bruker) at a temperature of 20 K. The length of the prepara-

tion and probe mw pulses were set to 6 μs and 400 ns, respec-

tively. The time delay between these two pulses amounted to

8 μs. Figure 6 shows the experimental and modeled EDNMR

spectra of single crystals of 8@7 at different orientations of the

single crystals. 0° and 90° orientations correspond to B0 being

parallel and perpendicular to the normal of the molecular plane,

respectively. 14N HF lines are well resolved in all orientations

with a substantially better S/N ratio as compared to the pulsed

ENDOR spectra of 8@7. This improvement can be explained

by the different relaxation paths involved in the two experi-

ments and the smaller number of pulses in the EDNMR

protocol. The EDNMR spectra have been modeled with the

same approach as used for the analysis of the ENDOR spectra.

All experimental lines located in a frequency range of

10–35 MHz are reasonably well reproduced in the simulation

and therefore can be assigned to the system of one electron spin

S = 1/2 of Cu(II) coupled to the 14N nuclear spins I(14N) = 1 of

four N donor atoms in the studied complexes. The additional

lines located at higher frequencies can arise when other nuclear

spins are coupled to the electron spins [47]. At the Q-band fre-

quency, which corresponds to a magnetic field of approxi-

mately 1 T, the proton (1H) Larmor frequency is ca. 50 MHz.

Therefore protons probably also contribute to the line in the

EDNMR spectra around 50 MHz.

Like the ENDOR results, the obtained HF tensors indicate two

different groups of N ligands classified as groups A and B for 8.

The same observation is obtained for 10 as well. The 14N HF

constants for group A are close to those of 2 [9]. Therefore,

group A could be assigned to Naryl nitrogen donor atoms while

group B, with smaller 14N HF constants, corresponds to the

Nalkyl nitrogens of 8 and 10, respectively.

Estimates of the electron spin densities
In our works [43,45] as well as in [9], two different models

introduced by Maki and McGarvey [48] and Morton and

Preston [49] were followed to calculate the spin densities on the

Cu(II) ion and N donor atoms of Cu(II) complexes from experi-

mentally obtained HF coupling constants. In the approach of

Figure 6: Experimental (E) and modeled (M) EDNMR spectra of 8@7
at the Q-band frequency, at T = 20 K and at four orientations of the
crystal in the external magnetic field B0. 0o and 90o correspond to B0
being parallel and perpendicular to the normal of the molecular plane,
respectively. Reprinted with permission from [47], copyright 2015
American Chemical Society.

Maki and McGarvey [48], the perpendicular and the parallel Cu

HF coupling constants for a complex containing a Cu(II) ion

surrounded by four ligands in a square planar configuration are

derived and expressed as:

(3)

(4)

In these expressions, Pκ is the Fermi contact term with

P(63Cu) = μBgeμnγ·<r3>3d = 1164 MHz, that is, the dipolar HF

coupling parameter of the unpaired electron [50], and

. The parameter α2 is a covalency parame-

ter that describes the in-plane metal–ligand σ-bonding. The

value of α2 represent the spin density on the Cu(II) ion (ρCu

(total)) and was determined by using Equations 1 and 2, and ex-

perimentally obtained Cu HF coupling constants for the com-

plexes under study. Furthermore, the procedure of Morton and

Preston [49] was used to calculate the spin density on the N

donor atoms and the Cu(II) ion. The values obtained for the spin

density on the Cu(II) ion were compared with those deduced by

the procedure of Maki and McGarvey [48].

According to Morton and Preston [49], the isotropic and

anisotropic HF coupling constants for unit spin density on the

corresponding s- and p-, d- and f-orbitals have been obtained,
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Figure 7: Selected values of calculated versus experimentally determined spin densities of 2, 4, 6, 8, and 10. a) Data refer to geometry optimized
fragments only. b) The first/second entry refers to data obtained according to the approaches by Maki and McGarvey [48]/Morton and Preston [49].
c) The first/second entry refer to data obtained for geometry optimized complex fragments or to data obtained by using complex geometries from crys-
tallographic characterization, respectively. For further data of 4 cf. [44]. Reproduced with permission from [43], copyright 2015 The Royal Society of
Chemistry.

respectively. Spin densities on the copper and nitrogen

s-orbitals for our complexes are derived as the ratio of the

isotropic HF coupling constants obtained experimentally and

the theoretical isotropic HF parameters A0
Cu = 5995 MHz and

A0
N = 1811 MHz for unit spin density [49]. The spin density on

the p- and d-orbitals of N and Cu, respectively, is proportional

to the dipolar HF coupling constant . These

contributions are calculated as the ratio of the respective Adip

derived from the experimental values and the theoretical

anisotropic HF parameters 138.8 MHz and 1197 MHz, which

are calculated for unit spin density on the nitrogen p- and

copper d-orbitals [49], respectively.

Results of electron spin density
measurements
Obtained results of experimentally determined spin density dis-

tributions via the approaches by Maki and McGarvey [48] and

Morton and Preston [49] according to the above described pro-

cedure are summarized in Figure 7. Furthermore and for com-

parison, DFT-calculated values of 2, 4, 6, 8 and 10 are given as

well. One can notice that the experimentally determined spin

densities of the Cu(II) ions of 8 and 10 are very similar and

exceed the value reported for 2, while for 4 a lower value com-

pared to 2 was determined. Thus, experimentally obtained data

do not follow the suggested tendency that replacing the O donor

by Nalkyl donor atoms results in a lower spin density on Cu(II)

and in higher spin densities at the Naryl donor atoms (Figure 7).

As pointed out in [43], larger HF parameters of tensors A–B

(see above) associated with Naryl donor atoms generally indi-

cate a larger spin density r on Naryl as compared to that on

Nalkyl donor atoms, which reveal smaller parameters of the as-

sociated HF tensor C. Surprisingly the HF tensor D, which is

also related to Nalkyl, appears to be similar to A–B. This could

be a result of an overestimate of the anisotropy of the HF

couplings  due to the still somewhat limited accuracy

of the performed ENDOR experiments.

In order to demonstrate that the spin densities of abovemen-

tioned N donor atoms are indeed different, we carried out addi-

tional pulse EDNMR studies of 8 and 10 [47] (Figure 6). The

result of this study revealed unambiguously that the spin densi-

ties of the Naryl donor atoms of 8 and 10 are significantly larger

compared to those of the Nalkyl donor atoms (Figure 8). More-

over, it could be demonstrated that all four N donor atoms of

both 8 and 10 possess different spin densities, as revealed by

quantum chemical calculations (Figure 7, Figure 8 and [43]).

The EDNMR experiments did, however, not allow for the deter-

mination of the spin densities at the Cu(II) ions of 8 and 10. In

order to give a rough estimate for a comparative discussion,

they have been calculated as described in Figure 8. According

to the much lower spin density of Cu(II) in mononuclear 8

(ca. 57%) compared to 10 (ca. 66%) we expected a significant-

ly higher J value for trinuclear 11 compared to 12. However,

the opposite situation has been determined experimentally

(Figure 8 and [43]). This counterintuitive result has been ex-

plained by considering both differences of the local geometries

of the terminal and central Cu(II) ions of 8 and 10.

We already noticed with surprise the differences of the coordi-

nation behavior of the terminal [Cu(pmdta)]2+ complex frag-

ments to binuclear bis(oxamidato)-type complexes as repre-

sented by 8 and 10 compared to type-II complexes displayed in

Scheme 1 [43]. The different coordination behavior is expected

to have an impact on the magnetic superexchange coupling

pathways in corresponding trinuclear complexes. As a conse-

quence, we realized that there are further parameters to be

considered when deriving a conclusion whether the spin densi-
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Figure 8: EDNMR-determined spin densities of the N donor atoms of 8 and 10 and J values of their corresponding trinuclear complexes 11 and 12.

ties of mononuclear type-II or bis(oxamidato) complexes could

be a measure of J values of their corresponding trinuclear com-

plexes. In this context we note, that determination of the spin

densities from the HF parameters should be considered as a rea-

sonable method to obtain qualitative estimates and tendencies to

be compared and discussed together with the DFT results and to

be critically evaluated with respect to geometrical features of

the studied molecular complexes. In particular, the approach of

Maki and McGarvey [48] implies a square planar geometry of

the molecule, a condition that is not always fulfilled. A limita-

tion of the model by Morton and Preston [49] is that it presumes

calculation of the HF constants for a free atom. With this in

mind, it is indeed reasonable to conclude that the transfer of the

spin density from the metal ions to the bonding ligands is

certainly an important but not yet the decisive factor that deter-

mines the strength of the superexchange interactions in the trin-

uclear complexes 11 and 12. In this particular case, it is most

likely the steric factors that eventually yield the stronger antifer-

romagnetic exchange interaction in 12 as compared to 11.

This presentation of our results should not end without refer-

ence to further studies of such diamagnetically diluted single

crystals. We have recently shown the means of manipulating

and enhancing the electron spin coherence of 2@1 and 10@9 at

different temperatures by applying special microwave pulse se-

quences in an ESR experiment [51]. We aim to obtain with such

experiments further insights into an understanding of mononu-

clear type-II and bis(oxamidato) complexes with respect to their

electron spin dynamics, spin coherence and relaxation pro-

cesses as well as their possible applications in molecular elec-

tronic devices.

Conclusion
Is there an interplay between the spin density distribution of

mononuclear bis(oxamato) type-II and related complexes and

the magnetic superexchange interactions of their related trinu-

clear type-III complexes? Our results support this hypothesis,

although they clearly indicate that many further experiments are

required to establish this interplay. For example, the O donor

atoms of type-II complexes should be all substituted by Nalkyl,

or alternatively by S donor atoms. Such substitutions are ex-

pected [32] to modify the spin density distribution of the

mononuclear building blocks to a much higher extent com-

pared to our here reported initial studies. As the transfer of the

spin density along the bridging groups is a prerequisite for

supermagnetic exchange couplings, such a modification of the

mononuclear complexes should result in higher J couplings ac-

cordingly. Here, the specifics of the bonding geometry and its

implications for the superexchange interactions have to be

considered seriously.
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On the other hand, we reported to which extent the materials

made available, especially the diamagnetically diluted single

crystals, prompted us to apply complex pulse ESR techniques

for a better understanding of the physical properties of our com-

pounds. This progress leads to the request for advanced types of

materials. It would be thus challenging to replace the paramag-

netic terminal [Cu(pmdta)]2+ complex fragments of 11 and 12

by diamagnetic [Zn(pmdta)]2+ .  Such heterotrinuclear

Zn(II)Cu(II)Zn(II) complexes would allow us to determine the

spin density distribution of the central building blocks “in

action”, that is, when contributing to magnetic exchange

couplings especially in the case that the Zn(II)Cu(II)Zn(II)-type

complexes are isomorphic to 11  and 12 .  On first of

such efforts we already report in this Thematic Series, namely

the synthesis and characterization of heterotrinuclear

Cu(II)Ni(II)Cu(II) bis(oxamidato)-type complexes [52].
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Abstract
The adsorption of the iron tetraphenylporphyrin (FeTPP) molecule in its deckchair conformation was investigated on Au(111),

Ag(111) and Cu(111) surfaces by performing spin-polarized density functional theory (DFT) calculations taking into account both

van der Waals (vdW) interaction and on-site Coulomb repulsion. The deckchair conformation of the molecule favours intermolecu-

lar π–π-type interactions in a less densely packed monolayer than the saddle conformation. The activation barrier between the two

stable magnetic states (high spin, S = 2 and intermediate spin, S = 1) of the molecule in vacuum disappears upon adsorption on the

metal surfaces. The high-spin state of physisorbed FeTPP is stable on all adsorption sites. This result reveals that an external perma-

nent element such as a STM tip or an additional molecule is needed to use FeTPP or similar molecules as model system for molecu-

lar spin switches.

2484

Introduction
Porphyrins, phthalocyanines and their transition-metal (TM)

complexes are largely investigated in surface science as re-

ported in detail by Gottfried [1]. The nature of the central metal

atom greatly determines the electronic, magnetic, catalytic prop-

erties of these molecules. Once adsorbed on metallic surfaces,

these properties could be significantly modified due to the inter-

action between the central macrocycle of these molecules and

the substrate. Among these complexes, iron tetraphenylpor-

phyrin (FeTPP) is particularly attractive for molecular spin-

tronics due to its magnetic bistability. Indeed, the Fe2+ centre

(4s03d6) can have three magnetic states, i.e., low-spin state (LS,

S = 0), intermediate state (IS, S = 1) and high-spin state (HS,

S = 2). While the LS ground state is mostly observed in sixfold-

coordinated molecular complexes, the ground state of square

planar fourfold-coordinated Fe porphyrin can be either IS or HS

depending on the functional groups, characterization method or

approximation used [2-7]. The main difference between these

two stable magnetic states is essentially associated to the

strength of the ligand field. The modification of the coordina-

tion sphere of the metallic centre is thus necessary to manipu-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:tang@cemes.fr
https://doi.org/10.3762%2Fbjnano.8.248
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late its spin state. Most of such manipulations have been

achieved by coordinating an additional small molecule (e.g.,

NO, CO) or atom (Cl) in order to modify the coordination num-

ber [8-11]. Only few reversible manipulations of spin were

achieved without additional ligand, as the one shown by N. Lin

et al. on a single FeTPP molecule junction in a scanning

tunnelling microscope (STM) [12]. In this junction, the line

shape of zero-bias resonance of the adsorbed FeTPP molecule

reversibly varies by adjusting the tip to surface distance, i.e., by

mechanically squeezing the molecule. Density functional theory

(DFT) calculations reveal that the spin state of the Fe centre

undergoes a switch from S = 2 to S = 1 associated with a con-

formational change by passing from a saddle shape to a planar

shape in the presence of the STM tip.

To the best of our knowledge, the stability as well as the activa-

tion barrier between HS and IS FeTPP have not yet been inves-

tigated. In this paper, a brief analysis of the free FeTPP mole-

cule conformations is presented at first, together with an evalua-

tion of the activation barrier between these conformations. The

magnetic switch barrier is then evaluated for the C2h conforma-

tion. Second, the monolayer of this molecule on (111) surfaces

of Au, Ag and Cu is investigated. At the end, the relationship

between the substrate and the coordination sphere of Fe is dis-

cussed in terms of molecule–surface interaction, charge transfer

and work function modification.

Results and Discussion
Free molecule and conformations
The ideal D4h symmetry, exhibiting the phenyl rings perpendic-

ular to the planar central macrocycle (Figure 1a), does not cor-

respond to the equilibrium state for the free FeTPP molecule.

By rotating these peripheral rings, symmetry reductions down

to S4, D2d or C2h could be obtained with energies lower than

that of the D4h conformation. The central macrocycle is slightly

deformed in the twisted conformation (S4) (Figure 1c) or more

significantly deformed in the saddle (D2d) (Figure 1b) or

deckchair (C2h) shape (Figure 1d). In fact, the D4h conforma-

tion corresponds to an average of these three conformations.

The saddle conformation (D2d) has the lowest energy, while the

twisted conformation (S4) is higher in energy by 0.04 eV. The

C2h conformation is intermediate with an energy of 0.02 eV

higher than D2d. Two magnetic states were found for each of

these conformations in our calculations. The ground state of

these three conformations is HS, the IS state being higher by

0.11 eV for S4, and by 0.04 eV for D2d and C2h (Table 1). Note

that the IS state was found as ground state in some other calcu-

lated results [6,7]. The difficulty for obtaining a proper descrip-

tion of the fundamental state of Fe porphyrin is well known.

This is a result of the competition between electron correlation,

spin–orbital coupling and the on-site Coulomb repulsion [13].

Figure 1: Low-symmetry FeTPP conformations: a) ideal (D4h);
b) saddle (D2d); c) twist (S4); d) deckchair (C2h).

Table 1: Relative energy, E0, and magnetic moment, μ, of S4, D2d and
C2h conformations in the states S = 1 and S = 2. The reference energy
is that of the HS D2d conformation.

twist (S4) saddle
(D2d)

deckchair
(C2h)

HS (S = 2), E0 (eV) 0.04 0 0.02
μ (μB) 3.94 3.94 3.94
IS (S = 1), E0 (eV) 0.15 0.04 0.06
μ (μB) 2.03 2.03 2.03

The activation barriers to switch between the three non-ideal

conformations have been calculated (free molecules in vacuum)

by using the nudged elastic band (NEB) method [14,15]

(Figure 2). The barriers between the different conformations are

0.037 eV from S4 to D2d, 0.077 eV from D2d to S4, 0.074 eV

from D2d to C2h and 0.055 eV for C2h to D2d.
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Figure 3: a) T-type (saddle conformation) and b) π–π-type (deckchair conformation) arrangements of FeTPP in 2D assemblies.

Figure 2: Activation energy to pass from the twist form (S4) to the
saddle shape (D2d) and from the saddle shape to the deckchair confor-
mation (C2h).

Intermolecular interactions
The D2d conformation is the most extensively studied for both

the single molecule and molecules in self-assembled 2D islands

[16-18]. In these assemblies, FeTPP forms a close-packed

arrangement involving T-type interactions, i.e., the four phenyl

rings of one molecule point their extremities perpendicularly

towards the phenyl of the neighbouring FeTPP molecules

(Figure 3a). In this configuration the central macrocycle has a

saddle shape conformation (D2d) with the H atoms of two

pyrrole groups (along the axis perpendicular to the figure)

pointing upward and the H atoms of the other two pyrrole

groups (along the horizontal axis in the plane of the figure)

pointing downward (Figure 1b). In a less close-packed arrange-

ment, the interaction between neighbouring FeTPP molecules is

of π–π type. In the latter, all phenyl rings of a FeTPP molecule

are parallel to the phenyl groups of neighbouring molecules

(Figure 3b). The H atoms of two pyrrole rings (along the axis

perpendicular to the figure) remain nearly in the same plane,

while in one pyrrole group (the left one along the horizontal

axis in the plane of the figure), the H atoms point upward and

the H atoms of the pyrrole group at the opposite side (the right

one along the horizontal axis in the plane of the figure) point

downward (Figure 1d). In this second case, the macrocycle

adopts a deckchair form (C2h). These conformations have been

identified in sub-molecular resolution STM images on a

Au(111) surface as shown in the work of N. Lin et al. [16] for

the saddle conformation (twofold symmetry) and in the work of

Gopakumar et al. [11] for the planar conformation (fourfold

symmetry). The distance between the Fe centre of neigh-

bouring molecules is about 14 Å in both cases and is consistent

with a commensurate epitaxial mesh of (5 0; 3 6) on the

Au(111) surface. T-type and π–π-type arrangements could also

be distinguished by comparing the size of the void spaces be-

tween the molecules and their relative orientation as suggested

in [18].

Activation barrier between magnetic states
The saddle-shape conformation (D2d) has already been exten-

sively reported in the literature [16-19]. Hence, we focus on the

deckchair conformation (C2h) (Figure 3b). In order to evaluate

the activation barrier of the free molecule between HS and IS

states of this conformation, the energy of a series of intermedi-

ate images has been calculated (Figure 4). From these calcula-

tions, the activation energy from IS to HS (respectively, from

HS to IS) was found to be 0.02 eV (respectively, 0.07 eV) with

a Fe–N bond length of 2.059 Å in HS and 2.003 Å in IS. This is

in accordance with the expected trend of a larger Fe–N distance

in HS than in IS [2]. For the transition state, this length is about
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2.026 Å. Therefore, for a free FeTPP molecule in C2h confor-

mation, the identification of this transition state clearly con-

firmed the existence of two stable states, HS and IS.

Figure 4: calculated activation barrier between HS (S = 2) and IS
(S = 1) of a FeTPP molecule in C2h conformation.

Adsorption configurations and spin states on
Au(111)
The deckchair form (C2h) molecule adsorbed on Au(111) also

presents two magnetic states (HS, S = 2 and IS, S = 1) (Table 2).

The most stable adsorption site is hollow-fcc in the HS state,

which will be used as reference for the total energy comparison

from now on. At the three other adsorption sites (hollow-hcp,

top and bridge), the energy is higher by 0.04 eV. The magnetic

moment of HS state is 4.18 ± 0.05 μB for these four sites. At

hollow-fcc, the IS state energy is found to be higher by 0.07 eV

than the HS state, while at the three other sites (hollow-hcp, top

and bridge) the IS energies are 0.10 eV larger than the refer-

ence. The magnetic moment of the IS state on these sites is

2.24 ± 0.02 μB. The molecule–surface distance is defined as the

difference between the average z-values of C and N atoms in

the macrocycle of FeTPP and the average z-values of the Au

atoms of the top layer of the slab. This distance is 3.63 ± 0.06 Å

independent of the magnetic state. However, the Fe-to-surface

distance, dFe-surface, is significantly different. In the HS state

this distance is 3.17 ± 0.03 Å, and in the IS state this distance is

3.48 ± 0.04 Å. This difference indicates a stronger attractive

interaction between the Fe atom and the surface in the HS state.

The Fe–N bond length, dFe-N, is slightly increased to

2.075 ± 0.002 Å in the HS state (respectively, slightly de-

creased to 2.002 ± 0.002 Å in the IS state) by comparison with

the free molecule bond length. Furthermore, the side view of the

central porphyrin macrocycle of the HS shows a deformation

with the Fe atom pointing out of the plane formed by the four N

atoms of the pyrrole rings (downwards to the surface)

(Figure 5a). This deformation creates a square-based pyramid

environment for the coordination sphere around the Fe atom,

which also favours the HS state.

Table 2: Relative energy, E0, magnetic moment, μ, and Fe–surface
distance, dFe-surface, of FeTPP (in deckchair conformation) adsorbed
on Au(111) surface in the HS and IS states. The reference is HS at the
hollow-fcc site.

top bridge hollow-fcc hollow-hcp

HS (S = 2), E0 (eV) 0.04 0.04 0.00 0.04
μ (μB) 4.23 4.13 4.13 4.13
dFe-surface (Å) 3.15 3.20 3.14 3.17
IS (S = 1), E0 (eV) 0.10 0.10 0.07 0.10
μ (μB) 2.26 2.24 2.22 2.23
dFe-surface (Å) 3.44 3.52 3.43 3.46

Figure 5: Conformation of the central porphyrin core in a) HS state;
b) IS state (phenyl rings were omitted for clarity). In c) example of
FeTPP adsorbed on fcc site of Au(111) on which the positions of the
top (T), bridge (B), fcc (F) and hcp (H) sites are indicated. The opti-
mized molecule is oriented along the <1−10> direction.

The activation energy between the HS and IS states of FeTPP

adsorbed on Au(111) has been evaluated. To do so, the NEB

method was employed for FeTPP adsorbed on fcc site from HS

(S = 2) to IS (S = 1) (Figure 6). While the activation energy
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from HS to IS (energy difference) is found to be 0.08 eV, no

energy barrier was found to pass from IS to HS, indicating that

the IS state is unstable when the molecule is adsorbed on

Au(111). The fact that IS state was obtained during the geomet-

rical optimization can be explained by a very flat potential

energy surface (PES) around this configuration or by an activa-

tion barrier that is too small to be identified with the computa-

tional precision we used. Based on these results, the HS seems

to be the only stable state for the adsorbed FeTPP in the

deckchair conformation (C2h). In the following we check the

strength of different interactions involved in the adsorption of

this HS FeTPP on the Au(111) surface as well as the charge

transfer, work function modification and the projected density

of states (PDOS) variations.

Figure 6: Calculated activation barrier between HS (S = 2) and IS
(S = 1) of FeTPP (C2h conformation) adsorbed at the hollow-fcc site of
Au(111).

In the reference configuration (HS, fcc), the adsorption energy

is calculated to be −1.86 eV while the vdW contribution is

found to be −1.70 eV. This small energy difference confirms the

physisorption of FeTPP on Au(111). The molecule–surface dis-

tance of 3.63 ± 0.06 Å is consistent with the presence of the

four peripheral phenyl rings acting as spacer that mitigate the

coupling between the central macrocycle and the surface. X-ray

standing wave measurements (XSW) on 3,4,9,10-perylene tetra-

carboxylic dianhydride (PTCDA) and on diindoperylene (DIP)

on Au(111) report distances slightly lower (3.27 Å and 3.22 Å,

respectively) [20,21]. The deformation energy of the adsorbed

FeTPP is found to be +1.08 eV (0.03 eV for the gold surface),

while the intramolecular vdW energy is −3.12 eV.

The charge transfer defined as the difference between the num-

ber of valence electron in the adsorbed molecule and in the free

molecule in vacuum, Δq = qadsorbed molecule − qfree molecule, was

investigated through a Bader charge analysis [22]. The FeTPP

molecule is positively charged by transferring 0.24e from the

molecule to the Au(111) surface at the hollow-fcc site, but also

at the bridge and hollow-hcp sites. At the top site, due to the

direct coordination between the Fe and the Au atom, the

transfer is slightly larger with 0.29e. The variation of partial

charge on Fe (ΔqFe) is a loss of about 0.04e (0.06e for HS on

top site). The sign of this variation is the same as the

molecule–surface charge transfer.

As shown in [16], the Fe centre contributes to electronic states

around the Fermi level. We compare here the spin-resolved den-

sity of states projected (PDOS) onto the d-orbitals of Fe in the

HS state before and after adsorption (with FeTPP adsorbed at

the fcc site of Au(111) surface) (Figure 7). In these cases, only

one orbital ( ) is doubly occupied (by both majority and

minority spin). The four other orbitals (dxy, dxz, dyz and )

are occupied by majority spin, but unoccupied by minority spin.

These four singly occupied orbitals confirm the spin multi-

plicity of S = 2 for the HS state. As displayed in Figure 7, the

charge transfer from FeTPP to the Au(111) surface does not

disturb the distribution of d-orbitals around the Fermi level.

Figure 7: Spin-resolved PDOS on d-orbitals of the Fe atom of HS
FeTPP (a) at the fcc site of Au(111) and (b) in the free molecule.

The work function Φ = Epot − EFermi on uncovered Au(111)

was calculated with Epot being the local potential at the middle

of vacuum of the simulation cell. The evaluated value of

5.14 eV is in good agreement with the experimental one

(5.35 eV) [23]. After the adsorption, the work function was

reduced to 4.19 eV. This value is consistent with that measured

on copper phthalocyanine (CuPc) adsorbed on Au(111) [24].

Adsorption on Ag(111) and Cu(111) surfaces
It is well known for large organic molecules such as PTCDA or

DIP that their interaction with coinage-metal surfaces are

different and the binding strength increases in the form of
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Au < Ag < Cu while the molecule–surface distance decreases

[20,21]. In order to verify this trend for FeTPP, calculations

were performed on fcc, hcp, top and bridge sites of Ag(111) and

Cu(111) surfaces (Figure 8).

Figure 8: Spin-resolved PDOS of FeTPP. a) free molecule (red),
adsorbed on fcc site of b) Au(111) (green), c) on Ag(111) (blue). The
shift of PDOS on Cu(111) is similar to that on Ag(111).

The adsorption energy for HS FeTPP on Ag(111) is

−4.99 ± 0.01 eV with a molecule–surface distance of

dFeTPP-Ag(111) = 3.06 ± 0.01 Å and an Fe–surface distance of

dFe-Ag(111) = 2.82 ± 0.01 Å. On Cu(111), the adsorption energy

of HS FeTPP is −4.85 ± 0.02 eV with a molecule–surface dis-

tance of dFeTPP-Cu(111) = 2.82 ± 0.05 Å and an Fe–surface dis-

tance of dFe-Cu(111) = 2.48 ± 0.04 Å. The adsorption energies on

these two surfaces are significantly larger than those on

Au(111). The main reason is the molecule–surface vdW contri-

bution, which is overestimated [25] on Ag(111) and Cu(111)

(−6.32 eV and −6.42 eV, respectively when adsorbed on fcc

site). As mentioned in the computational details, the C6 parame-

ter for Au was optimized on a model system in such a manner

that it represents about one third of the standard value. For

calculations on Ag(111) and Cu(111), we did not optimize this

parameter. As the weak molecule–surface interaction on

Au(111) is sufficient to stabilize the HS state of the adsorbed

FeTPP molecule, we did not expect a contrary result on

Ag(111) and Cu(111) surfaces.

The Bader charge analyses result in a negatively charged FeTPP

molecule on Ag(111), with 0.60 ± 0.02 electron being trans-

ferred from the surface to the molecule in the HS state. The Fe

centre has only gained (0.02 ± 0.01)e. This charge variation

does not modify the magnetic state of the adsorbed molecule.

The same trend was observed on Cu(111), with an average of

(0.66 ± 0.08)e being transferred from the surface to the mole-

cule in HS state, and 0.04 electron gain on the Fe centre.

Upon FeTPP adsorption, the work function of the Ag(111) sur-

face (respectively, Cu(111) surface) is found to be reduced from

4.41 eV (4.77 eV) for the bare substrate to 3.71 eV (4.36 eV)

for the covered surface. The same trends were reported for the

adsorption of benzene on Ag(111) [26] and on Cu(111) [23].

From this study, we can conclude that all three tested (111) sur-

faces exhibit the same trend of a lowered work function upon

molecular adsorption. Nevertheless, we have found that the

charge transfer on Au(111) occurred in opposite direction than

that on Cu(111) and Ag(111). This result is perfectly reflected

in the comparison of the PDOS of the free molecule and of the

adsorbed molecule. By adsorbing the FeTPP molecule on

Au(111), the occupied electronic states of the molecule are

shifted towards the Fermi level, thus facilitating the charge

transfer from the molecule to the substrate. By adsorbing on

Ag(111) and Cu(111), the unoccupied molecular states are

shifted towards the metal Fermi level, thus facilitating the

charge transfer from the substrate to the molecule. These shifts

explain the direction of the charge transfer.

In summary, by performing spin-polarized DFT and NEB

calculations, we have identified two stable magnetic states of

the free FeTPP molecule in its deckchair conformation (C2h).

The two states (HS and IS) were separated by an activation

barrier of 0.07 eV to pass from S = 2 to S = 1 and an activation

barrier of 0.02 eV to pass from S = 1 to S = 2. However, when

this molecule is adsorbed on Au(111) in a monolayer, the IS

state is no longer stable as the activation barrier from S = 1 to

S = 2 disappears. The most stable magnetic state on Au(111),

HS, has an adsorption energy of −1.83 ± 0.02 eV with a contri-

bution of vdW interactions of −1.70 eV, and the central porphy-

rin macrocyle is at a distance of 3.63 ± 0.06 Å above the sur-

face. These physisorption characteristics were confirmed by a
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small charge transfer (0.24e) from the molecule to the surface.

By changing from Au(111) to Ag(111) and to Cu(111) surfaces,

the adsorption energy increases and the molecule–surface dis-

tance decreases as expected. However, these quantities cannot

be compared quantitatively since we have used an optimized C6

parameter for Au and standard DFT-D2 parameter for Ag and

Cu. Qualitatively, the amount of charge transfer was slightly in-

creased to 0.60e from Ag(111) to FeTPP and to 0.64e from

Cu(111) to the molecule. In spite of these charge transfers, the

partial charge on the Fe centre remains almost unchanged, i.e.,

0.1e on Au(111), 0.02e on Ag(111) and 0.04e on Cu(111). Due

to molecular adsorption, the work function of Au(111) was

reduced by 0.95 eV, this reduction being 0.71 eV on Ag(111)

and 0.41 on Cu(111).

Conclusion
In this study, we have focused our investigation on the

deckchair conformation (C2h) of the FeTPP molecule, which

favours π–π-type interactions in self-assembled monolayers on

Au(111), Ag(111) and Cu(111) surfaces. In spite of the pres-

ence of two stable magnetic states in the free molecule, only the

high-spin (S = 2) state is stable when adsorbed on metal. These

results show that the physisorption of FeTPP on coinage metal

surfaces is strong enough to modify the ligand-field environ-

ment of Fe. This result reveals that an external permanent ele-

ment such as a STM tip or an additional molecule is needed to

use FeTPP or similar molecules as model system for molecular

spin switches.

Method and Computational Details
Spin-polarized DFT calculations were performed using a

slightly modified version of the Vienna ab initio simulation

package VASP [27-30]. Projector-augmented wave (PAW)

pseudo-potential [31,32], as well as the exchange–correlation

functional proposed by Perdew–Burke–Ernzerhof (PBE) in the

framework of the generalized gradient approximation [33,34]

were employed. The van der Waals dispersive interaction

correction according to Grimme's DFT-D2 method [35] was

considered for inter- and intra-molecular interactions as well as

molecule–surface interactions. The C6 parameter was opti-

mized in a model system on Au(111) in such a manner that its

value is about three times smaller than the standard C6 [36].

This smaller value is due to the screening effect similar to that

demonstrated by Tkatchenko et al. [37]. In addition, the DFT-

D2 correction was not applied in the metal slabs as no signifi-

cant improvement has been demonstrated [37,38]. The kinetic

cut-off energy for the plane-waves basis was set to 410 eV for

Au, 460 eV for Ag and 500 eV for Cu. For the FeTPP/Au(111)

system, a simulation supercell of (14.76 Å × 15.33 Å ×

27.51 Å) containing 120 Au atoms (30 atoms × 4 layers) and

77 atoms for the Fe-TPP molecule (C44H28N4Fe) was used.

This dimension is (14.73 Å × 15.30 Å × 27.45 Å) for Ag(111)

and (17.81 Å × 15.42 Å × 25.18 Å) for Cu(111) for which each

atomic layer contains 48 atoms (4 × 48 = 192 Cu atoms in the

slab). The Brillouin zone sampling in reciprocal space was

restricted to the Γ point. The validity of this restriction was

tested on the reference configuration (FeTPP at the hollow-fcc

site of Au(111)) with a (5 × 5 × 1) Monkhorst–Pack k-point

mesh. This comparison gives a difference lower than 1% for the

total energy and the bond length. The difference in density of

states and local electrostatic potential (including dipole interac-

tion correction) are not noticeable. DFT + U method as pro-

posed by Dudarev [39] was used to take into account the on-site

d-electron correlation of the central Fe atom. For this purpose,

the Coulomb repulsion parameter U was set to 4 eV and the

exchange parameter J was set to 1 eV (as in [11]). The conver-

gence condition of the self-consistent electronic loops was set to

10−6 eV, while the atomic positions were relaxed until the

forces reached a value lower than 0.01 eV/Å. The atoms of the

two bottom layers of the metal slab were kept fixed at their bulk

positions and all other atoms were allowed to relax without any

constraint. The adsorption energy was determined as

Eads = Etot − Eslab − Emol where Etot is the total energy of the

system containing a FeTPP molecule on a Au/Ag/Cu (111) slab,

Emol is the energy of the FeTPP molecule in vacuum and Eslab

is the total energy of the 4-layer metal slab.
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