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The discovery of graphene and its tremendous impact on scien-

tific research has initiated the search for other elemental two-

dimensional (2D) honeycomb materials with potentially similar

exotic properties, as predicted by theoretical investigations.

These properties may allow the application of these layered

structures in novel electronic devices, including ultrafast elec-

tronics, spintronics, sensors, and novel device concepts

exploiting their topological properties. In recent years this

search has lead to the discovery of other members of this family

of 2D materials based on other group IV elements.

In 2012 silicene was first synthesized under ultrahigh vacuum

conditions on a silver(111) single crystal by Si molecular beam

epitaxy (MBE) [1,2] and at around the same time on zirconium

diboride thin films grown on Si(111) substrates by Si segrega-

tion through the film [3]. The synthesis of silicene further

launched an intensive search for other 2D elemental materials

synthesized under ultrahigh vacuum by MBE-like methods. The

synthesis of germanene (2D germanium) was reported in 2014

[4] and the synthesis of stanene (2D tin) in 2016 [5].

Except for their 2D character, these materials are substantially

different from prototypical graphene. First of all, these materi-

als do not exist in nature, nor do their 3D layered parent crys-

tals from which single layers can be exfoliated. From this it

follows that these materials have to be synthesized either chem-

ically or by epitaxial growth on a supporting substrate. Thus, it

should be considered that the substrate could influence the

structural and electronic properties of the 2D layer.

Secondly, of these materials, only graphene is fully flat, which

results from the pure sp2 hybridization of its constituting car-

bon atoms. On the contrary, other group IV elements energeti-

cally prefer hybridization with an additional sp3 character when

forming a 2D honeycomb layer, which increases with increas-

ing atomic size. As a consequence of this mixed hybridization,

the bonds between adjacent atoms of the lattice are buckled, re-

sulting in a layer that is not completely flat. Such buckling

within the layer is illustrated in Figure 1 for different elemental

2D materials. For the case of silicene, it can also be seen here

that the substrate material further influences the buckling within

the 2D layer, resulting from the interaction between the two

systems. Free-standing silicene has a buckling around 0.44 Å

[6], while epitaxial silicene on Ag(111) has a value of 0.75 Å

[1].

The buckling and the significant influence of the substrate have

been considered as disadvantages since they influence the prop-
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Figure 1: Illustration of the increasing buckling of different elemental
2D materials.

erties of the 2D layer. On the other hand, both characteristics

also offer possibilities for tuning the properties of the 2D layer.

External stimuli or the choice of the substrate can effect the

buckling, which in turn, alters the properties of the 2D layer.

The related modification might include, for example, the

tunability of the electronic band gap, modification of the elec-

tronic band structure, or tuning the 2D topological properties.

Some of these external influences might include:

• the substrate material

• external electric or magnetic fields

• tensile or compressive strain

• functionalization by atomic or molecular species

This means that the apparent disadvantage of these materials to

develop a (low) buckling is in fact an advantage since it facili-

tates control of the 2D layer properties, for example, via chemi-

cal functionalization or external fields. This could be efficiently

utilized in a transistor, where the electronic band gap can then

be tuned by the electric field applied perpendicular to the lattice

plane. As an example, ab initio calculations have shown that the

two sub-lattices in silicene, resulting from the buckling, are

moved further apart by an orthogonal electric field, which leads

to a band gap opening [7,8].

Another important advantage of these new materials is the sig-

nificant spin–orbit interaction, which also increases with in-

creasing atomic size of the involved elements. This opens the

way to observe a quantum spin Hall effect, for example, in

germanene or stanene in an accessible temperature range,

possibly even at room temperature. The occurrence of topologi-

cally nontrivial properties will be more robust for the heavier

constituting elements because of the related stronger spin–orbit

interaction. Topological properties are expected to enable

entirely new concepts in electronic devices.

These characteristics make the young class of buckled 2D

elemental materials a new progressing research field with antic-

ipated outstanding properties of their members or as a result of

their modification. In all these cases, the buckled atomic struc-

ture and the significant spin–orbit interaction may play a key

role in the development of these properties.

However, before such applications are realized and final prod-

ucts find their way to the market, numerous technical and

fundamental issues must first be solved. This concerns the syn-

thesis of these materials, a deeper understanding of their physi-

cal properties, as well as the modification of these materials ac-

cording to the factors mentioned above. Such knowledge will

also help to understand the properties of 2D layers composed of

elements that do not belong to group IV of the periodic table,

for example, borophene [9], blue phosphorous (phosphorene)

[10], or antimonene [11], most of which also show buckling.

The aim of this Thematic Series was to address the theoretical

background, the growth and synthesis, the properties and appli-

cation and the related difficulties still to overcome related to

this new class of elemental group IV 2D materials. Of course,

the included contributions can only present a snapshot of all the

activities in this growing research field. I hope that the choice of

articles is inspiring to the readers and reflects the important

aspects of this research. I thank all authors and colleagues that

have contributed their intriguing results to this Thematic Series.

Patrick Vogt

Chemnitz, September 2018
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Abstract
Phosphorene has recently attracted significant interest for applications in electronics and optoelectronics. Inspired by this material

an ab initio study was carried out on new two-dimensional binary materials with a structure analogous to phosphorene. Specifically,

carbon and silicon monochalcogenides have been considered. After structural optimization, a series of binary compounds were

found to be dynamically stable in a phosphorene-like geometry: CS, CSe, CTe, SiO, SiS, SiSe, and SiTe. The electronic properties

of these monolayers were determined using density functional theory. By using accurate hybrid functionals it was found that these

materials are semiconductors and span a broad range of bandgap values and types. Similarly to phosphorene, the computed effec-

tive masses point to a strong in-plane anisotropy of carrier mobilities. The variety of electronic properties carried by these com-

pounds have the potential to broaden the technological applicability of two-dimensional materials.

1338

Introduction
Over the last ten years, the interest in two-dimensional materi-

als has increased exponentially [1]. Following the initial report

of the existence of graphene [2], it was shown that isolated

sheets of other layered compounds, such as h-BN or MoS2

among others, could be obtained as well [3,4]. These com-

pounds demonstrate properties of the electronic structure that

are markedly different from those of graphene, with, for

instance, the existence of a finite bandgap in the band structure

[5].

One of the latest newcomers in the family of two-dimensional

materials is phosphorene [6-9], which corresponds to a single

layer of black phosphorus [10,11], one of the many phases of

crystalline phosphorus. Among other properties [12-15], the
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values of the carrier mobility and of the on–off ratio of transis-

tors made from phosphorene are intermediate between the

values of graphene and those of transition metal dichalco-

genides, making phosphorene very promising for certain appli-

cations. Additionaly, phosphorene is characterized by a strong

anisotropy in the carrier mobility [14] and ferroelasticity [16].

Recently, some parent compounds to phosphorene have been

considered. For example, P–As compounds were studied theo-

retically and experimentally [17,18]. Also, arsenene and anti-

monene [19], SiS [20], and SnS, SnSe, GeS, and GeSe [21,22]

compounds with a crystal structure similar to the one of phos-

phorene were investigated by ab initio calculations. The relia-

bility of ab initio calculations to predict and characterize new

two dimensional compounds is now well established. For

instance borophene and graphane were predicted theoretically

[23,24] before being obtained experimentally [25,26]. In the

same way, planar tetracoordinate carbon was predicted compu-

tationally and then realized experimentally [27].

In this paper, by employing ab initio methods, we discuss the

properties of a number of compounds that can be obtained by

chemical replacement in the crystal structure of phosphorene:

CS, CSe, CTe, SiO, SiS, SiSe, and SiTe. Differently from phos-

phorene, no layered bulk structure is known for these com-

pounds. In a recent study Kamal et al. showed that carbon and

silicon monochalcogenides are energetically stable and have

their lowest energy in a phosphorene-like structure (for SiS and

SiSe the puckered phosphorene-like and buckled structures are

very close in energy and nearly equally probable at room tem-

perature) [28]. By computing phonon dispersion curves, in this

work we show that carbon and silicon monochalcogenides are

dynamically stable in a puckered structure. Additionally, we

compute band structures using the quantitatively accurate

HSE06 hybrid functional [29] and we evaluate effective masses,

whose anisotropy represents one of the most exotic properties

of phosphorene and phosphorene-like materials. The broad

range of properties showed by carbon and silicon monochalco-

genides might help to extend the technological applications of

two-dimensional materials.

Theoretical Methods
The calculations presented in this paper have been performed

using the Quantum Espresso package [30], which is based

on a plane-wave basis set and pseudopotentials. The

Perdew–Burke–Ernzerhof (PBE) [31] functional has been used

to optimize the structure and to compute phonon dispersion

spectra. After optimizing the structure with a force threshold of

at least 10−4 Ry/Bohr the phonon curves have been computed

by using density functional perturbation theory [32]. The

kinetic-energy cut-off convergence has been carefully tested for

each system and a 12 × 12 × 1 k-point grid was used (supposing

that the z direction is perpendicular to the two-dimensional

plane). A vacuum of at least 12 Å has been used to separate

periodically repeated images.

Since the PBE functional systematically underestimates the

electronic gap with respect to experiments, the band structure

was obtained using the HSE06 functional [29]. Because of the

numerical cost involved in HSE06 calculations electronic eigen-

values have been computed on a 16 × 16 × 1 k-point grid; the

band structure was then extracted along the high symmetry

directions and interpolated with cubic splines (see below in

Figure 3).

Spin–orbit coupling often plays an important role in two-dimen-

sional materials. For example, it was shown that SnSe and GeSe

phosphorene-like monochalcogenides are characterized by an

anisotropic spin splitting of energy bands, leading to potential

applications involving directionally dependent spin transport

[22]. In [21] it was suggested that in phosphorene-like SnS,

SnSe, GeS, and GeSe the spin–orbit coupling does not signifi-

cantly change the shape of bands but gives rise to a splitting of

the order of a few tens of millielectronvolts. Due to the high

computational cost involved in spin-orbit coupling calculations

with the HSE06 functional, this effect has not been included in

our results. While the inclusion of spin–orbit coupling might

slightly affect the values of the gaps and introduce a splitting in

some bands, we do not expect a change in the overall conclu-

sions of this work.

In the next section we also show results concerning effective

masses, of which the traditional definition requires an approxi-

mately quadratic dispersion close to band edges. Differently

from graphene, this condition is always satisfied for the materi-

als considered in this work. Effective masses calculations

require the accurate evaluation of the partial second derivatives

of the band structure in two directions. The 16 × 16 × 1 k-point

grid used in HSE06 calculations is too coarse and effective

masses have been evaluated only from the PBE functional.

Since effective masses depend on the band structure dispersion

rather then on the gap, this approximation is expected to lead to

a reasonable accuracy.

Results and Discussion
Structural properties
In this section we discuss the structural properties and dynam-

ical stability of carbon and silicon-based two-dimensional

binary compounds. As a starting point we consider a phospho-

rene monolayer derived from the experimental structure of

black phosphorous [33]. Within this system each phosphorus

atom is covalently bonded with three adjacent phosphorus

atoms to form a puckered honeycomb structure [33,34]
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(Figure 1a). For the sake of simplicity this phosphorene mono-

layer will be denoted as “experimental structure”. Upon optimi-

zation at the PBE level of theory the lattice parameters of the

experimental structure moderately change from a = 3.31330 Å

and b = 4.374 Å to a = 3.298 Å and b =4.624 Å, in good agree-

ment with previous calculations [8,35].

Figure 1: Optimized crystal structures of the following two-dimen-
sional systems: a) phosphorene b) CS, CSe, CTe, SiS, SiSe, and
SiTe. c) SiO d) Brillouin zone and high-symmetry points.

In order to obtain the structure of the carbon and silicon mono-

chalcogenides we replaced phosphorus atoms in the experimen-

tal structure of phosphorene with carbon (or silicon) and

chalcogen atoms (up to tellurium) by preserving the number of

valence electrons involved in each bond. This starting geome-

try was then optimized at the PBE level of theory [36]. We

found the CO monolayer to be unstable and to dissociate in in-

dependent one-dimensional chains; therefore this system was

disregarded in the rest of our study. The geometry obtained for

CS is shown in Figure 1b. The main features of the phospho-

rene structure are kept in this system: Each C atom is bound to

three S atoms and vice versa. However, while in phosphorene

atoms are distributed on two parallel planes (Figure 1a2), a dis-

tortion appears in CS, where C atoms tend to slightly move

within the two planes formed by S atoms (Figure 1b2). In the

case of CSe, CTe, SiS, SiSe, and SiTe the obtained structures

are similar to the monolayer of CS [36]. The case of SiO should

be considered separately: As shown in Figure 1c, in this case

the distortion is particularly accentuated with respect to the

initial geometry. As discussed below, this structure leads to

electronic properties rather different from that of phosphorene,

in particular concerning effective masses.

To better understand the ionic character of the bonds involved

in the new materials we have carried out an analysis of the PBE

charge density based on the theory of Bader [37] as imple-

mented by Henkelman et al. [38]. Since silicon has a low elec-

tronegativity we found that this atom transfers about 2.4 elec-

trons to O, S, and Se and 0.4 electrons to Te. In carbon mono-

chalcogenides we found that 0.5 electrons were transferred from

S to C, 0.8 from Se to C, and 1 from Te to C.

In order to establish the dynamical stability of these new com-

pounds, we computed phonon dispersion curves by using densi-

ty functional perturbation theory [32]. Our results in Figure 2

show that no imaginary phonon modes are present and all the

compounds considered in this work are dynamically stable (the

first Brillouin zone is mapped according to the convention in

Figure 1d).

Electronic properties
After determining the structural properties we discuss the elec-

tronic properties of these phosphorene-like two-dimensional

materials, which are fundamental for applications in nanoelec-

tronics and nanophotonics. The band structures computed

within the HSE06 approximation [29] are shown in Figure 3

where the gap type is indicated by a red line. The Fermi level

has been shifted to zero and the first Brillouin zone is mapped

according to the convention in Figure 1d. In Table 1 the values

of bandgaps are presented.

Before discussing the characteristics of the two-dimensional

carbon and silicon monochalcogenides, some preliminary

remarks on phosphorene are necessary. The band gap of phos-

phorene has been evaluated by different ab initio methods to be

about 0.8 or 0.91 eV at the PBE level of theory [35,39], 1.61 eV

at the HSE level of theory [35], and 2.0 eV at the GW level of
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Figure 2: Phonon dispersion curves for the two-dimensional carbon and silicon monochalcogenides introduced in this work: CS, CSe, CTe, SiO, SiS,
SiSe, and SiTe.

Figure 3: Band structures computed at the HSE level of theory for the two-dimensional carbon and silicon monochalcogenides introduced in this
work: CS, CSe, CTe, SiO, SiS, SiSe, and SiTe.
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Table 1: Electronic bandgaps computed at the PBE and HSE level of theory and effective masses for two-dimensional carbon and silicon mono-
chalcogenides introduced in this work. In the table  denotes the hole effective mass,  the electron effective mass, and me the electron mass.

material PBE gap (type) HSE gap (type)

zigzag direction armchair direction zigzag direction armchair direction

CS 1.13 (indirect) 2.02 (indirect) 1.08 0.22 0.29 0.32
CSe 0.88 (direct) 1.58 (direct) 3.75 0.14 0.35 0.16
CTe 0.56 (indirect) 1.07 (indirect) 0.87 0.20 0.55 0.35
SiO 1.37 (indirect) 2.06 (indirect) 0.36 1.66 0.20 1.60
SiS 1.42 (indirect) 2.16 (indirect) 27.1 0.28 1.10 0.53
SiSe 1.19 (indirect) 1.81 (indirect) 0.87 0.17 0.58 0.21
SiTe 0.39 (indirect) 0.55 (indirect) 0.16 0.06 0.22 0.08
phosphorene 0.91 (indirect) 1.58 (direct) 8.13 0.13 1.24 0.14

theory [39]. In [8] a value of 1.0 eV was found for the HSE gap,

which does not significantly differ from the PBE estimate. As

shown in Table 1 the DFT values we found are in good agree-

ment with the results in the literature [35,39]. As previously

noted [39], the top of the valence band is slightly shifted from Γ

and, accordingly, phosphorene has an indirect gap at the PBE

level of theory. However, the gap and the direct gap in Γ differs

by less than 10 meV and for this reason phosphorene is com-

monly considered a direct bandgap semiconductor [8,35]. In Ta-

ble 1 the HSE gap is denoted as direct. Very likely the differ-

ence with respect PBE is due to the coarser k-point grid used to

sample the Brillouin zone.

The electronic gaps of the phosphorene-like binary compounds

have been summarized in Table 1. For the sake of complete-

ness, both PBE and HSE results have been provided but the

HSE values have to be considered as more quantitative esti-

mates in comparison to experiments. All the monolayers

considered here are semiconducting and the gaps obtained span

a wide energy range going from 0.55 eV for SiTe to 2.16 eV for

SiS (HSE data). Accordingly, these compounds might contrib-

ute to extend the applicability of two dimensional materials to

solar cells [40] and photodetection devices [14]. For several

technological applications in optoelectronics the discovery of

new two-dimensional materials characterized by a direct

bandgap is also important. While strictly speaking, only the CSe

monolayer has a direct gap, most of the other compounds have a

direct bandgap only slightly larger than the minimum energy

bandgap: 0.04 eV for CS, 0.02 eV for SiO, and below 0.01 eV

for SiTe. Similarly to phosphorene, we can approximately

consider these compounds as direct bandgap materials.

An important property of phosphorene is the high mobility of

charge carriers and its in-plane anisotropy [14]. Indeed, signifi-

cantly higher carrier mobilities are found in the armchair direc-

tion (along the direction of the lattice constant b). This behav-

ior can be qualitatively understood from the band structure by

computing effective masses. In agreement with previous calcu-

lations [35,41], the computed effective masses of phosphorene

in the armchair direction are significantly smaller than in the

zigzag direction. Most of the materials studied in this work

present a similar behavior (the exceptions being SiO, which has

a structure that significantly deviates from phosphorene, and

CS, which has similar electron effective masses in the zigzag

and armchair directions). Silicon and carbon monochalco-

genides present a broad range of values for the effective masses.

In this respect, SiTe and SiS have particularly interesting prop-

erties. While the anisotropy is less evident than in phosphorene,

SiTe presents significantly small effective masses hinting to a

high mobility in both the armchair and zigzag directions. This

property might be useful to realize transistors [8,12]. In a differ-

ent way, the SiS monolayer presents hole effective masses

strongly dependent on the direction, with a value in the zigzag

direction almost 100 times larger than the value in the armchair

direction. Accordingly, this material is expected to exhibit a

huge anisotropy in the hole mobility that might be of interest for

less conventional plasmonic and thermoelectric devices, as dis-

cussed, for example, in [12].

Conclusion
In this work we applied ab initio techniques to study the proper-

ties of recently proposed two-dimensional compounds with the

structure of phosphorene. Specifically, we considered carbon

and silicon monochalcogenides and found the CS, CSe, CTe,

SiO, SiS, SiSe, and SiTe monolayers to be dynamically stable.

Then, the electronic properties of these new materials were

determined, and the results indicate that these compounds

span a broad range of electronic bandgaps and charge carrier

mobilities, showing potential for future technological applica-

tions.
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Abstract
A general three-dimensional continuum model of phonons in two-dimensional materials is developed. Our first-principles deriva-

tion includes full consideration of the lattice anisotropy and flexural modes perpendicular to the layers and can thus be applied to

any two-dimensional material. In this paper, we use the model to not only compare the phonon spectra among the group-IV materi-

als but also to study whether these phonons differ from those of a compound material such as molybdenum disulfide. The origin of

quadratic modes is clarified. Mode coupling for both graphene and silicene is obtained, contrary to previous works. Our model

allows us to predict the existence of confined optical phonon modes for the group-IV materials but not for molybdenum disulfide. A

comparison of the long-wavelength modes to density-functional results is included.

1345

Introduction
Phonon spectra in two-dimensional (2D) nanomaterials have

almost exclusively been computed using density-functional

theory (DFT) based codes. One of the earliest applications to

group-IV elemental 2D materials was for the important predic-

tion of the stability of silicene and germanene [1]. These are

complex calculations and prone to qualitative errors due to the

various approximations such as convergence criteria and use of

approximate functionals [2]. Even the stability or not of a given

structure could be incorrectly inferred. For example, borophene

and indiene have been predicted to be unstable in one paper [3],

though other calculations (and in the case of borophene, even

experiments [4]) have obtained opposite results [5,6]. In addi-

tion to obtaining a spectrum, it is often also useful to be able to

predict and/or interpret properties of the spectrum based upon

either microscopic or symmetric arguments. An excellent exam-

ple is the prediction of a Dirac cone for silicene on the basis of

symmetry [7] when DFT calculations either failed to recognize

it [8] or were unable to explain it [1].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:morwi@fotonik.dtu.dk
https://doi.org/10.3762%2Fbjnano.8.136
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An alternative model of lattice vibrations is a classical continu-

um model, which is expected to reproduce most accurately

phonons with wavelengths longer than lattice separations, i.e.,

near k = 0. One of the earliest such models applied to an ionic

crystal slab is that of Fuchs and Kliewer [9], from which they

deduced that transverse optical (TO) and longitudinal optical

(LO) modes have different frequencies at k ≈ 0 as well as the

existence of surface optical (SO) modes with an exponential de-

pendence away from the slab. Slightly different models have

been introduced by a number of authors for graphene [10-13].

One commonality is to treat the sheet as strictly two-dimen-

sional. Additionally, instead of deriving the phonon dispersion

relations from first principles, they all assumed the known

results that there are in-plane acoustic modes with linear

dispersions and out-of-plane transverse acoustic modes with

quadratic dispersions (the latter being consistent with the elastic

theory of thin plates) to construct either a Lagrangian [10] or

equations of motion [11]. Goupalov also considered optical

phonons but simply parameterized the dispersion relations to

match the experimental data. In all of the above, the out-of-

plane vibrations were assumed decoupled from the in-plane

ones.

In this paper, a continuum theory of acoustic and optical

phonons in 2D nanomaterials is derived from first principles,

contrary to earlier approaches, by starting with the elastic and

electric equations, and taking into account the full crystalline

symmetry and piezoelectric couplings when allowed by symme-

try. We apply the theory to obtain the phonons in group-IV

elemental 2D materials. Given that there are two fundamental

structures for the free-standing sheets (the flat hexagonal struc-

ture of graphene and the buckled hexagonal structure of the

other elements – we will refer to silicene as the prototypical ex-

ample of the latter), we will consider both of them. It should be

recognized that, to date, silicene has been grown on substrates

in different reconstruction state. The reconstruction is an

atomic-scale distinction that is not describable by the current

continuum model. Substrate effects on the phonons can be

considered in an extended model that would need to be solved

numerically. This can be studied in a future publication as it is

beyond the analytical solutions sought for in the current manu-

script. Furthermore, we have included a study of a well-known

compound 2D material (molybdenum disulfide MoS2) in order

to further understand the properties derived for the elemental

materials.

Results and Discussion
Continuum model
The 2D materials will be treated as 3D thin-plate materials in

the following, well aware that the out-of-plane dimension

contains one or a few atomic layers. In general, this would

allow one to study multilayers though we will only focus on

monolayers in this paper. Nonetheless, it is important to keep

the third coordinate in the analysis to reveal the true phonon

dispersions as observed experimentally and in DFT calcula-

tions.

The general 3D elastic equations are given by the equation of

motion [14]

(1)

where Tik is the stress tensor, ρ is the mass density, and ui is the

displacement. Equation 1 contains all the physics of the prob-

lem. In order to simplify and then solve it, it is necessary to

specify the crystal symmetry of the vibrating system.

The three problems considered in this article are graphene,

silicene and MoS2. The Bravais lattice symmetries of the single-

layer graphene (D6h ≡ 6/mmm) and MoS2 ( ) struc-

tures belong to the hexagonal system, while silicene belongs to

the trigonal system (point group D3d). Graphene and silicene

are non-piezoelectric materials because of the inversion symme-

try of the unit cell, while MoS2 is piezoelectric because its unit

cell exhibits inversion asymmetry.

Application: graphene
For both graphene and MoS2, the general form of the stiffness

tensor for hexagonal structures is

(2)

and the stress–strain relations TI = cIJSJ for graphene become

(3)
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where TI and SJ denote stress and strain, respectively. Here we

have used Voigt notation for tensors. The latter equations are

different for MoS2 due to the presence of piezoelecticity.

Elastic equations
Combining Equation 1 and Equation 3, we obtain for graphene

(4)

(5)

(6)

where ω is the vibrational (angular) frequency. The displace-

ments ux and uy are in-plane displacements, and uz is the out-of-

plane displacement.

Expressing the latter set of equations in the displacements, we

get

(7)

(8)

(9)

A solution of the combined system (Equation 7–Equation 9)

with appropriate boundary conditions allows for the determina-

tion of the displacements ux, uy, uz. Note that the displacements

in the three directions are coupled. This is different from the 2D

model assumed before, which led to a decoupling of the out-of-

plane vibrations. The coupling is a consequence of the finite

thickness of the sheet with no mirror symmetry imposed. Thus,

our model is sufficiently general to apply to multilayers. Earlier

DFT calculations [15] had argued that there is no coupling be-

tween the in-plane and out-of-plane modes due to the mirror

symmetry of graphene, leading to fewer scattering channels

and, therefore, a higher thermal conductivity compared to, e.g.,

silicene. Our model reveals that such mode coupling, even

when present, would occur for large kz values (due to the small

thicknesses) and, hence, would be unlikely to have a significant

impact.

Acoustic phonons
The phonons are normal mode solutions to the equations of

motion. To proceed from the graphene elastic equations, we

make the following plane wave ansatz

(10)

(11)

(12)

where kx  and ky  are wave numbers. Inserting Equa-

tion 10–Equation 12 into Equation 7–Equation 9 yields the

following matrix expression in the unknown functions fx, fy, and

fz:

(13)

where , and
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(14)

A semi-analytic solution can be easily obtained for the case

when ky = 0. In this case, C = D2 = 0 and the uy displacement

decouples from the displacements ux and uz. It follows that fy

obeys the wave equation

(15)

The solution to this differential equation can be found immedi-

ately by imposing the vacuum boundary condition

(16)

i.e.,

(17)

where 2h is the graphene layer thickness and −h,h define the

graphene layer boundaries.

We obtain

(18)

where n = 0,1,2,3,…

For the coupled system fx–fz, the determinantal system obtained

from Equation 13 leads to the solutions

(19)

where

(20)

and

(21)

Let us introduce the notation {α1,α2,α3,α4} ≡ {α1,−α1,α2,−α2}

and

(22)

Then we have

(23)

where βi are unknown coefficients.

A 4 × 4 matrix equation in βi is finally obtained by invoking the

mechanical boundary conditions (graphene in vacuum)

(24)

(25)

Observe that

(26)
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Solving the determinantal equation for the latter 4 × 4 matrix

equation as a function of kx specifies a discrete set of (band)

eigenfrequencies ωi(kx) and the corresponding eigenmodes fx, fz

where i denotes the band index. A numerical solution reveals

the out-of-plane mode to be quadratic in nature.

Surface optical phonons
Surface optical phonons can be derived by solving for the elec-

trostatic potential via the Maxwell–Poisson equation for the dis-

placement field Di.

For graphene,

(27)

Using the fact that the dielectric function is given by

(28)

we find

(29)

The Maxwell–Poisson equation in the absence of free charges

reads

(30)

and finally becomes

(31)

The solution in the graphene slab becomes

(32)

where

(33)

This gives for the electric field components

(34)

Continuity in Ex at the slab interfaces with vacuum at z = ±h

requires

(35)

and, similarly, continuity in the normal electric displacement

requires

(36)

Solving the secular equation in  leads to

which is equivalent to

(37)

We note in passing that the latter equation agrees with the result

of Licari and Evrard [16] for interface optical phonon modes in

cubic crystals where symmetry forces εxx = εzz ≡ ε. In the cubic

case, however, confined optical phonon modes also exist at the

LO phonon frequency since ε(ωLO) = 0.

Confined optical phonons
Confined optical phonons are also obtained by starting with the

Maxwell–Poisson equation (Equation 31). The transverse elec-

tric field and normal electric displacement are
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(38)

neglecting the DC component (static polarization) to the elec-

tric displacement. Confinement of the optical phonon modes

implies . Assuming [type I]

(39)

where  are constants, the Maxwell–Poisson equation

and the boundary conditions are fulfilled if εzz(ω) = 0. Hence

confined optical phonons exist in graphene.

Application: silicene
We refer to silicene as the canonical example of the other

group-IV materials even though the following derivation and

qualitative properties apply to all of them since they all have the

same symmetry of the buckled hexagonal structure, leading to

the trigonal D3d point group.

The general form of the stiffness tensor for D3d trigonal struc-

tures is

(40)

and the stress–strain relations become

(41)

The only difference compared to the corresponding equations

for graphene are the terms containing c14.

Elastic equations
The elastic equations for silicene then read

(42)

(43)

(44)

or, in terms of the displacements,

(45)

(46)

(47)
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Again, the differences compared to graphene are the c14 terms.

The electric equation for trigonal structures is exactly the same

as for hexagonal structures since the permittivity matrix is the

same. Hence, the general method for finding surface optical

phonon modes repeats the description of graphene. Qualitative-

ly, there is therefore no difference among the phonons for all

the group-IV elemental 2D materials.

Application: MoS2
While the primary focus of this paper is on the properties of

phonons of the group-IV elemental materials, it is important to

know if there are properties of the phonons that are due to these

being elemental. Hence, we will now consider the phonons for

MoS2 as a prototypical compound 2D material because of its

extensively studied properties. As already mentioned, the lack

of inversion symmetry leads to the new phenomenon of piezo-

electricity.

Elastic and electric equations for MoS2
The stiffness tensor for MoS2 is the same as for graphene,

Equation 2, because of the same hexagonal symmetry. Howev-

er, the stress–strain relations are different because of the pres-

ence of piezoelectricity. Specifically, there are additional contri-

butions to the stress–strain constitutive relations:

(48)

by use of the piezoelectric e-tensor:

(49)

and the equation

(50)

In the above, Ej is the internal electric field.

With the above result for the stress tensor including piezoelec-

tric contributions, we find the elastic equations for MoS2

(51)

(52)

(53)

This system of equations is only complete if we also solve for

the Maxwell–Poisson equation. For MoS2, the displacement

field Di is

(54)

with Psp being the spontaneous polarization contribution. The

dielectric function is the same as for graphene (Equation 28)

and we find

(55)

where Psp,x, Psp,y and Psp,z denote the spontaneous polarization

components along the x-, x- and z-direction, respectively. The

Maxwell–Poisson equation (Equation 30) becomes

(56)
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because the spontaneous polarization Psp is constant in space. A

solution of the combined system Equation 51–Equation 53 and

Equation 56 with appropriate boundary conditions allows for

the determination of the electric field (or electric potential

) and the displacements ux, uy and uz.

Phonon modes
In the case of MoS2, the general solutions are more compli-

cated. One can still make the plane wave ansatz,

(57)

(58)

(59)

(60)

Now, inserting Equation 57–Equation 60 in Equation 51–Equa-

tion 53 and Equation 56 yields the 4 × 4 matrix expression in

the unknown functions fx, fy, fz and 

(61)

where

(62)

For the case, ky = 0, we have C = D2 = E2 = 0 and uy decouples

from ux, uz and . The wave equation for the uy mode is the

same as for graphene. To determine the general solution for the

other displacement components, we once again solve the deter-

minantal equation for the 3 × 3 sub-matrix in the components fx,

fz and  . The result is

(63)

where

(64)

and six roots (three pairs of opposite signs) exist. It also follows

that

(65)

Hence the general solution is, using a notation similar to the

case of graphene,

(66)

(67)

(68)

where βi are unknown coefficients.

The Maxwell–Poisson equation in vacuum ( ) has the

general solution

(69)
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where  are unknown constants. An 8 × 8 matrix equation

in βi,  is finally obtained by invoking the four mechani-

cal boundary conditions at z = h,−h

(70)

(71)

and the four electric boundary conditions at z = h,−h,

(72)

The mechanical boundary conditions are the same as for

graphene,

(73)

but the electric boundary conditions are (written out)

(74)

where ε0 is the vacuum permittivity. Solving the determinantal

equation for the 8 × 8 matrix equation as a function of kx speci-

fies a discrete set of (band) eigenfrequencies ωi(kx) and the cor-

responding eigenmodes fx, fz and , where i denotes the band

index.

Confined phonon modes
An important result concerning confined optical phonons can be

obtained without solving the determinantal equations. From the

elastic equations (Equation 51 and Equation 53) and the elec-

tric equation (Equation 56) we have, assuming ky = 0,

(75)

(76)

(77)

Inspection of the above set of equations reveals that confined

phonon solutions can be sought in the form [type I]

(78)

or in the form [type II]

(79)

apart from a multiplying factor exp(ikxx − iωt). The above

choice reflects an expectation that four roots are real (two pairs

of opposite-signed roots) and two imaginary (one pair of oppo-

site-signed roots).

From Equation 75–Equation 77 follows

(80)

(81)

(82)

where i = 1,2,3. Note that a maximum of two of the latter rela-

tions can be independent since the values of δi are found by

setting the system determinant to zero.

A general confined optical phonon mode can now be written as

a Fourier series expansion [type I]
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(83)

(84)

(85)

since this construction implies Ex(z = ±h) = 0 and 

using continuity in the transverse electric field at the interfaces.

Equation 75–Equation 77 must still apply, however, in particu-

lar combining Equation 81–Equation 82 demands

(86)

For each term m, this latter condition, in general, would lead to

a different ωm. However, a normal mode is characterized by a

unique frequency ω. Hence, for confined optical phonon modes,

only one term in m is allowed in the general Fourier series

expansions above. Further, imposing continuity in the normal

electric displacement component at z = ±h by use of the third

equation in Equation 55 gives

(87)

and  unless accidentally εzz(ωm) = 0 (treated separately

in the next paragraph). For εzz(ωm) ≠ 0, it follows from Equa-

tion 80 that Ax,m = 0 and Equation 81 yields Az,m = 0. The

conclusion is that confined optical phonons in the general case

cannot exist in MoS2! Note that for graphene, since it is a non-

piezoelectric material, confined optical phonon modes do exist.

The difference between the two materials lies in Equation 77,

specifically in the term containing the piezoelectric coefficient.

If εzz = 0, continuity of the normal electric displacement compo-

nent requires, as before,  and we return to the situa-

tion treated in the previous subsection about confined optical

phonons. We need to consider two possible cases: (a) εxx(ω) = 0

when εzz(ω) = 0 and (b) εxx(ω) ≠ 0 when εzz(ω) = 0. In case (a),

we immediately obtain  from continuity in the

normal electric displacement. Further, Equation 77 yields ux = 0

everywhere as a function of z. Equation 83–Equation 85 must

hold from continuity in the transverse electric field. Finally,

Equation 75 gives

(88)

and Equation 76 requires [type I]

(89)

and the condition

(90)

which is not fulfilled, unless accidental degeneracy applies, si-

multaneous with εxx(ω) = εzz(ω) = 0. In case (b), Equation 86

can be used and, unless accidental degeneracy applies, the ob-

tained ωm values do not fulfill εzz(ω) = 0. In conclusion,

confined optical phonon modes do not exist in the case εzz = 0.

Computed dispersion relations
In order to illustrate the validity of the phonon dispersion rela-

tions obtained from our model, we compare them to DFT calcu-

lations. The continuum theory will require as input elasticity

constants, piezoelectric coefficients, and dielectric functions.

DFT
We first give the standard phonon dispersion relation as ob-

tained from DFT calculations (Figure 1). They are obtained

from first principles calculations using the Vienna ab initio

simulation package (VASP) [17] with a kinetic energy cut-off

of 500 eV in the expansion of the electronic wave functions.

Four C and six Mo and S valence electrons are considered. The

generalized gradient approximation of the exchange–correla-

tion potential in the Perdew–Burke–Ernzerhof flavor is em-

ployed [18]. Brillouin-zone integrations are performed using the

tetrahedron method with Blöchl corrections [19]. We construct

cells consisting of the monolayer and an approximately 15 Å

thick vacuum region along the c direction. Structure optimiza-

tions are performed on Γ-centered 24 × 24 × 1 k-meshes. A

direct method based on 4 × 4 × 1 supercells is used for obtain-
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Figure 2: Dispersion relations for the coupled ux–uz acoustic phonon
modes of single-layer graphene. The right plot is a zoomed version of
the left plot. Note the nonlinear dispersion of one acoustic mode away
from the Γ point. There is also one acoustic mode showing linear
dispersion.

ing the phonon dispersions within the harmonic approximation

[20]. Forces are evaluated on 3 × 3 × 1 k-meshes, including

long-range dipole contributions to the dynamical matrix

following the method of [21]. Born effective charges and

dielectric tensors are obtained within perturbation theory [22]

and elastic constants by the homogeneous deformation method

[23]. The elastic stiffness tensor and frequency-dependent

dielectric tensor (independent particle approximation [24]) are

calculated on Γ-centered 36 × 36 × 1 k-meshes.

Figure 1: Dispersion relations for the phonon modes of single-layer
graphene (left) and MoS2 (right), from DFT calculations.

Continuum model: graphene
The following parameters are found using DFT calculations

as explained above: c11d = 345 Pa·m, c12d = 73 Pa·m,

c13d = 0.00387 Pa·m, c33d = 0.531 Pa·m, c44d = 0.0535 Pa·m,

c66d = 136 Pa·m, d = 3.4·10−8 m, and ρ2D = 7.61·10−7 kg/m2.

For the permittivity data we used the DC values εxx = 4.4ε0 and

εzz = 1.3ε0.

In Figure 2, we show the frequency vs wavenumber (ω–kx)

dispersion in the vicinity of the Γ point (ky = 0). Evidently, one

mode shows a parabolic dispersion and one mode is linear.

There are two higher-order modes originating from the bound-

ary conditions along the z coordinate. The dispersion curves as-

sociated with the uy vibrations decoupled from the ux − uz vibra-

tions are not shown in the plots. We emphasize that for

graphene optical and acoustic phonon modes decouple and are

computed separately as described above. In Figure 3, the disper-

sion curves for optical phonon modes near the Γ point are

shown.

Figure 3: Dispersion relation for the optical phonon modes of single-
layer graphene.

Continuum model: MoS2
For single-layer MoS2, we use the following parameters:

c11d = 140 Pa·m, c12d = 33 Pa·m, c13d=-0.013 Pa·m,

c33d = 0.078 Pa·m, c44d = −1.07 Pa·m, c66d = 53.7 Pa·m,

d = 6.2·10−10 m, ρ2D = 3.1 ·10−6 kg/m2, ex1 = 0.5 C/m2. These

elasticity parameters were again computed using VASP. The

frequency-dependent permittivity values are taken from [25]

and the piezoelectric constant ex1 is from Ref. [26]. In the case

of MoS2, all optical and acoustic phonon modes are computed

by solving the combined set of elastic and electric equations and

associated slab boundary conditions as described above. We

note in passing that both confined and surface acousto-optical

phonon modes are found using the present formalism. In

Figure 4, we show the frequency vs wavenumber (ω–kx) disper-

sion in the vicinity of the Γ point (ky = 0).

Conclusion
A three-dimensional, first-principles, continuum elasticity

theory was developed for two-dimensional materials. Piezoelec-

tric materials required the simultaneous consideration of the

electrostatics equations. Application to graphene, silicene and

MoS2 revealed a number of interesting results. The out-of-plane

vibrations were coupled to the in-plane motion for graphene

(and for silicene as well), contrary to previous results using infi-

nitely thin sheets. Acoustic modes with linear and quadratic

dispersions were obtained, in agreement with experimental

results and other models. We predict the existence of confined

optical modes in all of the elemental group-IV materials and the

nonexistence of confined optical modes in MoS2. Our model
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Figure 4: Dispersion relations for the coupled ux–uz–  phonon modes
of single-layer MoS2. The right plot is a zoomed version of the left plot.
Note again the parabolic dispersion of one predominantly acoustic
mode away from the Γ point besides a linear dispersion predominant
acoustic mode. We also obtain a second nonlinear mode starting at
(k,ω) = (0,0), which stems from the rather complicated frequency-de-
pendent permittivity of MoS2.

will be applied to other 2D materials as well as to multilayers in

future work. Additionally, the results of this model can be

combined with the solution to the electron problem to compute

electron–phonon scattering rates. The latter would be useful for

understanding a number of physical properties as well as for ap-

plications.
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Abstract
The investigation of the vibrational properties of epitaxial silicene and two-dimensional (2D) Si structures on the silver(111) sur-

face aims for a better understanding of the structural differences and of the simplification of the seemingly complex phase diagrams

reported over the last years. The spectral signatures of the main silicene phases epitaxially grown on Ag(111) were obtained using

in situ Raman spectroscopy. Due to the obvious 2D nature of various epitaxial silicene structures, their fingerprints consist of simi-

lar sets of Raman modes. The reduced phase diagram also includes other Si phases, such as amorphous and crystalline silicon,

which emerge on the Ag surface at low and high preparation temperatures, respectively. The Raman signatures obtained along with

their interpretations provide the referential basis for further studies and for potential applications of epitaxial silicene.
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Introduction
Epitaxial silicene, an elemental 2D silicon allotrope [1-3] grown

on a supporting substrate such as Ag(111), has attracted consid-

erable interest since its first discovery in 2012 [4-6]. Yet, the in-

vestigation of epitaxial silicene on Ag(111) remains chal-

lenging because of the complex phase diagram upon the forma-

tion of Si structures on Ag(111). It was shown that different

substrate temperatures during Si deposition result in the forma-

tion of various 2D Si phases [7,8] with (3×3)/(4×4) and

/  symmetry, where the

first part refers to the translational symmetry of the structure

with respect to silicene and the second part refers to the transla-

tional symmetry with respect to the Ag(111)-1×1 surface, and a

so-called “ ” superstructure. The angle given

outside the parenthesis describes the rotational mismatch be-

tween the superstructure and the crystallographic directions of

the silver substrate. Despite the clear assignment of these 2D

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:dmytro.solonenko@physik.tu-chemnitz.de
mailto:patrick.vogt@hrz.tu-chemnitz.de
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Si layers to different symmetries, their properties and assign-

ment to silicene are controversially discussed in the literature

[9-11].

The most extensively investigated structure is the prototypical

(3×3)/(4×4) phase, which is so far the only one clearly

shown to refer to epitaxial  si l icene [4,12,13].  The

/  subsidiary phase can

be found in four different domains [14]. These domains are ex-

plained by four different rotation angles relative to the Ag[110]

direction of an initial honeycomb lattice similar to the

(3×3)/(4×4) phase but slightly expanded. Because of the

interaction with the Ag(111) substrate, those domains have

a very different  appearance in STM imaging.  The

/  phase always coex-

ists with the (3×3)/(4×4) and the “ ” super-

structure and forms relatively small domains. Its similarity to

the honeycomb (3×3)/(4×4) phase has not been proven unam-

biguously yet. At growth temperatures above 250 °C,

the “ ” superstructure is predominantly

formed; it is the most controversially discussed Si structure on

Ag(111). While Jamgotchian et al. [15] assigned this structure

to a perfectly ordered silicene phase with an enhanced crys-

tallinity if grown at 390 °C, instead, Liu et al. [16] showed that

it comprises ordered and disordered areas, while Acun et al.

[17] underlined the beginning of the distortion of epitaxial

silicene, which leads to its destruction at 300 °C, caused by a

dewetting process. Angle-resolved photoemission spectroscopy

measurements of this superstructure by Wang et al. [18] showed

that its electronic band structure mostly comprises bands

pointing to an sp3 hybridization of its Si atoms. Moreover, there

are also claims that this superstructure is stabilized by Ag

atoms, found either on the top or inside the 2D layer [19,20]

and, therefore, it would not be a real silicene phase.

In order to elucidate the complex formation of the diverse 2D Si

structures on Ag(111) and to probe the nature of the silicene-

related ones, we have employed Raman spectroscopy, a versa-

tile and non-destructive optical method, highly sensitive to the

structural properties of the materials [21,22]. The first results on

2D Si structures, obtained using in situ Raman spectroscopy,

conclusively confirmed the 2D nature of epitaxial (3×3)/(4×4)

silicene and demonstrated an easy access to its chemical

and physical properties [23]. Based on these results, the

spectral signatures of silicene-related superstructures are

established. Our results reveal a fundamental difference

among these superstructures, related to the ratio of structural

order and disorder. Furthermore, the in situ Raman results allow

the phase diagram to be determined for the silicon deposition

onto the Ag(111) surface from room temperature (RT) up to

500 °C.

Results
Scanning tunneling microscopy
Figure 1 shows the STM images for Si deposited onto Ag(111)

at different substrate temperatures in agreement with previous

reports [4,8]. For deposition of about 0.1 of a ML at room tem-

perature filled-states STM images (Figure 1a) show the forma-

tion of cluster-like structures on the otherwise atomically flat

Ag(111) surface. The number and sizes of the clusters increase

with Si deposition time but do not show any additional corruga-

tion, which would be indicative for any order within the clus-

ters. This is in agreement with the LEED observation, which

shows no additional diffraction spots besides the integer-order

ones of Ag(111)-1×1 even for the deposition of a complete ML.

The formation of these clusters takes place up to a preparation

temperature of around 170 °C. At temperatures between 180

and 210 °C the Ag terraces start to show some decoration by

locally ordered features developing from the Ag step edges into

the terraces (not shown). Still, no long-range order is observed.

For deposition temperatures of approximately 220 °C a very

clear new symmetry of (4×4) with respect to the original

Ag(111) one can be seen by LEED (Figure 1b, inset). It indi-

cates the formation of the (3×3)/(4×4) epitaxial silicene struc-

ture, shown in the STM image in Figure 1b.

Figure 1: (a) STM topographic images (Ubias = −1.0 V, I = 1.08 nA)
and corresponding low-energy electron diffraction (LEED) patterns
(insets) of (a) 0.1 ML of Si deposited onto Ag(111) at room tempera-
ture, (b) 1 ML of Si deposited at 220 °C resulting in (3×3) silicene for-
mation, (c) 1 ML of Si deposited at 240 °C showing the formation of
several phases, and (d) 1 ML of Si deposited at 280 °C with a clear
“ ” reconstruction.

At temperatures above 220 but below 250 °C the formation

o f  m u l t i p l e  p h a s e s  i n c l u d i n g  ( 3 × 3 ) / ( 4 × 4 ) ,
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/  ( ,

in short) and domains of a third 2D Si configuration,

the “ ”, are found by using STM (Figure 1c).

The re la ted  LEED pat terns  show a  superposi t ion

of these three distinct symmetries, yet a slight domination

of  one  of  the  symmet r ies  depends  on  the  exac t

p repara t ion  t empera tu res  (F igure  1c ,  inse t ) .  The

/  structure comprises

four different domains as a result of the combination of the dif-

ferent rotation angles. These four domains can be clearly

distinguished in STM but refer to a very similar underlying

silicene honeycomb structure [14]. Contrary to the (3×3)/(4×4),

it is not possible to prepare dominant multiple or single

 domains.

At higher preparation temperatures the “ ”

symmetry becomes dominant in LEED measurements and is

finally observed solely for deposition temperatures above

250 °C (Figure 1d, inset). The STM topography image of this

debated structure (Figure 1d) reveals a Moiré-like surface

pattern [6,16]. This pattern originates from locally ordered areas

that are surrounded by distorted or disordered zones. The

ordered areas appear brighter in filled-states STM images, thus

mimicking a Moiré pattern. Because of the inherent intrinsic

disorder (ID) it is not reasonable to assign any silicene

symmetry to this structure, which will be referred to as

“ ”. At higher temperatures, around 300 °C,

the “ ” structure finally disappears because of a

dewetting process [17].

Raman spectroscopy
Figure 2 shows the Raman spectra, obtained after Si deposition

onto Ag(111) at different growth temperatures related to the dif-

ferent aforementioned structures. Firstly, we notice that these

Raman spectra differ significantly, pointing to fundamental

structural differences between the diverse growth conditions.

For the growth at room temperature, the spectra exhibit a broad

Raman band at 480 cm−1 with a shoulder around 350 cm−1.

Narrow phonon modes indicative of crystalline order are not

observed in this case. At a temperature of 220 °C at which

(3×3)/(4×4) epitaxial silicene is formed, the prototypical phase

with C6v symmetry is identified by the presence of narrow A1

and A2 modes at 175 and 216 cm−1, respectively, and by an E

mode at 514 cm−1. The detailed description of the Raman signa-

ture and vibrational properties of epitaxial (3×3)/(4×4) silicene

can be found in [23].

The Raman spectra of the “mixed phase” (grown at tempera-

tures between 220 and 280 °C) exhibit similar features as those

of (3×3)/(4×4) epitaxial silicene, but show also several devia-

tions: The E mode at 514 cm−1 seemingly shifts to 518 cm−1,

Figure 2: Raman spectra of the various structures obtained upon Si
deposition at room temperature RT, 220, 250, 280, and 300 °C. In the
spectral range between 550 and 830 cm−1, no features were observed.
The spectra are stacked for clarity. The topmost Raman spectrum was
divided by 10 to fit the rest of spectra in the plot.

and a new shoulder appears at 155 cm−1. For even higher depo-

sition temperatures around 280 °C the Raman spectra are domi-

nated by a mode at 520 cm−1, accompanied by a decrease of all

modes observed at lower deposition temperatures with the

exception of the mode at 155 cm−1, also present in this growth

regime. Its energy and line shape indicate the disorder-related

nature of this Raman band, particularly evident in the case of

the “ ” structure, known to be mostly disordered

[16]. If the growth temperature further increases above 300 °C,

the related Raman spectra become dominated by an intense

mode at 520 cm−1 and a broad band at 900 cm−1, showing a

strong similarity to bulk diamond-like silicon. The low-intensi-

ty Raman bands below the band at 520 cm−1 will be discussed

elsewhere.

Our Raman results differ significantly from recently published

ex situ and in situ Raman observations. Previous ex situ Raman

results showed the presence of an “E2g” mode at 516 cm−1 for

the (3×3)/(4×4) phase, whereas the Raman spectrum of

the “ ” structure was reported to exhibit strong

bands at 521 and 900 cm−1, interpreted as a graphene-like be-

haviour [24]. The in situ Raman results of epitaxial (3×3)/(4×4)

silicene at one monolayer coverage from Zhuang et al. [25]

show bands at 230 and 530 cm−1, while in the work of Diaz

Alvarez et al. [26] vibrational modes of the same structure are
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reported at 246 and 518.7 cm−1. In the latter case, the Raman

peak at 246 cm−1 is found at low silicene coverages. In none of

the cases the spectral signature of the accompanying

 structures could be distinguished from that

of the dominant (3×3)/(4×4) phases.

In order to elucidate the formation of the different Si phases on

Ag(111) and their related properties we now look at the Raman

signatures of these phases (shown in Figure 2) and compare

them to the signatures of (3×3)/(4×4) epitaxial silicene. We start

with the lowest (<170 °C) and the highest (≥300 °C) growth

temperatures, which also mark the 3D transition for the 2D

structures on Ag(111).

Si deposition at room temperature
A detailed Raman spectrum recorded on a sample after the

deposition of nominally 1 ML of Si at room temperature is

shown in Figure 3a together with a sample prepared under iden-

tical conditions but with 5 MLs of Si deposited. It is clearly

seen that the sample with 5 MLs of Si shows similar broad

bands at 350 and 480 cm−1 when compared to the sample with

1 ML of Si but the shoulder at 350 cm−1 and a less intense

broad band at 150 cm−1 are more pronounced. The shoulder at

350 cm−1 is actually a combination of several Raman bands lo-

cated around 310 and 380 cm−1. This spectrum shows strong

similarity to the one of amorphous Si, which is characterized by

comparable Raman bands [27,28]. For the deposition of 1 ML

the Raman intensity of all bands is very weak: Practically, only

the most intense mode at 480 cm−1 is detected.

Ex situ AFM images of this sample recorded under ambient

conditions, i.e., after oxidation in air, are displayed in Figure 3b.

Raman spectra obtained before and after air exposure are iden-

tical confirming that the oxidation process in air does not cause

the appearance of those new features. Numerous bright features

having an average height of about 2 nm (Figure 3c) can be

found now on the surface within the scanning range. The

contrast in the AFM phase image in the inset of Figure 3b

demonstrates the different chemical compositions of the bright

features and of the Ag(111) surface. In combination with the

Raman results we conclude that these small structures are

related to amorphous silicon (a-Si). This demonstrates that the

Si deposition at low temperatures (≤150 °C) produces neither

ordered 2D nor 3D crystalline Si structures. We can assume that

the Si deposition at even lower temperatures (≤20 °C) leads to a

similar result. It was recently suggested that impinging Si atoms

at room temperature penetrate the Ag(111) surface, exchange

with Ag atoms and act as seeds for the growth of recessed

islands [29]. At the same time the released Ag atoms would

form new Ag(111) terraces by a process described to occur

more rapidly as the size of the embedded islands increases.

Figure 3: (a) Raman spectra recorded on samples after Si deposition
at room temperature with coverages of 1 ML and 5 MLs. (b) Ex situ
AFM topography measurement of the Ag(111) surface after the 1 ML
deposition at room temperature. Inset: phase image. (c) Height profile,
along the line in (b). Inset: height distribution of the features in the AFM
topography image. (d) Raman spectra of samples with nominal 1 ML
amount of Si deposited at 290 °C and 350 °C.

These assumptions are not supported by our results, which

demonstrate that room-temperature deposition only leads to the

formation of amorphous Si clusters.

Si deposition at temperatures above 300 °C
If Si is deposited onto Ag(111) at substrate temperatures

exceeding 300 °C, only the characteristic (1×1) pattern of the

initial Ag 1×1 surface is found without any distinctive addition-

al diffraction spots.

Figure 3d shows the Raman spectra after deposition of 1 ML of

Si at 290 and 350°C, both dominated by an intense band at

520 cm−1 with a FWHM of 8 cm−1. This mode is similar to the
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L(T)O phonon mode of diamond-like silicon, clearly indicating

the formation of Si crystallites. Additionally, the second-order

TO phonon mode around 900 cm−1 (Figure 2, top spectrum)

supports the bulk-like nature of the structures formed. The fact

that the intensity of the L(T)O phonon mode gets higher for

deposition at 350 °C demonstrates that the sizes of the crystal-

lites enlarge with increasing deposition temperatures. However,

this temperature is still low compared to the growth tempera-

ture of crystalline Si, which usually exceeds 1000 °C [30]. Such

a low crystallization temperature is surprising, but it can be ex-

plained by metal mediation. For a layered Si–Ag system a tem-

perature as low as 400 °C was reported [31].

These results are in agreement with Auger electron spectrosco-

py measurements [16] and low-energy electron microscopy ob-

servations [17] as well as Raman results after post-annealing of

the (3×3)/(4×4) epitaxial silicene phase [23], which demon-

strated a dewetting process of the Si layer from the Ag(111)

surface around 300 °C. Hence, a temperature of 300 °C marks

the high temperature limit for 2D Si layer formation on

Ag(111), where a 2D-to-3D phase transition takes place.

Reports of an almost perfectly ordered 2D Si layer formed on

Ag(111) at almost 400 °C may be related to problems with tem-

perature determination [15].

Si deposition at temperatures between 220
and 290 °C
All the results presented so far show that the formation of 2D Si

layers on Ag(111) is limited to a temperature range between

220 and 290 °C. We show fitted Raman spectra of 2D Si layers

prepared at three different deposition temperatures within this

temperature range in Figure 4.

At 220 °C the spectrum of a dominant (3×3)/(4×4) silicene

layer shows all the modes of epitaxial silicene as well as a small

contribution from a-Si (orange feature). The Raman spectra

after Si deposition at 250 °C referred to as “mixed phase” are

composed of six modes. At a deposition temperature of 280 °C

a single “ ” structure is observed. We first focus on

the “mixed phase”.

The spectrum of the sample prepared at 250 °C exhibits the

same Raman bands as those of epitaxial silicene (Figure 4,

bottom) plus two additional Raman modes at 155 and 520 cm−1.

The latter is consistent with the position of the L(T)O phonon

mode of Si crystallites clearly visualized in AFM at higher

deposition temperature (300 °C). This indicates that the forma-

tion of diamond-type Si starts to take place below 300 °C. It is

noteworthy that the shoulder at the lower-energy side of the

L(T)O mode is assigned to the crystallites and not to amor-

phous Si because of its consistency with the defect-TO band of

Figure 4: Fitted Raman spectra of silicene-related structures: domi-
nant (3times3)/(4×4) (epitaxial silicene) (220 °C), “mixed phase”
(250 °C), and “ ” structure (280 °C). The experimental data
are shown as circles, while the smooth curves overlaid are the
envelopes of all features observed and fitted. The spectral features are
fitted with Voigt functions, where the Gaussian contribution of the
peaks stems from the instrumental resolution (2.4 cm−1) unless stated
otherwise.

bulk silicon at 495 cm−1. Moreover, it remains in the Raman

spectrum after oxidation of the corresponding sample

(Figure 5b).

The Raman band at 155 cm−1, however, can be attributed to the

formation of the “ ” structure, which is co-formed

with epitaxial silicene in the “mixed phase”. Indeed, this Raman

mode is also observed in the Raman spectrum of the sample that

shows a LEED pattern assigned only to the “ ”

structure (Figure 5a). In this case, the respective intensity of this

mode is higher than those of the modes of epitaxial silicene.

Our results of the fitting suggest that the “mixed phase” can be

understood as the lateral co-existence of two different 2D

structures. At the same time, it contains patches of the

 structure, which, however, cannot be distin-

guished from (3×3)/(4×4) silicene spectroscopically. Such spec-

tral blending clearly suggests their structural similarity, which

was also argued based on the STM results [10].

Raman spectroscopy of the “(2√3×2√3)”
structure
To elucidate the origin of the spectral signatures of

the “ ” structure, the sample was oxidized. After ox-
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Figure 5: (a) LEED pattern of the sample prepared at 280 °C. The integer-order diffraction spots of Ag(111) are marked with circles. (b) Raman spec-
tra of the sample with the “ ” structure after deposition (corresponding to panel a) and after ex situ oxidation. (c) Polarization-dependent
Raman spectra of the 280 °C sample, recorded in parallel (−z(xx)z) and crossed (−z(yx)z) geometries. (d) Ex situ AFM image (1 μm × 1 μm) of the
Ag(111) surface, measured after the oxidation. Inset: height distribution of the small features observed in the AFM topograph.

idation no LEED diffraction spots, except for the integer

Ag(111) spots can be seen (Figure 5a) and the Raman modes

related to the epitaxial silicene vanish (Figure 5b). In Figure 5b

the Raman spectra of the “ ” structure before and

after oxidation are shown. In the latter case the remaining

Raman bands are the one at 520 cm−1 as well as its low-energy

shoulder around 495 cm−1. This clearly resolves the assign-

ment of this shoulder to Si crystallites. Ex situ AFM measure-

ments of the same sample show protrusions with an average

height of 4.4 ± 0.1 nm and a lateral size of up to 100 ± 10 nm

(Figure 5d).

In combination with the Raman results after the oxidation of

the “ ” structure, it can be stated that these protru-

sions are diamond-like Si crystallites. Their broad size distribu-

tion explains the linewidth of the Raman band at 520 cm−1: The

biggest crystallites (>7 nm) exhibit the intense L(T)O phonon

mode, while the small ones (<7 nm) are responsible for the

large linewidth and the low-energy shoulder. The formation of

such crystallites is clearly temperature-dependent. Solely 3D

growth is observed when the temperature reaches 300 °C, i.e.,

the limit of the 2D Si-layer growth mode on Ag(111). The

Raman and AFM results confirm the co-existence of Si crystal-

lites and of the “ ” structure at temperatures be-

tween 250 and 300 °C.

To substantiate the understanding of the “ ” struc-

ture polarization dependent Raman measurements were per-

formed. Figure 5c shows Raman spectra of a sample with

the “ ” structure in both parallel (Porto notation:

−z(xx)z and crossed −z(yx)z geometries. According to the selec-

tion rules of the six-fold symmetry, the depolarized (degen-

erate) modes are measured in both parallel and crossed geome-

tries, while the polarized vibrational modes can solely be

detected in the parallel configuration. One notices that only A

modes at 175 and 216 cm−1 are missing in the crossed geome-

try, while the Raman modes at 155, 514 (E mode), and

520 cm−1 remain. The polarization dependence of A and E

modes fully reproduces our previous results [23]. The behav-

iour of the triple-degenerate Raman band at 520 cm−1 is also

identical. The presence of symmetric modes in the Raman spec-

trum of the “ ” structure at the same positions as the

ones of epitaxial (3×3) silicene suggests structural similarities

for these two cases. Indeed, the bright hexagons (Figure 1d) are

nicely ordered and, therefore, can provide the same spectral

response. We can surmise the appearance of the E mode in the

asymmetric shoulder of the L(T)O phonon mode of Si nano-

crystallites, yet the analysis is complicated.

The Raman band at 155 cm−1 is present in both geometries,

which hints at its disorder-related origin, since only the vibra-
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Figure 6: Reduced phase diagram of Si structures that can be grown on the Ag(111) surface at various deposition temperatures.

tions of ordered crystalline structures follow Raman selection

rules. Its broad linewidth of 30 cm−1 further corroborates this

assignment. Finally, its position could be related to the soft-

ening of the A1 mode, in connection with the intrinsic disorder

(ID) of the “ ” structure. Since this Raman mode is

the one that distinguishes this structure from epitaxial silicene,

it can be used as a marker. Due to its evident relation to the

intrinsic disorder of the “ ” superstructure, we refer

to it as the “ID” mode. It is noteworthy that the intrinsically

complex atomic arrangement of the “ ” structure

shows the spectral features both of ordered and disordered

nature. This has to be explicitly considered in the modeling of

this structure and of its properties in DFT calculations. Pro-

posed structural models that are entirely based on the ordered

parts of this structure are genuinely bound to fail in the correct

description of the “ ” structure.

Discussion
Based on the in situ Raman results in combination with STM

and LEED described above, a generic phase diagram for the

formation of Si structures on the Ag(111) surface can be ob-

tained (Figure 6). At low temperatures, i.e., from room tempera-

ture to ca. 150 °C only amorphous Si is formed. In the tempera-

ture range between 200 and 300 °C 2D and 3D Si phases are

formed, while at high temperatures above 300 °C only 3D Si

crystallites develop.

In the narrow temperature window between 220 and 280 °C the

metastable 2D Si phases are observed. Starting at 220 °C a

dominant (3×3)/(4×4) silicene phase is formed; it is character-

ized by two vibrational A modes at 175 and 216 cm−1 and an E

mode at 514 cm−1. At higher temperatures an increasing mix-

ture of  domains and around 250 °C also of a

“ ” structure are formed. All these structures show

similar vibrational modes in the Raman spectra. Only

the “ ” structure shows the additional characteristic

ID mode at 155 cm−1, which stems from its inherent disorder.

For preparation temperatures around 250 °C the beginning of

the co-development of diamond-like Si crystallites is observed.

They further grow with increasing deposition temperatures.

This scenario is in agreement with LEED observations, which

show that these different structures are simultaneously ob-

served in this temperature range. For higher preparation temper-

atures, the contribution of the “ ” structure in-

creases. It is mainly described by an appearance of the ID mode

at 155 cm−1. Accordingly, the features at 175 and 216 cm−1,

which are dominating in the spectrum of (3×3)/(4×4) silicene,

decline gradually. This means that the evolution of the Raman

spectra for any multiple-phase sample can be simply explained

by the weighted superposition of the Raman spectra of

(3×3)/(4×4) silicene and of “ ” structures.

The incidence of a Raman band around 520 cm−1 is a direct evi-

dence of bulk Si crystallites present on the Ag(111) surface, but

not of a 2D layer, in particular not the “ ” structure,

as reported earlier [24,32]. However, due to their possible

co-existence, the occurrence of diamond-like Si crystallites does

not exclude the presence of 2D Si layers on Ag(111).
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Conclusion
We performed a comprehensive spectroscopic study of the

silicene-related superstructures epitaxially grown on the

Ag(111) surface by in situ Raman spectroscopy. The structural

differences between the silicene-related phases, consistent

with the scanning tunnelling microscopy observations,

are manifested in the sets of Raman bands, i.e., in different

spectral signatures. Our results confirm a close link between

epitaxial (3×3)/(4×4) silicene and the silicene-related

“ ” structure since both share similar spectral

fingerprints. The ordered parts of the “ ” struc-

ture exhibit a spectrum similar to that of the epitaxial

(3×3/(4×4) silicene, while the disordered parts yield a broad

Raman band (ID) at 155 cm−1. We have established that Si

deposition onto the Ag(111) surface in the range from 220 to

290 °C usually results in the co-formation of 2D and 3D struc-

tures, whereas only structures with sp3-hybridized Si atoms are

obtained outside this temperature range. Raman spectroscopy

results were consistently confirmed by AFM and STM observa-

tions. According to these findings we could build up a generic

phase diagram that reflects the complicated interplay of the for-

mation of both 2D and 3D moieties.

Experimental
Clean Ag(111) surfaces were prepared by alternating cycles of

sputtering (Ar+, 1.5 keV, 1·10−5 mbar) and annealing (520 °C)

until sharp 1×1 spots of the unreconstructed surface were ob-

served by LEED. Si was evaporated subsequently from a

directly heated silicon wafer piece placed at a distance of 10 cm

from the Ag substrate. The Si deposition, at which a complete

Si monolayer is formed, i.e., no formation of a second layer

occurs, refers to “1 ML deposition”. The temperature of the Ag

substrate was varied from room temperature up to 500 °C. In

situ Raman measurements were performed in macro configura-

tion, using a Dilor XY800 triple monochromator, equipped with

a CCD camera as a detector. All spectra were recorded at room

temperature and under ultrahigh-vacuum conditions at a base

pressure of 2·10−10 mbar. For the excitation the 514.5 nm line

of an Ar+ laser, with a power density below 103 W/cm2, was

used. LEED patterns were acquired in the energy range below

50 eV using a SPECTALEED, Omicron NanoScience optics.
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Abstract
Germanane, a hydrogen-terminated graphane analogue of germanium has generated interest as a potential 2D electronic material.

However, the incorporation and retention of extrinsic dopant atoms in the lattice, to tune the electronic properties, remains a signifi-

cant challenge. Here, we show that the group-13 element Ga and the group-15 element As, can be successfully doped into a precur-

sor CaGe2 phase, and remain intact in the lattice after the topotactic deintercalation, using HCl, to form GeH. After deintercalation,

a maximum of 1.1% As and 2.3% Ga can be substituted into the germanium lattice. Electronic transport properties of single flakes

show that incorporation of dopants leads to a reduction of resistance of more than three orders of magnitude in H2O-containing at-

mosphere after As doping. After doping with Ga, the reduction is more than six orders of magnitude, but with significant hysteretic

behavior, indicative of water-activation of dopants on the surface. Only Ga-doped germanane remains activated under vacuum, and

also exhibits minimal hysteretic behavior while the sheet resistance is reduced by more than four orders of magnitude. These Ga-

and As-doped germanane materials start to oxidize after one to four days in ambient atmosphere. Overall, this work demonstrates

that extrinsic doping with Ga is a viable pathway towards accessing stable electronic behavior in graphane analogues of germa-

nium.
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Introduction
Since the discovery of graphene [1], the quest to discover and

measure novel two dimensional and layered materials has led to

the investigation of group-14 and group-15 allotropes of

graphene and graphane [1-14], transition-metal dichalco-

genides [15-19], and layered van der Waals materials [20-22].

Germanane, a hydrogen-terminated graphane analogue of

germanium, has garnered considerable attention in the field of

2D materials on account of its direct band gap [5,23,24], large

predicted electron mobility, and the ability to controllably tune

the optoelectronic properties via covalent modification with sur-

face ligands [3,24-28]. While the electron mobility of

germanane at room temperature has been predicted to be greater

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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than 18,000 cm2·V−1·s−1, transport measurements on non-

extrinsically doped crystals were highly resistive, indicating the

need of extrinsic dopants to access devices with lower resis-

tivity. In previous studies, the resistivity of germanane was

reduced through the incorporation of phosphorus only when

activated in the presence of atmospheric water [29]. Recently

[30], undoped germanane field-effect transistors were reported

with device hole mobilites ranging from 70 to 150 cm2·V−1·s−1

from room temperature to low temperature, indicating that

germanane has the potential to be a viable electronic building

block for 2D transistors. Together, this emphasizes the need for

further control of doping behavior in these materials.

The preparation of GeH requires the synthesis of a CaGe2 pre-

cursor phase followed by its topotactic deintercalation in HCl.

GeH is a metastable phase, and begins to amorphize when

annealed above 75 °C. Consequently, traditional doping pro-

cesses such as the direct ion-implantation of GeH cannot be

used as they require a high-temperature for post annealing to

heal the lattice. Due to the existence of a large number of

closely related layered Zintl phases with group-13 and group-15

elements that are structurally similar to CaGe2 dopant elements

can be partially substituted into the germanium lattice of the

CaGe2 precursor [29,31]. Providing that these elements are

retained in the germanium framework after the topotactic dein-

tercalation process, the effect on the electronic transport behav-

ior of GeH should be appreciable. Having previously grown

phosphorus-doped GeH (P:GeH) [29] using this method, here,

we explored whether other group-13 and group-15 elements

(Al, Ga, As and Sb) can be included as dopants onto the

germanane framework, and how these dopants affect the

stability and electronic properties of GeH.

Herein, we show that Ga and As can be doped into the CaGe2

precursor phase and are retained on the germanane lattice after

topotactic deintercalation. Using X-ray fluorescence (XRF) and

X-ray photoelectron spectroscopy (XPS) we show that up to

1.1% and 2.3% of As and Ga, respectively, can be substituted

onto the germanane lattice. In contrast to pristine GeH, these

materials begin to oxidize after 24 to 96 hours in ambient atmo-

sphere. In both cases, the incorporation of more dopant pro-

duced lower sheet resistances in H2O-containing ambient atmo-

sphere, while only the gallium-doped samples continue to show

dopant activation under vacuum and H2O-free conditions.

Results and Discussion
First, we explored whether crystals of CaGe2 doped with Al,

Ga, As, and Sb at 0.1% could be synthesized (Figure 1a). Of

these dopants only Al, Ga, and As were successfully incorporat-

ed into the CaGe2 framework. After topotactic deintercalation

in HCl, GeH platelets doped with Ga and As were successfully

Figure 1: Schematic diagram of doped a) CaGe2 and b) GeH after
detintercalation. Red represents the dopant atom, blue is germanium,
yellow is calcium and black is hydrogen. The number of dopants
depicted here is purposefully inflated for visual effect. c) Powder XRD,
d) Raman spectra, and e) FTIR spectra of GeH (black), 2.3% Ga:GeH
(red), and 1.1% As:GeH (gray). The starred peaks in the XRD show
residual germanium.

obtained (Figure 1b), while the Al-doped CaGe2 crystals disin-

tegrated into small micrometer-sized particles not suitable for

bulk transport measurements. Subsequently, we tried to synthe-

size Ga- and As-doped CaGe2 with 0.1–9% atomic substitu-

tions. However, CaGe2 crystals only formed with less than 3%

of added dopant. Figure 1c shows the powder X-ray diffraction

(XRD) pattern of undoped GeH reported by Bianco et al. [25],

and those of the highest doped Ga:GeH and As:GeH samples.

All the deintercalated phases can be indexed [32] to a 6-layer

rhombohedral unit cell with lattice parameters a = 3.97 Å and

c = 33.22 Å. Neither a significant difference between the phases

nor other peaks indicative of impurity phases are observed. The

peaks labeled with asterisks show residual germanium in the

sample. The Raman spectra (Figure 1d) of these doped crystals

all exhibit A1 (out-of-plane) and E2 (in-plane) modes at

228 cm−1 and 302 cm−1, respectively, with no change in peak

location, shape or A1/E2 intensity ratio compared to undoped
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GeH. Fourier transform infrared spectra of these samples

(FTIR) also further show clear spectroscopic signatures for the

formation of GeH. An extremely strong Ge–H stretching mode

is observed at about 2000 cm−1 as well as characteristic

wagging modes at 570, 507 and 475 cm−1, and the edge/defect

Ge–H2 defect modes at 770 and 820 cm−1. No additional fea-

tures indicative of As–H or Ga–H were observed, because the

small concentration of Ga and As makes it impossible to com-

pletely determine the actual chemical environment of these

dopants using a bulk technique such as IR spectroscopy.

The retention and concentration of Ga and As dopants in the

lattice was determined for each system using XRF (Figure 2). A

calibration curve using the ratio of Ga/As Kα to Ge Kα was pre-

pared with standards of elemental Ge and As or of Ga2O3. The

XRF measurements showed that the highest concentration of Ga

in Ga:GeH to be 2.3%, and the highest concentration of As in

As:GeH was 1.1%. XRF analysis of GeH synthesized with

greater than 1% As substitution, always yielded a ratio As/Ge of

ca. 1.1% in GeH indicating that this is the maximum amount of

As that can be substituted in CaGe2. The lack of any other

distinguishing phase in the XRD suggests that Ga and As are

part of the germanane lattice.

Figure 2: XRF calibration curve of Ga:GeH (red) and As:GeH (gray).
The stars represent measured concentrations in the samples. Inset
shows XRF spectra of the Ga:GeH (red) and As:GeH (gray) samples
with the highest doping content. The asterisk denotes a silicon escape
peak from the major Ge Kα peak.

Scanning electron microscopy (SEM) with energy-dispersive

X-ray spectroscopy (EDX) provided further verification of the

incorporation of dopant atoms into GeH. As a representative ex-

ample, the EDX spectrum of a single 2.3% Ga:GeH platelet

shows the presence of both Ge K and Ga K peaks (Figure 3a).

Figure 3b–d shows an SEM image, and the maps of Ga Kα

signal and Ge Kα signal, of a corner of a Ga:GeH platelet.

These EDX maps show that there is a uniform distribution of

gallium and germanium throughout the germanane crystal. This

confirms the retention of the Ga dopant into the germanane

lattice.

Figure 3: a) EDX spectrum of the 2.3% Ga:GeH platelet shown in the
SEM image in panel b). EDX maps of c) gallium (yellow) and d) germa-
nium (red) show retention of the dopants in the germanane crystal as
well as their uniform distribution.

X-ray photoelecton spectroscopy (XPS) measurements con-

firmed dopant retention in the lattice and elucidated the local

chemical environment of the dopant (Figure 4). The Ge 2p3/2

peak for the 2.3% Ga:GeH and 1.1% As:GeH occur at 1217.7

and 1217.6 eV (Figure 4a), respectively, which is relatively

close to the value of undoped GeH at 1217.8 eV [25]. These Ge

2p3/2 energies are indicative of a Ge1+ oxidation state. For com-

parison, a Ge(111) wafer having surface oxide contains Ge

2p3/2 peaks at 1216.3 for Ge0, and peaks of oxidized Ge2+ to

Ge4+, which range from 1218.2 to 1220.6 eV. Figure 4b shows

the Ga 3d5/2 and Ge 3d5/2 XPS spectra for the 2.3% Ga:GeH

crystals after exposure to ambient conditions for 0–8 days.

Immediately after synthesis (zero days of air exposure) the Ga

and Ge 3d5/2 peaks can be fit to single peaks at 19.9 eV and

30.3 eV, respectively. These binding energies occur in the range

expected for Ga3+ [33] and Ge1+ [25] oxidation states. Minimal

changes are observed after one day of exposure to air. However,

after four days of ambient air exposure, the XPS spectra shows

the emergence of Ge 3d5/2 peaks at higher energies, which are

indicative of surface oxidation. Fitting the higher-energy spec-

tra shows that 83% of Ge1+ at the surface is not oxidized. The

binding energies of the Ga 3d5/2 peak and of the Ga 2p3/2 peak

that occurs at 1117.5 eV [34] do not change after exposure to

ambient atmosphere. As a dopant in GeH, Ga is bonded to three

more electronegative Ge atoms, and locally exists in an elec-

tron-deficient state. Consequently, minimal changes in the Ga
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XPS spectra would be expected if Ga:GeH were to become

oxidized to form Ga2O3.

Figure 4: a) Ge 2p3/2 Ge wafer (black) with surface oxide and 2.3%
Ga:GeH (red) and 1.1% As:GeH (gray) exposed for 0 days. b) Time-
dependent XPS of 2.3% Ga:GeH and c,d) 1.1% As:GeH at 0 day
(black), 1 day (yellow), 4 days (green), and 8 day (red).

Figure 4c shows the XPS spectra for As:GeH after exposure to

air for 1–8 days. Again, immediately after synthesis (0 days of

air exposure) the As and Ge 3d5/2 peaks can be fit to single

peaks at 41.8 eV and 30.0 eV, respectively. Also, in As:GeH

there are only minimal changes of the observed Ge 2p3/2 peak

after one day of exposure to air. However, surface oxidation is

prevalent after four days, evident from the emergence of a peak

with higher binding energy, indicative of an oxidized Ge 3d5/2

environment. Fitting the intensity of the peaks shows 84% of

Ge remains as Ge1+. The similarity of the change in Ge binding

energy for both As:GeH and Ga:GeH implies that the rates of

oxidation of Ge in both samples are similar. In contrast to

Ga:GeH, the changes in the As 2p3/2 binding energy (Figure 4d)

indicates that significant oxidation of As occurs. The As 2p3/2

peak centered at 1323 eV in as-grown As:GeH starts disap-

pearing in favor of a 1326.1 eV [35] oxidized state.

The effect of dopants on the electronic transport of single-

crystal flakes of Ga:GeH and As:GeH were measured with

contacts fabricated by using a shadow mask technique

(Figure 5b). Two-probe I–V measurements were carried out on

single crystals with device geometries that typically featured a

channel length of 25 µm, a width of 2–4 mm and a thickness of

5–20 µm (Figure 5b). After exploring numerous metals, nearly

ohmic contacts (under vacuum) to Ga:GeH were observed using

100 nm Au as a contact metal. Furthermore, the highest ambient

and vacuum conductivities in As:GeH were achieved when

contacting with Ag (80 nm)/Au (20 nm). The fact that Au with

its higher work function is needed to make ohmic contacts for

Ga:GeH, compared to Ag for As:GeH, suggests that Ga and As

are likely to act as p-type and n-type dopants, respectively. I–V

measurements were carried out with a direct probe contact to

each metal pad, and measured in a range of −5 to 5 V. 20–30

devices were fabricated for each doping concentration. Each

measurement was normalized to a sheet resistance. Undoped

GeH exhibited sheet resistances approaching the noise limit of

the instrumentation of the order of ca. 1015 Ω/sq in both

vacuum and under ambient conditions, similar to previous

studies [29].

Figure 5: a) Diagram and b) photo of typical device for two-probe I–V
measurements. Representative curves of 2.3% Ga:GeH (red) in
c) vacuum and d) air and 1.1% As:GeH (gray) in e) vacuum and f) air.

Figure 5c,d shows a representative I–V plot for 2.3% Ga:GeH in

vacuum and air, respectively. The I–V plot for the device

measured under vacuum in Figure 5c shows ohmic contact be-

havior, with a typical sheet resistance of 9.5 × 1010 Ω/sq. The

I–V behavior when measured in H2O-containing atmosphere

such as air, is highly hysteretic, non-ohmic, and with much

higher current. Previously, we had shown that for P:GeH [29],

H2O-containing atmospheres are necessary to activate the phos-
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phorus (group 15) dopants. For Ga:GeH, the presence of atmos-

pheric water, while significantly increasing conductivity, also

introduces a significantly non-linear behavior in the I–V plots,

suggesting that H2O plays an additional role in these gallium

samples in addition to dopant activation. This also makes it

difficult to extract an accurate value for sheet resistance, leading

to the omission of its use as a metric for these samples. Regard-

less of the chemical state of the dopant atom in H2O atmo-

sphere, under vacuum there is a systematic decrease of sheet

resistance for Ga:GeH with increasing amounts of Ga doping.

With 0.08%, 0.14%, and 2.3% of gallium doping, the sheet

resistance drops to 8.4 × 1012, 1.3 × 1012, and 9.5 × 1010 Ω/sq,

respectively (Figure 6). This means a marked improvement of

more than four orders of magnitude over undoped GeH of our

samples with the highest doping.

Figure 6: Sheet resistance of GeH (black), 1.1% As:GeH (gray), and
2.3% Ga:GeH (red) in vacuum (empty) and air (filled). Each doped
data point represents 20–30 device measurements.

On the contrary, As:GeH does not exhibit any dopant activa-

tion under vacuum. Figure 5e shows a representative I–V plot of

a 1.1% As:GeH device under vacuum. With the application of

±5 V, a current of less than 1 pA is observed, which is again at

the actual noise limit of our instrumentation. However, in air,

there is an increase in conductivity of at least three orders of

magnitude. Figure 5f shows a representative I–V plot of

As:GeH in ambient conditions. In contrast to Ga:GeH, the I–V

plot is linear, with minimal hysteresis. The I–V behavior both in

air and vacuum is similar to what was previously reported to

occur in P:GeH, another group-15 dopant. In air, the average

sheet resistance for 30 As:GeH devices was 5.0 × 1011 Ω/sq

(Figure 6).

Conclusion
Here we have demonstrated that gallium and arsenic can be in-

corporated into a precursor CaGe2 Zintl phase and are retained

in the 2D germanium framework after the topotactic deinterca-

lation process. These dopants do not significantly change the

structure of germanane. The doped materials are stable in

ambient atmosphere conditions for at least 24 h but start to

oxidize after one to four days. The introduction of Ga and As to

the lattice decreases the resistance under ambient conditions

with large amounts of hysteresis, suggesting that the presence of

water can activate these dopants. As was previously observed

with P:GeH [29], As:GeH is highly resistive under vacuum, in-

dicating the presence of water is required to activate group-15

dopants. In contrast, Ga:GeH exhibited sheet resistances in

vacuum decreased by over four orders of magnitude, propor-

tional to the amount of gallium and with minimal hysteretic be-

havior. This indicates that the activated state of the dopant in

Ga:GeH is stable under vacuum, enabling robust electronic

properties through encapsulation. Overall, this work provides a

pathway to dope germanane and enable future explorations of

electronic devices.

Experimental
Single crystalline platelets of doped and undoped GeH were

synthesized using methods adapted from those reported previ-

ously [25]. For undoped GeH, stoichiometric amounts of

calcium (Acros, 99%) and germanium (Acros, 99.999%) were

sealed in quartz tubes under vacuum of less than 60 mTorr. The

sample was annealed at 950 °C for 18 h, and slowly cooled to

room temperature over the course of 2–10 days. CaGe2 crystals

were collected and placed in concentrated HCl at −40 °C for

more than 8 days resulting in flakes having lateral dimensions

of 5 × 5 mm. To prepare extrinsically doped CaGe2, elemental

aluminium (Johnson Matthey Electronics 99.9%), gallium

(Acros 99.9%), arsenic (Sigma 99.999%), or antimony (Strem

99%) was used to replace germanium in the initial calcium and

germanium mixture. Again, these materials were sealed in

quartz tubes under vacuum and annealed following the same

procedures as undoped germanane. The experiments with Sb

resulted in the formation of a mixture of different phases, none

of which were structurally similar to any known layered CaGe2

polymorph. Subsequently, the single crystals of the x:CaGe2

(x = Al, Ga, As) were placed in −40 °C HCl for at least 8 days,

until deintercalation was complete and a lack of crystalline

CaGe2 peaks appeared in the XRD. The products were first

rinsed with deionized water followed by rinsing with methanol,

three times each. The crystals were collected via slow centrifu-

gation and subsequently dried in vacuum.

The structure of doped GeH was confirmed using capilary

X-ray diffraction using Cu Kα1 radiation (λ = 1.54 nm) on a

Bruker D8 powder X-ray diffractometer. XRD was performed

using with finely ground powders packed in capillaries. Raman

spectroscopy was used to confirm vibrational modes using a

Renishaw InVia Raman equipped with a CCD detector exciting
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with a 633 nm He–Ne laser. The relative elemental composi-

tion was measured using X-ray fluorescence on an Olympus

X-5000 Mobile XRF System. SEM and EDX were performed

using a FEI Helios Nanolab 600 dual beam focussed ion beam/

scanning electron microscope. X-ray photoelectron spectrosco-

py was performed using a Kratos Axis ultra X-ray photoelec-

tron spetrometer with a monochromatic aluminium X-ray gun.

Samples were mounted in a glovebox and then stored in

ambient atmosphere for 1, 4 and 8 days to determine the

stability in air. Fourier transform infrared spectra were collected

with a Perkin-Elmer frontier dual-range FIR/Mid-IR spectrome-

ter that was loaded in an Ar-filled glovebox and using an atten-

uated total internal reflection (ATR) sample geometry.

Electrical properties were measured in top-contact device geom-

etry, where metal contacts were first deposited via e-beam

deposition using a shadow mask resulting in a 25 µm channel

length. The contact metals used for undoped GeH and As:GeH

were 80 nm/20 nm (Ag/Au). Ga:GeH device contacts were pre-

pared using 100 nm Au. Contact materials were selected after

testing with multiple metals and selecting the metal that gave

the highest current and most linear I–V characteristics. Addi-

tionally, four-probe measurements indicate that the contact

resistance for the 2.3% Ga:GeH is at least two orders of magni-

tude lower than the resistance of the material, indicating that

contact resistance is negligible for these samples. All devices

were stored in an Ar-filled glovebox until atmospheric measure-

ments were carried out. Electronic measurements were con-

ducted using a Keithley 4200-SCS attached to a Lake Shore

Cryonics Inc. probe station. Two-probe current–voltage mea-

surements were performed in both vacuum (ca. 10−4 mbar) and

under ambient conditions in the dark.
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Abstract
We present the transport characteristics of individual silicene nanoribbons (SiNRs) grown on Ag(110). By lifting up a single SiNR

with a low-temperature scanning tunneling microscope tip, a nanojunction consisting of tip, SiNR and Ag is fabricated. In the

differential conductance spectra of the nanojunctions fabricated by this methodology, a peak appears at the Fermi level which is not

observed in the spectra measured either for the SiNRs before being lifted up or the clean Ag substrate. We discuss the origin of the

peak as it relates to the SiNR.

1699

Introduction
The electronic transport characteristics of nanomaterials from a

single molecule, nanowires, nanotubes, and nanoribbons to two-

dimensional (2D) atomic sheets have garnered much attention

from fundamental and application points of view [1-7]. Silicene,

a single-atom-thick honeycomb layer consisting of Si atoms, is

one of such promising materials [8-13]. Freestanding silicene

hosts the Dirac electronic system and behaves as a 2D topolog-

ical insulator (TI) as a result of the sizable spin–orbit coupling

of Si [14-16].

Silicene grown on solid substrates has been studied intensively.

Various superstructures such as (4×4), (2√3×2√3)R30° and

(√13×√13) R13.9° are formed on Ag(111) [17-22]. These struc-

tures are composed of buckled honeycomb configurations.

However, they do not host Dirac fermions and do not exhibit

the 2D TI features because of the interfacial coupling between

the silicene layer and the substrate, as demonstrated for the

(4×4) structure [23]. The key factor for realizing the 2D-TI

silicene is to reduce the interfacial coupling. Recently, Tao et al.

[24] successfully fabricated a silicene field effect transistor by

peeling off the (2√3×2√3)R30° silicene from the Ag substrate

and demonstrated the current–voltage characteristics support-

ing the survival of Dirac fermions. This study indicates the

importance of reducing the interfacial coupling.

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:n-takagi@k.u-tokyo.ac.jp
https://doi.org/10.3762%2Fbjnano.8.170
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Figure 1: STM images of SiNRs on Ag(110) with (a) VS = −500 mV, It = 10 pA and (b) VS = −100 mV, It = 30 pA. (c) Cross-sectional height profile
along the (1)–(4) line shown in (b). (d) Schematic structural models of SiNR structures. The black arrows dictate the longitudinal direction and the red
arrows represent the row of the honeycomb units across the ribbons.

Not only a 2D sheet but also a 1D ribbon of silicene can be

formed. Le Lay and collaborators have reported the formation

of silicene nanoribbons (denoted as SiNRs hereafter) on

Ag(110) [25,26]. The SiNR takes on the structure of a 1D

honeycomb of ≈1.5 nm width with the zigzag edges. Very

recently, pentagonal chain models were proposed for SiNR on

Ag(110) [27,28]. In this model, Si atoms constitute a five-mem-

bered ring to form a 1D chain. Density functional theory (DFT)

calculations have demonstrated that freestanding honeycomb

SiNR preserves the electronic states localized at the edges near

the Fermi level similar to the graphene nanoribbon with zigzag

edges [29-33]. Although the electronic structure of SiNR has

been studied experimentally [34-36], the existence of edge

states remains an open question. The interfacial coupling be-

tween the SiNR and the substrate might modify the intrinsic

electronic properties of SiNR as described above for the (4×4)

silicene on Ag(111). Thus, it is required to decouple SiNR from

the substrate and evaluate the intrinsic properties.

Here we report the transport characteristics of SiNR on

Ag(110). To isolate SiNR from the Ag substrate, we lift up an

individual SiNR with the tip of a low-temperature scanning

tunneling microscope (STM) and fabricate a nanojunction in

which the lifted SiNR bridges the gap between the STM tip and

the substrate. This method enables us to isolate the SiNR from

the substrate electronic system and elucidate the intrinsic prop-

erties. We measure the differential conductance (dI/dV) spectra

of the nanojunctions and find a sharp peak structure at the

Fermi level.

Results and Discussion
Figure 1a shows a topographic STM image of the Ag(110) sur-

face after the deposition of Si atoms. The lines extend along the

 direction. Two types of lines are observed as shown in

Figure 1b; one has a 1.6 nm width and the other a 0.8 nm width.

The former and latter are composed of four and two bright spots

across the longitudinal direction, respectively. The cross-

sectional height profile in Figure 1c shows that the distance be-

tween the spots is 0.39 nm, which is nearly identical to the size

of the honeycomb unit of Si. These features indicate that these

lines are SiNRs with a zigzag edge structure, as demonstrated

by the structural models in Figure 1d. The present results are

nicely matched with those reported in the previous STM works

[25,26].

We measured dI/dV spectra as a function of the STM tip loca-

tion. Figure 2a,b shows the spectra measured in the narrow and

wide voltage ranges. One sees that these spectra are very simi-

lar to each other and do not depend on the tip location. The

spectra taken for the SiNRs are almost the same as those for the
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Ag substrate. The spectra taken at the edges are essentially

identical to those spectra taken inside the SiNR and do not show

a spectral signature relevant to the edge. Similar to silicene on

Ag(111), the interaction of SiNRs with the substrate may

hamper the emergence of intrinsic electronic features of free-

standing SiNR.

Figure 2: dI/dV spectra acquired in (a) narrow (from −0.1 to 0.1 V) and
(b) wide (from −2 to 2 V) voltage ranges. The inset of (a) is an STM
image showing the tip locations where the spectra are measured. The
modulation voltage of 8 mV at 366.6 Hz is added to the sample
voltage. Each spectrum is shifted vertically.

To reveal the intrinsic electronic features of SiNRs, we con-

ducted transport measurements for individual SiNRs by lifting

up each SiNR with the STM tip and fabricating a nanojunction

consisting of an SiNR, the STM tip and the Ag substrate. This

method reduces the SiNR–Ag interaction and enables us to

reveal the intrinsic features of SiNRs. The measurements were

performed by a scheme summarized in Figure 3a. At first, the

STM tip is fixed over one end of the SiNR while the STM feed-

back loop is turned off. Then we approach the tip to the target

SiNR while measuring the conductance G at the sample voltage

of 100 mV as a function of tip vertical position (Z). We set the

position where the tip is fixed initially as Z = 0. Once the tip

touches the target, we retract the tip to lift up the SiNR and

measure the dI/dV spectrum at certain tip position.

Figure 3b is an example of the conductance traces where the

value of G is plotted as a function of Z. From the initial set

point A to the point B, G increases as Z increases in the

approaching procedure. The variation of G in this region is well

fitted with an exponential function, as shown by the red curve,

which is the calculated result of least-squares fitting. This indi-

cates that the current flows through a vacuum gap. When the

tip moves 0.54 nm, G suddenly increases from B (G = 0.2G0) to

C (G = 1.4G0) where G0 is the conductance quantum

(7.75 × 10−5 S). This discontinuous increase indicates that the

tip touches the SiNR. Subsequently, we lift up the SiNR by

retracting the STM to fabricate a nanojunction. When we lift up

the SiNR further, the nanojunction is broken at D (Z = −0.4 nm)

and G returns to the initial value of ≈10−4 G0 at E. In the

retracting procedure from C to D, the nanojunction is preserved

until the tip is retracted about 1 nm from the contact position.

The conductance trace in this regime is different from that in

the approach procedure. The conductance value remains higher

than 0.1G0 until the junction is broken, indicating the conduc-

tance of the SiNR is almost comparable to a metallic nanowire.

The resistance of a silicene field effect transistor (FET) is esti-

mated to be about 40 kΩ from the drain current measured as a

function of the drain voltage [24]. The sheet resistance of multi-

layer silicene sheets is measured to be 6.5 kΩ/□ [37]. These

results also indicate that the silicene sheet is conductive, and the

present results reasonably agree with the previous results.

Figure 3c shows a histogram of the maximum gap distance,

Zgap_max, which corresponds to the traveling distance of the tip

from C to D. The histogram indicates how long the nanojunc-

tion can be fabricated. The nanojunctions are usually broken at

small values of Zgap_max and SiNRs can rarely be lifted up to

1.0 nm.

It is of interest to compare the properties of SiNRs with

graphene nanoribbons (GNRs). The transport properties of arm-

chair GNRs (AGNRs) grown on Au(111) have been investigat-

ed recently by using STM [38]. Similar to the present study, the

conductance of individual AGNRs has been measured by lifting

up each AGNR with an STM tip. The measured conductance

values are the order of 10−3 G0, reflecting the semiconducting

nature with a large energy gap. Comparing these results with

those obtained in the present study, one can see that the SiNR is

much more conductive, indicating that SiNRs would be a suit-

able material for a conducting wire used in nanostructured elec-

tronic devices. In contrast, the SiNR is not mechanically strong

and the SiNR junction is more easily broken. The AGNR was

able to be lifted up more than 3 nm. This may come from the

stronger interfacial coupling between the SiNR and Ag(110) as

well as the weaker bond strength of Si–Si bonding in SiNR than

that of C–C bonding in AGNR. We also tried to lift up the

narrower ribbons, but were not yet successful.

The dI/dV spectra of the SiNR nanojunction shows an interest-

ing feature. Namely, we have found that a peak appears at the

Fermi level as shown in the lower panel of Figure 3e. Note that

the peak does not always appear in the spectra (as shown in the

upper panel of Figure 3e), even though the SiNR is lifted up

from the Ag(110) substrate. We measured more than 600 spec-

tra for 250 SiNR nanojunctions. Whereas most spectra did not

exhibit the remarkable structure as shown in the upper panel of
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Figure 3: (a) Schematic illustration on fabrication of an SiNR nanojunction with an STM tip. (b) Conductance trace measured as a function of tip
vertical position (Z). G0 is the conductance quantum (7.75 × 10−5 S). The feedback is turned off at VS = 100 mV and It = 20 pA and the conductance is
measured at VS = 100 mV. The conductance measured during the tip approach and retraction procedures is plotted with black and blue circles, re-
spectively. The red curve shows the result of the least-squares fitting. In the conductance measurement, the gain of the current amplifier is switched
from 109 (in the STM measurements) to 105 for measuring the large variation of the current in the tip approach and retraction processes. The currents
in the almost flat region around label A in (b) are too small to be measured with this gain so that the conductance around A is nominally different from
the value (2.6 × 10−6 G0) taken for VS = 100 mV and It = 20 pA. (c) Histogram of Zgap_max. Zgap_max is the maximum distance the tip travels before
the SiNR nanojunction is broken after contacting the tip to the SiNR. (d) STM images before and after the conductance measurement. The scale bars
correspond to 2 nm. (e) Two types of dI/dV spectra of the SiNR nanojunction. The spectra are measured with a modulation voltage of 4 mV at
312.6 Hz.

Figure 3e, 31 spectra did show a clear peak structure at the

Fermi level. As a reference, we measured the spectra of the

nanojunctions which are fabricated by contacting the STM tip

directly to the bare Ag(110) regions and lifting up the tip. We

did not observe a peak structure for this type of nanojunction.

As shown in Figure 3d, the structures are not drastically

changed before and after the measurement except for a bright

spot which arises from a small cluster dropped from the tip

apex. Thus, we have concluded that the peak structure origi-

nates from the intrinsic properties of the SiNR.

Now let us examine the origin of the peak structure observed

for the SiNR nanojunctions. Since the dI/dV spectrum essen-

tially reflects the electronic density of states (DOS), we inter-

pret the peak by comparing the dI/dV spectrum with the DOS

spectra calculated for freestanding SiNR. The DFT studies have

demonstrated that the geometric and electronic structures of

SiNR strongly depend on the termination of dangling bonds at

the edge Si atoms [29,30,33]. The electronic states localized at

the edges appear near the Fermi level for the mono-hydro-

genated SiNR in which the edge Si atoms are passivated with H

atoms. In the case that the edge Si atoms are not terminated

with H atoms, the honeycomb structure is unstable and vulner-

able to the structural reconstruction at the edges. The DOS

spectrum depends on the reconstructed structure. In the DFT

study of Cahangirov et al. [29], the edge undergoes a recon-

struction in which two deformed 6-membered rings are alterna-

tively arranged along the edge. As a result, the flat band disper-

sion arising from the edge states disappears and instead a more

dispersive band crosses the Femi level. In contrast, the DFT

study of Ding and Wang [33] shows that a peak appears at the

Fermi level in the DOS spectrum for a reconstructed SiNR in

which the combination of six- and five-membered rings consti-

tutes the edge. Assuming that the latter type of edge reconstruc-

tion takes place for the SiNR lifted by the STM tip, the peak

structure can be rationalized by the DFT results of Ding and
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Wang. Finally, we briefly discuss the possibility of the pentag-

onal chain models proposed very recently for SiNRs on

Ag(110) [27,28]. Cerdá et al. [27] calculated the energy band

structures of various pentagonal chains; some of the pentagonal

chains host electronic structure around the Fermi level, which

may explain the peak structure observed in our conductance

measurements. In the DFT calculation of Ding and Wang [33],

pentagonal rings appear inside the honeycomb ribbon and the

peak structure may reflect the pentagonal structure. However,

further investigations are required to conclude the atomic struc-

ture and transport properties of SiNRs.

Conclusion
We investigated the geometric and electronic structure of SiNRs

grown on Ag(110) using STM and STM junction measure-

ments. We found that the dI/dV spectra of SiNRs on Ag(110)

and the bare Ag(110) regions are essentially identical, indicat-

ing strong interfacial coupling between the SiNR and the

Ag(110) substrate, and that SiNR is a good conductor with

conductance of 0.1G0–1G0. In addition, we have found a peak

structure at the Fermi level for the SiNR nanojunctions, which

is relevant to the edge of the SiNR.

Experimental
All experiments were carried out in an ultra-high vacuum

(UHV) chamber equipped with a low temperature STM

(P < 10−10 Torr, T = 6 K). A Ag(110) single crystal surface was

cleaned by repeated Ar ion sputtering and annealing at around

800 K. The STM tip was made of an electrochemically etched

W wire and postannealed in the UHV chamber. The SiNRs

were synthesized on Ag(110) by depositing Si atoms from the

electrically heated Si wafer. The Ag(110) substrate was heated

at 500 K during the Si deposition. The deposition rate was

0.03 ML/min, where 1 ML ≈ 1.5 × 1015 Si atoms/cm2. The

differential conductance spectra (dI/dV) were measured by a

lock-in technique with the modulation voltage of 0.4–8.0 mV at

300–500 Hz added to the sample voltage. The conductance

measurements were carried out by lifting individual SiNRs with

an STM tip and fabricating a nanojunction in which the SiNR

bridges the STM tip and the substrate. The conductance mea-

surements were made at 6 K. The typical tip approach/retrac-

tion speed was set at 0.06 nm/sec.
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Abstract
Using first-principles density functional theory calculations, we investigate adsorption properties and the diffusion mechanism of a

Li atom on hydrogenated single-layer α- and β-silicene on a Ag(111) surface. It is found that a Li atom binds strongly on the sur-

faces of both α- and β-silicene, and it forms an ionic bond through the transfer of charge from the adsorbed atom to the surface. The

binding energies of a Li atom on these surfaces are very similar. However, the diffusion barrier of a Li atom on H-α-Si is much

higher than that on H-β-Si. The energy surface calculations show that a Li atom does not prefer to bind in the vicinity of the hydro-

genated upper-Si atoms. Strong interaction between Li atoms and hydrogenated silicene phases and low diffusion barriers show that

α- and β-silicene are promising platforms for Li-storage applications.

1742

Introduction
Following the first synthesis of graphene, the family of two-

dimensional (2D) materials have drawn extraordinary attention

[1,2]. This family consists of a large variety of materials such as

hexagonal boron nitride (hBN) [3,4], silicene [5-7], germanene

[8], transition-metal dichalcogenides (TMDs) [9-14], transition-

metal trichalcogenides (TMTs) [15,16], phosphorene [17] and

gallium chalcogenides [18]. Structural stability, chemical versa-

tility and electronic band gaps of 2D materials that cover the

range from 0 to 5 eV make them attractive for current nano-

scale device applications.

In the large family of 2D materials, silicene deserves a special

consideration due to its compatibility and expected integration

with current nanotechnology. Silicene consists of a single layer

of Si atoms arranged in a hexagonal lattice. Unlike the gapless

semimetal graphene, silicene has a tiny energy gap that stems

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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from the intrinsic spin–orbit interaction [19]. Instead of the

planar structure of graphene, silicene exhibits a low-buckled

structure.

Although bulk silicon does not have a layered structure, synthe-

ses of a 2D form of silicon via epitaxial growth on several metal

substrates such as Ag(111) [5,20], Ir(111) [21], and ZrB2(0001)

[22] were achieved. By performing ab initio calculations, Liu et

al. predicted that the electronic properties of silicene highly

depend on the substrate [23]. Johnson et al. showed that the

Ag(111) surface leads to metalization of a few distinct forms of

silicene [24]. Among the variety of substrates, Ag(111) surface

comes to prominence for epitaxial growth of single-layer

silicene. Lattice match and almost homogeneous interaction be-

tween Ag(111) and silicene support the formation of a honey-

comb structure of silicene. Recently, a silicene field-effect tran-

sistor was successfully fabricated on Ag(111) with a measured

room-temperature mobility of about 100 cm2·V−1·s−1 [25]. In

addition to pristine forms, hydrogenated derivatives of silicene

were also studied extensively. Theoretically, it was predicted

that hydrogenated silicene has two different atomic configura-

tions (chair-like and boat-like) with energy gap values ranging

between 2.9 and 4.0 eV [26]. It was found that half-hydro-

genated silicene exhibits ferromagnetic semiconducting behav-

ior with a band gap of 0.95 eV [27]. Hydrogenation leads indi-

rect-to-direct gap transitions in bilayer silicene [28]. In the ex-

perimental study of Qiu et al., the ordered and reversible hydro-

genation of silicene was performed [29]. Moreover, Medina et

al. demonstrated that hydrogenation leads to a structural transi-

tion from the classical α-(3×3) phase to the β-(3×3) phase [30].

It was indicated that β-(3×3) phase could coexist with α-(3×3)

phase. Despite recent experimental studies on these phases, no

theoretical study has ever been reported for the hydrogenated

forms of α- and β-silicene on a Ag(111) surface.

The adsorption of alkali metal atoms provides various ways to

modify the structural, electronic and magnetic properties of 2D

materials. It was found that adsorption of alkali atoms is a

proper way to dope carbon nanotubes chemically [31,32]. It was

reported that the hydrogen storage capacity and conductivity of

single-walled carbon nanotubes could be enhanced by doping

with Li and K [33]. The adsorption of Li atoms on the graphene

surface was extensively studied [34-36]. It was found that the

interaction of alkali metal atoms with silicene is stronger than

with graphene, and the adsorption of metal atoms leads to the

metalization of silicene [37]. It was calculated that the adsorp-

tion of Li atoms results in the stabilization of the unstable dis-

torted T-phase of MoS2 [38]. In addition, Zr-based MXenes

were found to be candidates as electrode materials for Li-ion

batteries [39]. For applications in Li-ion batteries, a high cover-

age of Li atoms on a material is required. Due to its buckled

large surface area, silicene seems to be a good candidate for

Li-ion battery applications. Li adsorption on pristine silicene

has been extensively studied in the last several years [40-46].

To the best of our knowledge, the adsorption characteristics of a

Li atom on hydrogenated silicene are still unknown.

In the present paper, we study the diffusion and adsorption

characteristics of a Li atom on recently synthesized hydro-

genated forms of α- and β-silicene phases on a Ag(111) surface

using ab initio calculations within density functional theory.

The paper is organized as follows: Computational methodology,

hydrogenated structures of the silicene phases on Ag(111) sur-

face, and the diffusion and adsorption characteristics of Li are

presented in the section “Results and Discussion”. Lastly, we

conclude our results in section “Conclusion”.

Results and Discussion
Computational methodology
The present calculations were performed using density func-

tional theory (DFT) and the projector-augmented wave (PAW)

method, as implemented in the “Vienna ab initio Simulation

Package” (VASP) [47,48]. The exchange–correlation energy

was described by the generalized gradient approximation

(GGA) using the Perdew–Burke–Ernzerhof (PBE) functional

[49]. A plane-wave basis set with kinetic energy cutoff of

500 eV was used for all the calculations. The van der Waals

(vdW) correction to the GGA functional was included by using

the DFT-D2 method of Grimme [50].

To properly simulate the structures, a 3×3-reconstructed hydro-

genated silicene phase was placed on top of a 4×4 supercell of a

two-layer Ag(111) surface. A 3×3×1 Γ-centered k-point mesh

was used for the Brillouin zone integration. The cohesive

energy per atom was formulated as

(1)

where EAg, ESi and EH denote the single-atom energy of atoms

Ag, Si and H, respectively. nAg, nSi and nH are the number of

Ag, Si, and H atoms contained in the unit cell, respectively.

ESL+Ag(111) denotes the total energy of single-layer hydro-

genated silicene and two-layer Ag(111). N is the number of

total atoms contained in the unit cell.

Binding energies were calculated for the most favorable adsorp-

tion sites. Binding energies of the Li atom were calculated by

using the formula

(2)
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where Ebind is the binding energy of Li atom on the

hydrogenated α- or β-silicene, ESL+Ag(111) is the energy of

hydrogenated α- or β-silicene on a two-layer Ag(111) surface,

ELi denotes the energy of a single isolated Li atom, and

ESL+Ag(111)+Li is the total energy of Li atom, single-layer

hydrogenated silicene and two-layer Ag(111) surface.

Lattice constants and total energies were computed using the

conjugate-gradient algorithm. The total energy difference be-

tween the sequential steps in the iterations was taken to be

10−5 eV for the convergence criterion. The total force in the unit

cell was reduced to a value of less than 10−4 eV/Å. To hinder

interactions between the adjacent cells, at least 12 Å vacuum

space was used along the z-direction. All calculations were per-

formed taking into account the spin-polarized case. Analysis of

the charge transfers in the structures was determined by the

Bader technique [51].

Hydrogenated α- and β-silicene on a Ag(111)
surface
Scanning tunneling microscopy (STM) measurements revealed

that hydrogenated silicene on Ag(111) surfaces exhibits two dif-

ferent perfectly ordered phases, which are hydrogenated

α-(3×3)-silicene and hydrogenated β-(3×3)-silicene [30]. For

simplicity, we name the hydrogenated α- and β-phases “H-α-Si”

and “H-β-Si”, respectively. Due to the existence of the Ag(111)

surface, one side of silicene is accessible to hydrogenation.

Previous studies showed that H atoms interact with the upper Si

atoms of silicene and enhances the buckling of H-α-Si and H-β-

Si [30]. Therefore, the structures of H-α-Si and H-β-Si do not

exhibit significant differences to their pristine counterparts.

To determine how many layers of Ag (111) correctly simulate

the supported α- and β-surfaces we examined the structural and

electronic properties of these two phases on both two-layer and

four-layer Ag(111) surfaces. As shown in Table 1, charge distri-

bution and atomic distances are almost the same for both two

layers and four layers. Therefore, it is reasonable to assume that

characteristic properties of Ag(111)-supported silicene can be

well simulated using two layers of Ag(111).

Table 1: The calculated silicene–substrate distance d, thickness of
silicene and valence charges on upper-Si (ρu) and lower-Si (ρl) atoms
of α-Si and β-Si on two-layer and four-layer Ag(111) surfaces.

d thickness of silicene ρu/ρl
(Å) (Å) (e−)

α-Si/2L Ag(111) 2.40 0.80 3.9/4.0
α-Si/4L Ag(111) 2.41 0.77 3.9/4.0
β-Si/2L Ag(111) 2.40 0.67 3.9/4.0
β-Si/4L Ag(111) 2.42 0.70 3.9/4.0

Single layers of H-α-Si and H-β-Si are placed on two layers of a

4×4 supercell of Ag(111). While the bottom-layer atoms of

Ag(111) are totally fixed, the upper-layer atoms are free to

move. The optimized geometric structures of H-α-Si and H-β-Si

on Ag(111) are shown in Figure 1a and Figure 1c, respectively.

To better demonstrate the structures, the lower and upper Si

atoms are shown by blue and red atoms, respectively. Grey and

yellow atoms denote, respectively, Ag and H. As seen in

Figure 1, H-α-Si and H-β-Si do not exhibit the conventional

low-buckled structure of silicene. Our total energy calculations

show that the cohesive energies of both phases are almost the

same which indicates that both phases can exist at the same

time. This is in good agreement with previous studies reporting

the coexistence of α- and β-phases. Therefore, a detailed struc-

tural analysis of these two surfaces are important to clearly

understand adsorption and diffusion characteristics of an

adatom on these surfaces.

Figure 1: Top and side views of (a) H-α-Si and (b) its three different
hexagonal units α-I, α-II, and α-III. Top and side views of (c) H-β-Si
and (d) its three different hexagonal units β-I, β-II, and β-III. The
3×3 unitcells are represented by a black rhombus. Grey, blue, red, and
yellow atoms show Ag, lower-Si, upper-Si, and H atoms, respectively.

Hexagonal units in the H-α-Si possess three different configura-

tions, such as α-I, α-II, and α-III, which are shown in Figure 1b.

α-I is similar to the low-buckled structure of pristine silicene the

nearest silicene atoms of which are lower Si and upper Si



Beilstein J. Nanotechnol. 2017, 8, 1742–1748.

1745

Figure 2: (a) Top view of possible adsorption sites for a Li atom on H-α-Si. Energy barrier graphs of (b) the first and (c) the second Li atom on H-α-Si.
A possible diffusion path of a Li atom is illustrated by dashed black lines.

atoms. In this hexagonal unit, Si–Si bond distances are 2.37 Å.

In α-II, there are two lower-Si-dimers that are placed opposite

to each other. Si–Si bond lengths of two Si dimers are 2.36 Å

and 2.39 Å. The bond distances between upper Si and lower Si

atoms are 2.35 Å and 2.37 Å. α-III consists of six lower Si

atoms. Si atoms in the α-III exhibit an almost planar structure

with bond lengths of 2.36 Å. As a result, H-α-Si has six upper

Si and twelve lower Si atoms. H atoms are placed at the top of

the six upper Si atoms with a bond length of 1.51 Å. The cohe-

sive energy of H-α-Si is 3.23 eV. The distance between lower Si

atoms and the Ag(111) surface is about 2.07 Å.

Similar to H-α-Si, the H-β-Si structure also has three different

hexagonal units, namely β-I, β-II, and β-III, which are shown in

Figure 1d. β-I has a geometric structure similar to that of α-I.

However, compared to α-I, the distances between lower Si and

upper Si atoms are not the same and they are 2.37 Å and

2.38 Å. β-II has two lower-Si-dimers which are placed opposite

to each other. Si–Si bond lengths of both lower Si dimers are

2.35 Å. The bond distances between upper Si and lower Si

atoms are 2.36 Å to 2.37 Å. β-III has two neighboring lower Si

dimers. Three Si atoms in these two neighboring Si dimers are

almost in the same plane with bond lengths of 2.35 Å and

2.37 Å. The bond distances between upper Si and lower Si

atoms are 2.37 Å. Consequently, unlike the H-α-Si, H-β-Si

consists of seven upper Si and eleven lower Si atoms. H atoms

are placed at the top of these seven upper Si atoms with a bond

length of 1.51 Å. Because of the less symmetric atomic struc-

ture of H-β-Si the hexagonal units in H-β-Si are highly distort-

ed. The cohesive energy of H-β-Si is 3.22 eV. The distance be-

tween lower Si atoms and the Ag(111) surface is about 2.16 Å.

Therefore, one may expect quite different adsorption and diffu-

sion characteristics of Li atoms on H-α-Si and H-β-Si.

Diffusion of a Li atom on hydrogenated α-
and β-silicene
To understand how a Li atom adsorbs and migrates on H-α-Si

and H-β-Si surfaces, total energy calculations are performed by

placing a Li atom on 13 different points, which include the

high-symmetry points. The distance between Li atom and sur-

face is fully relaxed while the position of the Li atom parallel to

the surface is kept fixed. During the adsorption, while Li and

the nearest atoms to Li are fully relaxed, rest of atoms in the

unit cell are fixed. Diffusion barriers are determined by setting

the total energy of the most favorable site to zero. The most

favorable binding sites are determined and their binding site,

binding energy, height on the surface, the amount of charge

transfer and energy barriers are given in Table 2.

Table 2: The calculated ground-state properties of a Li atom on H-α-Si
and H-β-Si: binding site, binding energy, distance from adsorbed Li
atom to the surface of H atoms Δh, the amount of charge donated by
the Li atom Δρ, and the energy barrier (relative to the binding site).

binding
site

binding
energy

Δh Δρ energy
barrier

(eV) (Å) (e−) (meV)

Li/H-α-Si 6Si 2.79 −1.19 −1 768
Li/H-β-Si 3HSi′ 2.82 0.07 −1 411

As shown in Figure 2a, four sites of 6Si, 2H, 2HT and 3H are

considered as different binding sites for H-α-Si. Our calcula-

tions reveal that the most favorable site is 6Si, with the Si–Li

bond length of 2.70 Å. In this binding site, Li atom binds with

six lower Si atoms and the height of the Li atom is −1.19 Å

lower than those of the H atoms. The binding energy of the Li

atom on H-α-Si is 2.79 eV. Bader charge analysis shows that

the Li atom donates 1e− to H-α-Si. Since the Li atom does not

prefer to bind to the vicinity of H atoms, the nearest adsorption

site to 6Si is 2H. It is reasonable to assume that Li atoms diffuse

through these two favorable adsorption sites. The diffusion

barrier of a Li atom between these two nearest binding sites is

768 meV. However, once the Li atom overcomes the energy

barrier, its diffusion through the other possible sites 2H, 2HT,

and 3H (having energy barriers of 100–250 meV) is more

likely. We also study diffusion of a second Li atom on H-α-Si
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Figure 3: (a) Top view of possible adsorption sites for Li atom on H-β-Si. Energy barrier graphs of (b) the first and (c) the second Li atom on H-β-Si. A
possible diffusion path of Li atom is illustrated by dashed black lines.

and the energy barrier graph of it is shown in Figure 2c. The

most favorable site of the second Li atom is 3H and the nearest

adsorption site to 3H is 2HT. The diffusion energy barrier of the

second Li atom between 3H and 2HT sites is 193 meV, which is

575 meV lower than that of the first Li atom. Hence, after the

6Si sites are occupied by the first Li atoms, the diffusion of the

second Li atoms occur through the other sites relatively easily.

As a result, despite such a large diffusion energy barrier be-

tween two most favorable sites, diffusion of Li atoms on H-α-Si

is still possible.

Five sites, namely 3HSi, 2HT′, 2H, 3H and 3HSi′ on H-β-Si are

shown in Figure 3a. The most favorable site of a Li atom on this

surface is 3HSi′. The Li atom is placed in the middle of three H

atoms, and it is almost in the same plane with these H atoms.

The bond distances from the Li atom to the three H atoms are

1.94 Å. Li atom binds to H-β-Si with a binding energy of

2.82 eV, which is ca. 30 meV higher than that on H-α-Si.

Therefore, Li atoms bind to H-β-Si slightly more easier than to

H-α-Si. On H-β-Si, the Li atoms forms an ionic bond and it

donates 1 e− to the surface. The nearest site to the most favor-

able site of 3HSi′ is 3H and this site is also energetically the

second most favorable site. Thus, diffusion through these two

favorable adsorption sites is most likely. The diffusion barrier

of a Li atom on H-β-Si is 411 meV. Therefore, the energy

barrier for the Li atom on H-β-Si is almost half of that on H-α-

Si. As can be seen from Figure 3c, the 2HT′ site is the energeti-

cally most favorable site for the second Li atom on H-β-Si. The

calculated diffusion energy barrier of the second Li atom be-

tween 2HT′ and 3HSi sites is 287 meV.

Contour plots of the energy barriers of a Li atom on H-α-Si and

H-β-Si surfaces are shown in Figure 4a and Figure 4b, respec-

tively. As seen from the figure, the energy differences for a Li

atom on the H-β-Si surface are in a broader range than that on

the H-α-Si surface. Diffusion of the Li atom around the favor-

able sites of H-β-Si is restricted because of high energy barriers

around H atoms. In spite of the high diffusion barrier in H-α-Si,

when Li atoms occupy all of the most favorable sites of 6Si, the

following Li atoms on H-α-Si may diffuse more easily than on

H-β-Si. The highest energy barriers seen by a Li atom are at the

top of H atoms for both surfaces. These results suggest that a

diffusing Li atom can follow a path of minimum energy barriers

through the hydrogenated upper-Si atoms on both surfaces. In

addition to the tops of the hydrogenated upper Si atoms, the

tops of the lower Si atoms near to the 6Si site are also forbidden

for Li atoms on H-α-Si.

Figure 4: (Color online) Contour plots of the energy barriers (in meV)
seen by Li atom adsorbed on (a) H-α-Si and (b) H-β-Si. Possible diffu-
sion paths of Li on hydrogenated α and β silicene surfaces are illus-
trated by white dashed lines.

Conclusion
The adsorption properties and diffusion characteristics of a Li

atom on single-layer hydrogenated silicene on a Ag(111) sur-

face were investigated. Structural properties of recently synthe-
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sized fully hydrogenated α- and β-silicene phases were investi-

gated in detail. Our results showed that a single Li atom forms a

strong ionic bond with H-α-Si and H-β-Si surfaces. The Li atom

prefers to bind to the 3HSi′ site of H-β-Si with a binding energy

of 2.82 eV. Due to the high diffusion energy barrier, a single Li

atom is trapped at the 6Si site of H-α-Si, with a binding energy

of 2.79 eV. However, when all the 6Si sites of H-α-Si are occu-

pied, the diffusion barriers seen by Li atom decreases. Possible

pathways of various diffusion processes of a Li atom were

studied in detail. It was found that the Li atom does not prefer to

bind in the vicinity of the hydrogenated upper-Si atoms on H-α-

Si and H-β-Si. It is worth mentioning that H-α-Si surface is

dominated by moderate energy regions, whereas the H-β-Si sur-

face consists of partially convenient or forbidden regions for Li

atom diffusion. High binding energies and relatively low diffu-

sion barriers for a Li atom on H-α-Si and H-β-Si suggest that

hydrogenated forms of α- and β-silicene are suitable materials

for Li-ion batteries.
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Abstract
By performing density functional theory (DFT)-based calculations, the performance of α-silicene as oxidation-resistant coating on

Ag(111) surface is investigated. First of all, it is shown that the Ag(111) surface is quite reactive against O atoms and O2 molecules.

It is known that when single-layer silicene is formed on the Ag(111) surface, the 3 × 3-reconstructed phase, α-silicene, is the ground

state. Our investigation reveals that as a coating layer, α-silicene (i) strongly absorbs single O atoms and (ii) absorbs O2 molecules

by breaking the strong O–O bond. (iii) Even the hollow sites, which are found to be most favorable penetration path for oxygens,

serves as high-energy oxidation barrier, and (iv) α-silicene becomes more protective and less permeable in the presence of absorbed

O atom. It appears that single-layer silicene is a quite promising material for ultra-thin oxidation-protective coating applications.

1808

Introduction
Surface protection against degradation of a material due to a

reaction with its environment has attracted intensive attention of

researchers for decades. In order to prevent the loss of impor-

tant properties (such as conductivity, reflectivity, and mechani-

cal and thermal resistance) of a material, surface protection has

been vital nearly for all application areas. As a well-known

mechanism of electrochemical corrosion, the formation of rust

is an un-solicited reaction between a metal and oxygen. For that

reason, protection of surfaces from oxygen has become an im-

portant field. Although macroscale and microscale coatings

have been used intensively in surface protection for a long time

[1,2], two-dimensional (2D) materials have become new candi-

dates for nanoscale coatings for different material groups.

Therefore, coating mechanisms at the nanoscale take are of high

interest in nanotechnology, and new candidates for nanostruc-

tural protection are needed to be understood in detail.

Due to its extraordinary structural and electrical properties,

graphene as 2D material has garnered huge interest in nearly all

science branches [3,4]. Because of the high impermeability,

graphene has also been thought as a corrosion-protection barrier

[5-7]. Kirkland et al. investigated the electrochemical response

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:alikandemir@iyte.edu.tr
mailto:hasansahin@iyte.edu.tr
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Figure 1: (a) Side view of the Ag(111) supercell structure and (b) top view of the Ag(111) supercell structure with possible oxygen captured sites.
Definitions and oxygen binding energies of all sites are given in Table 1.

of graphene-coated metal surfaces and found that graphene

causes reduction in the corrosion rate [8]. In addition, Topsakal

et al. showed that graphene is a suitable coating material to

protect surfaces from oxidation by performing DFT-based

calculations [9]. Bulk forms of transition-metal dichalco-

genides (TMDs) are well-known coating materials, and the

respective 2D TMDs can be used as surface protection. In addi-

tion, MoS2 is one of the most widely used lubricant coating ma-

terial [10]. Theoretical and experimental studies have demon-

strated that single-layer MoS2 and single layer W(S/Se)2 can be

used as a protective nanocoating material [11-14].

One of the most challenging members of the 2D material family

is silicene [15-19], the silicon analogue of graphene. After theo-

retical prediction [18], silicene was synthesized [19] on a silver

surface in the 3 × 3-reconstructed α-form. Differing from

graphene, silicene exhibits low buckling in which atoms in the

different sub-lattices are shifted oppositely in the out-of-plane

direction. The buckled structure of silicene forms perfect sites

to capture oxygen atoms. It is known that silicon atoms tend to

bond oxygen atoms strongly and form various stable oxidized

silicon structures. Therefore, silicene can be a potential coating

material for protection at the nanoscale.

On the other hand, silver is being used in our daily life in jewel-

ry, silverware, decorative objects and electronics. Although the

oxidation of silver forms thin layer of Ag2O, which protects

from more oxygen diffusion into silver surface, it is an undesir-

able reaction. Previous studies have shown that oxidation of

silver surfaces leads to increase in work function, color change

and significant deterioration of surface quality [20,21]. For that

reason, coating of silver for protection to oxidation is needed.

In this study, we examined the coating performance of

α-silicene against oxidation on the most preferable substrate

metal for silicene, silver. In first step, we studied the adsorption

of an oxygen atom and an oxygen molecule on bare silver with

 growth direction because silicene has been synthesized on

Ag(111) substrates [19]. Then, the adsorption of the oxygen

atom/molecule on α-silicene over Ag(111) was investigated. It

was shown that α-silicene is quite reactive regarding oxidation.

In addition, we focused on oxidation scenario of silver in the

presence of α-silicene. A large energy barrier for oxidation was

obtained by performing indentation calculations. In conclusion,

it was found silicene exhibits good performance in the protec-

tion of a Ag(111) surface against oxidation.

Results and Discussion
Computational methodology
To obtain the preferable crystal structure of α-silicene on

Ag(111), four-layer Ag(111) composed of two fixed bottom

layers and two free upper layers, was prepared as supercell

structure with dimensions of 4 × 4 × 1. Thus, the surface of

silver successfully simulated with and without silicene on top of

Ag(111). First principles calculations were performed using the

Vienna ab initio simulation package (VASP) [22,23], which is

based on density functional theory. The projector-augmented

wave (PAW) [24,25] formalism was used in the calculations.

For the exchange–correlation energy, the generalized gradient

approximation of the Perdew–Burke–Ernzerhof (GGA-PBE)

[26] functional was used in conjunction with a semi-empirical

scheme for including van der Waals (vdW) interaction disper-

sive forces developed by Grimme [27]. The structural relaxa-

tions were performed with a plane wave cut-off energy of at

500 eV. A 3 × 3 × 1 k-point mesh was used for the structural re-

laxation. The criterion of convergence of energy was chosen as

10−5 eV between two ionic steps, and the maximum force

allowed on each atom is 0.1 meV/Å. At least 13 Å of vacuum

were applied along z-direction to hinder interactions between

the adjacent cells.

Oxidation of the bare Ag surface
Because the buckled structure of silicene grows sleekly on a

silver surface, one may expect unique and enhanced coating
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Figure 3: (a) Side view of the silicene-coated Ag(111) supercell structure and (b) top view of the silicene-coated Ag(111) supercell structure with
possible oxygen-capture sites. Definitions and oxygen binding energies of all sites are given in Table 1.

Figure 2: Top view of Ag(111) geometric structures after capturing an
oxygen atom and an O2 molecule. (a) hcp hollow site and (b) fcc
hollow site for oxygen, (c) magnetic and (d) nonmagnetic O2 molecule
adsorption on Ag(111). The insets in panel (c) and panel (d) show the
bonding characteristics of O2 molecule.

performance against oxidation. As shown in Figure 1, we first

investigate how strongly an oxygen atom and an oxygen mole-

cule interact with possible sites on the Ag(111) surface. Two

sites were found to be preferable locations for oxygen atoms on

the Ag(111) surface, the hcp and fcc hollow sites. These sites

are shown in Figure 1b.

Figure 2a and Figure 2b show how an oxygen atom is adsorbed

at the silver surface at the hcp and fcc hollow sites, respectively.

The binding energy of single oxygen on the Ag(111) surface is

about 3.9 eV. The energy difference between sites is only

110 meV. It is seen that silver surface strongly captures single

oxygen atoms. Oxygen in fcc site forms a bond distance with

neighbor silver atoms of about 2.14 Å. The presence of oxygen

causes a distortion of about 9.8% and pushes neighbor atoms in

this site. Although oxygen at a hcp site has the same bond dis-

tance with neighbor atoms as at the fcc site, the presence of

oxygen causes distortion of about 8.9% at the hcp site. It

appears that, absence of the lower silver atom at the fcc site

results in a deeper penetration of the oxygen atom than at the

hcp site.

Compared to a single oxygen atom, the O2 molecule behaves

differently on a bare silver surface. Figure 2c and Figure 2d)

show how the O2 molecule interacts with the silver surface.

Magnetic and nonmagnetic states of O2 molecule are observed

while oxygen is captured at the silver surface. In the magnetic

state, only one of the oxygens come closer to the surface. In the

other case, both oxygen atoms come closer to the surface. In

both cases, the binding energies are ca. 200 meV. Therefore, it

is seen that O2 molecule tends to bind to the silver surface. In

the magnetic state, the oxygen–oxygen distance is around

1.26 Å, which is close to oxygen–oxygen distance in an oxygen

molecule in the vacuum state. In the nonmagnetic state, the

oxygen–oxygen distance is around 1.41 Å. The silver surface

weakens the oxygen–oxygen bond in the nonmagnetic system.

In addition, the distance between oxygen and silver is nearly the

same as the distance between a single oxygen atom and silver

distance, which is 2.14 Å. Similar to adsorption of a single

atom, the oxygen molecule distorts silver surface at that site.

Therefore, the oxygen–oxygen bond can be broken through a

thermally induced process and the silver surface can exhibit

oxygen atoms.

Oxidation of the silicene-coated Ag surface
In this section, the silicene-coated Ag(111) surface is investigat-

ed. We consider the experimentally realized structure of silicene

on Ag(111), α-silicene [19]. Albeit with a different notation, it

was also shown that α-silicene is the thermodynamically favor-

able phase under a wide range of conditions [17]. Differing

from the theoretical predicted simply buckled silicene,

α-silicene has a 3 × 3-reconstruction in which six silicon atoms

form a sub-layer over the other twelve silicon atoms in the

supercell as shown in Figure 3. Blue and turquoise atoms repre-
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Table 1: Binding energies of O/O2 on Ag(111) and silicene-coated Ag(111). Ag refers to the Ag(111) surface, Si/Ag refers to silicene-coated Ag.

system site name binding energy (eV) ΔBE (meV)

O@Ag fcc cubic close-packed hollow site 3.90 —
hcp hexagonal close-packed hollow site 3.79 110

O@Si/Ag H1 site between six lower silicon atoms 6.45 70
T1 top site of upper silicon atom 5.78 740
H2 site between three upper and three lower silicon atoms 6.00 520
T2 top site between two lower silicon atoms 6.27 250
T3 top site between one upper and one lower silicon atom 6.52 —
H3 site between four lower and two upper silicon atoms 5.84 680

O2@Ag mag magnetic O2 molecule on the surface 0.21 —
n-mag non-magnetic O2 molecule on the surface 0.19 20

O2@Si/Ag in-S O2 molecule inside silicene 6.70 —
top-S O2 molecule on top of silicene 2.06 4640

Figure 4: Final configurations of silicene-coated Ag(111) after capturing an oxygen atom at the sites (a) H1, (b) T1, (c) H2, (d) T2, (e) T3 and (f) H3.
Final configurations (g) in-S and (h) top-S of silicene-coated Ag(111) after capturing an O2 molecule.

sent the lower and upper Si atoms respectively. In the presence

of silicene, the interlayer distance of the uppermost Ag layers

are slightly changing and the distance between Ag surface and

silicene is found to be ca. 2.15 Å.

In Figure 3b, possible sites for oxygen on silicene-coated

Ag(111) are demonstrated. There are six possible sites due to

symmetry in silicene-coated Ag(111). These sites are named ac-

cording to hollow and top sites of neighboring silicon atoms in

the buckled silicene structure. Hxs are for hollow sites, Txs are

for top sites. The definition of sites can be found in Table 1 in

detail. These six possible sites reflect all possible final configu-

rations in the system. Table 1 shows the oxygen binding energy

of all possible sites for silicene-coated Ag(111).

Silicene captures oxygen with a binding energy range of

5.8–6.5 eV. Compared to silver, silicene has a higher tendency

to bind to oxygen. Figure 4 shows the oxygen–silicene bonding

characteristics when the system reaches its local lowest energy.

The least preferable sites for oxygen on silicene-coated Ag(111)

are the sites where the highest distortion occurs and where

oxygen has a low interaction with silicon atoms, namely H2, H3

and T1. On the other hand, the sites with the lowest distortion

are the most preferable sites for oxygen on silicene-coated

Ag(111), namely T2, H1 and T3 in the order from the lowest to

the highest binding energy. The final configurations of T2 and

H1 with oxygen presence seem to be equivalent. Oxygen binds

to a lower silicon atoms, but the difference lies in the fact that

the upper silicon atoms in T2 allow for more freedom and

oxygen can take a position between them. Whereas, six lower

silicon atoms tend to retain their hexagonal configuration and

the oxygen atom finds itself in an upper-site position between

two silicon atoms. The absence of a silicon–silicon bond in the

T2 configuration results in a difference of 180 meV. The highest
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binding energy is calculated for T3 site. In this configuration,

the oxygen atom enters a top-site position between upper and a

lower silicon atoms. In this position, the lowest distortion

occurs in the system so that oxygen binds with a high energy

and leads to formation of an energetically favorable final con-

figuration.

In the case of the O2 molecule, there are two final configura-

tions, “in-S” and “top-S”, to be formed at the most favorable

oxygen-capture sites. Figure 4g and Figure 4h show the in-S

and top-S configurations, respectively. It is shown that silicon

and oxygen strongly interact with each other (Table 1). SiO2 is

one of the most stable compounds in nature. Therefore, silicon

tends to bind two oxygen atoms in the form of SiO2 as depicted

in Figure 4h. However, the energetically favorable configura-

tion is the one in which oxygen atoms take separate positions

between the silicon atoms (Figure 4g). In contrast to the other

configuration, the silicon atoms in silicene can pluck the O2

molecule and are allowed to diffuse in the system. This

promises a good oxidation barrier for the silver surface.

Oxidation of the Ag surface in the presence
of silicene coating
To investigate the application of silicene as an oxidation barrier,

indentation calculations with oxygen were performed. Since O

atoms and O2 molecules strongly interact with silicene, the

diffusion of O/O2 in the lateral direction is not possible and the

hollow sites of the hexagonal lattice are the only possible sites

for the penetration into the structure. Therefore, the hollow sites

are considered for the indentation simulation. There are four

different hollow sites in the silicene structure on Ag(111), as

shown in Figure 3b. The sites are denoted as H1, H2, H2’ and

H3. H2 and H2’ sites coincide to the fcc and hcp sites of the

Ag(111) surface, respectively.

For the indentation calculations, a single oxygen atom is placed

in the middle of a hollow site. Calculations are performed as

follows: First, the oxygen atom is kept at a distance of about

10 Å from the Ag surface (ca. 8 Å to the silicene surface) and is

approached to the surface in 1.0 Å steps. When the oxygen

atom interacts with silicene, the step size is reduced to 0.5 Å. In

Figure 5, the change of the total energy as a function of the

vertical distance between oxygen atom and Ag surface is given

for the different hollow sites. The barrier energies (Ebr), which

are defined as the amount of energy needed for an oxygen atom

to pass through a hollow site, are also shown in Figure 5. From

lowest to highest, the values of Ebr for H1, H2, H2’ and H3 are

found to be 1.66, 1.82, 1.85 and 1.99 eV, respectively. The H3

hollow site has the highest energy barrier among all sites. At

first, a fixed single oxygen atom attracts two upper silicon

atoms to form one of the highly stable configurations. For that

reason, the lowest ground-state energy occurs in this hollow

site. While the single oxygen atom approaches the Ag surface, a

barrier occurs up to ca. 2.5 Å where oxygen passes through

hollow site exactly from upper site of silicene to the lower site

of silicene. As seen in Figure 5, this also happens at the H2, H2’

and H3 hollow sites. H2 and H2’ are similar hollow sites. There

is a small difference, ca. 30 meV, in energy barrier at these

hollow sites. The lowest energy barrier, 1.66 eV, is seen in the

H1 hollow site. Due to the planar structure of the silicon atoms

at the H1 site, it is the most suitable hollow site for an oxygen

atom to pass through silicene. Since the H1 hollow site has the

lowest barrier energy, the side view of the structure for differ-

ent distances is shown in the inset of Figure 5. At about 5 Å, the

single oxygen atom pulls and binds one of the lower silicon

atoms. Because further penetration of oxygen is not favorable at

that distance from the Ag surface, a small local minimum

occurs. Then, the other lower silicon atom binds the oxygen and

the energy is lowered further. Due to the larger void size in the

H1 hollow site than in the other hollow sites, it is easy to pass

for the oxygen atom from the upper surface of silicene to the

lower surface. At a distance of around 2.0 Å, the barrier has a

different value than at the other hollow sites, because of the

planar formation of the lower silicon atoms and also because of

the larger void of the H1 hollow site.

Figure 5: Indentation of an oxygen atom at different hollow sites. Ebr is
the energy barrier the oxygen atom needs to pass inside the silicene
environment. Inset graph shows the oxygen progression in H1.
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Figure 6: Indentation calculations for an O2 molecule. Inset graphs
show structures according to local-minimum states of O2, before and
after reaching the global minimum state of the system.

H1 is more permeable for oxygen atoms than other hollow sites.

Hence, the indentation calculations for the O2 molecule are per-

formed at the H1 site. One oxygen atom of the O2 molecule is

fixed, the other non-restricted oxygen follows the fixed oxygen

naturally. The oxygen molecule is moved closer to the Ag sur-

face step by step from a distance of 10 Å via the fixed oxygen

atom. The indentation process is shown with a small step size

after the oxygen atom is captured by a silicon atom (Figure 6).

There is a local-minimum state in which oxygen is still in the

molecule form (see inset graphs in Figure 6), far from the Ag

surface at a distance of about 4.5 Å. While the indentation of

the O2 molecule continues, the energy increases up to some

point. At distances below 3.8 Å, a sudden decrease in energy is

seen. The inset graphs in Figure 6 show that the deterioration of

the O2 molecule happens due to a strong interaction between

oxygen and silicon atoms and after that silicene-coated silver

system reaches a global-minimum state. The figure shows that

the dissociation of the oxygen molecule is favorable and

requires ca. 300 meV to exceed the energy barrier of transition.

Since the H1 hollow site is the most permeable site, the

maximum value of the transition energy barrier converges to ca.

300 meV. Two possible configurations, in-S and top-S

(Figure 4g,h), are observed. The difference of those two

minimum-energy states is similar (Table 1). In addition,

oxidized silicene does not allow for a further indentation of a

single oxygen atom. The locally forming silicon oxide structure

attracts oxygen atoms more strongly. A local-minimum state as

in FigureFigure 5 is not found between silicene and the Ag sur-

face. Therefore, silicene becomes less permeable and more

protective with increasing number of oxygen atoms. Our find-

ings are consistent with the recent studies of oxidized silicene

[28,29], which observed non-oxidized metal surfaces after the

oxidation of silicene on metal substrates. One may claim that

silicene retains its extreme reactivity to oxygen atoms even after

forming localized silicon-oxide structures. As a result, silicene

has great potential to capture unwanted atoms and to protect the

metal surface.

Conclusions
In this study, we performed first principles calculations to in-

vestigate the oxidation properties of α-silicene as a coating ma-

terial on Ag(111). It was found that an O2 molecule interact

with the Ag surface with a low binding energy, while a single

oxygen atom interact strongly with the surface. The silicene

coating on Ag surface was demonstrated as protective material

from oxidation. In particular, large binding energies between a

single oxygen atom and silicene were calculated for the possible

adsorption sites. This strong interaction can break the

oxygen–oxygen bond as well. Moreover, the energy barriers for

the oxygen atom between silicene and Ag surface are quite high

and sufficient for the protection of the metal surface. Indenta-

tion calculations of the O2 molecule showed that the molecule

dissociates in the vicinity of silicene. It is also seen that an

increase in oxygen atoms makes silicene more protective and

silicene does not allow oxygen to pass to the metal surface. In

conclusion, silicene has been proven itself as oxidation-resis-

tant nanocoating material.

Acknowledgements
The calculations were performed at TUBITAK ULAKBIM,

High Performance and Grid Computing Center (TR-Grid

e-Infrastructure). H.S. acknowledges financial support from the

TUBITAK under the project number 116C073. H.S. acknowl-

edges support from Bilim Akademisi-The Science Academy,

Turkey under the BAGEP program.

References
1. Sørensen, P. A.; Kiil, S.; Dam-Johansen, K.; Weinell, C. E.

J. Coat. Technol. Res. 2009, 6, 135–176.
doi:10.1007/s11998-008-9144-2

2. Gray, J. E.; Luan, B. J. Alloys Compd. 2002, 336, 88.
doi:10.1016/S0925-8388(01)01899-0

3. Novoselov, K. S.; Geim, A. K.; Morozov, S. V.; Jiang, D.; Zhang, Y.;
Dubonos, S. V.; Grigorieva, I. V.; Firsov, A. A. Science 2004, 306,
666–669. doi:10.1126/science.1102896

https://doi.org/10.1007%2Fs11998-008-9144-2
https://doi.org/10.1016%2FS0925-8388%2801%2901899-0
https://doi.org/10.1126%2Fscience.1102896


Beilstein J. Nanotechnol. 2017, 8, 1808–1814.

1814

4. Geim, A. K.; Novoselov, K. S. Nat. Mater. 2007, 6, 183–191.
doi:10.1038/nmat1849

5. Chen, S.; Brown, L.; Levendorf, M.; Cai, W.; Ju, S.-Y.; Edgeworth, J.;
Li, X.; Magnuson, C. W.; Velamakanni, A.; Piner, R. D.; Kang, J.;
Park, J.; Ruoff, R. S. ACS Nano 2011, 5, 1321–1327.
doi:10.1021/nn103028d

6. Bunch, J. S.; Verbridge, S. S.; Alden, J. S.; van der Zande, A. M.;
Parpia, J. M.; Craighead, H. G.; McEuen, P. L. Nano Lett. 2008, 8,
2458–2462. doi:10.1021/nl801457b

7. Böhm, S. Nat. Nanotechnol. 2014, 9, 741–742.
doi:10.1038/nnano.2014.220

8. Kirkland, N. T.; Schiller, T.; Medhekar, N.; Birbilis, N. Corros. Sci. 2012,
56, 1. doi:10.1016/j.corsci.2011.12.003

9. Topsakal, M.; Şahin, H.; Ciraci, S. Phys. Rev. B 2012, 85, 155445.
doi:10.1103/PhysRevB.85.155445

10. Winer, W. O. Wear 1967, 10, 422. doi:10.1016/0043-1648(67)90187-1
11. Sen, H. S.; Sahin, H.; Peeters, F. M.; Durgun, E. J. Appl. Phys. 2014,

116, 083508. doi:10.1063/1.4893790
12. Santosh, K. C.; Longo, R. C.; Wallace, R. M.; Cho, K. J. Appl. Phys.

2015, 117, 135301. doi:10.1063/1.4916536
13. Dixit, S.; Popat, P. P.; Rawat, S. S.; Sivarajan, S.

Indian J. Sci. Technol. 2016, 9.
14. Domínguez-Meister, S.; Rojas, T. C.; Brizuela, M.;

Sánchez-López, J. C. Sci. Technol. Adv. Mater. 2017, 18, 122–133.
doi:10.1080/14686996.2016.1275784

15. Zhao, J.; Liu, H.; Yu, Z.; Quhe, R.; Zhou, S.; Wang, Y.; Liu, C. C.;
Zhong, H.; Han, N.; Lu, J.; Yao, Y.; Wu, K. Prog. Mater. Sci. 2016, 83,
24. doi:10.1016/j.pmatsci.2016.04.001

16. Liu, H.; Feng, H.; Du, Y.; Chen, J.; Wu, K.; Zhao, J. 2D Mater. 2016, 3,
025034. doi:10.1088/2053-1583/3/2/025034

17. Liu, H.; Han, N.; Zhao, J. Appl. Surf. Sci. 2017, 409, 97.
doi:10.1016/j.apsusc.2017.03.007

18. Cahangirov, S.; Topsakal, M.; Aktürk, E.; Şahin, H.; Ciraci, S.
Phys. Rev. Lett. 2009, 102, 236804.
doi:10.1103/PhysRevLett.102.236804

19. Vogt, P.; De Padova, P.; Quaresima, C.; Avila, J.; Frantzeskakis, E.;
Asensio, M. C.; Resta, A.; Ealet, B.; Le Lay, G. Phys. Rev. Lett. 2012,
108, 155501. doi:10.1103/PhysRevLett.108.155501

20. Rehren, C.; Muhler, M.; Bao, X.; Schlögl, R.; Ertl, G. Z. Phys. Chem.
1991, 174, 11. doi:10.1524/zpch.1991.174.Part_1.011

21. Chen, Z. Y.; Liang, D.; Ma, G.; Frankel, G. S.; Allen, H. C.; Kelly, R. G.
Corros. Eng., Sci. Technol. 2010, 45, 169.
doi:10.1179/147842209X12579401586681

22. Kresse, G.; Hafner, J. Phys. Rev. B 1993, 47, 558.
doi:10.1103/PhysRevB.47.558

23. Kresse, G.; Furthmüller, J. Phys. Rev. B 1996, 54, 11169–11186.
doi:10.1103/PhysRevB.54.11169

24. Kresse, G.; Joubert, D. Phys. Rev. B 1999, 59, 1758–1775.
doi:10.1103/PhysRevB.59.1758

25. Blöchl, P. E. Phys. Rev. B 1994, 50, 17953–17979.
doi:10.1103/PhysRevB.50.17953

26. Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77,
3865–3868. doi:10.1103/PhysRevLett.77.3865

27. Grimme, S. J. Comput. Chem. 2006, 27, 1787–1799.
doi:10.1002/jcc.20495

28. Du, Y.; Zhuang, J.; Liu, H.; Xu, X.; Eilers, S.; Wu, K.; Cheng, P.;
Zhao, J.; Pi, X.; See, K. W.; Peleckis, G.; Wang, X.; Dou, S. X.
ACS Nano 2014, 8, 10019–10025. doi:10.1021/nn504451t

29. Du, Y.; Zhuang, J.; Wang, J.; Li, Z.; Liu, H.; Zhao, J.; Xu, X.; Feng, H.;
Chen, L.; Wu, K.; Wang, X.; Dou, S. X. Sci. Adv. 2016, 2, e1600067.
doi:10.1126/sciadv.1600067

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.8.182

https://doi.org/10.1038%2Fnmat1849
https://doi.org/10.1021%2Fnn103028d
https://doi.org/10.1021%2Fnl801457b
https://doi.org/10.1038%2Fnnano.2014.220
https://doi.org/10.1016%2Fj.corsci.2011.12.003
https://doi.org/10.1103%2FPhysRevB.85.155445
https://doi.org/10.1016%2F0043-1648%2867%2990187-1
https://doi.org/10.1063%2F1.4893790
https://doi.org/10.1063%2F1.4916536
https://doi.org/10.1080%2F14686996.2016.1275784
https://doi.org/10.1016%2Fj.pmatsci.2016.04.001
https://doi.org/10.1088%2F2053-1583%2F3%2F2%2F025034
https://doi.org/10.1016%2Fj.apsusc.2017.03.007
https://doi.org/10.1103%2FPhysRevLett.102.236804
https://doi.org/10.1103%2FPhysRevLett.108.155501
https://doi.org/10.1524%2Fzpch.1991.174.Part_1.011
https://doi.org/10.1179%2F147842209X12579401586681
https://doi.org/10.1103%2FPhysRevB.47.558
https://doi.org/10.1103%2FPhysRevB.54.11169
https://doi.org/10.1103%2FPhysRevB.59.1758
https://doi.org/10.1103%2FPhysRevB.50.17953
https://doi.org/10.1103%2FPhysRevLett.77.3865
https://doi.org/10.1002%2Fjcc.20495
https://doi.org/10.1021%2Fnn504451t
https://doi.org/10.1126%2Fsciadv.1600067
http://creativecommons.org/licenses/by/4.0
http://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.8.182


1836

Structural model of silicene-like nanoribbons
on a Pb-reconstructed Si(111) surface
Agnieszka Stępniak-Dybala and Mariusz Krawiec*

Full Research Paper Open Access

Address:
Institute of Physics, M. Curie-Skłodowska University, Pl. M.
Curie-Skłodowskiej 1, 20-031 Lublin, Poland

Email:
Mariusz Krawiec* - mariusz.krawiec@umcs.pl

* Corresponding author

Keywords:
density functional theory (DFT); scanning tunneling microscopy
(STM); silicene; Si nanoribbons

Beilstein J. Nanotechnol. 2017, 8, 1836–1843.
doi:10.3762/bjnano.8.185

Received: 31 March 2017
Accepted: 16 August 2017
Published: 05 September 2017

This article is part of the Thematic Series "Silicene, germanene and other
group IV 2D materials".

Guest Editor: P. Vogt

© 2017 Stępniak-Dybala and Krawiec; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
A structural model of the recently observed silicene-like nanoribbons on a Pb-induced √3 × √3 reconstructed Si(111) surface is pro-

posed. The model, which is based on first principles density functional theory calculations, features a deformed honeycomb struc-

ture directly bonded to the Si(111) surface underneath. Pb atoms stabilize the nanoribbons, as they passivate the uncovered sub-

strate, thus lower the surface energy, and suppress the nanoribbon–substrate interaction. The proposed structural model reproduces

well all the experimental findings.

1836

Introduction
The discovery of the exotic nature of graphene [1,2] has stimu-

lated a growing interest in similar materials with a two-dimen-

sional (2D) honeycomb geometry, mainly composed of group-

IV elements [3-6]. In particular silicene, a silicon counterpart of

graphene, has attracted increasing attention due to its compati-

bility with existing semiconductor technology [7-12].

After the theoretical predictions [13-15], a great number of ex-

perimental studies has been devoted to the fabrication of

silicene, but still the synthesis of this material remains a big

challenge. So far a freestanding layer has not been produced.

However, mainly epitaxial layers have been synthesized on

Ag(111), Ir(111), ZrB2(111) [16-24] or recently on graphite

[25]. Among them epitaxial silicene on Ag(111) has been the

most extensively studied. Depending on the temperature and

deposition rate, various superstructures, i.e., 4 × 4, 

and  (with respect to the Ag(111) lattice) have

been observed [19,26]. The 2D honeycomb structure of silicene

layer with 4 × 4 symmetry on Ag(111) is well established and

supported by many experimental and theoretical results [16-

19,27-31]. Other phases of Si/Ag(111) are more controversially

discussed, while the problem of the silicene formation on

other substrates has been addressed only in a few reports.

Nevertheless, the first silicene-based field effect transistor

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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device operating at room temperature has already been demon-

strated [12].

To get a deeper and more detailed insight into the physics and

chemistry of silicene/substrate systems density functional

theory (DFT) calculations have usually been required. In all

these cases silicene was reported to be formed in 2D domains

with a corrugated hexagonal structure. Nevertheless, not all ex-

periments, most notably on Ag(111), support the scenario of

silicene formation, mainly due to a problem with electronic

properties. Therefore there is still a significant amount of skep-

ticism about this issue. In many cases density functional theory

(DFT) calculations were required to get more detailed informa-

tion on what structures have really been obtained. The same

problem concerns Si nanoribbons (NRs) grown on the Ag(110)

surface [32-40]. The scanning tunneling microscopy (STM)

images show isolated 1.6 nm wide ribbons [32,35,41]. Howev-

er, no hexagonal structure is visible in the STM topography.

First DFT calculations proposed a hexagonal structure of the Si

NRs. However, recent theoretical and experimental studies [42-

44] have found this structure to be incorrect, and opt for the

so-called “pentamer” model, in which Si atoms are arranged

into chains composed of pentagonal rings running along the

rows. Thus, in most cases the structure of the deposited silicon

is governed by the underlying substrate.

Alternative substrates that could host silicene without

destroying its remarkable electronic properties are still highly

required. Recently, we have made attempts to grow silicene on

a Pb substrate because the results of the DFT calculations of

[45,46] were very promising in view of silicene formation. We

started from the thinnest Pb substrates, which are  and

 reconstructions of Pb on Si(111). Our STM studies on

the Pb-reconstructed Si(111) surface revealed that deposited Si

atoms form wide nanoribbons [47]. The NRs, running in three

high-symmetry directions of the Si(111) surface, are several

nanometers long, 1.6 nm wide and show a local  recon-

struction. Although no details on the atomic structure existed,

these nanostructures have been interpreted in terms of silicene-

like nanoribbons grown on the bare Si(111) surface [47].

In the present work we focus on the determination of the atomic

structure of the 1D Si NRs grown on the Pb-induced 

reconstructed Si(111) surface, in short . Our combined

STM and DFT studies confirm the proposed scenario of

silicene-like NRs. In particular, the DFT calculations reveal the

hexagonal structure of the Si nanoribbons, which are directly

bonded to the bare Si(111) surface. However, Pb atoms play an

important role in stabilizing the structure, as they lower the sur-

face energy. The proposed structural model features a deformed

honeycomb structure in reversed AB registry with respect to the

top Si(111) substrate layer, and reproduces well the experimen-

tal data. These findings provide a deeper insight into the forma-

tion of silicene nanostructures on metal-stabilized silicon sur-

faces, and may serve as help for the growth of silicene on other

substrates.

Experimental and Computational Details
All the measurements have been done under UHV conditions

with a 4He-cooled scanning tunneling microscope (Omicron)

working at 4.5 K. For STM/STS measurements electrochemi-

cally etched tungsten was used. The Pb/Si(111) sample was pre-

pared in situ by evaporation of Pb on the Si(111)-7 × 7 sub-

strate. Next, the Si layer was deposited onto the sample held at

200 K within 20 min. Details of the preparation can be found in

[47]. The presented nanoribbons were obtained by two-step

annealing: first at room temperature for 1 h, and then by direct

heating at around 400 K for 5 min.

Density functional theory calculations were performed within

the Perdew–Burke–Ernzerhof (PBE) [48] generalized gradient

approximation (GGA) using projector-augmented-wave poten-

tials, as implemented in the VASP (Vienna ab initio simulation

package) [49,50]. The plane wave energy cutoff for all calcula-

tions was set to 340 eV, and the Brillouin zone was sampled by

a 5 × 2 × 1 Monkhorst–Pack k-points grid [51], 640 eV and

9 × 3 × 1 grid in convergence tests, which resulted in changes

of the surface energies of less than 0.1 meV/Å2. The spin–orbit

interaction has not been included in calculations.

The Si(111) system has been modeled by eight Si double layers.

To avoid the interaction between neighboring Si NRs, a

 unit cell was used in calculations. Si atoms in the

bottom layer were fixed at their bulk ideal positions and H

atoms were used to saturate Si dangling bonds of the bottom

layer, maintaining correct Si–Si bonds, to mimic bulk Si crystal.

The positions of the remaining atoms were fully relaxed until

the largest force in any direction was below 0.01 eV/Å. All the

calculations have been performed in the same unit cell with

fixed bulk Si lattice constant.

Based on the obtained electronic structure data of the Si

NRs/Si(111) system described above, scanning tunneling

microscopy simulations were performed by using the

Tersoff–Hamann approach [52].

Results and Discussion
Typical Si nanoribbons are several nanometers long and run in

one of three high-symmetry directions of the Si(111) surface.

Figure 1a shows an example of such NRs as revealed by STM

topography measurements. The NRs consist of Si atoms directly

adsorbed on the Si(111) surface, as it was argued in [47], based
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Figure 1: (a) STM topography (U = 2.0 V, I = 0.5 nA) of Si nanoribbons on a Si(111)  surface. (b) Line profile along blue arrow marked in
the inset of (a). The arrow points in the  direction. The unit cell of a nanoribbon is also marked in the inset of (a). (c, d) Results of a simulta-
neously measured topography and dI/dz map of the same area. Scanning parameters were U = 1 V, I = 0.5 nA.

on geometry considerations and STM measurements. It is also

known, that Pb atoms strongly diffuse on Si substrates [53,54],

so they can easily make room for growing Si NRs. Furthermore,

different STS characteristics acquired on top of the NRs and in

between them also point against Pb-composed nanoribbons. The

experimental findings suggest that the observed nanostructures

are wide nanoribbons rather then separated Si chains, as the

inter-chain separations of 0.86 Å cannot be assigned to any

Si–Si distance, and the modulations of STM topography across

and along the nanostructures are very similar to each other.

Moreover it is difficult to explain why the chains always grow

in pairs.

An additional argument for the Si nature of nanoribbons can be

provided by measurements of the local work function (Φ). In a

first approximation Φ is proportional to the derivative of the

tunneling current (I) with respect to the STM tip–sample dis-

tance (z) [55]. Thus, changes of Φ should be reflected in re-

corded dI/dz maps. Figure 1c,d shows topography and dI/dz

maps simultaneously measured in the same area of the sample.

A clear correlation between these quantities is observed. It is

evident that the nanostructures feature a higher work function

than the  substrate, which suggests the NRs are

composed of Si atoms. However, one has to remember that dif-

ferent values of Φ do not necessarily mean different chemical

compositions. Thus the changes of the dI/dz values alone should

be considered as necessary rather than sufficient condition.

Nevertheless, the assumption of Si NRs is also in line with the

Φ ordering of Pb and Si crystals, and with the calculated values

of Φ, as it will be discussed later.

The internal structure of each NR, as revealed by STM topogra-

phy measurements, consists of bright protrusions (BPs) periodi-

cally arranged within a NR. The BPs form a 6.9 Å × 8.6 Å

rectangular lattice, marked in Figure 1a. Occasional zig-zag

patterns have also been observed, but only in the presence of

defects. The 6.9 Å periodicity matches well the length of the

Si(111)  unit cell, which yields 6. Å, thus it can be assigned

to the  reconstruction. This reconstruction of Si can be

obtained while growing Si structures directly on a Si(111) sur-

face [56,57]. The reconstruction is also known to be realized in

the case of multilayer silicene [58]. Its characteristic feature is
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an almost flat Si layer with sticking out Si atoms. These atoms

give rise to a strong STM signal and are visible as BPs in topog-

raphy images. They should not be misinterpreted as adatoms,

since being shifted vertically they, in fact, still occupy honey-

comb lattice sites. Such arrangement of atoms reflects a natural

tendency of Si towards sp3-bonding [45,59].

Associating distance between BPs across NRs is a more compli-

cated issue. The  periodicity is achieved along the arm-

chair (AC) direction, and BPs form a rectangular lattice, thus

the distance of 8.6 Å must be associated with sticking out Si

atoms along the zig-zag (ZZ) direction. However, the value of

8.6 Å does not fit any Si–Si distance on the Si(111) surface. In

fact it is by 0.9 Å longer than the double lattice constant in the

 direction. Thus, likely the NRs structure will consist of

deformed hexagonal rings. It could also be possible that the

atomic structure includes pentagons, as in the case of Si NRs on

the Ag(110) surface [42-44]. However, such scenario is less

favorable for symmetry reasons since NRs grow directly on the

Si(111) surface and the bonding of Si atoms arranged in

pentagons to those in hexagons is expected to be energetically

unfavorable.

Having collected information on details of NRs from experi-

ments, we are ready to construct a structural model. First we

neglect presence of Pb atoms and focus only on Si NRs grown

on the bare substrate. As we already discussed, the nanoribbons

are Pb-free objects, while Pb atoms themselves appear to be im-

portant only in the process of growing Si NRs and prevent Si

structures from growing in a 3D fashion. The role of Pb will be

discussed later.

We have considered a number of initial atomic structures of

NRs composed of hexagons, pentagons or both building blocks.

In the following, the lowest-energy structural models are

labeled according to the number of hexagonal and pentagonal

rings per unit cell forming a NR. The relative surface energies

γNR(Si) and distances between BPs dBP, if available, of some

representative structural models are listed in Table 1.

The surface energy γNR(Si) is defined as

(1)

where Etot and Ebare are total energies of the NR on the Si(111)

surface and on the Si(111) surface with  reconstruction.

NSi stands for the number of Si atoms in a NR, while  is

the chemical potential of a Si atom, taken as its bulk value. The

area of the surface unit cell is denoted as S.

Table 1: Relative surface energies γNR(Si) and BP–BP distance dBP of
structural models of Si NRs on the Si(111) surface. γNR(Si), defined by
Equation 1, is measured with respect to the energy of the 
reconstructed bare Si(111), set as the energy zero. The models are
labeled according to the number of hexagonal and pentagonal rings
per unit cell constituting a NR. In some models only a single BP in the
unit cell appears or there are no BPs at all. Then dBP could not be de-
termined.

model γNR(Si) (meV/Å2) dBP (Å)

3hex 5.74 3.97
1hex-2pent 8.49 —

4hex 4.92 —
5hex 4.02 8.00

4hex-1pent 8.58 —

All the structures listed in Table 1 feature positive values of

γNR(Si), which means that they are less stable than the bare

 surface. This suggests that the presence of Pb

might be important in stabilizing NRs. Furthermore, it is clear,

that NRs containing pentagonal rings are not preferred, as

pentagons substantially increase the surface energy. This result

confirms our expectation that pentagons do not fit well to the

hexagonal structure of the Si(111) surface and that pentagonal

objects should be less favorable. Another argument against

pentamer-structure models is the lack of sticking out atoms in

obtained structures. Thus, none of these models will reproduce

the STM topography.

According to Table 1, the structural model with the lowest sur-

face energy (5hex) is composed of pure hexagonal rings. The

model is shown in Figure 2. The atomic structure of the NR is

in reversed AB registry with respect to the substrate lattice

(Figure 2b). This layer stacking has also been proposed as one

of possible realizations of multilayer silicene [60]. The mean

NR–substrate distance yields 2.89 Å, which suggests rather

strong chemical bonding between these subsystems. The inter-

action with the substrate is reflected in the presence of Si atoms

sticking out of the NR layer by 1.06 Å, as discussed for other

systems [45,59]. The strong NR–substrate interaction also

results in a substantial deformation of the outermost hexagons,

which leads to a sawtooth shape of the NR edges. This arrange-

ment of atoms increases the distance between atoms sticking

out, dBP, which in the present case yields 8 Å. This value is by

0.3 Å longer than the expected double lattice constant in the ZZ

direction, but still 0.6 Å less than the observed value. In reality

the difference between experimental and theoretical values is

expected to be smaller due to the scanner calibration, which is

expected to overestimate distances up to 3%. Nevertheless, this

value of dBP is the closest to the experimental BP–BP distance

among the models studied. Note that most of the models either

feature a single BP in the unit cell or produce no BPs at all.
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Figure 2: (a) Top and (b), (c) side views of the structural model with
the lowest energy (5hex) of Si nanoribbons on a Si(111) surface. Dif-
ferent colors represent Si atoms of different parts of the structure:
Atoms shown in blue constitute the Si NR, with sticking out atoms
colored in dark blue, while yellow atoms represent the substrate. The
black parallelogram in panel (a) marks the surface unit cell. (a) Filled
(eU = −1 eV) and (b) empty state (eU = +1 eV) simulated STM topog-
raphy (4 nm × 2 nm) of a Si NR on the Si(111) surface.

The 5hex model accounts for main experimental findings, i.e., it

has  periodicity along the AC direction, produces two BPs

per unit cell with a reasonable distance between them, and

contains no Pb atoms. To further check the validity of the model

we have performed STM simulations, which are presented in

Figure 2d,e. Indeed, the calculations reproduce well the experi-

mental data. In particular BPs, which reflect sticking out atoms,

are well resolved. Similar as in the experiment, they form a

rectangular lattice with  periodicity along NRs. However, in

experimentally determined topography, the BPs across a NR are

well separated, while calculations give additional features in be-

tween the BPs. These third protrusions come from Si atoms in

the middle of NRs (compare Figure 2a,c). These atoms stick out

of the NR layer by 0.6 Å, compared with 1.05 Å for BPs.

Nevertheless, they contribute to the STM signal, in particular at

positive sample bias, and make the topography more blurred.

Another possibility for the discrepancy might be that interfer-

ence processes suppress the STM current in the middle of a NR,

an effect that cannot be captured by the Tersoff–Hamann ap-

proach.

So far we have discussed only pure Si structures, disregarding

the role of Pb atoms in the system. We have only mentioned

that Pb atoms may stabilize the NRs, because the NRs on a bare

Si(111) surface increase the surface energy, and the pure Si

system should be unstable. We have checked the stability of the

5hex model in the presence of Pb atoms. In this case the rela-

tive surface energy γNR(Si−Pb) reads

(2)

where Etot is now the total energy of a NR and Pb atoms on a

Si(111) surface, NPb denotes the number of Pb atoms in a unit

cell, and ΔμPb is the chemical potential of Pb measured with

respect to its bulk value . In this way calculated relative

surface energy γNR(Si−Pb) is shown in Figure 3.

Figure 3: Relative surface energy γNR(Si−Pb) vs the chemical potential
of Pb ΔμPb measured with respect to its bulk value .

Clearly, as the chemical potential of Pb, ΔμPb, increases and ap-

proaches its bulk value, the relative surface energy γNR(Si−Pb)

becomes negative, indicating the stability of the system. Note

that the most stable system should be the  reconstruction,

but this is in line with experimental findings suggesting that Si

NRs growing on the bare surface move Pb atoms, which form

the dense  phase in between the NRs. The stability of Si

NRs is achieved by passivation of the bare Si(111) surface by



Beilstein J. Nanotechnol. 2017, 8, 1836–1843.

1841

Figure 4: (a) Top and (b), (c) side views of the 5hex model in the pres-
ence of Pb atoms (shown in green). (d) Local distribution of the elec-
trostatic potential in the vacuum region.

Pb atoms, which in turn lowers the surface energy. The main

process behind the energy lowering is the charge transfer from

Pb to Si atoms. According to the Bader analysis, the largest

amounts of charge, 0.26e and 0.09e, are transferred to the

NR-edge Si atoms and to the third protruding atom in the

middle of a NR, respectively.

The main features of the 5hex model remain unchanged in the

presence of Pb atoms, as Figure 4 shows. In particular, two Si

atoms forming BPs and deformed outermost hexagons are still

present. Moreover, the sticking out Si atoms do not change their

positions with respect to the flat NR layer. They stick out by

1.05 Å, the same value as in the Pb-free case, and maintain their

original separation dBP. However, looking into the details of the

NR structure in the presence of Pb, it turns out that important

modifications appear. The whole NR is pushed away from the

surface, and the mean NR–surface separation increases by 0.1 Å

with respect to its Pb-free value. This results in a weakening of

the NR–substrate interaction. In fact, this should somehow be

Figure 5: (a) dI/dV point spectroscopy data acquired on top of the Si
NR. (b) Total density of states of Si NR system in the absence (red
line) and in the presence of Pb atoms (black line). Note that the system
is metallic.

expected since Pb atoms passivate the Si(111) surface. This

weaker interaction and the substantial charge doping lead to the

depression of the third protrusion in the middle of a NR of the

original 5hex model (compare Figure 2b and Figure 4b). Note

that this protrusion had substantially spoiled the agreement be-

tween theoretical and experimental STM topography images.

As a result of Pb passivation an STM topography with two

protrusions is now obtained.

To further check the validity of the model, we have calculated

the work function Φ for Si NRs and for Si–Pb NRs, which

yielded 4.70 eV and 4.45 eV, respectively. Thus adding Pb

atoms to areas between Si NRs decreases the value of Φ. We

also calculated the local electrostatic potential distribution in the

vacuum region (Figure 4), which can be compared to the dI/dz

maps of Figure 1d. Clearly, Si NRs feature higher values of Φ

then Pb areas, in full agreement with the experimental results.

To shed light on electronic properties, we provide a compari-

son of the measured dI/dV characteristics and calculated densi-

ty of states (DOS) in Figure 5. Again, the theoretical results

reproduce well the experimental data. The system is metallic

with overall V-shape behavior and some fine structure imposed

on it. Note that Pb atoms only slightly modify the DOS charac-

teristics.
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The above results show that Pb atoms play an important role in

the formation of Si NRs. By passivating the substrate and do-

nating charge they lower the surface energy, suppress the

NR–surface interaction, stabilize Si NRs and modify their prop-

erties. In short, they improve the agreement between theoretical

and experimental results. However, it is important to stress that

such scenario could only be realized owing to the fast diffusion

of Pb atoms on Si substrates. Simply, Pb atoms must make

room for growing NRs directly on the substrate. If the diffusion

was too slow, Si would grow on top of Pb, not necessarily in a

1D or 2D fashion. Thus both, thermodynamics and kinetics,

play a significant role in the formation of Si NRs. We believe

that a mechanism utilizing fast diffusion of atoms on other sub-

strates may serve as an efficient way of growing silicene nano-

structures.

Conclusion
In conclusion, we have studied structural and electronic proper-

ties of silicene-like nanoribbons formed on a Si(111) surface

with Pb-induced reconstrcution. Based on density functional

theory calculations, we have proposed a structural model of the

nanoribbons. The model features a deformed honeycomb lattice

in the reversed AB registry with the top Si(111) layer, and the

presence of Si atoms sticking out from the surface, which are

visible as bright protrusions in the STM topography. The

nanoribbons are directly bonded to the substrate, while Pb

atoms stabilize the system by passivating the uncovered sub-

strate and donating electrons to Si atoms. Thus, they lower the

surface energy and suppress the nanoribbon–substrate interac-

tion. The proposed model reproduces well all the experimental

data. These findings provide a deeper insight into the formation

of silicene nanostructures on metal-induced silicon surfaces and

open new routes to grow silicene on other substrates utilizing

the mechanism of fast atomic diffusion.
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Abstract
We report a study of structural and electronic properties of a germanium layer on Al(111) using scanning tunneling microscopy

(STM), low energy electron diffraction and core-level photoelectron spectroscopy. Experimental results show that a germanium

layer can be formed at a relatively high substrate temperature showing either (3×3) or (√7×√7)R±19.1° reconstructions. First-princi-

ples calculations based on density functional theory suggest an atomic model consisting of a strongly buckled (2×2) germanene

layer, which is stable in two different orientations on Al(111). Simulated STM of both orientations fit nicely with experimental

STM images and the Ge 3d core-level data decomposed into four components is consistent with the suggested model.

1946

Introduction
The properties of two-dimensional (2D) materials are currently

subjected to intense experimental and theoretical studies. The

research is focused on many important properties predicted by

theory for various conceivable 2D materials. In similarity with

graphene, some other materials are also predicted to show a

linear electron dispersion near the Fermi level. Other important

properties/phenomena that make 2D materials particularly inter-

esting for incorporation in various devices are, magnetism,

superconductivity, Rashba type spin-splitting, quantum spin

Hall effect, amongst others. Based on the wealth of physical

phenomena exhibited by various 2D materials, they are consid-

ered as important future materials of high potential for applica-

tions in nano-scale electronics and spintronics.

A sub-group of 2D materials is graphene-like structures formed

by the group IV atoms Si, Ge and Sn, i.e., silicene, germanene

and stanene. However, Si, Ge, and Sn atoms prefer sp3 hybridi-

zation, resulting in a buckled honeycomb structure with a mix-

ture of sp2-sp3 character [1-3]. As a result, the spin-orbital cou-

pling is enlarged and the quantum spin Hall effect is stronger

than in graphene [3-6]. The formation of 2D sheets of group IV

elements is a great experimental challenge. In this paper we

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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address the germanene case by characterizing a layer of Ge

formed on Al(111).

Experimental efforts have been made to grow germanene on

metallic substrates and band gap materials. Bampoulis et al. [7]

proposed a germanene layer with very small buckling (0.2 Å)

when they made Pt/Ge crystals by depositing and annealing of

Pt on Ge(110). In an inverse case, Li et al. [8] chose Pt(111) as

a substrate onto which Ge was evaporated at room temperature.

This choice of substrate was motivated by a weaker interfacial

interaction compared to other metals with adsorbed two-dimen-

sional sheets such as graphene. They reported that Ge formed a

(√19×√19) superstructure on the Pt(111) surface. A model

based on a distorted, buckled, germanene sheet was suggested

and reported to be consistent with scanning tunneling microsco-

py (STM) data assuming that only 3 out of 18 Ge atoms inside

the (√19×√19) unit cell were observed. These three atoms were

about 0.6 Å higher than the rest of the Ge atoms. Later, Švec et

al. [9] studied a (√19×√19) superstructure of “silicene” on

Pt(111). Based on their theoretical calculation, they believed

that a Si3Pt surface alloy was formed that resembles a twisted

kagome lattice. By an extension of their interpretation, they

suggested that the (√19×√19) superstructure of Ge on Pt(111) in

[8] is also a surface alloy composed of Ge3Pt tetramers. In

another study, Au(111) was chosen as a possible substrate for

the formation of germanene because alloy formation was

believed to be avoided using this substrate. Deposition of one

monolayer (ML) of Ge on Au(111) at ≈200 °C resulted in low

energy electron diffraction (LEED) data showing some super-

structure spots interpreted as diffraction from (√19×√19),

(√7×√7) and (5×5) germanene phases [10]. Only the (√7×√7)

periodicity was observed by STM, but the resolution was not

sufficient to identify an atomic structure directly from the

image. Qin et al. [11] presented results of bilayer germanene on

Cu(111) at room temperature. Scanning tunneling spectroscopy

showed a “V” shaped density of states, which was also ob-

served by Zhang et al. [12], who synthesized germanene on

MoS2 at room temperature. Al(111) was chosen as a substrate

to deposit germanene by Derivaz et al. [13] with the motivation

that it is a simple unreconstructed metal with surface density of

states dominated by s-electrons. A monolayer of Ge formed at a

“magic” temperature (in a range of 20 °C around 87 °C) was

interpreted as a germanene layer. Well-resolved STM images

showed a honeycomb arrangement of blobs corresponding to a

(3×3) periodicity with respect to Al(111). An optimized model

of (2×2) germanene on a (3×3) Al unit cell was presented. Two

Ge atoms were located on top of Al atoms 1.21–1.23 Å higher

than the other Ge atoms. Ge deposition at temperatures below

the “magic” range was reported to show disorder with a blurred

(1×1) LEED pattern, while higher temperatures were reported

to result in a sharp (1×1) LEED pattern.

The structure of Ge on Al(111) and the model suggested in [13]

were subjected to an investigation using total-reflection high-

energy positron diffraction (TRHEPD) by Fukaya et al. [14]. In

this study, 1 ML of Ge was deposited on Al(111) held at 350 K.

The evaporation rate was ≈0.018 ML/min. These parameters are

close to the ones in [13] and the formation of a (3×3) super-

structure was confirmed by reflection high energy diffraction

(RHEED). Interestingly, Fukaya et al. arrived at a different

conclusion about the model for the (3×3) superstructure. From

their TRHEPD data, they concluded that only one Ge atom per

unit cell is higher than the other ones. They proposed an expla-

nation to the discrepancy between the STM results in [13] and

their results by suggesting that the second Ge atom might be

displaced by the interaction with the STM tip (external electric

field applied during scanning).

In this paper, we present new data on the Ge/Al(111) system

which significantly broadens the view on germanene formation.

We show that it is possible to grow well-ordered monolayer Ge

at temperatures significantly higher than 87 °C. After deposi-

tion at a substrate temperature of ≈200 °C, sharp LEED patterns

were observed for two phases, i.e., a 3×3 phase and a new

√7×√7 superstructure. These phases, formed at higher tempera-

ture, deviate from the low temperature phases in the sense that

the STM images show hexagonal patterns in contrast to the

honeycomb pattern reported in [13]. Our experimental data in

combination with DFT calculations lead to a new model that

can explain the experimental observations in terms of buckled

germanene.

Results and Discussion
Figure 1a shows a LEED pattern, which clearly reveals the

coexistence of (3×3) and (√7×√7) periodicities. We find that

these two reconstructions coexist with different relative intensi-

ties depending on the Ge deposition rate. At a higher rate, e.g.,

≈0.55 ML/min the (√7×√7) spots appear clearly in the

LEED pattern. When Ge is deposited at a lower rate, e.g.,

≈0.37 ML/min, (3×3) spots dominate, see Figure 1b.

Considering the theoretical value for the germanene lattice

(3.92–4.06 Å) and the Al(111) surface lattice (2.864 Å) the

(2×2) germanene on (√7×√7) Al(111) has less mismatch than

on (3×3) Al(111). Furthermore, these two reconstructions have

different signs of the stress, so a coexistence could probably

reduce the surface energy.

Figure 2a is an atomically resolved STM image showing two

rotated domains of the (√7×√7) reconstruction with a measured

periodicity of ≈7.5 Å. The orientations of these two domains are

indicated by two blue lines, which are labeled ±19°, respective-

ly. The 0° orientation is indicated by the line in Figure 2b,
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Figure 1: (a) LEED pattern obtained at an electron energy of 55 eV from Al(111) with 0.6 ML of Ge deposited at a rate of 0.55 ML/min at a sample
temperature of around 200 °C. Diffraction spots corresponding to (3×3) and two domains of (√7×√7) periodicities are clearly observed. (b) LEED
pattern obtained at an electron energy of 50 eV from a sample deposited at a rate of 0.37 ML/min. The (3×3) spots are dominating while the (√7×√7)
spots are significantly weaker compared to (a). One (1×1) diffraction spot from Al(111) is indicated by a red arrow in (a) and (b). (c) Schematic LEED
pattern showing the combination of (3×3) and two domains of (√7×√7) reconstructions. Red circles, yellow spots and blue spots represent Al (1×1),
(3×3) and two domains of (√7×√7), respectively.

which is an atomically resolved STM image of the (3×3) recon-

struction with a measured periodicity of ≈8.5 Å. Both recon-

structions show a hexagonal structure instead of the honey-

comb structure of germanene prepared at low temperature

(≈87 °C) [13].

Figure 2: (a) Atomically resolved filled state STM image of a
≈19 × 19 nm2 area showing two rotated hexagonal structures with
√7×√7 periodicity. The angle difference between the two blue lines is
≈38° which corresponds to the ±19.1° orientations of the two √7×√7
domains with respect to Al(111). (b) Atomically resolved filled state
STM image of a ≈19 × 19 nm2 area showing a single hexagonal struc-
ture with (3×3) periodicity. Both images were obtained at room temper-
ature with a sample bias of −1.20 V and a tunneling current of 200 pA.

It is interesting to consider the structural results by Fukaya et al.

[14] obtained from the (3×3) reconstruction prepared in a way

similar to that in [13], i.e., at low sample temperature and a low

evaporation rate. The results from the TRHEPD technique

favored an interpretation of the structure as a germanene layer

with one Ge atom per (3×3) cell being higher than the other

ones and a corresponding model was presented. However, some

restrictions during the relaxation prevented their model from

being fully relaxed. Starting from their hexagonal model with

one Ge atom higher, we find that it relaxes to the honeycomb

structure of the model in [13].

We present a natural modification of the model proposed in [14]

that can explain the hexagonal appearance of the Ge layer on

Al(111). By making a lateral translation of the germanene layer,

one can locate two Ge atoms (Ge(4) and Ge(8) in Figure 3)

above threefold hollow sites of Al(111). Figure 3a and

Figure 3c show fully relaxed atomic models for (2×2)

germanene on (3×3)- and (√7×√7)-Al(111). Atom 4 is high

while atom 8 is close in height to the rest of the Ge atoms. The

height difference (∆z) between Ge(4) and the average level of

the other Ge atoms in the (3×3) and (√7×√7) models in Figure 3

is 2.13 and 1.96 Å, respectively, which is much larger than the

values (1.21–1.23 Å) in [13] and 0.94 Å in [14]. Figure 3b and

Figure 3d show simulated STM images for the (3×3) and

(√7×√7) models, respectively, which reproduce the hexagonal

structure of the STM images in Figure 2. The detailed informa-

tion of these two models is available in Supporting Information

File 1.

Stephan et al. [15] have presented electron spectroscopy data of

the Al 2p and Ge 3d core levels for the (3×3) phase. The Ge

layer was prepared at a temperature of about 87 °C and a low

evaporation rate (0.005 ML/min) as in [13]. Although no struc-

tural information was obtained from the sample used for the

core-level study, the authors assumed that the surface had the

honeycomb type of (3×3) structure reported in [13]. A Ge 3d

spectrum, obtained at a photon energy of 130 eV, was fitted by

four components of which one only corresponded to 1 or 2% of

the total intensity. The other three components were assigned to

three groups of atoms that could be defined from the model.

The assignment proposed in [15] implied that the 3d intensity

from the two upper Ge atoms was significantly higher than the

sum of the intensities from the six remaining Ge atoms. It was

suggested that photoelectron diffraction effects could explain

the obvious discrepancy between the number of atoms and the
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Figure 3: (a) Top and side views of the relaxed model of (2×2) germanene on (3×3) Al(111). The black cell represents a (3×3) reconstruction with
respect to the Al(111) surface. (b) Calculated STM image generated from the local density of filled states and simulated in a constant current mode at
a distance of ≈2 Å above Ge(4) for the model in (a). (c) Top and side views of the relaxed model of (2×2) germanene on (√7×√7) Al(111). The black
cell represents a (√7×√7) reconstruction with respect to the Al(111) surface. Note that the orientation of the Al(111) substrate is different in (a) and (c).
(d) Calculated STM image generated from the local density of filled states and simulated in a constant current mode at a distance of ≈2 Å above
Ge(4) for the model in (c). The hexagonal structure is consistent with the experimental results in Figure 2. The highest Ge atom is colored red and
labeled Ge(4), the lowest Ge atom is colored green and labeled Ge(8), the other Ge atoms are colored orange, Al atoms are colored light blue, except
for the first layer Al atoms which are colored grey. The Ge(4) atom gives rise to the hexagonal pattern observed by STM.

core level intensities. An alternative assignment of the 3d com-

ponents was suggested by Fukaya et al. [14]. It was proposed

that the two smaller components, one on each side of the

main component, should be assigned to the up and down Ge

atoms and that the major component corresponds to the six

remaining Ge atoms. Unfortunately, the intensities of the differ-

ent components are not given in [15], so a quantitative evalua-

tion is difficult.

In Figure 4, we present a Ge 3d core-level spectrum obtained

from a surface on which the (3×3) reconstruction was dominat-

ing, as verified by LEED patterns at different electron energies.

The spectrum was measured using a photon energy of 135 eV in

normal emission. A first attempt to analyze the Ge 3d spectrum

is based on grouping Ge atoms by their local environment. In

this way one can identify four groups of atoms in the (3×3)

model, i.e., Ge(1-3), Ge(4), Ge(5-7) and Ge(8). A calculation of

the charges was made using the Bader scheme within VASP.

The Ge(1-3) atoms gain 0.18–0.19 electron/atom, while Ge(4)

loses 0.15 electron. Ge(5-7) atoms gain 0.33–0.34 electron/atom

and Ge(8) gains 0.40 electron. Thus from the Bader charge, four

distinct groups of Ge atoms can be verified. A fit using four

spin-orbit split components is shown in Figure 4. The relative

intensities of components SC1-4 deviate from the expectation

that the relative intensities of the four components should be in

rough agreement with 1:3:3:1. The intensity of SC2 is quite

large while the intensity of SC3 is too small to match an ex-

pected intensity of the Ge(5-7) and Ge(1-3) atoms, respectively.

Since the LEED pattern showed weak (√7×√7) spots, one has to

Figure 4: Ge 3d core-level spectrum obtained at a photon energy of
135 eV in normal emission. The dots are the experimental data and
the fitting curve is the sum of the SC1 to SC4 components. The rela-
tive intensities of the four components are shown as a percentage of
the total area in the figure. Fitting parameters: Spin-orbit split:
0.545 eV, Branching ratio: 0.67 for SC1 and SC2, 0.63 for SC3 and
SC4. Gaussian widths: 177, 163, 183 and 174 meV, respectively,
Lorentzian width: 110 meV. The asymmetry parameter of the
Doniach–Šunjić line profile is 0.06. The energy shifts with respect to
SC2 are −167, +269 and +389 meV.

consider contributions to the Ge 3d spectrum from (√7×√7)

domains as well. Based on the Bader charges calculated for the

(√7×√7) model, see Supporting Information File 1, one can

expect contribution from (√7×√7) mainly to the intensity of

SC2 while no intensity is expected at the position of SC3, which

provides a plausible explanation to the difference in the SC2

and SC3 intensities. The above discussion of Ge 3d core level
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spectrum is of course tentative and a rigorous analysis can only

be done once truly single-phase samples can be achieved.

Conclusion
We have successfully grown monolayer Ge on Al(111) at a sub-

strate temperature of about 200 °C, which is much higher than

the “magic” temperature range mentioned in the literature. Our

LEED and STM results confirm a coexistence of two well-

ordered hexagonal structures with (3×3) and (√7×√7) periodici-

ties with respect to Al (1×1). Our DFT calculations show that

the Ge layer relaxes to a hexagonal structure when two Ge

atoms are positioned above threefold hollow sites on Al(111).

The experimental and theoretical findings are consistent with a

strongly buckled (2×2) germanene layer, which is stable in two

different orientations on Al(111). The structural model of the

germanene is further supported by simulated STM images. The

Ge 3d core-level spectrum can be fitted by four components that

are suggested by the calculation of charge.

Experimental and Theoretical Details
Samples were prepared in situ in two separate ultrahigh vacuum

(UHV) systems. One was equipped with LEED and STM (at

Linköping University) and the other with LEED and a 2D elec-

tron analyzer for photoelectron spectroscopy (at MAX-lab in

Lund). A clean Al(111) surface was prepared by repeated cycles

of sputtering by Ar+ ions (1 keV) and annealing at approxi-

mately 400 °C until a sharp (1×1) LEED pattern was obtained.

About 0.6 ML of Ge was deposited at different rates between

0.37 ML/min and 0.55 ML/min while the Al(111) substrate was

kept around 200 °C. The reason for depositing less than 1 ML

of Ge is to avoid multi-layer formation and the confusion it may

lead to. This type of preparation results in a sharp LEED

pattern, which is a combination of diffraction from (3×3) and

(√7×√7)R±19.1° reconstructions with respect to Al. STM

images were recorded at room temperature using an Omicron

variable temperature STM in the UHV system at Linköping

University. All STM images were measured in constant current

mode with a tunneling current of 200 pA. First-principles densi-

ty functional theory (DFT) calculations were used to investi-

gate the atomic structure of the Ge layer on the Al(111) surface.

The structure was modeled by a periodic slab which was built

with nine Al layers, one layer of Ge and 15 Å of vacuum

spacing. (2×2) germanene was put on top of Al(111)-(3×3) and

-(√7×√7)R19.1° supercells, respectively. The positions of all

atoms were fully relaxed using the functional of Perdew, Burke

and Ernzerhof (PBE) and the projector augmented wave (PAW)

method Vienna ab initio simulation package (VASP) code [16].

The energy cutoff of the plane-wave basis set was 465 eV, and

the k-point mesh was (4×4×1) for both cases. All atoms were

relaxed until the average force was within 0.01 eV/Å. Simu-

lated STM images were generated from local density of states

according to the Tersoff–Hamann approach [17]. The charge

transfer was calculated by the Bader scheme within VASP.

Supporting Information
Supporting Information File 1
Detailed information of the (3×3) and (√7×√7) models.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-195-S1.pdf]
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Abstract
We report a combined experimental and theoretical study of the growth of sub-monolayer amounts of silicon (Si) on molybdenum

disulfide (MoS2). At room temperature and low deposition rates we have found compelling evidence that the deposited Si atoms

intercalate between the MoS2 layers. Our evidence relies on several experimental observations: (1) Upon the deposition of Si on

pristine MoS2 the morphology of the surface transforms from a smooth surface to a hill-and-valley surface. The lattice constant of

the hill-and-valley structure amounts to 3.16 Å, which is exactly the lattice constant of pristine MoS2. (2) The transitions from hills

to valleys are not abrupt, as one would expect for epitaxial islands growing on-top of a substrate, but very gradual. (3) I(V) scan-

ning tunneling spectroscopy spectra recorded at the hills and valleys reveal no noteworthy differences. (4) Spatial maps of dI/dz

reveal that the surface exhibits a uniform work function and a lattice constant of 3.16 Å. (5) X-ray photo-electron spectroscopy

measurements reveal that sputtering of the MoS2/Si substrate does not lead to a decrease, but an increase of the relative Si signal.

Based on these experimental observations we have to conclude that deposited Si atoms do not reside on the MoS2 surface, but

rather intercalate between the MoS2 layers. Our conclusion that Si intercalates upon the deposition on MoS2 is at variance with the

interpretation by Chiappe et al. (Adv. Mater. 2014, 26, 2096–2101) that silicon forms a highly strained epitaxial layer on MoS2.

Finally, density functional theory calculations indicate that silicene clusters encapsulated by MoS2 are stable.

1952

Introduction
Since the discovery of graphene [1-4] interest has extended to

the search for other 2D materials with properties similar to

graphene. One appealing candidate is silicene, a graphene-like

2D allotrope of silicon. The first calculations of graphite-like

allotropes of silicon and germanium were performed by Takeda

and Shiraishi in 1994 [5]. These authors pointed out that two-

dimensional silicon and germanium are not planar but buckled,

i.e., the two sub-lattices of the honeycomb lattice are displaced

with respect to each other in a direction normal to the two-

dimensional sheet. In addition, the calculations of Takeda and

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:h.j.w.zandvliet@utwente.nl
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Shiraishi [5] also revealed that silicene and germanene are

semi-metals, like graphene. In 2007, Guzmán-Verri and Lew

Yan Voon [6] performed tight-binding calculations of two-

dimensional silicon. They pointed out that the graphite-like

silicon sheet has linearly dispersing energy bands near the K

points of the Brillouin zone, very comparable to graphene.

Inspired by this analogy they put forward the name silicene for

the two-dimensional silicon. Interestingly, the linear dispersing

energy bands at the K points, the so-called Dirac cones, are

robust against the buckling of the silicene lattice [5,7]. In 2009,

Cahangirov et al. [7] found that germanene also exhibits simi-

lar properties as graphene and silicene.

Similar to graphene, the electrons near the Fermi level in free-

standing silicene are predicted to behave as massless Dirac

fermions [6]. The broken sub-lattice symmetry of silicene

allows for the opening of a band gap in this material [8-12].

This band gap makes silicene a very appealing candidate for

field-effect-based devices. Another attractive property of

silicene is its spin–orbit coupling, which is substantially larger

than the spin–orbit coupling in graphene [13,14].

Silicene does not occur in nature and therefore it has to be syn-

thesized. Several studies have reported on the growth of a 2D

silicon layer on Ag(111) [15-17]. Unfortunately, due to the

strong coupling between Si ad-layer and Ag substrate, the inter-

esting Dirac properties of silicene are destroyed [18]. Although

a linear dispersion relation has been observed [17], it is argued

by others that this band is related to the Ag substrate rather than

to silicene [19] or to combined effects of silicene and the

Ag(111) substrate [20,21]. Growth of silicon was also demon-

strated on graphite, a van der Waals material, with the idea to

suppress the interaction with the substrate and as such to

preserve the Dirac properties [22]. Unfortunately, graphite is

metallic, which could also affect the electronic bands of silicene

in the vicinity of the Fermi level. Van der Waals materials with

a band gap do not suffer from this limitation. Molybdenum

disulfide (MoS2) is a member of the transition metal dichalco-

genide (TMD) family that belongs to the class of van der Waals

materials. Bulk MoS2 has a band gap of 1.29 eV, which in-

creases to 1.90 eV for a monolayer of MoS2 [23]. This means

that MoS2 has no states near the Fermi level and therefore

hybridization with the energy bands of silicene near the Fermi

level cannot occur. Recently, germanene, a 2D allotrope of

germanium [24-28], has already been successfully grown on

MoS2 [29]. Chiappe et al. [30] deposited Si on MoS2 and found

that Si forms an epitaxially strained layer on top of MoS2 with a

lattice constant identical to the MoS2 lattice constant, i.e.,

3.16 Å. A study confirming the two-dimensionality of deposited

Si on MoS2 has recently been carried out using variable-angle

X-ray photoelectron spectroscopy (XPS) [31]. It should be

pointed out here that this study showed that the S 2p3/2 peak in

MoS2 is at around 167.6 eV, which is considerably higher than

the pure core-level line of pure S. This high value might be an

indication of contamination with O [32] or Ni [33].

Here we revisit the growth of Si on MoS2. Our scanning tunnel-

ing microscopy (STM) observations are very similar to those re-

ported by Chiappe et al. [30]. However, we arrive at the conclu-

sion that Si intercalates between the MoS2 layers. In order to

verify our conclusion we have performed additional spectros-

copic measurements. These additional spectroscopic measure-

ments unambiguously reveal that sub-monolayer amounts of Si

deposited on MoS2 at room temperature do not reside on top of

MoS2, but intercalate between the MoS2 layers.

Experimental
The scanning tunneling microscopy and spectroscopy measure-

ments were performed with an Omicron STM-1 room-tempera-

ture scanning tunneling microscope in ultra-high vacuum

(UHV). The UHV system is composed of three separate cham-

bers: a load-lock chamber for a quick entry of new samples and

STM tips, a preparation chamber with facilities for sample

heating, ion bombardment and evaporation of silicon and an

STM chamber. The base pressures in the STM chamber and

the preparation chamber are below 3 × 10−11 mbar and

5 × 10−11 mbar, respectively. The MoS2 samples are purchased

from HQ graphene. Prior to inserting the samples into the lock-

load system they were cleaned by mechanical exfoliation.

Silicon was deposited on the MoS2 samples using a custom-

built Si evaporator, which consists of a small piece of a Si wafer

that can be heated resistively. The distance between substrate

and evaporator is about 10 cm. The silicon was deposited at a

rather low deposition rate of 0.8 nm·h−1. The silicon evaporator

was calibrated by depositing a sub-monolayer amount of Si on a

Ge(001) substrate. The Ge(001) surface was cleaned by

applying several cycles of Ar ion sputtering and annealing.

After deposition and mild annealing at a temperature of

450–500 K, the Ge(001) substrate was inserted into the STM

and subsequently the areal coverage of the epitaxial Si islands

was determined. I(V) curves are recorded at constant height at

450 ms per curve. Spatial maps of dI/dz are measured using a

lock-in amplifier. A small high frequency (ca. 1.9 kHz) sinu-

soidal signal is added to the z-piezo and the tunnel current is fed

into the lock-in amplifier. The output signal of the lock-in

amplifier, which is proportional to dI/dz, is measured simulta-

neously with the topography.

MoS2 samples used for the X-ray photoelectron spectroscopy

(XPS) experiments were purchased from nanoScience Instru-

ments. The MoS2 samples were exfoliated before Si deposition.

In a separate UHV chamber, Si was deposited on the MoS2
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Figure 1: (a) STM image of pristine MoS2 taken prior to the deposition of Si. The arrow indicates an intrinsic defect, which is often found on MoS2.
(b) High-resolution STM image of pristine MoS2. (c) Fast Fourier-transform of pristine MoS2 showing the hexagonal symmetry. (d) STM image taken
after the deposition of 0.2 monolayers of Si. The arrows indicate a hill (bright) and a valley (dark). (e) High-resolution STM image taken after the depo-
sition of 0.2 monolayers of Si. (f) Line scans taken along the lines indicated in panel (e). The sample bias is 1.2V and the tunnelling current is 0.5 nA.

sample via resistive heating of a small piece of a silicon wafer

and then the MoS2 sample was quickly transferred to the XPS

chamber. During this transfer the sample was exposed to

ambient conditions. The deposited amount of Si was

0.5 monolayers. The base pressure of both chambers is below

4 × 10−10 mbar. Both MoS2 and Si/MoS2 samples were

measured with a monochromatic Al Kα (1486.6 eV) X-ray

source with a pass energy of 89.5 eV and 35.75 eV for survey

and high-resolution scans, respectively. During the XPS mea-

surements, the pressure was kept at or below 1 × 10−9 mbar.

The angle between the X-ray source, which is aligned along the

surface normal, and spectrometer is 54.7°. All XPS core-level

spectra were analyzed using Augerscan software, which is

equipped with its own curve-fitting program. The core-level

peaks are fitted using a Gaussian–Lorentzian (GL) function to

include the instrumental response function along with the core-

level line shape. The secondary-electron background was

subtracted using a Shirley function [34]. The energy differ-

ences between the 3d and 2p spin–orbit couples were set to

3.13 eV and 1.18 eV, respectively. The ratios of the areas of the

doublet peaks were also fixed. During sputtering the pressure is

increased to 3 × 10−8 mbar by leaking in Ar gas while the pres-

sure around the filament in the differentially pumped argon gas

chamber increased to 1 × 10−4 mbar. The sample was sputtered

with a beam of Ar ions with 1 kV energy. The emission current

used was 25 mA, which resulted in an ion current of 0.33 μA.

The shape of the beam is circular with a diameter of approxi-

mately 2 mm.

First-principles calculations are based on the projector-

augmented wave (PAW) method [35,36] within DFT as imple-

mented in the Vienna ab initio simulation package (VASP) [37].

The exchange–correlation interactions are treated using the

generalized gradient approximation (GGA) within the

Perdew–Burke–Ernzerhof (PBE) formulation [38]. The plane

waves are expanded with an energy cut of 400 eV. Since the

semi-local functionals, such as GGA, fail to describe weakly

interacting systems, we also take into account the van der Waals

interaction [39,40]. Brillouin-zone integrations for structure re-

laxations are approximated by using the special k-point

sampling of the Monkhorst–Pack scheme with a Γ-centered

3 × 3 × 1 grid [41]. In order to minimize the periodic interac-

tions along the z-direction (the direction perpendicular to the

plane of the hetero-trilayer) the vacuum space between the

layers has a width of at least 15 Å.

Results and Discussion
In Figure 1, STM images of pristine MoS2 and MoS2 after the

deposition of ca. 0.2 monolayers of Si at room temperature are

shown. The pristine MoS2 surface appears very smooth. Usually

only the top sulfur layer is resolved, resulting in a lattice with

hexagonal symmetry and a lattice constant of 3.16 Å (see
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Figure 3: (a) STM image of a MoS2 surface after the deposition of 0.2 monolayers of Si. (b) Spatial map of dI/dz. In both images the atomic structure
is resolved. (c) Line- scan taken along the dotted line depicted in panel (a). Sample bias is 1.2 V and tunnel current is 0.5 nA.

Figure 1b,c). The pristine MoS2 contains some intrinsic defects,

which are visible as dark depressions as indicated by the arrow

in Figure 1a. These defects are most probably caused by vacan-

cies or interstitials and have been found to exhibit a metal-like

behavior [42,43]. Upon the deposition of 0.2 monolayers of Si,

the surface morphology converts to a hill-and-valley structure

as shown in Figure 1d. The arrows indicate a bright hill and a

dark valley. Upon further deposition of silicon, the surface

becomes rougher and more difficult to scan as shown in Figure

S1 in Supporting Information File 1. When even more silicon is

deposited, silicon clusters on top of MoS2 become visible. A

close-up image of the transition of a hill to a valley is repre-

sented in Figure 1e. The line profiles indicated in the figure cor-

respond to the cross sections shown in Figure 1f. The typical

height variation of a transition is found to be of several

angstroms. We found a similar height variation using density

functional theory (DFT) calculations of the intercalation of a

single silicon layer in between two MoS2 layers. These calcula-

tions are discussed after the presentation of the experimental

results. It is immediately obvious from Figure 1f that the transi-

tion from a hill to a valley is very gradual. Interestingly, the

lattice constant of the hill-and-valley structure is identical to the

lattice constant of pristine MoS2, i.e. 3.16 Å. Both observations

are similar to the observations reported by Chiappe et al. [30]

who deposited 0.8 monolayers of silicon on MoS2 (obtained

from SPI) at 200 °C. Based on these observations Chiappe et al.

[30] concluded that Si grows epitaxially on MoS2 with a lattice

constant that is identical to MoS2. This implies that the Si layer

is highly strained, indicative of a rather strong interaction be-

tween MoS2 and Si. This seems unlikely, bearing in mind that

MoS2 is a van der Waals material. We tentatively put forward

another interpretation, namely that Si intercalates between the

MoS2 layers. The gradual transition from a hill to a valley as

well as the observation of the MoS2 lattice constant after Si

deposition nicely fits into this picture.

In order to verify our interpretation we have performed addi-

tional scanning tunneling spectroscopy (STS) measurements.

I(V) scanning tunneling spectra were recorded at the hills and

valleys as indicated by the arrows in Figure 1d. Average spec-

troscopy curves of a hill and of a valley, which in total are

comprised of 3500 spectra, are displayed in Figure 2. The I(V)

spectra are almost identical to each other. The small difference

between both curves might be a residual effect of Si residing

underneath the MoS2 layer. If the top layer were a silicon

cluster the I(V) spectra would differ significantly as is shown in

Figure S2 in Supporting Information File 1.

Figure 2: STS recorded at the hills (black curve) and at the valleys
(red curve). Set points sample bias 1.2 V and tunnel current 0.5 nA.

In order to remove the large-scale height variation from the to-

pography scan, we simultaneously recorded a spatial map of

dI/dz (Figure 3). The dI/dz signal only depends on the effective

work function, also referred to as the apparent barrier height,

and not on any large-scale height variations [44,45]. It should
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Figure 4: Core-level spectra of (a) Mo and (b) S before depositing Si. The spectra are fitted with two GL function peaks. In (a), 1 and 2 represent the
Mo 3d5/2 and 3d3/2 peaks, respectively. In (b), 1 and 2 represent the S 2p3/2 and 2p1/2 peaks, respectively. In both figures, the resultant fitted spectra
are represented by an orange line.

be pointed out here that spatial maps of dI/dz often exhibit a

resolution that is similar to normal topographic STM images

without, of course, the large-scale height variations [44].

The results shown in Figure 3 make clear two points. First,

since height information is not present in a dI/dz map we have

to conclude that the surface is smooth and continuous. Second,

dI/dz provides information on the apparent barrier height, which

is a material property. No contrast is visible and therefore we

have to conclude that we are dealing with the same material,

i.e., MoS2. Both these points provide compelling evidence that

the deposited Si intercalates between the MoS2 layers. For a

comparable system, namely Si on WSe2, we recently arrived at

a similar conclusion [45].

XPS measurements have been performed to obtain insight of

the chemical composition of the top layers. Before depositing

Si, XPS measurements were carried out on pristine MoS2 in

order to find the exact positions of the Mo 3d5/2 and S 2p3/2

core-level peaks. (Figure 4a and Figure 4b, respectively). The

Mo 3d5/2 and S 2p3/2 peaks were measured at 230.25 eV and

163.09 eV, respectively. The location of these peaks is in good

agreement with [46,47].

The core-level spectra of Si, Mo and S after the deposition of

0.5 monolayers of Si on MoS2 are shown in Figure 5a,

Figure 5b and Figure 5c, respectively. A higher coverage than

in the case of STM is used in order to yield a stronger signal in

the XPS measurements. STM topography images with a higher

coverage can be found in Figure S1 in Supporting Information

File 1. The XPS data show two peaks associated with Si. The

smaller peak, located at 98.13 eV, can be attributed to pristine

Si. The other peak, measured at 103 eV, can be attributed to

oxidized silicon [48]. The oxidation of Si occurs during the

transfer of the sample from the growth chamber to the XPS

chamber. During this transfer the sample was exposed to

ambient conditions. A more detailed analysis reveals that only

5% of the Si is pristine, whereas the rest is oxidized. Upon sput-

tering of the MoS2/Si sample with an Ar ion beam with 1 kV

energy, we observe that the relative Si signal increases while

the relative S signal decreases as can be seen in Figure S3 in

Supporting Information File 1. This observation indicates that

Si has intercalated between the MoS2 layers. In addition, we

also conclude that the intercalated Si can be oxidized.

It is well known that numerous elements have a strong tenden-

cy to intercalate between MoS2 layers [49,50]. As for the inter-

calation mechanism of silicon in between MoS2 layers, we can

only speculate. A plethora of studies on the intercalation of dif-

ferent chemical species in TMDs have been reported from ele-

ments as small as lithium [51], sodium [52-54] and carbon [55]

to elements as large as cesium [56,57] and gold [58]. Other

studies report on the intercalation of silicon and other elements

under graphene layers synthesized on metal substrates [59-61].

The driving force for intercalation is charge transfer between

the intercalated atoms and the layered material [62,63] or

thermodynamic stabilization [61,62]. The mechanism of inter-

calation was found to occur through cracks and wrinkles in the

layers [60] and via edges [51]. Because the diffusion barrier of

adsorbed silicon atoms on top of MoS2 is assumed to be very

low and the experiments are performed at room temperature, it

is expected that silicon adatoms can easily diffuse over the sur-

face to reach these cracks, wrinkles and step edges.
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Figure 5: Core-level spectra of (a) Si, (b) Mo and (c) S after depositing Si. The peak-fitting procedure is the same as in Figure 4. In panel (a) a small
peak at around 98.1 eV was needed to fit the tail of the peak at the lower-energy side. Orange lines represent the resultant fitted spectra.

In order to study the effect of the oxidation of intercalated

silicon in more detail we measured the exact positions of the

Mo 3d5/2 and S 2p3/2 peaks. Both peaks shift to a lower binding

energy by about 0.45 eV. This shift cannot be interpreted as a

simple chemical shift due to a chemical reaction of the involved

elements, i.e., Mo/S/Si and O [64]. In addition, after the deposi-

tion of Si no significant changes in the FWHM of the peaks of

Mo (0.97 before, 1.13 after) as well as of S (1.09 before, 1.21

after) were observed, indicating that no chemical reaction be-

tween MoS2 and silicon oxide has occurred. It is very likely that

the observed shift is attributed to a change in the position of the

Fermi level.

It has been shown that the deposition of MoS2 on a SiO2 sub-

strate with interface impurities leads to a charge transfer from

the MoS2 surface to the defect states and, thus, to the formation

of surface dipoles [65]. These dipoles shift the Fermi level of

MoS2 closer to the valence band maximum (p-type). The shift

of the Fermi level also leads to a shift in the binding energy of

the Mo and S peaks to lower binding energies.

Next, we will discuss the results of our density functional

theory calculations regarding the intercalated Si. To be

consistent with experimental results we have fixed the lattice

constant of MoS2 to 3.16 Å. We first calculated the structural

and electronic properties of hetero-trilayers composed of a

silicene layer intercalated between two MoS2 monolayers

(MoS2–silicene–MoS2). Due to the large lattice mismatch, we

have considered a commensurable supercell, in which we have
Figure 6: Top and side views of silicene intercalated in bilayer MoS2.

placed a 5 × 5 silicene cell and a 6 × 6 MoS2 cell on top of each

other. For this configuration the lattice mismatch of the

MoS2–silicene–MoS2 trilayer becomes less than 1%. Figure 6

shows the optimized structure of the MoS2–silicene–MoS2

hetero-trilayer. The calculated interlayer distance in a pristine
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Figure 7: Initial (left) and equilibrium (right) structure of (a) a free standing and (b) an intercalated silicon cluster (Si37).

MoS2 bilayer is found to be 3.00 Å. Insertion of a silicene

monolayer enlarges the interlayer separation between MoS2

layers from 3 Å to 6.52 Å, corresponding to an increase of the

interlayer separation of 3.52 Å.

In order to study the possible formation of silicene between the

MoS2 monolayers, we consider a buckled 2D silicon cluster

(Si37) consisting of six-membered silicon rings. We used a

7 × 7 super-cell structure for the MoS2 bilayer. Initial and equi-

librium geometries for both a free-standing as well as the inter-

calated silicon cluster inserted between the MoS2 layers are

shown in Figure 7. We found that a free-standing 2D buckled

silicon cluster is, in contrast to an infinite silicene layer, not

even metastable in vacuum and spontaneously transforms into a

strongly buckled 3D assembly as seen in Figure 7a. The interca-

lated silicon cluster in Figure 7b also undergoes a remarkable

structural reconstruction. The optimized structure of a silicon

cluster encapsulated between two MoS2 layers is totally differ-

ent from the free-standing optimized silicon cluster in vacuum.

This is noticeable in that the shape of the hexagons is not

uniform as is the case for silicene. Especially at the edges, due

to the presence of the Si dangling bonds, the hexagons are seri-

ously distorted. However, intercalation between MoS2 layers

preserves the 2D buckled structure of the silicon cluster during

the structure relaxation. Thus, we suggest that the intercalation

of silicon atoms between MoS2 layers may promote the forma-

tion of silicene, which interacts only weakly with the environ-

ment via van der Waals forces. We found that both top and

bottom MoS2 layers develop bumps due to the interaction with

the silicon cluster. The average interlayer MoS2 distance varies

within the range of 5.5–6.2 Å, which corresponds to an increase

in interlayer separation of 2.5-3.2 Å. This agrees well with the

measured height variation.

Conclusion
In this work we revisited the growth of Si on MoS2. STM to-

pography data reveals that Si does not grow on top of the MoS2

substrate, but rather intercalates in between the MoS2 layers. It
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is known that layered materials such as MoS2 have a tendency

to host intercalants. In this work we provide additional evi-

dence for silicon intercalation by using STS and XPS. Since

silicon intercalates it is interesting to scrutinize if there are pos-

sibilities to grow a 2D layer in between two layers of MoS2.

Our density functional theory calculations show that 2D silicon

clusters intercalated between MoS2 layers are stable.

Supporting Information
Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-196-S1.pdf]
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Abstract
Scanning tunneling microscopy (STM), Auger electron spectroscopy (AES) and low energy electron diffraction have been used to

follow the growth of Si films on Ag(111) at various temperatures. Using a simple growth model, we have simulated the distribu-

tion of film thickness as a function of coverage during evaporation, for the different temperatures. In the temperature regime where

multilayer silicene has been claimed to form (470–500 K), a good agreement is found with AES intensity variations and STM mea-

surements within a Ag surfactant mediated growth, whereas a model with multilayer silicene growth fails to reproduce the AES

measurements.

48

Introduction
Since their discovery in 2012 [1], silicene layers have been

attracting a great interest, due to the expectation of electronic

properties similar to the ones of graphene, based on theoretical

studies [2]. Because of their easy synthesis, Si/Ag(111) mono-

layers have been intensively studied [3-6]. It has been shown

that several monolayer structures can be formed, depending on

the substrate temperature [7]. All of them probably correspond

to a buckled honeycomb structure for Si atoms. For example, a

buckling of 0.77 Å has been precisely measured for the (4 × 4)

structure [8-10]. Silicene growth has also been reported on other

substrates, such as Ir [11], ZrB2 [12], or MoS2 [13], although

the precise crystallographic structure of these layers has not

been elucidated yet.

In spite of its atomic structure close to the one of free standing

silicene, silicene/Ag(111) displays different electronic proper-

ties [14,15]. This is due to a strong electronic coupling between

the substrate and the silicene layer. Thus, the features in the

angle resolved photoemission spectrometry (ARPES) [1],

initially attributed to Dirac cones near the Fermi level, have

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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been shown to be related to a modification of the silver band

structure induced by the silicene reconstruction [14,16-19]. This

strong coupling also gives rise to Si–Ag atomic exchange

during the deposition of Si on the Ag(111) surface [6,20-22].

In order to avoid such strong coupling, attempts have been

made to grow silicene multilayers, or "silicite" thin films, with

an atomic structure similar to the one of graphite, by evapo-

rating larger amount of Si. On Ag(111), deposition on a sub-

strate held at 470–500 K results in the formation of successive

Si layers [23-26], with an interlayer spacing of ≈3Å. Such

layers display an electronic band structure, measured by

ARPES, that has been interpreted as a Dirac cone located

0.25 eV below the Fermi level [27]. These layers present a

metallic behavior, with an electric conductivity one order of

magnitude lower than the one measured for multilayer graphene

[26]. Their structure slightly differs from the one of diamond,

with an interlayer spacing 1% smaller than the one found be-

tween two consecutive hexagonal buckled planes in diamond-

like bulk silicon, and a Raman peak also 1% shifted from the

position expected for bulk Si. They have been firstly described

as a new Si allotrope, made by successive stacking of silicene

layers [23-26].

However, as the surface termination presents a (√3 × √3)R30°

reconstruction relative to the silicene unit cell, which is very

similar to the honeycomb-chained triangle (HCT) reconstruc-

tion observed on a Ag/Si(111) surface, it has been hypothe-

sized that the observed films could result from the growth of

diamond-like Si with Ag acting as a surfactant [28]. Such

conclusions were also supported by low energy electron diffrac-

tion (LEED) [29,30], ARPES [31] and grazing incidence X-ray

diffraction [32]. The diamond-like structure of the film has been

confirmed by scanning tunneling microscopy (STM) [33] and

optical measurements [34]. The Ag termination of the surface

has been also demonstrated by Auger electron spectroscopy

(AES) [34], metastable atom electron spectroscopy [35] and

deuterium exposure of the film [36], whereas opposite conclu-

sions were obtained from STM observations after applying a

bias pulse at low temperature [33].

Very recently, the existence of two different growth modes

on Ag(111), depending on the substrate temperature, has

been proposed [37,38]. At low temperature (T = 470 K), multi-

layer silicene would form, without Ag at the surface, whereas

diamond-like growth would occur at high temperature

(T = 570 K), with Ag acting as a surfactant. Thus, open ques-

tions remain on the nature of the films formed as a function of

the growth temperature and on the growth mechanisms. In this

paper, we have used STM, AES and LEED to follow the growth

of Si films at various temperatures. Using a simple growth

model, we have simulated the distribution of film thickness as a

function of coverage during evaporation, for the different tem-

peratures. In the temperature regime where multilayer silicene

has been claimed to form (470–500 K), a good agreement is

found with AES intensity variations and STM measurements

within a Ag surfactant mediated growth, whereas a model with

multilayer silicene growth fails to reproduce the AES measure-

ments.

Results and Discussion
Auger spectra taken before and after Si evaporation at the dif-

ferent temperatures are shown in Figure 1a–c. We have fol-

lowed the peak-to-peak intensities of the Ag MNN and Si LVV

transitions at 355 eV and 92 eV respectively, during growth at

different substrate temperatures (T = 200 K, 473 K and 505 K).

In the following, all intensities have been normalized to the Ag

intensity measured for the clean surface prior evaporation. The

evolution of the normalized Auger intensities IAg and ISi is

shown in Figure 1d and 1e as a function of Si coverage. For

high temperature measurements, the coverage θ has been cali-

brated from the breaks observed in the evolution of ISi that were

attributed to the completion of a silicene monolayer. Here, one

monolayer (ML) is referred to the honeycomb silicene plane,

whose density is 15.7 atom·nm−2. This also corresponds to the

atomic density of a Si(111) double plane in bulk silicon. For

deposition at 200 K, the coverage has been calibrated to obtain

the same value of dISi/dθ(0) as the one measured at 473 K and

505 K.

For growth at 200 K, IAg decays exponentially to zero which

indicates that the Si film completely covers the substrate

(Figure 1d). The Si normalized intensity converges to

 = 0.60 ± 0.04 (Figure 1e), thus corresponding to the value

for a clean Si surface. Note that this value slightly differs from

the one measured in [34], probably due to the different geome-

try used (the incidence of the electron beam with the sample

normal is 30° here instead of 45° in [34]). After growth at

200 K, the LEED diagram showed only a diffuse background,

which indicates that the film is amorphous. On the contrary, for

growth at higher temperature, IAg does not decay to zero

(Figure 1d), but to a value  = 0.185 ± 0.02 for T = 473 K

and  = 0.25 ± 0.04 for T = 505 K. Moreover, ISi saturates at

a value lower than 0.6, namely  = 0.40 ± 0.04 for both tem-

peratures. These two observations demonstrate that the surface

is not a thick continuous pure Si layer.

Figure 1f and Figure 1g show the LEED diagrams measured at

room temperature after 12 ML deposition at 473 K and 505 K.

They both display the spots of the Si (√3 × √3)R30° reconstruc-

tion, associated with a single epitaxial relationship for

T = 473 K, corresponding to  and with a
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Figure 1: a) Full Auger spectra for the bare Ag surface (black line), after 22 ML Si evaporation at 200 K (blue line), and after 9 ML Si evaporation at
473 K (green line) - the spectra are shifted for clarity. b,c) Si LVV (b) and Ag MNN (c) signals after 12 ML Si evaporation at 200 K (blue line), 473 K
(green line) and 505 K (red line). d,e) Evolution of the Ag (d) and Si (e) Auger intensities as a function of the Si coverage, for growth at 200 K (blue
dashed line), 473 K (green continuous line) and 505 K (red dotted line). f,g) LEED diagrams obtained after 12 ML Si evaporation at 473 K (f) or
505 K (g), for E = 70 eV. The yellow lozenge is the surface unit cell of Ag(111), the purple and orange lozenges are the surface unit cells for the
(√3 × √3)R30° reconstruction of Si(111).

minority epitaxial relationship for T = 505 K, corresponding to

.

For growth at T = 473 K, the substrate spots are practically no

more visible, and the LEED intensity from these spots is around

three order of magnitude less than the value measured on the

bare surface. Thus, the measured Ag Auger intensity, which is

equal to 20% of its initial value, cannot be due to part of the

surface covered by very thin Si layers. Note that these results

are completely at variance from those obtained by LEED and

AES by De Padova et al. [37]: after evaporation of 10 ML Si at

473 K, they have observed that the ratio of the Si and Ag Auger

intensities was very small, namely IAg/ISi = 0.09, instead of

IAg/ISi = 1.16 for the silicene monolayer. On the contrary, the
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most intense spots on their LEED diagram were the substrate

spots. From that, they concluded to an imperfect wetting of the

10 ML film.

Coming back to the present results, our LEED diagram ob-

tained after growth at T = 505 K shows results quite different

from the 473 K ones. Substrate spots are clearly seen after

deposition of 12 ML. The high intensity of the substrate spots

shows that the film does not cover the whole surface homoge-

neously. As a consequence, the substrate must also significant-

ly contribute to the AES signal measured at the end of growth,

which is indeed larger than its value for 473 K (Figure 1d).

In Figure 2 are presented STM images of the surface after Si

growth at different temperatures. Figure 2a shows the surface

after evaporation of 1 ML Si at 200 K. In Figure 2b is shown

the corresponding distribution of apparent height. Even if, for

this low deposition temperature, the film is amorphous, the dis-

tribution shows a clear peak at 0.20 nm characteristic of the

apparent height of a first Si layer, and a shoulder at 0.40 nm

characteristic of a second Si level. The peak at zero corre-

sponds to the Ag surface. For this evaporated quantity, the sur-

face is not fully covered with Si, since nearly one quarter of the

surface remains free. This indicates that the second layer starts

to grow before completion of the first one, corresponding to a

rough growth mode of the amorphous film.

For growth at 506 K, a similar behaviour is observed, but after

completion of the monolayer: above 1 ML, thicker islands

grow, with a (√3 × √3)R30° reconstruction, in a rough growth

mode, as shown in Figure 2c for 2.2 ML. In Figure 2e is

presented, for the same area, the apparent height of the surface

modulo the Ag step height hAg. For clarity, if one applies this

algorithm to the bare Ag surface, all terraces appear at the same

z level. For the Si/Ag film, islands with same thickness appear

at the same z value in the [0, hAg[ interval. This allows to

display, with a same color, Si islands of same thickness, inde-

pendently of the initial Ag terrace where they have grown. In

Figure 2e, brown regions correspond to Si islands. The large flat

orange domains correspond to the silicene monolayer. For such

coverage (2.2 ML), the monolayer covers 45% of the surface. In

Figure 2g is shown the surface after evaporation of ≈3 ML at

540 K. In that case, in addition to large flat islands, very thick

islands also form. For example, the apparent height of the island

shown in Figure 2g is 11 nm. Note that the silicene monolayer

has not dewetted for this growth temperature and that a large

part of the surface is covered by this layer.

In order to discriminate between the different growth models,

and to determine if the differences observed between Si growth

in the 470–540 K temperature range result from two different

Figure 2: STM images of the Ag(111) surface after evaporation of
1 ML Si at 200 K (a), 2.2 ML Si at 506 K (c,e), ≈3 ML Si at 540 K (g).
e) shows the apparent height of the surface modulo the Ag step height.
Size of the images 170 × 170 nm2. b) and f) Distribution of heights
extracted from the large terrace in image (a) and from image (e) re-
spectively. d) Detailed view (8.4 × 8.4 nm2) of the Si film with
(√3 × √3)R30° reconstruction, for growth at 506 K. h) Height profile
along the line shown in (g).

growth modes, we have computed the evolution of the distribu-

tion of film thickness during evaporation, in the frame of a

Monte Carlo simulation, and compared the results to the AES

data. In the model chosen, the film is constituted by different

terraces of various heights hi = i × d0 where d0 is the Si inter-

layer spacing. For the Npt experimental points corresponding to

the various coverages, the distribution of the terrace heights is

used to calculate the Auger intensity. This is done by assuming
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Table 1: Effective attenuation lengths fitted from the Auger signals,
and comparison with calculated IMFP [40].

fitted values (nm) IMFP (nm)

0.32 0.51

0.72 0.71

0.52 0.48

0.76 1.14

either a surface termination for the silicon film similar to the

Ag-induced (√3 × √3)R30° Si(111) reconstruction, or a pure Si

termination. The Auger intensities have been computed using

effective attenuation lengths [39] (EAL) for electrons, that have

been fitted to obtain the best agreement with the experiments,

and are obviously kept fixed for all experiments. The normal-

ized Auger intensities for Ag and Si are given by the following

equations in the framework of no Ag surfactant layer:

whereas in the framework of a surfactant Ag layer, they are

given by:

Where e0 = 0.13 nm is the equivalent thickness of the surfac-

tant Ag layer, f(h) is the fraction of the surface covered by a Si

layer of thickness h, and  The values of the

EAL for 355 eV and 92 eV electrons through a Si layer,

 and  have been set to obtain the best agreement

with Auger data in the linear submonolayer regime. In the

model of surfactant Ag, the attenuation lengths through Ag

layers have been set to obtain the best agreement for the values

of  and  Note that they do not play any

role in the case of Ag-free growth. All EAL values are given in

Table 1. They are in a relative good agreement with computed

values of inelastic mean free path (IMFP) [40], taking into

account the fact that the attenuation length should be less than

the IMFP due to a collection angle less than 90° for the

escaping electrons, and the large uncertainty related to the com-

putation of the IMFP [40].

The comparison between simulated (Ith) and experimental (Iexp)

intensities provides the value of

associated with the model of the simulation, Npar being the

number of free parameters. This process is used to adjust the pa-

rameters of the model until a minimum of χ2 is reached.

At each step of the simulation, an evaporated Si atom arrives on

a terrace of height hi with a probability proportional to the frac-

tion of the surface covered by the terraces of such height f(i),

giving rise to a variation δθ of the coverage. This atom has then

the probabilities pn(i), pd(i), pu(i) to either nucleate on this

terrace, diffuse to a lower terrace or to an upper terrace. For

simplicity, we assume that these probabilities are proportional

to the fraction of the surface covered with terraces of height hi,

hi−1 and hi+1 respectively, with proportion factors equal to αn(i),

αd(i), αu(i). They are thus given by:

The atom stops diffusing when it nucleates. In the frame of

multilayer silicene growth, above the monolayer, nucleation

gives rise to the growth of successive terraces. In the frame of

silicon growth mediated by surfactant Ag atoms, the nucleation

above the Si monolayer is treated differently, as it gives rise to

the formation of thick Si islands with an additional layer corre-

sponding to the Ag–Si HCT reconstruction on top of the island.

In that case, nucleation of an atom on the monolayer results in

the growth of an island of height hmin, covering a fraction δθ of

the surface, by conversion of a fraction δθ(hmin + 0.5) of the

monolayer into a thick island, and pu(0) becomes the probabili-

ty for an atom on the substrate to jump on. Note that we have

taken into account the fact that the HCT reconstruction corre-

sponds to an additional Si amount of 0.5 ML. Note also that

multilayer silicene growth would correspond to hmin = 2, with-

out HCT layer. With no loss of generality, we have set αn(i) = 1.

The free parameters of the model are thus the values of αd(i),

αu(i), hmin. For each temperature, αd(i) and αu(i) have been



Beilstein J. Nanotechnol. 2018, 9, 48–56.

53

chosen constant, except for the diffusion between the substrate

and the silicene layer, and between the silicene layer and the

thicker islands in the framework of Ag-surfactant growth.

All kind of growth modes can be simulated using these

parameters. For example, setting αu(i) = 0 and αd(i) >> 1 leads

to a classical 2D or Frank–van der Merwe growth mode.

Setting αd(i) = 0 and αu(i) >> 1 leads to a classical 3D or

Volmer–Weber growth. Stranski–Krastanov growth is obtained

with αu(i < ic) = 0, αd(i ≤ ic) >> 1, αu(i ≥ ic) >> 1 and

αd(i > ic) = 0, where ic is the critical thickness above which 3D

islands form.

Figure 3 presents the comparison of the experimental and simu-

lated AES intensities for the three temperatures studied. The

corresponding parameters of the simulation are given in

Table 2.

For T = 200 K, (Figure 3a) a good agreement is found with a

model of random growth, with no surfactant Ag, with a medi-

um probability for an incoming atom to diffuse from the first Si

layer to the substrate (αd(i) = 1), the other values of αd(i) and

αu(i) being small. The distribution of island height after 12 ML

Si evaporation at 200 K is shown in Figure 3f and is very close

to the one derived from the binomial distribution, i.e., if the αd

and αu coefficients are set to zero, with variance equal to 14.4

instead of 12. For such temperature, the notion of layer for the

amorphous film is no more adequate, excepted for the very first

layers. We have checked that the level of discretization used in

the simulation did not change the final results.

A good agreement is also obtained between AES experimental

and simulated intensity evolutions for T = 473 K and T = 505 K,

if one assumes that Ag acts as a surfactant for the growth of

Si/Ag(111) (Figure 3b and Figure 3d). The fits have been ob-

tained with different probabilities for the growth parameters,

which obviously depend on the temperature. Note that the αd(1)

coefficient is set to an arbitrary high value to ensure the contin-

uous wetting of the substrate by the silicene layer.

For T = 473 K, a good fit is obtained if one now assumes a

conversion of monolayer to Si islands having a height of

2 layers and covered with Si and Ag atoms forming the

(√3 × √3)R30° reconstruction. There is a small probability to

diffuse towards the lower terraces (αd(i > 2) = 0.23), whereas

the probability to diffuse towards the upper terraces is zero.

This results in a narrow distribution of film thickness, as shown

in Figure 3g, where the variance of the distribution is equal to

7.7. The simulation also predicts that, at the end of the growth,

the surface is fully covered by Si islands of thickness larger

than 5 layers. This explains why the intensity of the LEED

Figure 3: a–e: Evolution of the Ag (black crosses and black line) and
Si (red lozenges and red lines) Auger intensities as a function of the Si
coverage. Comparison between experiments (symbols) and best fits
(lines) for growth at 200 K (a), 473 K (b,c) and 505 K (d,e). Fits for a),
c) and e) are performed without surfactant Ag atoms, whereas fits for
b) and d) are performed in the framework of a surfactant Ag layer. In
f–j are drawn the corresponding histograms of the island heights at the
end of the simulation.
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Table 2: Parameters of the Monte Carlo simulation corresponding to the fit of the AES data shown in Figure 3a–e.

200 K (a) 473 K (b) 473 K (c) 505 K (d) 505 K (e)

surfactant Ag No Yes No Yes No
αu (0) 0 0 0 0 0
αu (1)

0.2
0.13 500 1 20

αu(i > 1) 0 10 12 23
αd(1) 1 1000 1000 1000 1000
αd(hmin)

0.05
0.23

1
5

0
αd(i > hmin) 0.23 0.5
hmin 2 2 2 8 2

(1 × 1) spots of the substrate is very weak (Figure 1f). For this

temperature, the simulation corresponds thus to an imperfect

layer by layer growth mode [41] for which, after the comple-

tion of the silicene layer, the n + 1 layer starts to grow before

completion of the n layer.

For T = 505 K, the best fit is obtained by conversion of the

monolayer to similar islands having a height of 8 ML. At this

temperature, there is a high probability, for the atoms in the

islands, to diffuse towards the higher terraces (αu(i > 1) = 12),

which results in the growth of thick islands, with a very wide

distribution of film thickness (see Figure 3i). The simulation

also predicts that, at the end of the growth, 13% of the surface

remains covered by the silicene monolayer, which explains why

the (1 × 1) spots of the substrate remains visible in Figure 1g.

On the contrary, no good fit can be obtained in the frame of a

multilayer silicene growth. The best fits obtained in such frame-

work are shown in Figure 3c for T = 473 K and in Figure 3e for

T = 505 K. As it is clear from the poor agreement, this model

fails to reproduce the behaviour observed for the Auger intensi-

ties above 1 ML. For both temperatures, the increase of the Si

intensity is too small. For T = 473 K, the predicted decay of the

Ag intensity is too slow whereas for T = 505 K, the complex be-

haviour of the signal cannot be reproduced. Both fits corre-

spond to the formation of thick 3D islands above the mono-

layer as can be observed from the distributions shown in

Figure 3h and Figure 3j.

It is also interesting to compare the simulation results with the

LEED and STM observations. Figure 4a presents the compari-

son of the distribution of film thickness for 1 ML deposition at

200 K obtained by the Monte Carlo fit in comparison with the

STM data obtained from the analysis of the STM image shown

in Figure 2a. A very good agreement is found between the ex-

perimental and simulated distributions.

In Figure 4b is drawn the evolution of the surface area covered

by the silicene layer as a function of Si coverage, for growth at

Figure 4: a) Histogram of the island heights for growth of 1 ML at
200 K. Comparison between the results of the growth simulation (grey)
and the experimental values measured on the STM image shown in
Figure 2a (black). b) Evolution of the surface fraction covered by the
monolayer. Black dots: STM measurements during growth at 506 K.
Green and red lines: results of growth simulations fitted on AES data at
T = 473 K and T = 505 K respectively, in the framework of surfactant
Ag (continuous lines) or not (dotted lines).

473 K and 505 K. For both temperatures, in a model of surfac-

tant Ag (continuous lines), it first increases linearly up to 1 ML,

and then decays with a decay length of 1.6 ML for T = 473 K

and 7.8 ML for T = 505 K. A very good agreement is obtained

between STM results for growth at 506 K, and growth simula-

tions fitted on AES data at 473 K, in the framework of

surfacting Ag atoms. On the contrary the simulations per-

formed for AES data at 505 K indicate that a larger fraction of

the surface remains covered by the monolayer. The simulations

also predict the formation of thick islands after the completion

of the monolayer, which are not observed by STM at such tem-

perature, but are observed for growth at 540 K. For example,

the height of the island shown in Figure 1g corresponds to

around 35 Si layers. No correct agreement is found with the

results of AES simulations performed in the framework of

multilayer silicene growth (without surfactant Ag, dotted lines).

Thus, both STM and AES experiments indicate that as the tem-

perature increases, a transition is observed between an imper-

fect layer-by-layer growth and a Stranski–Krastanov growth
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mode (ic = 1). This transition is observed by AES between

473 K and 505 K, and between 506 K and 540 K by STM.

These differences may be due to the experimental uncertainties

on the temperature measurements or to the different evapora-

tion rates used during the experiments.

Conclusion
The quantitative analysis of the evolution of AES intensity

during Si growth at different temperatures shows that the

growth mechanism is different for low temperature deposition

(T = 200 K) and in the regime described previously as "interme-

diate" (473–505 K). In particular, low temperature deposition

results in a rough growth mode, with no mobility of Ag atoms.

A very good agreement is obtained between AES and STM

measurements for the distribution of island heights in a model

with little interlayer diffusion. On the contrary, growth at

intermediate temperatures results in a Ag surfactant mediated

Si growth. A good agreement with AES, LEED, and

STM measurements is obtained by considering that the Si

islands film is terminated by the Ag/Si(111) (√3 × √3)R30°

reconstruction. As temperature increases, thicker Si islands

form and the film becomes more and more inhomogeneous, re-

sulting in a larger fraction of the surface uncovered by the thick

Si islands.

Experimental
Experiments were performed in two UHV set-ups with

10−10 mbar base pressure. The Ag(111) sample was cleaned by

series of cycles of Ar ion sputtering at 0.6 keV followed by

annealing at 850 K. Si was evaporated from a Si rod with a

commercial Omicron EFM3 evaporator. For AES/LEED

experiments, the evaporation rate was between 0.03 and

0.06 ML/min, whereas for STM experiments, it was around

0.004 ML/min. Auger peak-to-peak intensities were measured

during growth with a Riber CMA Auger spectrometer working

at 3 keV primary beam, 30° incidence, using a lock-in ampli-

fier at 1 kHz with 0.4 V modulation amplitude. LEED patterns

were obtained with an Omicron SPA-LEED apparatus, at

ambient temperature after evaporation. STM images were ob-

tained during growth with an Omicron VT-XA STM. Image

corrections were performed using a home-made software de-

scribed elsewhere [42]. Temperature measurements were per-

formed with a thermocouple located on the sample heating

stages, previously calibrated with another thermocouple

soldered on the surface of a testing sample. As a result, if for a

given sample in either set-up the precision on the repro-

ducibility of the measure is of the order of 1K, the uncertainty

on the absolute value of the temperature may be of the order of

10 to 20 K at 500 K. The previous analysis shows indeed that

the measured temperature in the STM set-up is likely overesti-

mated with respect to the one in the AES/LEED set-up.
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