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Exploiting the rich design space of organic molecules for appli-
cations in future electronic devices is one of the main chal-
lenges in nanotechnology. Several groups have recently demon-
strated, for a limited set of molecules, clear single-molecule
characteristics and fair agreement with computations. Now that
attaching leads to individual molecules has been demonstrated
we naturally enter into the next exciting phase of the research,
where molecule-specific properties can be engineered and
studied.

The most prominent property that distinguishes organic mole-
cules from inorganic quantum dots and nanowires is that they
are floppy nano-objects with a strong coupling between charge
transport and vibrational degrees of freedom (vibrons). This
coupling is predicted to influence transport in dramatic ways as
it may destroy the coherence of charge carriers on the mole-
cules and can lead to strong nonequilibrium effects. Many
exciting predictions have been discussed in the recent literature
showing unique features of single-molecule junctions. These
properties can be designed and controlled by chemists.

Studying them experimentally requires creating an interface

between the molecules and at least two metallic leads. Standard
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nanofabrication techniques fall short by more than an order of
magnitude in the distance and precision required for addressing
molecules, which typically have a length of the order of one
nanometre. Several methods have now been established that can
meet the requirements, of which three are particularly promi-
nent: The electrode separation can be mechanically adjusted at
will, through piezoelectric actuators, in a setup based on a scan-
ning tunnelling microscope. Alternatively, this can be achieved
by mechanically controllable break junctions. A third, widely
used method employs breaking of a thin wire by electromigra-
tion. Many methods have been explored for introducing the
molecules into the junction, but in all cases there is an element
of chance, and variations in the attachment of the molecule in
the nanogap between the electrodes are common. It is now
widely recognized that the variability in bonding, which is most
clearly observed through the variability in conductance, is part
of the physics of the problem and inherent to (single) molecular
junctions. The study of such junctions requires the gathering of

statistics covering many configurations.
The field of study of electron transport through molecular junc-

tions requires input from many subdisciplines and this interdis-

ciplinary character leads to many new initiatives and research
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consortia. Theoretical research is strongly represented, and is
leading the experiments. This illustrates the fact that many
aspects are still unexplored, but also that experiments are diffi-
cult. The past has seen some premature claims and overly
enthusiastic presentations of results that have later been proven
hard to reproduce. Molecules are simply very small objects, and
while we are capable of visualizing molecules by various tech-
niques, such approaches are still incompatible with molecules
being directly coupled to metallic leads. Consequently, the
measured results are often interpreted based upon reasonable
assumptions regarding the geometry of the molecular bonding.
Our imagination has often been shown to be too limited to
capture all aspects of the actual molecular device. More
recently, new techniques have been developed that shed further
light onto the problem and help build confidence in our inter-
pretations. Apart from direct conductance measurements, one
now measures properties such as thermopower, shot noise,
Raman scattering, photo-induced switching, and gate-induced
level shifts, all at the single-molecule level. Moreover, by
systematic variation of the chemical structure of the molecule, it
is possible to map out the dominant current-carrying pathways
in the molecule and to systematically explore the effects of
bond angles and side groups.

Our field of study also poses new challenges to theory and
computational methods. Density functional theory is well estab-
lished and the limits of its validity are well known when applied
to bulk metallic systems, as well as to organic molecules in
isolation. However, these two quite separate application areas
need to be married together, and there is the additional problem
of the nonequilibrium electron distribution resulting from the
applied bias. The new challenges that this brings have attracted
the attention of many of the best groups in world and important
progress has been made in the theoretical and computational
methods.

More recently, a new element has been added to the discussion.
The electron flow is known to exert a force on the ions, which is
responsible for the phenomenon of electromigration mentioned
above. However, the microscopic theory for the effect is poorly
understood. It has recently been shown, through seminal work
by Todorov and his group, that the electron force is nonconser-
vative. This implies that the current is capable of doing work
and that it should be possible to devise molecular motors that

are directly driven by an electron current.

I am pleased to see that we have succeeded in bringing together,
in this Thematic Series, contributions of experimental and theo-
retical research in physics and chemistry from some of the most
prominent groups in this field. The works published in this
thematic series of the Beilstein Journal of Nanotechnology illus-

Beilstein J. Nanotechnol. 2011, 2, 691-692.

trate the vitality of the research and the many lines along which
the research is developing. Together, the papers give a snapshot

of where the field stands at this moment.
Jan M. van Ruitenbeek

Leiden, October 2011
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We study electron transport through a single-molecule magnet (SMM) and the interplay of its anisotropic spin with quantized vibra-

tional distortions of the molecule. Based on numerical renormalization group calculations we show that, despite the longitudinal

anisotropy barrier and small transverse anisotropy, vibrational fluctuations can induce quantum spin-tunneling (QST) and a QST-

Kondo effect. The interplay of spin scattering, QST and molecular vibrations can strongly enhance the Kondo effect and induce an

anomalous magnetic field dependence of vibrational Kondo side-bands.

Introduction

Transport measurements on nanometer-sized magnetic systems
address the fundamental problem of how a few magnetic atoms
in an anisotropic environment respond to an electron current
[1]. Such an environment is provided, for instance, by ligand
groups holding such atoms together in a single magnetic mole-
cule contacted in a break junction [2,3]. A very similar situa-
tion arises for transport through magnetic atoms embedded in a
molecular network on an insulating surface in an STM setup
[4,5]. Such systems, which for simplicity we shall refer to as

single-molecule magnets (SMM), constitute a single, large spin-
moment with spin-anisotropy. The interplay with quantum
transport provides new possibilities to study and control their
molecular magnetism. For instance, tunneling allows access to
several charge states of the SMM, which can exhibit enhanced
magnetic properties [2]. When such charge states are only virtu-
ally accessible, effective spin—spin exchange interaction arises
[4,5] and inelastic excitation of the spin moment is possible [2],

allowing for time-dependent control [6]. A key result is that in
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either regime the transport depends sensitively on the magnetic
anisotropy of the SMM, which is characterized by spin-quadru-
pole terms in the Hamiltonian. A further new aspect is the
recently demonstrated mechanical tuning of these anisotropy
terms in a transport setup [3]. Although the effect of such mole-
cular distortions on magnetization measurements of SMM
crystal samples has been addressed [7-9], so far their dynamic
effect on transport through an SMM have not been studied. One
candidate that may enable the sensitive probing of such a
coupling of the SMM spin to vibrations is a specific type of
Kondo effect induced by quantum spin-tunneling (QST). This
QST, through the energy barrier arising from a dominant uni-
axial magnetic anisotropy term, relies on the presence of weak
transverse anisotropy. Combined with the exchange tunneling to
attached electrodes, a QST-Kondo resonance specific to SMMs
can arise [10]. One might expect such QST-assisted Kondo
transport to be simply suppressed by coupling of the spin to
molecular vibrations, as this tends to increase the anisotropy
barrier [9]. However, the dynamic effect of vibrational fluctua-
tions and the possible competition between longitudinal and
transverse spin—vibration coupling have not been studied so far,
even though coupling to vibrations in the Kondo regime has
been considered for spin-isotropic molecules [11-14].

In this paper we consider the modulation of the magnetic
anisotropy of an SMM by a quantized vibrational mode
distorting an SMM with half-integer spin. Strikingly, even
without static transverse anisotropy, a QST-induced Kondo
peak can arise in the differential conductance. This Kondo
effect is dynamically generated by vibrational fluctuations
which distort the SMM, and thereby allow the spin to fluctuate.
More generally, a higher QST-Kondo temperature may result
from spin-vibration coupling, which is relevant for experi-
mental investigation of low temperature transport through
SMMs. This enhancement of the interplay of Kondo spin scat-
tering and QST by discrete vibrations indicates a possible
avenue along which transport and quantum magnetism may be
combined with nanomechanical effects.

Model and method

We consider an SMM strongly coupled to electronic leads at
low temperature in the Coulomb blockade regime, where the
charge on the SMM only changes virtually. We assume that the
spin couples to a local vibrational mode with frequency Q. The

total Hamiltonian reads H = Hgypy + Hi with

Hegyppy = ~DS> +%E(Sf +52 )+QbTb

J{—D'Szz +%E'(Sf +52 )} (6" +5) "
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+
HK =Z£k6ak6akG+JS's (2)
ko

Here S, is the projection of the molecule’s spin along its easy
axis, which we choose to be the z-axis and S. = S, + iS,. We
consider here only half-integer values of the spin magnitude S,
for which there is a Kondo effect at zero magnetic field [10],
and later comment on the integer-spin case. Starting from an
isolated molecule, the longitudinal anisotropy D splits the
eigenstates of S, into the inverted parabolic magnetic spectrum
that is sketched in Figure 1 for the representative case of S = 3/2
used throughout this work. The zero-field splitting (ZFS) corre-
sponds to the energy difference between the ground-state and
the first magnetic excitation, and equals 6 = (25— 1)D for E=0
(and E' = D' = 0). The transverse anisotropy £ breaks the
continuous rotational symmetry about the easy-axis of the
SMM, thereby causing spin-tunneling through the barrier. As
shown in [9], vibrational modes modulate the magnetic
anisotropy and can significantly contribute to the observed
magnetic splittings. Here we additionally consider the dynamic
effects of such coupling by allowing the dominant anisotropy
parameters to depend linearly on the vibrational mode co-
ordinate Q = (b + bT)/\/E, through the coupling coefficients D’
and E'. Here the operator b (b1) relaxes (excites) the vibration
by one quantum. Thus, when the SMM vibrates, it lowers its
symmetry and QST is enhanced. Importantly, this also holds for
virtual quantum vibrations. We note that recently such a linear
dependence of the D parameter on the pitch angle coordinate
[15] in the tetra-iron(III) “propeller”’-SMM used in [2] was
measured. The conduction electron states, represented by the

5=3/2 VN I
) =2
o =1 ¢ M=172
M=+1/2) 0}
Ll n=0 %

M=+3/2)

|M=-3/2)

Figure 1: Magneto-mechanical excitation spectrum of the SMM with
S = 3/2. Magnetic states, lying on an inverted parabola due to the
static longitudinal anisotropy (D), each have vibrational excitations (n)
on the upright parabolas. Magnetic transitions induced by Kondo spin-
scattering (J), static anisotropy (E) and longitudinal (D') and trans-
verse (E') spin-vibration coupling are indicated. Magnetic states in the
two different Kramers' subspaces are marked blue and orange.
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operators a; G,aZc in Equation 2, correspond to even combina-
tions of left and right physical electronic states, and their band-
width is given by 2. Finally, deep in the Coulomb blockade
regime, the interaction of the SMM with the electrodes is given
by an isotropic Heisenlierg spin-exchange with the conduction

P i
band electron spin s = Ezkk‘zcc'akcs‘rcc
vector of Pauli matrices. The coupling J is assumed to be anti-

ay s where T is the

ferromagnetic, which, as pointed out in [16], depends on the
spins of the virtual charge states of the SMM [17,18]. One
might expect that coupling to a molecular vibration suppresses
the interaction of the SMM with the electrodes due to
Franck—Condon overlap, effectively reducing J. However, for
an isotropic spin of 1/2 it was shown that the effective spin-
exchange amplitudes for processes that do not change the vibra-
tional quantum number are hardly modified (in fact they may
even be enhanced) and that the amplitude for processes that do
change it are suppressed deep in the Coulomb blockade regime
[11]. Therefore, we assume J to be independent of the vibra-
tional coordinate in Equation 2.

The numerical results presented below for the zero-temperature
differential conductance [19],

2
G(1r) =SB (4(er)2)+ a(-ev)2))
h I'p+Ip

as a function of the bias voltage V, were obtained from the
SMM spectral function 4(w). Here I'y g is the tunnel coupling
of the SMM to the left and right electrode. We calculated
A=) 4o (®) using the numerical renormalization group
(NRG) from the equilibrium spectral function within the
T-matrix approach [20]. In linear response to ¥, A(0) provides a
numerically exact result for the linear conductance through
G(0). Moreover, for strong asymmetric coupling of the SMM to
the electrodes, the nonequilibrium corrections to the spectral
function 4(®) are suppressed. In this case, the molecule will
predominantly equilibrate with one electrode. Thus, the
tunneling results only in a coupling of the spin to the combina-
tion of electrode operators that is symmetric with respect to the
left/right electrode (our operators a;, in Equation 2). Due to the
finite bias there is an additional coupling of the even to the odd
combination, which is proportional to the voltage /" and the
tunneling amplitude asymmetry. For sufficiently large asym-
metry this coupling can be neglected and the function G(V)
provides a good first approximation to the nonlinear conduc-
tance as well for the low-lying excitations. From hereon we
assume such a large asymmetry in our calculations, which
results furthermore in an overall suppression of the conduc-
tance without altering the signatures of interest. Therefore the
numerical results are normalized to the maximal achievable

conductance. For all NRG calculations we used the NRG

Beilstein J. Nanotechnol. 2011, 2, 693-698.

discretization parameter A = 2, kept in total Ng = 4000 states
[21] and included 11 vibrational states on the SMM, which was
sufficient to obtain results independent of the vibration number
cutoff.

Static anisotropy

Even without the vibration (£’ = D’ = 0) or transport (J = 0) the
SMM eigenstates are not spin eigenstates when £ # 0. However,
for the typical case of moderate transverse anisotropy, £ < D, it
still is convenient to label these mixed states by the dominant
spin-eigenstate (M) in the superposition. Due to the two-fold
spin-rotational symmetry of Equation 1 the mixing caused by F
is only possible within the two subspaces spanned by
|i1/2>,|$3/2> (marked blue and orange in Figure 1). It was
shown [10] that upon including exchange spin scattering with
conduction band electrons (J) the interplay with the QST
(generated by E) gives rise to a Kondo peak in the differential
conductance. Due to the presence of the electrodes, spin fluctu-
ations thus become significant at low temperature despite the
presence of the anisotropy barrier of size DS? opposing SMM
spin reversal. A hallmark of this QST-Kondo effect is that it is
suppressed with decreasing ratio of E/D or increasing §
(because the barrier grows). This QST-Kondo effect is clearly
distinct from the under-screened high-spin Kondo effect [22],
which arises for S > 1 in the limit without magnetic anisotropy
and vibrations (D = E = D' = E' = Q = 0). Starting from this
limit, introduction of the anisotropy barrier, D > 0, splits as well
as suppresses the high-spin Kondo peak. The remnants of the
high-spin Kondo peak are located at finite bias close to the ZFS
scale 8 = (25 — 1)D, with possible renormalization to smaller
values for large exchange interaction J [2].

These ZFS high-spin Kondo side-peaks have recently been
studied in detail in several experiments [2-5]. The QST-Kondo
peak, on the other hand, is located at zero bias in the absence of
magnetic field. It has, to our knowledge, not been observed
experimentally so far. One possible reason for this is that in
SMMs typically E£/D < 1 and the QST-Kondo temperature Ty is
suppressed too much, reducing both the height and width of the
peak (without splitting it).

Dynamic anisotropy

The anisotropic couplings of the large spin to the vibrational
mode D' and E’ are, however, also of importance [9], especially
if the vibrational mode frequency energy Q is low. The simplest
effect of the longitudinal vibrational coupling D’ is a polaronic
shift that is different for each magnetic level. For £ = E'= 0 one
can shift the vibrational coordinate Q (or the operator b) in
Hgym by an SZ2 -dependent amount, resulting in an effective
Hamiltonian with eigenvalues Ejy , = —DM? — (D2/Q)M* + Qn,
where M =—=8§,..,§ and n = 0,1,.. are the quantum numbers of the
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spin and the polaron, respectively. Each SMM eigenstate is thus
dressed by vibrational excitations, as sketched in Figure 1. The
effective static energy barrier opposing spin inversion is
changed in shape and increased in height. This always results in
an effectively enhanced ZFS 6 — A,

2
A=8+(4S(S2—%S+1)—1j%. 3)

Based on this simple picture one may expect that the QST-
Kondo effect is suppressed by coupling to vibrations. For fixed
E' = 0 this is indeed the case, as can be seen in Figure 2. All
reported numerical calculations were performed for parameters
whose orders of magnitude relative to the typical bandwidth of
several eV were chosen in agreement with known molecular
parameters [15] and transport parameters [2]. The only excep-
tion to this is for the vibrational parameters £', D' and Q, for
which we performed a systematic study. We focus on low
frequency modes on the scale of the anisotropy parameters,
taking Q = 0.5D, for which the dynamic effects are most
pronounced. We note that in STM setups [4-6] the anisotropy
can be on the meV scale. For the spin value we take the next-to-
lowest half-integer value S = 3/2 , representative of the essen-
tial physics. Due to the moderate but nonvanishing static
E =0.1D, a zero-bias QST-Kondo peak (red) occurs, which is
increasingly suppressed with the coupling D' due to an
increased barrier. In addition two side-peaks are found at the
effective ZFS ® = £A given by Equation 3, as indicated by the
dashed lines (and renormalized to a slightly smaller value due to
the strong J). These peaks are the remnants of the S = 3/2 high-
spin Kondo effect.

In Figure 3 we now focus on the dynamic effect of the
spin—vibration coupling by first considering zero transverse
anisotropy (£ = 0). Without coupling to the vibrations there is
no QST-Kondo peak. Switching on spin—vibration coupling of
only one type, either D' # 0 and E’ = 0 (black), or, £’ # 0 and
D' = 0 (blue), does not change this result. Only in the latter case,
vibrational side-peaks appear in the spectrum at @ = +Q (renor-
malized to smaller value due to strong J). Strikingly, when both
types of couplings are nonzero, a pronounced QST-Kondo peak
appears, even though there is no transverse magnetic anisotropy
E = 0 (red). This vibration-induced QST-Kondo effect is the
central result of this work. We now first explain why it requires
the presence of both longitudinal and transverse couplings,
referring to the processes sketched in Figure 1. The Kondo
effect is related to fluctuations between degenerate states of the
SMM that are in opposite Kramers’ subspaces [10]. Since
E =0, to reach states on the other side of the anisotropy barrier,
a vibration-induced spin-tunneling of type E’ is required, which

Beilstein J. Nanotechnol. 2011, 2, 693-698.

eV/W

0 0.25

0.5 0.75 1
D?/(Q W) x10"

Figure 2: Logarithmic color plot of the SMM differential conductance
G(V) normalized to the value G, = (ez/h)(44FL Tg (T, +Tg)?) and for
T=0.Parametersare S=3/2,D=5-10""W, E=0.1D, E'=0,Q =
0.5D, J = 0.2W and D' is varied. The dashed line represents the renor-
malized ZFS from Equation 3.

however, involves a virtual vibrational excitation. An exchange
scattering process (J), which changes the Kramers’ subspace,
cannot change the vibrational number at low energy [11]. This
is why the two processes £’ and J result only in a QST-Kondo
side-peak in Figure 3, which is split at Q and suppressed due to
the inability to reach the vibrational ground-state. Only when a
longitudinal spin-coupling D' is present as well, can the virtual
vibrational excitation coherently reach the ground state and a
full zero-bias QST-Kondo anomaly can develop, as the red
curve in Figure 3 shows. One may say that due to the quantum
fluctuations of the vibrational mode of the SMM, the magnetic
symmetry is broken in virtual intermediate states, allowing for
Kondo exchange scattering [12]. Therefore even for SMMs that
have vanishing static £ due to symmetry, spin-fluctuations may

0 - D&D'>0, E=E'=0
-0.1¢ --'D&E'>0, E=D'=0
—D&E&D'>0, E=0

— 0.2 D&E&D'&E"0

log[G(V)/G

Figure 3: Effect of the spin—vibration coupling on the QST-Kondo
peak: SMM differential conductance shown for various combinations of
zero and nonzero values of the parameters. Nonzero values used:
D'=0.04D, E'=0.16D and E = 0.02D. Remaining parameters as in
Figure 2.
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Figure 4: QST-Kondo temperature Tk in units of bandwidth 2W (log color scale) determined from the NRG level flow for S = 3/2 and J = 0.2W. (a)
Static QST-Kondo effect: Tk as a function of the static anisotropy parameters D, E without spin-vibration coupling. Dashed contour lines indicate that
Tk increases with the ratio £/D [10]. (b) Vibration-induced QST-Kondo effect: Tk as function of spin—vibration couplings D’ and E’ with Q = 0.5D for
static anisotropy, D=5 - 107#W and E = 0. The dashed line marks the regime D' > 0.4D where D' starts to suppress Tk, note the constant D here and
also the offset: Tk = 0 for either E' = 0 or D' = 0. Results for small finite E are similar.

result in pronounced transport features due to the interplay of
exchange scattering and intramolecular spin—vibration coupling.
Clearly, the vibrational fluctuations can further assist the QST-
Kondo effect when it is already present due to static E; this
results in a higher Kondo temperature as shown in the green
curve of Figure 3.

In Figure 4 we show the dependence of the QST-Kondo
temperature T on the longitudinal and transverse static
anisotropies and their respective vibration couplings D’ and E'.
Tk grows as both the transverse anisotropies are increased,
since they both enhance QST. Whereas D always suppresses the
QST-Kondo effect (Figure 4a) its fluctuations first enhance Tk
by allowing QST between the Kramers degenerate ground-
states. Eventually they will suppress Tk if the vibrational contri-
bution to the anisotropy barrier $*D'2/Q, protecting the SMM
against these processes, increases too much.

Finally, we show in Figure 5 how the experimentally accessible
evolution of the conductance with a magnetic field reveals the
different origin of the various peaks. For simplicity, we
consider the field to be along the easy axis, as in some experi-
ments [2,3], and we add the Zeeman term —S,H, to Hgpvm in
Equation 1, absorbing the g-factor into the magnetic field. As
the magnetic field is increased, the QST-Kondo peak is weak-
ened and splits with the anomalous g-factor, |®gondo| = 25H,
[23]. This clearly indicates the origin of the QST-Kondo effect,
since the ground-state Kramers’ doublet M = £S is split by
AM = £28. Strikingly, the vibrational side-peaks have the same
strong field dependence, as they correspond to a similar tran-
sition offset in energy by Q, that is, |0yip| = Q + 2SH,. In
contrast to this, the high-spin Kondo peak (ZFS) evolves much

slower in the magnetic field, independent of the spin magnitude
S, thus |ozps| =A + H, signaling that it corresponds only to a
transition with AM = +1. Comparing the above formulas for the
peak evolution, indicated by dashed lines in Figure 5, we
conclude that the QST-Kondo and high-spin Kondo effects are
distinguishable, especially for SMM with large spin.

x10°

log[G(V)/G,|
20,50

— ~eV=Q+25*Hz
05 eV=2S*Hz
p——— -0.52
s
>
()
-0.54
-0.5
i <-0.56

0 1 2 3 4 5

Hz/W X 10’5

Figure 5: Magnetic field evolution of the differential conductance
normalized to Gy (log color scale) for the parameters of the red curve
of Figure 3: S =3/2, E=0.02D, D' = 0.04D and E' = 0.16D. Dashed
lines mark the QST-Kondo (red) and vibrational side-peak (yellow)
both evolving with an anomalous g-factor and zero-field, split, high-
spin Kondo peak (blue).

Finally, we remark that for an SMM with integer spin S, there is
no QST-Kondo effect at zero field, but instead a zero-bias
conductance dip (for 0 < £ < D). As pointed out in [24] a trans-
verse magnetic field results in a QST-Kondo effect, where

similar spin-vibration effects as studied here could occur.
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Conclusion

We have studied the interplay of spin and vibration on the
conductance through a single-molecule magnet. Whereas longi-
tudinal coupling to the vibration increases the zero-field split-
ting and suppresses the quantum spin-tunneling Kondo peak, a
vibrationally induced quantum spin-tunneling Kondo effect can
occur at zero bias if transverse coupling is present as well. The
transition to virtual vibrational excited states and the transverse
spin-mixing in these virtual states results in a Kondo effect,
even in the absence of static transverse anisotropy. The inter-
play with vibrations can thus increase the quantum spin-
tunneling Kondo temperature for a given static anisotropy,
which may motivate further experimental investigation of low
temperature transport though single-molecule magnets. The
measurable magnetic field evolution of the conductance reveals

that vibrational side-bands acquire an anomalous g-factor.
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Abstract

n-Conjugation plays an important role in charge transport through single molecular junctions. We describe in this paper the
construction of a mechanically controlled break-junction setup (MCBJ) equipped with a highly sensitive log /-V converter in order
to measure ultralow conductances of molecular rods trapped between two gold leads. The current resolution of the setup reaches
down to 10 fA. We report single-molecule conductance measurements of an anthracene-based linearly conjugated molecule (AC),
of an anthraquinone-based cross-conjugated molecule (AQ), and of a dihydroanthracene-based molecule (AH) with a broken conju-
gation. The quantitative analysis of complementary current—distance and current—voltage measurements revealed details of the
influence of m-conjugation on the single-molecule conductance.
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Introduction

Molecular electronics has expanded tremendously during the
past ten years [1-13]. A comprehensive understanding of charge
transport through single molecules and tailored nanojunctions is
a fundamental requirement for further electronic-circuit and
device design. For instance, the role of length [14,15] and mole-
cular conformation [13,16] and as well as of the anchoring
group and of the contacting leads [17,18] was studied to
develop correlations between charge-transport characteristics
and molecular structure. Furthermore, n-conjugation plays an
essential role in charge transport through single molecular junc-
tions, and has attracted great interest in organic synthesis
[19,20], conductance measurements [1,3,8-10,16,21-23] as well
as in theoretical calculations [1,24,25]. In particular, single-
molecule conductance measurements provide direct access to
unravel the influence of n-conjugation on the molecular (-junc-
tion) conductance. However, due to the relative low conduc-
tance of broken-conjugated and cross-conjugated rigid rodlike
molecules [26], reliable transport measurements through these

types of molecular junctions are still a challenging topic.

Charge-transport characteristics of single molecules or of a few
molecules trapped between two leads were studied in various
experimental platforms. These include scanning tunneling
microscopy (STM) [27-29], current probe atomic force
microscopy (CP-AFM) [30-32], scanning tunneling spec-
troscopy (STS) or STM-break junction (STM-BJ) [13,15,16,33-
36], crossed-wire geometry [37], nanoparticle junctions [38,39],
mechanically controlled break junctions (MCBJ) [40-45], elec-
tromigration setups [46,47], nanopores [48], and liquid metal
junctions employing mercury [49,50] or eutectic alloys of
gallium and indium (EGaln) [51].

STM-BJ and MCBJ are the two most popular and reliable
approaches for single-molecule conductance measurements.
Reed et al. [40], Kergueris et al. [41], Reichert et al. [42] and
Smit et al. [43] pioneered the MCBJ technique to measure
charge transport through single molecules. Xu et al. developed
an STM-BIJ technique based on the formation and breaking of
thousands of individual molecular junctions by repeatedly
approaching and withdrawing a STM tip towards and away
from a substrate in the presence of sample molecules [34]. The
MCBJ technique, as compared with the STM-BJ approach,
allows control of the separation between two electrodes with
extremely high stability and precision [52], which attracted
great interest with respect to its application in molecular charge-
transport studies [40-45].

In the present paper we explore the influence of m-conjugation
on the conductance of single-molecule junctions of oligo-

phenylene ethynylene (OPE)-type molecules contacted to gold
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leads. We have chosen three rigid dithiolated molecular wires
with different conjugation patterns: An anthracene-based
linearly conjugated wire (AC), an anthraquinone-based cross-
conjugated wire (AQ), and a dihydroanthracene-based wire
with a broken n-conjugation (AH) (Figure 1).

Figure 1: Molecular structures of AC, AQ, and AH.

The transport characteristics in single molecular junctions were
investigated by conductance—distance as well as continuous
current—voltage measurements in complementary MCBJ and
STM-BJ experiments. In particular, a custom-designed MCBJ
setup was equipped with a high-sensitivity logarithmic /-V
converter [53] , which enabled current measurements down to
10 fA with a high dynamic range.

The paper is organized as follows: We will first introduce our
novel instrumental and methodological developments, and we
shall subsequently focus on one case study. We present quanti-
tative MCBJ experiments of a family of custom-designed OPE-
type rigid molecular rods at a solid/liquid interface. In particu-
lar, we will address the influence of m-conjugation on the

single-junction conductance.

Experimental

System configuration

The MCBJ technique provides a high mechanical stability [52]
due to the short distance between the two free-standing elec-
trode-tip ends and the support. In consequence, molecular junc-
tion stretching and formation processes can be controlled with
high precision and stability on the time scale of seconds, even at
room temperature and in solution. The construction of an
“ideal” platform for charge-transport measurements of single

molecular junctions at solid/liquid interfaces requires the
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consideration of the following key factors: The variation of the
conductance in different types of single-molecule systems, as
well as the tunneling decay in the subnanometer scale demands
precise current measurements in a high dynamic range, from
microamperes (LA) down to a few femtoamperes (fA). More-
over, the current changes over five to eight orders of magnitude
in a few milliseconds, which requires a fast response in the
current measurements.

The second requirement relates to the motion control of the
pushing rod. The pushing rod bends the sample substrate, thus
enabling the adjustment of the distance between the two gold
electrodes (attenuation ratio ~0.01). The pushing distance
reaches several hundreds of micrometers, while the resolution is
controlled at the subnanometer level. Experiments with
notched-wire samples show a characteristic displacement ratio
between the vertical (pushing rod) and the horizontal (nanoscale
gap between the leads) movement of about 0.01. Lithographi-
cally prepared samples were reported with displacement ratios
ranging between 107 to 107 [54]. On the other hand, notched
gold-wire samples with a typical displacement ratio of 0.01 are
rather sensitive to mechanical vibrations, which could interfere
with the exact horizontal adjustment of the distance between the
two electrodes. As a consequence, mechanical vibration due to
the movement of the pushing rod should be minimized as much

as possible.

Thirdly, single-molecule measurements are often rather sensi-
tive to the ambient environment, in particular to oxygen and to
light. As a consequence, a closed liquid cell with inert gas
protection and a continuous liquid flow is also needed. To
match these three requirements, we constructed a MCBJ setup
with a logarithmic /- converter and implemented the z-move-
ment of the pushing rod by combining a piezo stack and a
stepper motor. Both design principles ensured a highly dynamic
and precise current measurement, a long-distance z-movement,
and subnanometer resolution. The implemented liquid cell has a
filling volume of 150 pL. A tubing system for inert solution
exchange and gas purging is also attached (Figure 2).

Electronics design

Controller and current-measurement units

The MCBJ controller is based on a laboratory-built bipotentio-
stat. Two custom-designed bipolar and tunable logarithmic /-V
converters [53] were implemented for measuring the current of
the two gold leads labeled as working electrodes WE1 and
WE2. The reference electrode RE and the counter electrode CE
serve to control the potential. The driving signal of the piezo
stack is supplied by an additional A/D-converter output of the
controlling unit. The setup also permits the implementation of

advanced functions during measurements with various trigger
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Figure 2: (A) Schematics of the system configuration and (B) pictures
of the mechanical part in the MCBJ setup. The inset shows a detailed
view of the liquid cell including the sample holder. For clarity, the
Faraday shielding boxes were removed.

options, such as multistep, stop-and-hold movements or more

complex modulations of the vertical z-displacement.

Buffered data acquisition and all timing-sensitive functions are
performed directly by the onboard trigger operations of the
microcontroller. The PC attached serves only as the user inter-
face. The communication through an opto-isolated USB inter-
face proceeds with a sampling rate of up to 12.5 kHz for the

simultaneous recording of three data channels.

The controller unit provides three analog control signals. The
first one controls the potential of WEI1, which is particularly
important for advanced electrochemical experiments with the
MCBJ setup. The second one controls the voltage difference
between the two working electrodes WE1 and WE2 (bias
voltage), which drives the current through the two gold
electrodes for the conductance measurements. The third
channel controls the voltage output for the piezo stack in the
range of 0 to 50 V allowing the displacement of the piezo stack
down to 10 pm.

The stable and precise operation of the logarithmic /-V
converter over a wide dynamic current range requires strict
temperature control. In order to avoid any interference with the
temperature-control unit we applied an analog PID controller
with diodes as heating elements, which kept the temperature of
the current-sensing diodes of the logarithmic /-V converter
within +0.05 K.
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Noise control and electronics shielding

Two metallic Faraday boxes are used, one for the mechanical
unit and the other for the controller unit (c.f. Figure 2) in order
to avoid electronic cross talk between the different functional
parts of the setup. The two electrodes of the MCBJ setup are
connected to the controller through special low-noise coaxial
cables. Operation of the stepper motor introduces considerable
noise. As a consequence and to avoid this kind of interference,
the stepper motor is placed outside the Faraday box. Further-
more, the stepper motor is used only for the coarse approach,
and then switched off during the actual measurements, leaving
only the piezo actuator in operation. The rotating coarse motion
is transferred through a drive bearing through the hole in the
shielding box to the pushing rod. This leads to an assembly of
the mechanical unit with the piezo stack being the only elec-
tronic component inside the shielding box of the mechanical
unit. In order to reduce possible electrical interference, the piezo
stack is shielded with an additional compartment constructed
from metalized-plastic fabrics. All shielding parts are connected

to ground.

Motion control

The motion control of the MCBJ set up is based on the combi-
nation of a stepper motor (Accu-coder 95511 from Encoder
Production) with a piezo stack on top. The moving distance is
17 um for a voltage range of 110 V. Typically we applied a
voltage between 0 and 50 V. The mechanical part of the MCBJ
is positioned on a vibration-isolation breadboard (Newport RG
Breadboard), which is mounted on a passive granite table to
further decrease the interference from ambient mechanical
vibrations and shock waves.

The tunneling current between the two working electrodes WE1
and WE2 at a given bias voltage, the latter typically ranging
from 0.020 V to 0.200 V, is chosen as the feedback signal. The
pushing process starts with the stepper motor. Once a current
decrease is detected, which represents the breaking of the
gold—gold contact, the stepper motor is paused, and the
z-motion control is switched to the piezo stack. The pushing rod
is subsequently only driven by the application of a voltage to
the piezo stack, which is ramped at a preset rate (between
0.01 V-s™! and 25 V-s7h).

The voltage output for the piezo stack communicates with an
onboard trigger. The trigger senses the tunneling current, which
is converted to the respective conductance. If the conductance
reaches the noise threshold (G < 107® Gy; dashed line I in
Figure 3), the voltage ramp for the piezo stack stops and after a
preset waiting time (typically 0.5 s; dashed line II in Figure 3)
the piezo voltage decreases at an adjustable rate. In other words,

the pushing rod withdraws, and the gold—gold contact is formed

Beilstein J. Nanotechnol. 2011, 2, 699-713.

again. Once the detected current reaches a preset “high limit”
(typically 10 Gy; dashed line III in Figure 3), the voltage ramp
for the piezo stack is paused for up to 0.5 s, and a new cycle
starts following an identical protocol. The entire traces, as
acquired during the opening and closing process, were recorded
for further data analysis.

o N

log(G/Go)

Piezo Voltage / V

Time /s

Figure 3: Conductance and voltage output for the piezo stack versus
time for 0.1 mM AC in THF/decane (v:v = 1:4) under an Ar atmos-
phere at 0.10 V bias voltage.

The initial position for every opening/closing cycle may change
due to changes in the gold—gold contact geometry, especially in
the beginning of the experiments. However, as soon the voltage
for the piezo stack output approachs one of the limits (lower
limit: 0 V; higher limit: 50 V), the piezo stack is reset to a
neutral position and the stepper motor is reactivated to form or
to break gold—gold contacts. After such a “pre-conditioning
period”, which typically lasts up to 30 min for a newly started
experiment, no further resetting is needed.

The distance between the two gold electrodes in the MCBJ
setup is calibrated with the assumption that the tunneling
decay is identical to that in a STM-BJ setup under the same
experimental conditions. Conductance—distance traces repre-
senting a well-defined tunneling response, e.g., without
molecular plateaus, were recorded in a STM-BJ and in a
MCBIJ configuration. Subsequently the decay constant
(log[AG/Gy)/Az = 5.5 nm™ 1) of the STM-BJ experiments was
chosen to scale the traces acquired in the MCBJ setup.
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Sample preparation

For MCBJ experiments, the following sample preparation
protocol was applied: The sample templates were spring steel
sheets (30 mm x 10 mm with 0.2 mm thickness), which were
cleaned in boiling 25% nitric acid and Milli-Q water, and dried
in a stream of argon. A gold wire of 100 um in diameter was
subsequently fixed on these sheets with two drops of preheated
epoxy (40 °C, mixture of 100 STYCAST 2850 FT epoxy resin
with catalyst 9; LakeShore, Westerville, OH). The distance
between the two drops of epoxy glue was adjusted to be less
than 500 pm. Next, the sample was conditioned overnight at
60 °C for epoxy polymerization. The freely suspended part of
the wire was notched with a scalpel blade under an optical
microscope to fabricate a constriction point. The as-prepared
sample sheets were cleaned in boiling Milli-Q water for 15 min,
rinsed with isopropanol and dried with argon before each

experiment.

The Kel-F liquid cell including its cover, Kalrez O-ring and
Teflon tubes for argon purging and solution exchange were
cleaned in three alternating boiling cycles in 25% nitric acid and
Milli-Q water to remove absorbed contaminants.

The sample sheet was first mounted on the sample holder of the
MCBI setup. Subsequently, the liquid cell was installed on top
of the sample with a Kalrez O-ring attached to prevent leakage
of the solution. The closed liquid cell was flushed with argon
through an inert-gas cycling system to remove oxygen, and then
the solution containing the test molecule was pumped into the
liquid cell through a triple valve. The last step was repeated
three times to reduce contaminations. Subsequently, the input
and output valves for solution exchange and gas purging were

closed, and the experiment started.
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STM-BJ experiment

Basic principles of the STM-BJ experiment, data analysis and
sample preparation were described previously [16,33].

Organic synthesis

The synthesis of the antraquinone-based cross-conjugated wire
AQ followed a method reported previously [55]. Details on the
synthesis of the anthracene-based linearly conjugated wire AC
and of the molecular wire with broken symmetry AH will be
communicated elsewhere [14,56]. The three dithiol-terminated
molecular wires were synthesized with acetyl-protecting
groups. Careful MCBJ and STM-BJ screening experiments with
AC indicated that a high yield of single-molecule junctions is
obtained in the absence as well as in the presence of in situ
deprotecting agents, such as tetrabutyl ammonium hydroxide or
triethylamine. As a consequence, and to keep the number of
different species in the sample solution to a minimum [57], we
performed the subsequent experiments with the acetyl-protected
derivatives in the sample solution without implementing an

additional deprotection step.

Results and Discussion

Conductance—distance measurements
Stretching traces

The measurements of conductance—distance traces in the MCBJ
set up were carried out with 50 nm-s™! as the typical rate for the
movement of the pushing rod in the breaking process. This
value translates into an approximate lateral movement between
the two gold leads of about 1 nm. All data shown in the
following sections and used for the analysis represent opening
traces, which were recorded after breaking a gold—gold contact.
Figure 4 shows six typical examples of individual traces in

a log-conductance versus distance representation for the

Go

<« 10*°Go

10°°%Go

0 2 4 6 8 10

Distance /nm

12

Figure 4: Individual conductance—distance traces and histogram constructed from these sets of three traces for AC at a bias voltage Vpizs =0.10 V in
THF/decane (v:v = 1:4) under Ar atmosphere. The most probable conductance is indicated.
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anthracene-based linear molecular wire AC. All curves start
with characteristic steps and plateaus in the region between 10
and 1 G, (orange part), representing the breaking of gold—gold
atomic contacts. The last step is observed around 1 Gy. After
the gold—gold monatomic contact is broken, the two “separated”
gold electrodes snap back and a nanogap is created with typical
conductances ranging between 1072 G and 107* Gy. The snap-
back process is too fast to be recorded with better resolution. At
lower conductances we observed two distinctly different types
of traces, those without molecular plateaus (blue curves,
around 67 % of all data recorded) and those with molecular
plateaus (red curves, around 33 % of all data recorded) in
the range of 107* to 107> Gy. The noise level is reached
below 10782 Gy, which provides a wide window of over eight
orders of magnitude for the single-molecule conductance
measurements.

The blue traces in Figure 4 represent a tunneling response
between the two broken gold leads through the solution without
the formation of a molecular junction. These data were chosen
for distance calibration. The red curves in Figure 4 indicate the
successful formation of gold|AC|gold molecular junctions with
a characteristic plateau. The three representative individual
traces reveal a single plateau conductance at around 1073 Gy,
which indicates the formation of a single-molecule junction
between the two electrodes. The current noise is attributed to
the thermal vibration of the molecular junction at room
temperature. The conductance traces exhibit an abrupt decrease
upon breaking of the molecular junction until the noise level is
reached. The most probable conductance of the molecular
junction was obtained by statistical analysis of the data. The

resulting histogram, as constructed from the three red traces, is

40000 ; 1

A
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plotted in the right panel of Figure 4. The graph reveals a sharp
and clear conductance peak at 10745 Gy, which is equal to
2.5 nS, the most probable single-molecular junction conduc-
tance of AC from a limited data set of three individual traces.
(Note that the complete, statistically significant analysis is
reported below in the section "Comparative conductance
measurements of AC with AQ and AH"). Applying the same
analysis method to the blue traces did not lead to any clear
feature between 107! Gy and 1078 Gy, which supports the
assignment of the two types of traces.

Continuous current-voltage (/~V) measure-
ment

I~V curves in the stretching process

The high mechanical stability of the MCBJ setup provides a
unique platform to create stable gold/molecule|gold junctions
with a lifetime of several seconds. For /-V measurements we
controlled the opening and closing cycles by slowly moving the
pushing rod at a rate of 0.5 nm's™! and we swept simultane-
ously the bias voltage Vpj,s from —0.4 V to +0.4 V at a rate of
25 V-s~! at various positions. This approach resulted in a set of
I-V curves spanning a range of conductance during a single
opening and closing cycle, which correspond variously to
the Au—Au contacts (Figure 5A), the formation of molecular
junctions (Figure 5B), the tunneling through the solvent and,
finally, the approach to the noise level (Figure 5C). I-V traces
of the gold—gold contacts are linear, and represent ohmic char-
acteristics, whereas /- curves of the molecular junctions are
nonlinear. They provide an important test platform to estimate
the relative positions of molecular levels and the Fermi levels of
the leads, based on a comparison with ab initio transport calcu-

lations and the corresponding transmission curves [58].
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Figure 5: (A—C) Individual current-voltage curves of (A) a gold—gold contact, (B) a gold|AC|gold molecular junction, and (C) tunneling response
through the solvent upon approaching the noise level. (D) Traces constructed from the slopes of individual /-V curves as recorded simultaneously
during a slow stretching half cycle, with (red traces) and without (blue traces) the formation of a molecular junction. The red circles indicate the posi-
tions where the I~V curves shown in panels (A) to (C) were recorded. (E) Conductance histogram as constructed from the data points plotted in panel

D. Other conditions: 0.1 mM in THF/decane (v:v = 1:4), Ar atmosphere.
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For comparison with the conductance—distance measurements
shown in Figure 4, we calculated the slopes of the linear parts
(typically in the range between —0.30 to 0.30 V) of individual
1=V curves at different stages of the stretching process. We
emphasize that each data point represents the conductance
extracted from one /-V curve in the zero-bias limit. Initially
(orange area in Figure 5D), all /-V curves exhibit the conduc-
tance of gold—gold contacts. Once this contact is broken, either
one of two families of curves is observed. The blue traces in
Figure 5D represent tunneling through the solvent without the
formation of a molecular junction. The dotted log(G/G) versus
distance traces are linear until the noise level is reached. The
second type of curves (red traces in Figure 5D) showed well-
developed molecular plateaus. Employing 0.5 nm's™! as the
pulling rate to separate the two gold electrodes enables the
acquisition of 30 to 40 individual /-V curves in the conduc-
tance range of AC molecular junctions around 10~ G during
a single stretching trace. Data points below 107 Gy represent
tunneling through the solvent and, finally, the approach to
the noise level (grey region in Figure 5D). The statistical
analysis, based on counting the number of data points
per conductance interval in each individual trace, leads to the
construction of the conductance histograms. The graph in
Figure SE shows a well-resolved maximum located at
10745 Gy, despite the limited number of data points (ca. 200
from three traces). This value represents the most probable
conductance of a gold|/AC|gold single-molecule junction, and
is in perfect agreement with the result of the continuous
current—distance measurements (Figure 4). The coincidence
demonstrates convincingly the reliability of both experimental
approaches chosen.
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Statistical analysis of /-V curves of molecular junc-
tions

Thermal vibrations as well as switching events between
different configurations and conductance states in a molecular
junction require a careful statistical analysis of several thou-
sands of individual traces to extract the “most probable” -V
characteristics of a certain molecule under a given set of experi-
mental conditions. This approach is particularly important for
single-molecule experiments at a solid/liquid interface at room
temperature.

Figure 6A shows a 2-D histogram of 2500 /-V traces as
recorded during individual stretching events in the region of
molecular junction formation, i.e., from 10743 to 107*7 G. The
color code demonstrates clearly the existence of preferred
conductance states. Next we determined for each bias voltage
Vbias the most probable current value and its standard deviation
from a Gaussian fit. The choice of a Gaussian fit is justified
because the distribution of the measured current preferentially
originates from thermal vibration and electronic noise, which

are both completely random processes.

Figure 6B illustrates the most probable /~} master curve of AC
attached to two gold leads as obtained from the statistical
analysis of individual traces in —0.40 V < Vpj,s < 0.40 V. The
shape of the /-V trace provides additional information for
exploring the nature of the transport process. In a first approxi-
mation, we considered a single-level model in the low-bias limit
and with the molecules coupled equally to the leads. We thus
evaluated the experimentally observed /-V characteristics based
on the following expression ([1] page 366, and [18]):
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Figure 6: (A) 2-D /-V histogram constructed from 2500 individual traces recorded during a current—distance stretching experiment, stretching rate

0.5 nm-s™", in the molecular junction region for 0.1 mM AC in THF/decane.

(B) I~V “master curve” (red) and its standard deviation (error bar) obtained

from Gaussian fits at constant bias voltages of the data plotted in panel A, and the corresponding model fitting (blue).
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where Agg = gy — 1 is the energy of a molecular level g relative
to the Fermi energy, and I is the resonance level width. The
first expression is obtained by integrating a Lorentzian form for

the transmission coefficient
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T(E)=

over a bias window ui(eV/Z). The second expression, which
is a cubic function with coefficients a and b, is expressed by
Taylor expansion of the first, which yields

and

—% 44
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In practice, @ and b are obtained by fitting the cubic function to
the experimentally measured /- curve, and Agg and I are then
obtained from the inverse relations:

(ASO )2 _ ez a(] — al)z(z - 461) (2)
and
2
412 = ¢? %. 3)

Fitting the model, as represented by Equation 1 to Equation 3,
to the experimental /~V master curve of AC in the range of
—0.40 V to 0.40 V provides an estimate of the two parameters as
Agg=—0.53 eV (see text below) and I' = 0.0012 eV. The nega-
tive sign is concluded from the following: Considering the
Fermi energy of gold as —5.0 eV, we estimated —5.53 eV as the

Beilstein J. Nanotechnol. 2011, 2, 699-713.

position of the Eyowmo level. This result is in good agreement
with AM1-RHF calculations, performed with Hyperchem
Release 7.52, and the level alignment, based on UPS data, of a
related AQ-type molecular wire, Egomo(Hyperchem o) =
—5.74 ¢V [14]. The HOMO-LUMO gap is estimated at 2.90 eV
from the onset of UV—vis spectra in CH,Cl, [14]. Based on
these data we conclude that transport through AQ-type molec-

ular junctions is HOMO-dominated.

The coupling parameter I' appears to be rather small as
compared to those for other dithiole-terminated molecular wires
attached to gold leads [1,18]. These deviations might be related
to the simplicity of the model chosen.

Comparison between /-V and
conductance—distance measurements of AC
by MCBJ and STM-BJ

Figure 7 compares the conductance histogram of AC,
constructed from the above /- data (c.f. Figure 5 but now
based on the analysis of 60,000 individual traces, which contain
thousands of /-V curves in the molecular junction region, blue
diagram in Figure 7), with that obtained from the analysis of
500 current—distance traces of the MCBJ setup (black diagram,
without any data selection, c.f. also Figure 4). We also added
the histogram (red diagram) that was obtained from the statis-
tical analysis of 2000 individual traces acquired with our STM-
BJ setup [15,16,33]. Both the red and the black graphs display
clear peaks at 1 Gy and 10744-107*3 G, which are assigned to
the breaking of a monatomic gold—gold contact and the single
molecular junction conductance of AC trapped between two
gold leads, respectively. The good agreement between the
results of the three different experimental approaches indicates
the reliability of the measurements as well as the independence
of the single-molecule conductance values of the present system
from the measurement techniques chosen.

Histograms based on the MCBJ and STM-BJ data are distinctly
different with respect to the noise level. Due to different pream-
plifier designs and stabilization concepts, the noise level of the
STM-BJ setup is reached at around 1070 G (red asterisk in
Figure 7), whereas the noise level of the MCBJ stage is signifi-
cantly lower and appears to interfere with the junction response
only below 10783 Gy (black asterisk in Figure 7). In conse-
quence, we were able to resolve an additional molecular junc-
tion-related feature around 1077-2 Gy in the MCBJ transport
experiments of AC, which is equal to 4.9 pS. We note that the
new feature could not be detected in the STM-BJ experiments
due to the sensitivity limitations.

The conductance histogram based on the statistical analysis of

I-V traces (blue diagram in Figure 7) was constructed from
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Figure 7: Conductance histograms of 0.1 mM AC in THF/decane

(v:v = 1:4). Black: From 500 current—distance stretching curves in a
MCBJ setup. Red: From 2000 current—distance stretching curves
recorded in an STM-BJ experiment, with 0.10 V bias voltage. Blue:
Based on 60,000 individual -V traces measured simultaneously in the
range of —0.40 to 0.40 V, in the molecular junction region of the above
MCBJ experiment.

60,000 individual curves, which were recorded simultaneously
with the 500 stretching traces. The analysis revealed a clear
molecular junction conductance peak of 1074 Gy, which is in
good agreement with the most probable values as extracted
from the MCBJ and STM-BJ conductance—distance measure-
ments. However, the low conductance range (<1073 Gg) could
not be monitored reliably due to the relatively slow response of
the log I~V converter in the pA range. The /-V converter could
not follow precisely enough the current change in the low-
conductance range upon sweeping the bias voltage at a rate of
25VsL

Comparative conductance measurements of
AC with AQ and AH

Figure 8 shows 1-D conductance histograms and 2-D conduc-
tance—distance histograms of AC, AQ, AH and, for compari-
son, also the target-molecule-free THF/decane solution, as
obtained in a series of MCBJ measurements. All experiments
were carried out under identical conditions and analyzed with
the strategies introduced above. We note that the histograms
constructed for the blank control experiment (Figure 8D and
Figure 8H) do not show any significant conductance peaks,
except the one attributed to the breaking of the monatomic
gold—gold contact around Gy and the feature at 10788 G. The
latter represents the noise level. The slight increase of the base-
line in the histograms results from contributions of the gap-
modulated tunneling current, which originates from variations

in the solvent conformation as well as from the “snap-back”

Beilstein J. Nanotechnol. 2011, 2, 699-713.

distances of the gold—gold nanocontacts upon breaking the leads
[59,601].

Figure 8B reveals a clear peak at 10770 G, (7.8 pS) in the
conductance histogram of the cross-conjugated anthraquinone
wire AQ. This feature is well separated from the noise level,
which is located at 10788 Gy,. The junction conductance of AQ
is approximately 300 times lower than that of AC. This trend
demonstrates that the cross-conjugated motif of AQ indeed
gives rise to a lower conductance as compared to the linear-
conjugated AC, which is in agreement with ab initio transport
calculations predicting a destructive quantum interference
present in AQ, but which is absent in AC molecular bridges
[24]. From a technical point of view, the accessibility and relia-
bility of the low conductance data for the AQ molecular junc-
tion also illustrates the high sensitivity of our new MCBJ setup.

Figure 8C shows the 1-D conductance histogram of the dihy-
droanthracene wire AH with a broken n-conjugation. The plot
reveals one main feature at 10703 Gy (39 pS) and a faint second
feature around 10~*+3 Gy (2.5 nS), the latter being 5 times larger
and close to the data reported for AC.

Complementary to the 1-D histograms we also constructed,
based on the above individual conductance—distance traces, 2-D
conductance—distance histograms [61]. In an attempt to define a
common reference point for all of the conductance—distance, we
selected the position where the current reaches 0.1 Gy to define
the relative zero of the distance scale [33]. The color code in
Figures 8E to Figure 8H is chosen such that the red areas indi-
cate a higher data density at the respective conductance—dis-
tance point. In agreement with the 1-D plot of AC in Figure 8A,
Figure 8E shows a clear and dominant molecular plateau around
10743 G and a second, less dense patch of data points, around
10772 G indicating a low conductance feature. The 2-D
histogram of AQ reveals only one clear molecular feature,
which is found around 1077 G, (Figure 8F). On the other
hand, the 2-D histogram of AH (Figure 8G) mainly displays a
molecular feature around 1073 Gy but also a weak intensity
patch at 1073 G, which coincide with the main peak and a
weak secondary feature shown in the 1-D conductance
histograms (Figure 8C). We comment that the overall evolution
of the minority feature of AH is close to the main conductance
peak of AC.

We further analyze the stretching distance from the breaking of
gold—gold contacts until the noise level is reached (from
1071 G/Gy to 1078 G/Gy). We extracted the most probable
stretching distance of breaking for the high conductance plateau
of AC in the range of 10! G/G to 1070 G/G, to explore further
details of the low-conductance state. As illustrated in
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Figure 8: 1-D conductance histograms and conductance—distance 2-D histograms constructed from 500 individual traces of AC (panels A and E), AQ
(panels B and F), AH (panels C and G) and for the blank control experiment (panels D and H) in THF/decane (v:v = 1:4) under Ar atmosphere at
0.10 V bias voltage in the MCBJ setup. The molecule concentration was 0.1 mM, and the stretching rate was around 1 nm-s™'.

Figure 9A, we observed two, clearly separate peaks. The first
peak, located around 1 nm, is assigned to a tunneling feature
without the formation of a molecular junction (blue traces in
Figure 4). The second peak, which evolves at longer stretching
distances, results from the formation of a molecular junction

and reflects properties of a true molecular plateau (red traces in
Figure 4). The most probable “relative” stretching distance at
which the AC molecular junction breaks is 2.5 nm, while the
most probable stretching distance up to the end of the high-

conductance molecular plateau is obtained as 2.3 nm (inset in
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Figure 9: Plateau-length distributions (black) and Gaussian fits (red) of (A) AC (B) AQ (C) AH and (D) the blank control system, as constructed from
the data shown in Figure 8. The conductance range selected for the plateau length analysis ranges between 0.1 G and 1078 Gg. The inset in panel
(A) represents the plateau length analysis of AC in a limited conductance range from 0.1 Gy to 1076 Gy in order to extract the length of the main

conductance plateau.

Figure 9A). The difference of 0.2 nm is attributed to a low-
conductance feature. The most probable “real” plateau length of
the gold|AC|gold junctions is estimated at 3 nm by adding the
“snap-back” distance of 0.65 nm [17,59,60] resulting from the
breaking of the monatomic gold—gold contact. This value is
slightly higher than the molecular length of AC (2.7 nm). We
propose that the strong gold—thiole bond leads to the “pulling-
out” of surface gold atoms just before the breaking of the mole-
cular junction. The low-conductance feature is attributed to
m-stacking interactions between two molecules attached only at
one end of the leads [44,62]. For a more detailed and critical
discussion of possible junction geometries and molecular mech-
anisms of junction breaking, we refer to our forthcoming papers
[14,17].

Figure 9B and Figure 9C show that the “relative” plateau length
of AQ amounts to 1.6 nm, while AH is estimated at 1.7 nm.
After correction with the snap-back distance one obtains
2.25 nm and 2.35 nm. Both values are smaller than the molec-
ular length, which indicates that most of the molecular junc-

tions break before they are completely elongated, which is

distinctly different behaviour compared to AC. We note that the
maximum in the adsorbate-free control experiment at around
0.9 nm (Figure 9D) results from tunneling and noise contribu-
tions, and is not related to the formation of gold/molecule|gold
junctions. Introducing a “relative” distance of 1.25 nm as a
threshold for the identification of a molecular junction, we
calculated the junction formation probability from the plateau-
length analysis and obtained the following values: 33% out of
all traces for AC, 32% for AH and 14% for AQ. Clearly, the
molecular structure of each of the three OPE-type species influ-
ences the bonding of the molecule to the gold-electrodes as well
as the formation probability of the junction.

Based on the analysis above, we suggest the following as the
most probable scenario to explain the features of a stretching
trace in the high conductance regime of AC: The gold leads
retract (“snap-back”) upon breaking of an atomic gold—gold
contact (configurations 1 and 2 in Figure 10B). Subsequently,
the AC molecule “slides” into the junction and connects finally
to both gold electrodes. The conductance changes slightly upon
further pulling [63] until the molecule is completely trapped
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Figure 10: Model of the breaking process of the Au]AC|Au junction. (A) A typical trace with labels indicating various stages of the process. (B) Model
of the formation and breaking of a single-molecule junction. (C) Model for a scenario involving the stacking of two molecules.

(configuration 3 in Figure 10), which leads to the most prob-
able conductance value of 10743 G, for a single gold|AC|gold
junction. Further pulling causes an elongation of the Au—thiol
bond until the junction breaks. The low-conductance feature is
attributed to the formation of molecular stacks after breaking of
the gold leads [44,62]. A tentative scenario is illustrated in
Figure 10C. Both processes may occur sequentially if more than
one molecule is trapped in the junction. This interpretation is
based on experimentally observed “stacking” trends in single-
molecule junctions formed by dithiolated or monothiolated
OPE-type molecules attached to two adjacent gold leads
[44,62].

We also note that the high conductance value of a gold|AC|gold
junction follows the trend In G = In 4 — B-L, with L as molec-
ular length, 4 = 10,819.6 nS and B = 3.4 nm™! as experimen-
tally observed for the length dependence of a family of dithiol-
terminated OPE-molecules [14]. B is the tunneling decay
constant, which is approximately 2.5 times smaller than typical
values for aliphatic molecular wires.

AQ and AH form only one type of molecular junction, which
we attribute to the “high” conductance type. However, the two
most probable values obtained do not follow the above trend for
the conductance versus length dependence of unsubstituted
dithiolated OPE molecules. Both values, 1077-0 G for the
cross-conjugated anthraginone AQ and 1073 G for the dihy-
droanthracene AH are significantly smaller than predicted from

this correlation. The data of Figure 8 reveal the following trend
in single-junction conductance: AC > AH > AQ for this series
of molecules with identical lengths. This trend thus clearly
shows the influence of the n-conjugation pattern on the single-
molecule conductance. The even lower conductance of the
cross-conjugated molecule AQ as compared to the dihydroan-
thracene AH wire is attributed to a destructive quantum inter-
ference in the AQ-type junction [24,56]. Complementary data
from single-molecule /-V traces were only accessible for AC
(section "Continuous current—voltage (/-V) measurement"), and
not for AQ and AH. The rather low junction-conductance char-
acteristics of these two molecules as recorded simultaneously
during single stretching traces were too much distorted by the
onset of instrumental noise.

Furthermore, the most probable molecular junction lengths of
AQ and AH are smaller than the molecular length indicating
that the junctions breaks more frequently before the molecule
assumes an extended atop—atop configuration between the two
ends of the gold leads. A peculiarity appears in the form of a
weak conductance feature observed for AH around 1074 G
(Figure 8C and Figure 8H). The similarity to the main conduc-
tance feature of AC (Figure 8A and Figure 8E) suggests that the
second conductance peak of AH may come from the partial oxi-
dation of AH to AC.

Finally, we notice that the same sequence of conductance values
as found in the MCBJ-experiments (AC > AQ > AH) was also
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observed in current-probe atomic force microscopy (CP—AFM)
[64] and EGaln studies [65] of these three molecules. However,
the absolute conductance values were about two (CP-AFM) to
five (EGaln) orders of magnitude larger. This difference is
attributed to the contact area in the CP—AFM and EGaln setups.
The conductance data acquired in such configurations represent
the integral sum over parallel molecular junctions in asym-
metric contact geometries, which is distinctly different from the
single-molecule data reported in this paper. Furthermore, the
number of bridging molecules, which contribute to the
measured charge-transfer characteristics in the large-area mole-
cular junctions, is not directly accessible, thus preventing the
downscaling to an “effective” single-molecule-junction

response.

Conclusion

We described in this paper the construction of a mechanically
controlled break-junction setup (MCBJ) equipped with a highly
sensitive log /-V converter to measure ultralow conductances of
molecular rods formed between two gold leads. In particular,
we carried out quantitative single-molecule conductance experi-
ments on linearly conjugated, cross-conjugated, and broken-
conjugated examples of dithiolated molecules of the OPE
family. The current sensitivity of the setup reaches down to
10 fA. Our experiments demonstrate that the conductance of the
linearly conjugated molecule AC is several hundred times
higher than that of the broken n-conjugated molecule AH, and
the conductance of AH is about five times higher than that of
the cross-conjugated molecule AQ. The latter result is attrib-
uted to destructive quantum interference present in the AQ
molecular bridge [24]. All dithiolated molecules are of similar
length (~2.6 nm), but only AC appears to be capable of forming
a large number of fully extended goldjmolecule|gold junctions.
The other two molecules AQ and AH form junctions that break
before reaching full extension.

These experimentally observed trends in the values of the
single-molecule conductances as well as in the stability of the
respective molecular junctions reveal the key role of n-conjuga-
tion in the charge transport through rigid-rod OPE-type single-
molecule junctions. Moreover, the good agreement between the
different measurement approaches employed in this paper
(current—distance and current—voltage traces from MCBJ and
STM-BJ) confirm the reliability of our measurements. The
observation of similar trends in the main conductance values
discovered in single-molecule (MCBJ, STM-BJ) and parallel-
molecule junction experiments (CP—AFM, EGaln junctions)
confirms the complementarity of the various experimental
platforms, in both their similarities as well as their distinct
differences.
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Abstract

We have investigated charge transport in ZnTPPdT—Pyr (TPPAT: 5,15-di(p-thiolphenyl)-10,20-di(p-tolyl)porphyrin) molecular
junctions using the lithographic mechanically controllable break-junction (MCBJ) technique at room temperature and cryogenic
temperature (6 K). We combined low-bias statistical measurements with spectroscopy of the molecular levels in the form of /(V)
characteristics. This combination allows us to characterize the transport in a molecular junction in detail. This complex molecule
can form different junction configurations, having an observable effect on the trace histograms and the current—voltage (/(V))
measurements. Both methods show that multiple, stable single-molecule junction configurations can be obtained by modulating the
interelectrode distance. In addition we demonstrate that different ZnTPPdT—Pyr junction configurations can lead to completely
different spectroscopic features with the same conductance values. We show that statistical low-bias conductance measurements
should be interpreted with care, and that the combination with /() spectroscopy represents an essential tool for a more detailed

characterization of the charge transport in a single molecule.

Introduction
The break-junction method represents a popular choice breaking and fusing two metallic electrodes, the low-bias
to investigate the electronic transport through conductance is monitored as a function of the electrode dis-

metal-molecule—metal junctions [1-6]. While repeatedly placement. Such low-bias transport measurements have been
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extensively used to study the dependence of the molecular
conductance on the length [1,2], conformation [3,4] and
anchoring groups [5,6] of rod-like molecules. However, as the
bias range is very limited, the main contribution to the current is
off-resonance transport. As such, spectroscopic information
about molecular energy levels involved in the charge transport
is lacking.

Here, we investigate charge transport through a zinc(II) por-
phyrin [zinc(II) 5,15-di(p-thiolphenyl)-10,20-di(p-tolyl)por-
phyrin] with an axial pyridine ligand in both the low-bias and
the high-bias regime. Porphyrins are interesting for this purpose
as they are complex, non-rodlike molecules, which can form
different stable conformations [7,8], especially when functional-
ized with metal-bound axial pyridine ligands [9]. Using the
mechanically controllable break-junction (MCBJ) technique, we
study the low-bias conductance as a function of the electrode
displacement. In addition, we perform current—voltage measure-
ments at different electrode spacings in order to gain spectro-

scopic information in the high-bias regime.

The MCBJ technique is an elegant way to control the spacing
between two metallic electrodes with subatomic (<10710 m)
resolution [10-12]. This control is achieved by bending a sub-
strate supporting a pair of partially suspended electrodes, in a
three-point bending mechanism. Upon bending of the substrate,
a nanosized gap is formed between the electrodes, which can be
mechanically adjusted and which is impressively stable on the
order of several hours, even at room temperature [13,14]. The
layout of the technique is schematically presented in Figure 1b.

All experiments were performed in high vacuum (<107° mbar).

Prior to the experiments, a complex of zinc(Il) 5,15-di(p-

Beilstein J. Nanotechnol. 2011, 2, 714-719.

thiolphenyl)-10,20-di(p-tolyl)porphyrin and pyridine
(ZnTPPdT-Pyr) (see Figure 1a for the structural formula) was
dissolved in dichloromethane (DCM) and deposited on the
unbroken electrodes by means of self-assembly from solution.
Two thiol groups on opposite sides of the molecule are used as
anchoring groups. After deposition, the junctions are broken in
vacuum at room temperature. The aforementioned stability of
the electrodes allows us to characterize charge transport through
ZnTPPdT-Pyr by performing two types of experiments. First,
we measure at room temperature the low-bias conductance of
the molecule as a function of the electrode stretching. Second,
we perform spectroscopy of the molecular energy levels by
measuring current—voltage characteristics at fixed electrode
spacings; this was done both at room temperature and cryo-

genic temperature (6 K).

Results

To obtain the conductance value of the most probable contact
geometry we repeatedly broke and fused the electrodes [15-17]
between conductances of 1-107> Gy and 10 G, while measuring
the current at a fixed bias voltage (100 mV). Each breaking
event produced a “breaking trace” of the conductance, which
is plotted as log;o(G) versus the electrode displacement d.
Sets of 500 consecutive breaking traces from individual
junctions were then binned in time and in electrode displace-
ment. As we are interested in the breaking dynamics of the
junctions beyond the point of rupture of the last monatomic
gold contact (defined as d = 0), only conductance values below
one quantum unit Gy = 2e¢2/h (the resistance of a single gold
atom) are considered. The results are plotted as two-dimen-
sional “trace histograms”, in which areas of high counts
represent the most typical breaking behavior of the molecular
junction [18,19].

supports

)
pushing rod phosphor

*-. bronze

#"Au electrodes

polyimide

Figure 1: Structural formula of ZnTPPdT—Pyr (b) Top: Setup of the mechanically controllable break-junction (MCBJ). Bottom: Scanning electron
micrograph of a MCBJ device (colorized for clarity). The scale bar shows that the suspended bridge is about 1 pm in length.
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In Figure 2, we show trace histograms as well as examples of
individual breaking traces for a junction exposed to (a) the
solvent DCM and (b) ZnTPPdT—Pyr. All measured curves are
included, i.e., no data selection was employed. We measured
several samples with ZnTPPdT—Pyr molecules as well as DCM
references. The features shown in Figure 2a and Figure 2b are
representative of all these measurements. In the junction that
was exposed to the pure solvent without porphyrin molecules
(Figure 2a), the Au-bridge is stretched until a single-atom
contact is formed, visible (only in the individual offset traces)
as a plateau around the conductance quantum (G ~ Gg). Upon
further stretching, the monatomic contact is broken and the
conductance decreases sharply and abruptly to ~1073 Gy due to
relaxation of the electrode tips. Beyond this point, electron
tunneling between the electrodes leads to a fast conductance
decay with stretching (visible as the orange tail), as expected for
tunneling through a single barrier.

In contrast to this fast tunneling decay, introduction of the

porphyrin molecules by self-assembly in the junction led to

Beilstein J. Nanotechnol. 2011, 2, 714-719.

pronounced plateaus at different conductance values in the sub-
G regime. The observation of such plateaus in the breaking
traces is commonly taken as a signature of the formation of a
molecular junction [15-17]. Figure 2b shows that the plateaus
can be horizontal or sloped. Some traces consist of a few
plateaus at different conductance values. The representative
breaking traces that are included in Figure 2b display a set of
such plateaus. In strong contrast to measurements on rod-like
molecules, averaging over 500 traces does not lead to a narrow
region of high counts in the trace histograms. Instead, two
distinct regions with high counts are visible; a high-conduc-
tance region around 107! Gy, and a sloped low-conductance
region ranging from 1073 Gy to 107 G Although clear
plateaus are observed in the single breaking traces, averaging
over hundreds of traces washes out the molecular signature.
Hence, a complementary method is required to study charge

transport in more detail.

We therefore measured current—voltage characteristics (/(V)s) at

a fixed electrode spacing, in the 1072-107 G, conductance

. . High
100 \L H a) L b) L
) DCM ZnTPPdT
Q 10" -Pyr |
e
@ -2
é 10 1 Medium
g 107
©
5
o 10
1075 | IR \ . ‘ il i , Low
0 0.2 0.4 0.6 0.8 0 0.2 04 0.6 0.8 1
Relative electrode displacement (nm) Relative electrode displacement (nm)
0.3
c) d)
0.2r DCM ZnTPPdT-Pyr

Current (pA)
[=}

vy

-0.1 —do —do
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-1 -0.5 0 0.5 1 -0.5 0.5 1
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0
Bias Voltage (V)

Figure 2: Trace histograms constructed from 500 consecutive breaking traces taken at room temperature and 100 mV bias for junctions exposed to
(a) the solvent DCM only, and (b) to ZnTPPdT—Pyr. Regions of high counts represent the most probable breaking behavior of the contact. The black
curves are examples of individual breaking traces (offset along the horizontal axis, d, for clarity). For the construction of the trace histograms, the zero
of the relative electrode displacement for each curve was set to the point where the conductance drops sharply below 1 Gg. (c) Current-voltage char-
acteristics taken at various electrode spacings starting from the initial value dg of junctions exposed to the solvent DCM, and (d) to ZnTPPdT—Pyr.
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region. In between the /() measurements, the interelectrode
distance was gradually increased or decreased in steps of about
10 pm, without fusing the electrodes to form a metallic contact.
In this way, changes in the configurations of the molecular
junctions occurring as a function of electrode spacing can be
accurately probed. /(V)s taken at room temperature for several
electrode spacings of the junctions exposed to DCM and
ZnTPPdT-Pyr are presented in Figure 2c¢ and Figure 2d,
respectively. For each series, all the presented /(V)s are taken
from the same breaking sequence.

I(V)s of a junction exposed to DCM (Figure 2¢) exhibit the
characteristic single-barrier tunneling shape and show the
expected current decrease upon increasing the electrode
spacing. In contrast, /(V) characteristics on the ZnTPPdT-Pyr
junction show a sharper current onset, marked by arrows in
Figure 2d. This observation may be viewed as a molecular
fingerprint as the marked points correspond to the onset of reso-
nant transport through an energy level of the molecule (either
vibrational or electronic). Interestingly, the current onset
strongly depends on the interelectrode distance. At d it is
located around —250 mV. After a step of about 10 pm in the
electrode distance, the onset shifted to around —350 mV.
Increasing the inter-electrode distance by an additional 140 pm,
shifted the onset at negative bias to a location outside the bias
window. Note furthermore the asymmetry in the curves in
Figure 2d, which increases as the electrodes move further apart
(i.e., the blue curve in Figure 2d). For the three /(V)s we also
determined the conductance at the same bias voltage as used to
construct the trace histograms, i.e., at 100 mV. For the red,
black and blue /(V) curve we obtain conductance values of

Beilstein J. Nanotechnol. 2011, 2, 714-719.

2.0-1073, 1.6:107* and 1.6:107* Gy respectively. Interestingly,
small changes in electrode distance (~10 pm) can induce signifi-
cant changes in the shape of the /(}) characteristics and the
low-bias conductance (compare, e.g., the red and black curves).
Opening the junction further (black and blue curves) results in
no change of the conductance value at 100 mV, but in different
1(V) shapes.

Spectroscopic features become more pronounced at low
temperature as the junction stability increases, and both the
thermal noise and thermal broadening decrease. We therefore
cooled down the junctions to cryogenic temperature (6 K) while
keeping the zero-bias conductance at a fixed value (around
1:107* Gy) with a feedback loop. In Figure 3a and Figure 3b, we
present low-temperature I(V)s of junctions exposed to (a) DCM
and (b) ZnTPPdT-Pyr solution, for different electrode spacings.
I(V)s of the junction exposed to DCM show the characteristic
tunneling shape, without any molecular signature, as was also
found at room temperature. A notable difference, however, is

the significant reduction of the noise.

The I(V)s of the junction containing ZnTPPdT—Pyr now show
sharp step-like features, which are more pronounced than those
in Figure 2d. We numerically determined the differential
conductance (d//dV) as displayed in Figure 3c. In the d//dV
curves, the steplike features are visible as resonance peaks,
which are marked in the figure with arrows of the corres-
ponding color. For clarity, the d//dV curves are offset vertically,
and the d//dV-curve represented by the black curve is magni-
fied 100 times. The origin of these resonances can be electronic
or vibrational [20-22]. Independent of their origin, their pos-
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Figure 3: Low-temperature /(V) characteristics of junctions exposed to (a) DCM and (b) ZnTPPdT—Pyr. The DCM sample clearly shows vacuum-

tunneling behavior. The porphyrin sample exhibits Coulomb blockade and steps. (c) d//dV of a junction exposed to a ZnTPPdT—Pyr solution; curves
are offset vertically for clarity. Resonances correspond to electronic or vibrational energy levels of the molecular junction. Note, for the black line the
d//dV has been scaled by a factor of 100.
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ition reveals the alignment of the corresponding energy level
with respect to the Fermi energy of the electrodes [23]. For a
distance of dy (red curve), five pronounced resonances are
present, located at =339 mV, —283 mV, —153 mV, 58 mV and
334 mV. For the conductance at 100 mV we obtain a value of
2.1:1073 Gy. Increasing the distance by 10 pm (black curve)
drastically changes the molecular energy spectrum, with one
distinct resonance at 94 mV, and two fainter peaks around
—99 mV and 319 mV. Here, the conductance at 100 mV is
1.2:1073 Gy. Increasing the distance by an additional 500 pm
(blue curve) again leads to changes in the molecular energy
spectrum; in this case four pronounced resonances are located at
—238 mV, —136 mV, 58 mV and 334 mV. For the conductance

we again obtain a value of 2.1-1073 G,

Discussion

Comparing first the red and black curve in Figure 3¢, we see
that within a change in the electrode displacement of 10 pm, the
number of energy levels involved in the electronic transport as
well as their exact energy drastically changed. A major jump
of two orders of magnitude in the low-bias conductance
was observed as well. This suggests an abrupt change in
the molecule—electrode interaction, presumably caused by a
change in molecular conformation. A similar change in molecu-
lar conformation was also observed in the room temperature
1(V)s as demonstrated by the red and black curves in Figure 2;
the onset for the current increase shifted by —100 mV and the
conductance dropped by one order of magnitude within 10 pm.
These observations support the conclusion drawn from the trace
histogram measurements: The molecule can adopt different
stable conformations, leading to plateaus at different conduc-
tance values in the breaking traces. Comparing the red and blue
curves in Figure 3c, which were taken are at a separation of
510 pm, we see that their molecular energy spectra strongly
differ, but that their low-bias conductance is similar (Figure 3b,
inset). Similar behavior was also observed at room temperature
(Figure 2d). This suggests that different stable junction configu-
rations with very different spectroscopic signatures can exhibit

the same low-bias conductance.

For most of the low-bias break-junction measurements on rod-
like molecules it is assumed that repetitive fusing and breaking
of the molecular junction provides the most probable conduc-
tance value [15-17]. Multiple conductance peaks are often
attributed to the formation of multiple molecular bridges
connected in parallel [15,24]. The strength of the
molecule—metal chemical bond is considered to play a central
role in determining the single-molecule conductance values.
Our results on the Zn-porphyrin molecule with a pyridine axial
group show that different conductance values can also result

from the stretching or fusing of a molecular junction.

Beilstein J. Nanotechnol. 2011, 2, 714-719.

As considerable changes in the conductance values and
spectra already occur for a displacement as small as 10 pm, we
conclude that neither the molecule—electrode chemical bond
nor the electrode configuration itself can be held responsible.
More likely, varying the electrode distance changes the
molecular conformation, which in turn leads to abrupt changes
in the molecule—electrode interaction. Our findings also show
that /() characteristics taken at different electrode spacings can
exhibit distinct different spectroscopic features but a similar
low-bias conductance. This indicates that different junction
geometries can lead to similar conductance values in the
trace histograms. Therefore, as changes in the configuration
of the molecular junction are not always reflected in
the low-bias trace histograms, supporting high-bias (V)
characteristics are essential for the interpretation of such
histograms.

Conclusion

In summary, we investigated charge transport in ZnTPPdT—Pyr
molecular junctions using the lithographic MCBJ technique. We
combined low-bias statistical measurements with spectroscopy
measurements of the molecular levels in the form of /(V)
characteristics. This unique combination allows us to probe
different junction configurations and monitor changes in
the molecular-level alignment upon fusing or breaking of a
molecular junction. Both methods show that multiple stable
single-molecule junction configurations can be obtained by
stretching or fusing the junction. In addition we demonstrate
that different ZnTPPdT—Pyr junction configurations can lead to
different spectroscopic features for similar low-bias conduc-
tance values. Thus, /(V)-spectroscopy measurements can
provide additional information compared to statistical low-bias
conductance histograms, enabling a more in-depth characteriza-

tion of the charge transport through a single molecule.

Supporting Information

Supporting Information features detailed information on
sample preparations and measurement procedures.

Supporting Information File 1

Experimental details.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-2-77-S1.pdf]
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We give a physical interpretation of the recently demonstrated nonconservative nature of interatomic forces in current-carrying

nanostructures. We start from the analytical expression for the curl of these forces, and evaluate it for a point defect in a current-

carrying system. We obtain a general definition of the capacity of electrical current flow to exert a nonconservative force, and thus

do net work around closed paths, by a formal noninvasive test procedure. Second, we show that the gain in atomic kinetic energy

over time, generated by nonconservative current-induced forces, is equivalent to the uncompensated stimulated emission of direc-

tional phonons. This connection with electron—phonon interactions quantifies explicitly the intuitive notion that nonconservative

forces work by angular momentum transfer.

Introduction

Electron—nuclear interactions lie at the heart of the transport
properties of nanoscale conductors. Even in the limit of elastic
(phonon-free) conduction, the nature and positions of nuclei in a
nanojunction determine the external potential, experienced by
current-carrying electrons, and, together with electron—electron
interactions, determine the current—voltage spectrum of the

system. Allowing nuclei to respond to current-induced forces

introduces two additional elements: Current-driven displace-
ments and Joule heating. Current-induced forces arise, funda-
mentally, through momentum transfer from the electron flow to
nuclei, and are familiar from the field of electromigration [1].
An alternative, but fundamentally equivalent, way to think
about them is as nonequilibrium corrections to interatomic

bonding forces. In considering these forces, it is often conveni-
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ent to adopt the Born—Oppenheimer approximation, adapted to
the nonequilibrium conditions in a nanoconductor: We think of
nuclei as heavy, slow classical particles, and imagine that, as
nuclei move, electrons always remain in the steady state appro-
priate for the given set of instantaneous nuclear positions; we
then calculate the force on a nucleus exerted by the mean elec-
tron density in the system (including appropriate Pulay correc-
tions, if an incomplete electronic basis is used) [2-5]. Joule
heating, on the other hand, is due to the finite mass of nuclei,
and results from the recoil of nuclei in inelastic collisions with
electrons [6-10]. The combined effect of the two is the driving
force behind electromigration-type phenomena [2,6,7]: Current-
induced forces modify atomic migration barriers; together with
local heating, this results in thermally activated current-induced

atomic rearrangements, or even failure.

Recently, a new and rather different aspect of current-induced
forces has received attention: Their nonconservative character,
and their resultant ability to do net work on individual atoms, or
groups of atoms, around closed paths [1,11-14]. The practical
consequences of this mechanism for sustained energy transfer
from electrical current into atomic motion are only just starting
to be explored. Two aspects of the effect that are of immediate
interest are its capacity to drive an atomic-scale motor, and its
possible potent role as a cause for dramatic mechanical failure
[12-14]. Indeed, the notion that current can drive rotary motion,
under appropriate conditions, is highly intuitive [15,16], and is
increasingly being seen as a common, rather than rare, effect in
nanoscale conductors [17]. The essential physics behind the
nonconservative component of current-induced forces is that of
a waterwheel driven by a flow [12]. For quantum-mechanical
electron flow interacting with classical nuclei, the effect is
quantified precisely by an analytical result for the curl of these
forces [12,18]. Yet, there is a gap to be bridged between the
formal result and the intuitive physics.

The aim of the present short paper is to bridge this gap, and
extract explicitly the gas-flow picture of nonconservative
current-induced forces. We then make a second connection, by
showing that the work done by these forces around closed paths
is equivalent to the uncompensated stimulated emission of
directional phonons, characterised by the sign of their angular
momentum. This second result will close the gap between the
nonconservative effect and the more familiar fundamental

physics of electron—phonon interactions.

Results and Discussion

The gas-flow picture

Under steady-state conditions, in the absence of phonons, the
electronic properties of a nanoscale conductor are parametric

functions of the classical nuclear positions. So too are the

Beilstein J. Nanotechnol. 2011, 2, 727-733.

current-induced forces on the nuclei. The nonconservative
component of these forces is characterised by the generalised

curl expression [12,18]

OF,(0) 0F,(Q)

o, og,  mmIrif@DMO)E,@QANON- (1)

Here, and throughout the paper, we work in the small-bias limit.
For our present purposes, we work with noninteracting elec-

trons and zero magnetic fields.

In Equation 1, O denotes a collection of generalised classical
coordinates {Q;}; F(Q) is the current-induced force on co-
ordinate Qy; ﬁ(u,Q) = d[u — H,(Q)] is the operator for the elec-
tronic density of states, evaluated at the Fermi level p; Ap(Q) is
the nonequilibrium part of the one-electron density matrix (that
is, the difference between the steady-state current-carrying
density matrix and the equilibrium density matrix); finally,
ﬁI(Q) is the force operator

0H,(0)

F(Q)=- 5
1

@

where H,(Q) is the one-electron Hamiltonian, as a parametric

function of the classical degrees of freedom Q.

Equation 1 is intriguing but lacks transparency. We now probe
its physical content as follows. We immerse a point defect, with
position vector R = (X,Y,Z) and a scattering potential v(R) =
Cé(r—R), in the electron flow. Here, r = (x,y,z) denotes the
electron position. We shall use the defect to directly measure

the ability of the flow to exert a nonconservative force.

We have

F(R) =—-CVR3(#—R) =CV,3(t -R). 3)

Below, we deliberately treat C as small and work to the lowest
nontrivial order in this parameter. Taking the trace in

Equation 1 in the continuum r-representation,

(Vg xF(R)), = 4nlm j drdr'Fy (r, R)D(r,r',R, 1)

4)
x Fy (r',R)Ap(r’,r,R).
We also have
. h oAp(r,r'.R
jo(r,R) = _m{Mj )
m ov _—
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where v = x,y,z and j(r,R) is the electron particle-current
density.

Then, to lowest order in C, we obtain

2nmC?

Ve xF(R) = r

Vex[IDEWiol},_g. D

where D(r,u1) = D(r,r,1) and j(r) are the local density of states
at the Fermi level and the particle-current density in the absence
of the point scatterer. Therefore, Equation 7 defines an intrinsic
property of the current flow: Its “curl-generating” capacity. The
point defect above serves as a noninvasive test particle that
probes this property. One can picture situations in which this
intrinsic curl vanishes but yet there still is a nonzero curl to
higher order in the coupling between the scatterer and the elec-
trons. One example of this interesting possibility would be an
atom weakly bonded to a structure, where the weak bonding
enables current to flow through the atom in the first place.

Equation 7 is completely general and makes no assumptions
about the nature and structure of the conductor. We will now
simplify it further as follows. We assume that all electronic
properties vary slowly in space, and we attribute a local Fermi
momentum, p(r), to the electrons. We now have a semiclassical
gas flow in a, locally, jellium-like environment. Next, we
observe that for jellium

r=R

is the scattering cross section of the defect. In the assumed,
locally free-electron-like medium, in 3D, to lowest order in C, ¢
is a constant (since D(r,p) o p(r)), and is equal also to the

transport cross section, oy.. Hence,

Ve xF(R) =0 {V, x[p(r) j(r)]}r:R. )

Thus, (the curl of) the force on the test particle is proportional
to (the curl of) the local momentum flux of the flow, [p(r)j(r)],
with a constant of proportionality .. At this stage, quantum
mechanics has all but disappeared from the problem: We have a
classical interaction between a, generally, spatially nonuniform

steady gas flow and an elastic scatterer in its path.
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Finally, recognising

ou[ PO ] _p = Fying(R) (10)
as the electron-wind force in electromigration, we have
VR XF(R) = Vg xFyinq (R). (1n

Therefore, we have shown from first principles that the point of
departure, Equation 1, is an algebraic statement of Sorbello’s
thought experiment [1] to prove that this force is, in general, a
nonconservative force. We have shown, further, that the key
quantity responsible for this property is the curl of the local

electron momentum-current density.

Nonconservative work as directional phonon

emission

We will now relate the nonconservative current-induced forces
on atoms to the intuitive idea of the waterwheel. To this end, we
will show that the work done by these forces around closed
paths corresponds exactly to the stimulated generation of direc-
tional phonons, characterised by their angular momentum.
Consider a flux of electrons travelling through an elastic
medium. Intuitively, we expect the flux to preferentially emit
phonons with momentum parallel to the electron flow. This

becomes evident, when we consider the setup in Figure 1.

ML

Figure 1: An electrode—junction—electrode system in the Landauer
picture. The details are discussed in the text.

A nanostructure is connected to two electrodes, each in turn
connected to its own battery terminal serving as a particle reser-
voir. The left reservoir injects right-travelling electrons with

electrochemical potential
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Hp =n+el /2, (12)

and the right reservoir injects left-travelling electrons with elec-
trochemical potential

Mg =n—el/2, (13)

where V' is the applied bias.

The current comes from the energy window between g and iy,
where there are partially-populated electron states. A right-
travelling electron in this energy window can emit a right-
travelling phonon, and scatter into a left-travelling state. But the
reverse process is suppressed, due to the population imbalance
between the two sets of electron states. Hence, we expect a
directional preference of the emitted phonons. Since the rate of
stimulated emission increases with growing phonon population,
we might expect the process to have the ability to feed on itself.
We will show below that this is the physical origin of the
nonconservative current-induced forces.

Consider two independent generalised oscillator coordinates X
and Y, with the same angular frequency, ®. Here, X and Y could
be two individual atomic degrees of freedom (not necessarily of
the same atom), or they could be collective normal modes. In all
cases, we assume, as our starting point, that the modes X and Y
describe standing waves. The Hamiltonian for the two oscil-
lator degrees of freedom is
H :L(ﬁ}( +ﬁY2) Ly (f(z +)?2) . (14)
2M 2

0sC

where Py and Py are the corresponding canonical momenta, and

M is a mass-like parameter.

We now form new modes, which we label by (+) and (—), with
annihilation operators

i =%\/§(f(—i)})+% L (b-i5) a9
i :%J@(ﬁui?)% /ﬁw(ﬁ){nﬁy). (16)

They obey

(A, Al 1=1=[4_,4'], a7
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with all other commutators equal to zero. The inverse relations
are

v LA (7 N
X =— —(A +4 +A,+A7) 18
2\ Mo VT (%)
S T VA
Poeo [ (- A A - AT (19
2i\ Mo V" 7 )
R 1 A A
Py :E\/tho(A++A_—Aﬁ —AT) (20)
. 1 R R
By = Mho (A, +df -4 - 47). @)
The new modes diagonalise the Hamiltonian as follows
~ - 1 - 1
H. =ho N++E+N_+5 , (22)
where
N, =A[Ad, N =d"4 . (23)

The physical significance of the new modes can be seen by
considering the angular momentum

A

Ly = XPy TPy =h(N, - N_). 4)

Thus, the “anticlockwise” mode (+) carries positive angular
momentum (in the direction, perpendicular to the abstract X—Y
plane) and the “clockwise” mode (—) carries negative angular
momentum. By coupling these two directional phonon modes to
electrons, we will see that the electron current pumps energy
into one, while damping the other.

The coupling between electrons and phonons is described by
scattering theory. The unperturbed, phonon-free state of the
current-carrying electrons is that of the usual Landauer picture
[5]. In this picture, electrons in the phonon-free steady state are
described by two sets of stationary one-electron
Lippmann—Schwinger scattering states. One set, {|W1>} with
energies {£;}, originate from the left electrode, and are
scattered elastically at the junction, with partial backscattering
into the left electrode and partial transmission into the right

electrode; the other set, {|\v,>} with energies {E,}, originate
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from the right electrode, with partial backscattering into the
right electrode and partial transmission to the left. In the
absence of bound states (which we assume here), the two form a
complete orthonormal set. The left reservoir populates states /,
in a grand-canonical ensemble with electrochemical potential ;.
(and a chosen electronic temperature); the right reservoir popu-
lates states » with electrochemical potential pg. It is convenient
to define the density of states operators [5]

Di(E)=Y" |w)S(E~E)y, |,
l

. (25)
DRr(E)=Y |y )S(E-E, )y, |,

with

D; (E)+ Dy (E) = D(E). (26)

Here, we include spin in ZSL(E) and ﬁR(D. From Equation 12,
Equation 13 and Equation 25, the nonequilibrium part of the
one-electron density matrix, in the linear bias regime, is given
by

~ eVra A
8p =" Dy =Dy | @7)

The system of two oscillators, we describe by an unperturbed
density matrix that commutes with N,. Electrons and oscil-
lators are then coupled by an interaction of the generic form

v="- Z Z égép,(\lfa \FX |\V[3>)A(

o=lrB=lr 28)
-2 > CAZc%(Wa | Fy \\VBW,
o=LrB=lr

where ¢, and é; are fermionic annihilation and creation oper-
ators. Then, for the resultant rates of change of the occupancies,
N, of the anticlockwise and clockwise modes, to lowest order

in v, we obtain

T

N, = (N, +1)
- 2Mo
X DY fu (=) [wp | (By FiFy) [ we)
a=[rB=Lr
O(Ey—E, +h
o Eathe) (29)
-—N,
2Mo —
X 3 S U= fp) g | (Fy £iFy) [ wy) [
a=Lrp=lr

X 8(Ep — By —ho) ,
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where f; = f;(E)) and f, = fp(E,) are the Fermi—Dirac distribu-
tions for electrons originating from the two respective reser-

voirs.

We now deliberately suppress the spontaneous phonon emis-
sion. Formally, we work in the classical limit and set (V. + 1) =
N.. Then, counting all possibilities for a and B above and
observing the selection rules, setting the electronic temperature
to zero, and ignoring variations in the electronic properties over
energies in the region of 7w or eV, we get

N, nh
+ = _Ti_(TX +TY)
. (30)
£ Ny ——eVImTr{Dg (W) Fy Dy (W) Fy },
Mo
where
Ty = Tr{bL (H)ﬁX[)L (H)ﬁx}
+2Tr{D; (W) Fy Dg (W Fy } (€2))
+Tr{Dg (W Fy D (W Fy }
Ty = Tr{Dy (WFy Dy (WFy }
+2Tr{ Dy (W Fy Dy (W Fy ) (32)

+Tr{Dp (W) Fy D (W) Fy }.

This is our final result. Equation 30 displays precisely the
picture from [12]. Mode (+) experiences a damped driven
motion. The damping (first term) is due to the ordinary elec-
tronic friction experienced by the two independent modes X and
Y (each of which carries half of the energy of mode (+)). This
friction is due to phonon absorption by electrons, and is present
even at zero current. The driving term (the second term) comes
solely from the current. It anti-drives mode (—).

To extract explicitly the curl of the effective driving force
acting on the 2D oscillator, for the rate at which this force does
work on mode (+) we write

. w
U, =(VxF), 14’ 2 (33)

where U, = N, fio = Mw?4? is the energy of the mode and A2
is the mean square displacement in the X-Y plane. Comparison
with the second term in Equation 30 gives

(VxF), =4neV ImTr{Dg (W) FyD; (WFy}.  (34)
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In view of Equation 26 and Equation 27, this is equivalent to
Equation 1 [13]. The difference is that in [12,18] this result was
derived in the mixed quantum-classical framework of Ehrenfest
dynamics. Herein, it has been obtained formally exactly from
quantum-mechanical electron—phonon coupling: The work done
by nonconservative forces around a closed path is equivalent to
the stimulated emission of directional, angular-momentum-
carrying phonons. The opposite sign of the effect for modes (+)
and (—) originates from the directionality, introduced by the
current, that breaks the symmetry between clockwise and anti-
clockwise atomic motion in the X—Y plane [17]. The averaging
over classical trajectories, implicit in the construction of the
unperturbed phonon density matrix in the present calculation,
eliminates certain additional forces that become apparent, for
example, in the treatments of references [13,14]. These add-
itional forces and their effects present an interesting avenue for
further work [19].

Conclusion

We have taken the analytical result for the curl of current-
induced forces, derived in references [12,18], and we have
related it to two physically transparent ideas. One is the elec-
tron-wind force on a test particle, determined by the local elec-
tron momentum flux. The second is the uncompensated stimu-
lated emission of travelling phonons. The fact that the noncon-
servative effect is related to stimulated (as opposed to spontan-
eous) emission explains the remarkable, and practically very
useful, earlier finding that the nonconservative dynamics of
atoms under current can be captured already at the level of
Ehrenfest dynamics. (Ehrenfest dynamics suppresses spontan-
eous transitions but retains stimulated transitions.) However, at
that level, the underlying physics of the effect remains some-
what obscured by the mixed framework. Starting from the
present internally consistent picture, we see explicitly that this
novel and interesting effect is like a current-driven waterwheel,
which works by angular-momentum transfer from the electron
flow (albeit possibly in an abstract sense, depending on what X
and Y denote).

Superficially, Equation 30 resembles ordinary Joule heating.
Indeed, it does constitute a form of directional heating. But
there is a key difference. Standing, bound phonon modes can
equilibrate with the current-carrying electrons, at an effective
phonon population set by the bias [20]. Equation 30 shows
qualitatively different behaviour. If the second term is positive,
then, once the bias V is large enough for term 2 to dominate
term 1, the Equation predicts an exponential growth of the
energy of the given travelling mode, without equilibration. This
is the waterwheel effect of reference [12]. Of course, in reality
this increase cannot continue indefinitely, and the possible

outcomes form the subject of ongoing research. Pertinent ques-
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tions are concerned with the effects of anharmonicity [12], the
possible eventual failure of the device [13], and the possible
current-induced corrections, under appropriate conditions, to the
conservative part of the harmonic potential (which could lift the
degeneracy of the modes X and Y that form the “waterwheel”).

It is hoped that nonconservative forces, and the underlying
mechanism of uncompensated directional phonon generation
under current, will be useful in tackling not only problems in
nanotechnology but also in neighbouring areas, such as the
behaviour of bulk metals under large current densities.
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We study the crossover of quantum point contacts from (i) individual-atom contacts to (ii) electronic-shell effects and finally to (iii)

geometric-shell effects in electrochemically deposited silver contacts. The method allows the fabrication of mechanically unstrained

structures, which is a requirement for determining the individual atomic configuration by means of a detailed lifetime analysis of

their conductance. Within the geometric-shell model, the sequence of conductance maxima is explained quantitatively based on the

crystal structure data of silver, and the growth mechanism of the nanowires is discussed.

Introduction

Recently, the first transistor on the atomic scale was demon-
strated and generated much interest [1-5]. This atomic-scale
transistor was formed by electrochemical deposition of silver
into a nanoscale gap between two gold electrodes. Applying a
control potential relative to a third, independent gate electrode
allows opening and closing of an atomic-scale gap by the
controlled and reversible relocation of individual atoms. In this
way, switching between a quantized conducting “on-state” and

an insulating “off-state” is performed. Even multilevel quantum

switches on the atomic scale were demonstrated very recently
[6]. The possibility of training special atomic configurations
related to certain conductance values, and the high stability of
the chosen conductance levels, are unique features of the elec-
trochemical method [4-10]. Compared with mechanical setups,
and separate from purely electrochemical methods, electro-
migration is another promising method to produce bistable
contact configurations between integer quantum conductance

values [11]. In order to effectively control the behavior of an
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electrochemically controlled atomic-scale transistor a detailed
understanding of the mechanism of formation of the contacts

bridging the nanoscale gap is necessary.

The conductance of nanocontacts strongly depends both on the
type and number of atoms in the contact area and on the posi-
tion of the atoms involved [12,13]. The conductance of single
atoms was predicted theoretically [13-15] and investigated in
detail by breaking thin wire junctions mechanically [16-19], ex-
hibiting integer values of 1 Gy = 2e%/h for simple metals (such
as alkali metals) as well as for gold and silver; the exact behav-
ior depending on the signature of their chemical valence.
Contacts with larger contact areas show a more complex behav-
ior including electronic-shell effects and the filling of geometric
shells. In both cases there are minima in the thermodynamic
potential of the contact as a function of the radius, and radii
with minima in their free energy are encountered more
frequently during contact formation. In electronic shells these
minima in free energy are related to the configuration of the
electron system of the contacting atoms by analogy with the
“magic” configurations in metal cluster. In geometric shells the
free energy is lowered by the change of surface energy when
completing a layer of atoms on the nanowire facets, which is
also known from cluster physics [20,21]. Both the electronic-
and the geometric-shell effect were intensely discussed for
alkali metals [17,22] and later for noble metals [23] in mechani-
cally fabricated atomic-scale contacts. However, it remained
unclear how the results obtained with mechanically fabricated
metallic point contacts are influenced by defects and distortions
within the contacting area, generated during the mechanical
fabrication process, and how the physics of shell effects and the

structural fingerprints in conductance distributions are affected.

In contrast to the mechanical fabrication of contacts, the electro-
chemical method allows the fabrication of atomic-scale point
contacts without the need to apply mechanical deformation. In
this way, plastic deformations are avoided and highly stable and
defect-free nanocontacts are produced [24-28]. This is espe-
cially true for silver; due to its high electrochemical exchange-
current density, electrochemically deposited silver exhibits high
mobility on its surface, allowing the fabrication of defect-free
metallic point contacts [13]. A sufficiently high mobility of the
atoms is needed to find stable configurations, corresponding to
distinct shells, which, in turn, lead to clearly observable shell

effects on the conductance.

Here, we study the transport properties and conductance-distri-
bution statistics of electrochemically fabricated silver
nanowires. We give a complete description of silver nanocon-
tacts starting from individual atomic configurations (i.e., one or

two atom contacts) proceeding to electronic-shell effects and
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finally accomplishing the crossover to the filling of complete
geometric shells corresponding to crystallographic facets of the
nanowire. A detailed lifetime analysis for selected contacts
helps us to obtain a detailed understanding of the correlation
between the physics of quantized electronic transport and the
atomic structure of the nanocontacts.

Results and Discussion

Figure 1 shows a conductance histogram for electrochemically
deposited silver contacts obtained from 21385 conductance
levels in the range between 0.01 Gy and 7 G with level each
lasting longer than at least 200 ms. In this evaluation we
counted the real number of conductance levels and not just the
number of data points, as the latter (although often used in
literature) would be misleading by overemphasizing the longer-
living conductance levels. Consequently each data point in the
histogram corresponds to a single complete conductance level.
The histogram exhibits a sequence of distinct peaks at defined
integer multiples of G at about 1 Gy, 2 Gy, 3 Gg, 6 Gy and a
less pronounced maximum, broader as compared to the others,
at about 5 Go. The maximum at the noninteger conductance
value at about 6.7 G indicates a different mechanism and is
discussed below.

1000

750

500

Counts

250

Figure 1: Conductance histogram of electrochemically deposited
atomic-scale silver contacts giving evidence for different individual-
atom and electronic-shell configurations. The histogram was obtained
from >21000 conductance levels in the range between 0.01 Gy and

7 Gy, each level being stable for longer than 200 ms as measured at
room temperature, presented with a bin size of 0.1 Gg (1 Gy = 2e2/h).
The histogram exhibits distinct maxima at defined integer multiples of
Gp at 1 Go, 2 Gy, 3 Gy, 6 Gg and a less pronounced maximum at about
5 Gy. Furthermore, there is a maximum at about 6.7 Gy which indi-
cates the transition to the geometric-shell effect (Figure 4).

The conductance value for a single-atom silver contact is
expected to be 1 Gy [13,15]. A set of conductance peaks with
the signature 1-3-(5)-6 can easily be associated with the values

expected from a jellium model of electrons based on the degen-

741



eracy of transversal levels in a cylinder-symmetrical constric-
tion [29-31], known as the “electronic shells” description. Even
the less-pronounced maximum at approximately 5 G is conclu-
sively explained by assuming slight deviations from perfect
cylindrical contact geometries, the level 5 G being theoretic-
ally predicted to be less stable [30]. Only the appearance of a
maximum corresponding to a conductance of 2 Gy, which indi-
cates a two-atom contact, is not compatible with this electronic-
shell description. In light of this observation we further investi-
gated the time behavior of the conductance levels in more
detail. We analyzed the number of conductance levels within a
fixed conductance range of distinct maxima, as a function of
their minimum level length Az. Examples are given in Figure 2
for the maxima around 1 G and 2 G. By fitting an exponen-
tial decay function in the period between 0.2 s and 1.2 s, an
average lifetime t was estimated as 17 = 0.29 s around the
maximum at 1 Gy and 15 = 0.18 s at 2 Gy. Selected average life-
times of quantized conductance levels are listed in Table 1.
These average lifetimes can be considered to be characteristic of
the stability of the contacts. Table 1 shows the average life-
times obtained for the conductance values corresponding to the
electronic shells, with 0.29 s for the peak at 1 Gy, 0.26 s for the
peak at 3 Gy and 0.24 s for the peak at 6 G. Strikingly, these
values are up to 60% higher than the lifetimes obtained at the
intermediate values, namely 0.18 s for the peak at 2 G and
0.19 s for the peak at 4 G(. These last two values are compa-
rable to the lifetime of the background, or even slightly less
stable than the background in between the maxima, here given
for the example of 1.5 G, which shows an average lifetime of
t=021s.

3500
3000
2500
2000
1500

Counts

1000

500

0

0.2 0.4 0.6 0.8 1.0 1.2
At (s)

Figure 2: Number of conductance levels with level length greater than
At as a function of At. The plot is given for two conductance levels: For
the conductance range of 1 Gy + 0.25 Gg and for the conductance
range of 2 Gg £ 0.25 Gy taken from the histogram of Figure 1. By fitting
an exponential decay function (solid lines) in the period between 0.2 s
and 1.2 s, an average lifetime of the maximum at 1 Gy was estimated
as 11 =0.29 s and at 2 Gy as 1 = 0.18 s. Full results of the lifetimes
analysis are found in Table 1.
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Table 1: Average lifetimes 1 of contacts from different conductance
ranges as derived from the data shown in Figure 2.

Conductance range Average lifetime 1

1 Gy £ 0.25 Gy ~0.29 s
2 Gt 0.25 Gy ~0.18 s
3 Gp £ 0.25 Gg ~0.26 s
4 Gg+0.25 Gy ~0.19's
5 Gp0.25 Gy —a
6 Go t 0.25 Gg ~0.24 s

1.5 Go £ 0.25 Gy ~0.21s

@Due to the broadness of the maximum around 5 Gy, T could not be
estimated.

An analysis of the entire observed conductance range up to
19.9 G obtained from 36608 conductance levels, each longer
than 200 ms is given in Figure 3. As suggested by Yanson et al.
[22], the number of observed conductance levels is plotted as a
function of the square root of the conductance G in units of
Go = 2¢%/h. The square root of G/G is proportional to the
contact radius R according to the semiclassical Sharvin equa-
tion. The diagram can be divided into two ranges: The first
range with (GIGp)2 <223 corresponds to the electronic shell
sequence of maxima as discussed in relation to Figure 1. The
sequence of maxima in the range with higher conductance (or
contact radii) of (G/Gg)¥/? > 2.23 show the striking feature that
they are equidistant on the (G/Gg)"/? axis. This can be seen in
more detail in Figure 4 were (G/Gg)"/? values at the positions of
the maxima in Figure 3 are plotted versus their sequentially

1000 ll

N
750 1 i,

% 500 1 1 1 1 1

% e PR

0 1 2 3 ra
(G/GO)”Z

Figure 3: Conductance histogram for electrochemically deposited
atomic-scale silver contacts giving evidence for the crossover from
electronic-shells to geometric-shell configurations. The histogram was
obtained from more than 36600 conductance levels in the range
between 0.01 Gy and 19.9 Gy, each longer than 200 ms. The x-axis is
plotted as a function of the square root of conductance in units of

Gg = 2e?/h, which is proportional to the contact radius R according to
the Sharvin equation (see text). The solid line gives the two-neighbor
average of the histogram data, which is used to identify the position of
the maxima (marked by arrows).
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Figure 4: (G/Gp)"/2 at the positions of the maxima observed in

Figure 3 versus their sequentially numbered index. We observe two
ranges: One up to the fourth maximum (dashed line) and another one
from the fourth to the eleventh maximum with a slope of a, =

0.22 + 0.03 (solid line). This behavior indicates two different mecha-
nisms configuring the contact, the experimentally determined value of
ay being in excellent agreement with the value predicted by calcula-
tions.

numbered index. Again, the range from the first to the fourth
maximum can be explained by the electronic-shell structure.
The second range from the fourth to the eleventh maximum
exhibits an almost linear behavior with a slope of ay =
0.22 £ 0.03, indicating a different origin of the conductance
quantization. Due to the proportionality of (G/Gg)!/? to the
contact radius, this equidistant sequence corresponds to an
increase in equidistant steps in the contact radius of the
nanowires. This, in turn, can be explained by a subsequent
filling of geometric shells with atoms around the contacting
nanowire, also called the geometric-shell effect, as illustrated in
Figure 5.

Figure 5: lllustration of a nanowire with fcc crystal structure and
hexagonal cross-sectional area for two different diameters: On the
right, one further shell is filled with atoms compared to the wire on the
left.
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It can be expected that with increasing conductance, and conse-
quently with increasing radius, the structure of the nanowires
more and more tends to their crystallographic bulk structure.
For silver this is an fcc structure with a hexagonal cross-
sectional area, which was also found in high-resolution trans-
mission electron microscopy studies of atomically thin silver
nanowires [32]. In Figure 5 an illustration of such nanowires is
given for two different diameters. The wires are directed along
the [01 1] direction with six facets perpendicular to the [100],
[ITIJ, [TTI}, [TOOJ, [Tlﬂ and [1Tl] directions. Compared
to the wire on the left in Figure 5, a further shell of atoms is
added to the wire on the right. Within this structural model we
can correlate each closed geometric-shell configuration and its
corresponding cross-sectional area with a conductance
according to the Sharvin equation. This gives a slope a for the
trend of (G/Gg)"/2 as a function of the peak index m:

~ d G/GO ~ 31/2
R WL

kray , (D

where a is the lattice constant of the cubic lattice and  is the
Fermi wave vector. For a free-electron metal with fcc lattice we
have kg -ag = (127312, From Equation 1 we obtain o ~ 1.427.
This value was calculated for the complete filling of one further
shell of atoms. Filling a complete shell of a crystal wire of six-
fold symmetry corresponds to the subsequent filling of six
crystal facets. Assuming that each completely filled facet corre-
sponds to an energy minimum and thus to a stable con-
figuration, each filled facet will lead to a maximum in our
diagram. Thus one would expect from the above calculation a
slope of a5 = a/6 = 0.238. This predicted value is in excellent
agreement with the slope of ay = 0.22 + 0.03 determined from

our experimental values in Figure 4.

Thus, from the positions of the maxima in the conductance
histogram of Figure 3, we can conclude a crossover from elec-
tronic-shells to geometric-shell configurations of the electro-
chemically deposited atomic-scale silver contacts. This tran-
sition can be explained by two competing effects: On the one
hand there are oscillations of the free energy of the electron
system of the contact, the amplitude of the local energy minima
decreasing as 1/R due to shell filling [33]. On the other hand
there is an oscillation in the surface energy due to the filling of
geometric shells, for which the amplitude is roughly constant in
radius [33]. Both effects can be of similar importance within a
certain range of contact sizes, while for larger radii (corres-
ponding to higher conductance values) the energetic effect of
geometric-shell filling dominates over the effect on the elec-
tronic-shell filling.

743



The concrete conductance of transitions (or the number of
maxima that can be observed in the electronically or in the
geometrically dominated shell range) depends on the metal as
well as on the experimental parameters: For mechanical break
junction experiments, Mares et al. [23] found a crossover from
electronic to geometric shells in silver at room temperate, at
about 15 G in UHV and at about 22 G under ambient condi-
tions. The authors argued that under ambient conditions adsor-
bates decrease the atom mobility, resulting in an enhanced
stability of small contacts. In our case, we have exactly the
opposite situation: The electrochemical environment leads to
strongly enhanced surface-atom mobility, leading to a decrease
of the transition towards the region of smaller contacts. The
enhanced surface mobility results in a high degree of order of
the contact area. Together with the fact that the deposition
occurs without external mechanical strain, this explains the
observation that electrochemically deposited silver junctions ex-
hibit a dominance of geometric-shell effects beginning at much
lower conductance levels or contact radii than in corresponding
experiments with mechanical break junctions, leading to a
crossover as early as 6 G, as compared to 15 G and 22 G [23]
in the case of mechanical break junctions.

Calvo et al. [28] found indications of shell effects in electro-
chemically deposited Au contacts but reported unstable contacts
in the region below 20 G(. Compared to their experiments, elec-
trochemically deposited silver contacts appear to exhibit a
higher stability than the reported electrochemically deposited
Au contacts. This may be due to the high electrochemical
exchange-current density of silver, as electrochemical exchange
currents provide a means for structural reconfiguration and for
the healing of atomic-scale defects within the contact area
[13,26]. The high degree of order of our contacts results in a
transition between electronic- and geometric-shell effects at an
unprecedentedly low conductance level.

Conclusion

In conclusion, the detailed experimental study of the conduc-
tance of unstrained silver point contacts obtained by electro-
chemical deposition allowed the direct observation of the
fingerprints of atom-by-atom and subsequent layer-by-layer
growth of the metallic point contacts. We gave a complete
quantitative description of the different stages of nanowire
growth: First, individual-atomic contacts are formed, corres-
ponding to only one or two atoms in their cross-sectional area.
With increasing contact radius the conductance is dominated by
the building of electronic shells, and finally the bulk crystalliza-
tion leads to the dominance of geometric shells. Our experi-
mental data are in excellent agreement with the corresponding
calculations for silver. A detailed lifetime analysis of individual

conductance levels indicated an increased stability of single-
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atom contacts or contacts stabilized by electronic shells. The
stabilization of atomic-scale point contacts, in turn, is a key
prerequisite for atomic-scale quantum electronics such as used

in atomic transistors.

Experimental

Two gold electrodes (with a thickness of about 100 nm) were
deposited on a glass substrate with a gap of the order of 100 nm
separating the electrodes. The gold electrodes were coated
with an insulating layer, except for a small region with less than
25 um in diameter around the gap, in order to keep the electro-
chemical leakage currents low (below 0.1%).

This arrangement was exposed to electrolytes consisting of
1 mM AgNOj (p.a., Merck) and 0.1 M HNO3 (suprapure,
Merck) as aqueous solutions within an electrochemical cell.
Keeping a fixed voltage bias of 12.9 mV between the two ends
of the leads allowed for simultaneous measurements of the
conductance of the point contact. The (quasi-)reference elec-
trode as well as the counter electrode consisted of 0.25 mm
diameter Ag wire (99.9985%). All experiments were performed
at room temperature and with the electrolyte exposed to
ambient air. The data shown were obtained by deposition of
silver into the gap between the working electrodes and simulta-
neous measurement of the conductance between them. When
the conductance reached the maximum measuring range of the
setup at about 20 G, the deposition potential (about —10 mV
versus Ag/Ag") was changed to a dissolution potential (about
40 mV versus Ag/Ag") until the gap opened again. Subse-
quently, a new deposition cycle was started automatically with
the computer-controlled setup. The conductance curves were
analyzed by using an algorithm that identifies sequences of
consecutive conductance values within a given tolerance (here
+0.05 Gg). Each identified level by definition had a minimum
length of four consecutively measured data points (at 50 ms per
data point). The conductance was recorded both during deposi-
tion and during dissolution of the contacts, and both processes
were taken into account in our statistical analysis. However, in
most cases, the opening process was much faster than the
closing process, the complete opening process typically taking
much less time than the minimum level length of 200 ms used
for our evaluations. The data were derived from independent
measurements of about 30 identical electrode setups. The data
represent the collection of many different experiments obtained
over a long time. By splitting the data into different sets each
containing only part of the total data, comparable results were
obtained, though with a somewhat reduced signal-to-noise ratio.
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The calculation of the electronic conductance of nanoscale junctions from first principles is a long-standing problem in the field of

charge transport. Here we demonstrate excellent agreement with experiments for the transport properties of the gold/alkanediamine

benchmark system when electron—electron interactions are described by the many-body GW approximation. The conductance

follows an exponential length dependence: G, = G, exp(—pn). The main difference from standard density functional theory (DFT)

calculations is a significant reduction of the contact conductance, G., due to an improved alignment of the molecular energy levels

with the metal Fermi energy. The molecular orbitals involved in the tunneling process comprise states delocalized over the carbon

backbone and states localized on the amine end groups. We find that dynamic screening effects renormalize the two types of states

in qualitatively different ways when the molecule is inserted in the junction. Consequently, the GW transport results cannot be

mimicked by DFT calculations employing a simple scissors operator.

Introduction

The conductance of a molecule sandwiched between metallic
electrodes is sensitive to the chemical and electronic structure of
the molecule as well as the detailed atomic structure of the
metal-molecule contact. Variations in the contact geometry

beyond experimental control lead to an undesired spread in the

measured conductance properties. For the most commonly used
anchoring group, —thiol, these effects are rather pronounced due
to the many possible contact geometries resulting from the
strong Au-S interaction. Amine groups have been shown to

produce more well-defined transport properties [1], which can
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be understood from the relatively weak Au—NH; bond leading

to larger structural selectivity [2].

Even for a given junction geometry, a quantitatively accurate
description of electron transport from first principles remains a
formidable task. Numerous studies based on density functional
theory (DFT) have shown a significant overestimation of
conductance relative to experimental values [3-14] (an
exception to this trend occurs for small molecules, such as Hj
[15-17] and CO [18,19], which chemisorb strongly to the
electrodes, resulting in resonant transport through broad,
partially filled resonances). The inability of DFT to
describe off-resonant tunneling in the simplest molecular
junctions limits the predictive power of the DFT-based
approach to qualitative trends. It is now broadly accepted that
the failure of DFT is mainly due to its incorrect description of
the molecular energy levels. Indeed, physically motivated
correction schemes have shown that much-improved agreement
with experiments can be obtained after shifting the DFT
molecular energy levels [13,14]. Such corrections are supposed
to remove the self-interaction errors inherent in standard DFT
exchange—correlation (xc) functionals [20-22] and account for
image charge effects induced by the metal contacts. The draw-
back of the approach is that it assumes a weak coupling
between molecular orbitals and metal states and treats the

image-plane position as a free parameter.

The (self-consistent) GW approximation [23], which is rooted
in many-body perturbation theory, was recently found to yield a
considerable improvement over DFT for the conductance of
gold/benzenediamine junctions [24]. Physically, the GW
approximation corresponds to Hartree—Fock theory with the
bare Coulomb interaction v = 1/|r — r'| replaced by a dynami-
cally screened Coulomb interaction W(®) = & '(w)v. In contrast
to standard DFT, the GW approximation is almost self-inter-
action free [25] and includes screening effects through the
correlation part of the self-energy [26-28]. As a consequence, it
provides quantitatively accurate predictions of energy gaps in
systems with highly diverse screening properties, ranging from
isolated molecules [29,30], through to semiconductors [31] and
metals [32]. The broad applicability of the GW approach
becomes particularly important for a metal-molecule interface
where the electronic structure changes from insulating to

metallic over a few angstroms.

In this work we use the GW approximation to study the role of
exchange—correlation effects for the energy-level alignment and
electron transport in short alkane chains coupled to gold
electrodes through amine linker groups. The gold/alkane
junction is a benchmark system for molecular charge transport

and has been exhaustively investigated experimentally [1,12,33-

Beilstein J. Nanotechnol. 2011, 2, 746-754.

44]. We focus here on the amine-linked alkanes to avoid the
uncertainties related to the gold—thiol contact geometry, which
is presently under debate [45-50]. We note that very recently it
was shown that alkanes can be bound directly to gold electrodes
without the use of anchoring groups [51].

The transport mechanism in (short) saturated molecular wires is
coherent tunneling through molecular orbitals with energy far
from the Fermi energy. The trend of conductance versus chain
length (n) thus follows an exponential law of the form

G, =G, exp(—Bn) )

Recent experimentally reported values for the decay constant 3
of alkane-a,m-diamine/gold junctions are in the range 0.9-1.0
per C atom [1,12,36], but earlier measurements also showed
values around 0.8 [35]. Although previous studies based on
DEFT yielded B values within the experimental range, the contact
conductance, G, is typically overestimated by around an order
of magnitude [3-10]. A study based on the many-body configur-
ation interaction method has shown similar f values, but
slightly reduced G, values, as compared to DFT [52]. By
comparing DFT and GW calculations for C,-alkanediamine
molecules with n =2,4,6 we show that the erroneous G, values
are a result of the incorrect level alignment in the DFT calcula-
tions. Indeed, GW yields a G, in close agreement with the
experimental values. We find a pronounced orbital and length
dependence of the quasiparticle (QP) corrections to the DFT
energies, resulting from the different shape and localization of
the molecular orbitals. The QP corrections range from —0.5 to
—2.5 eV and can be qualitatively explained from a classical

image-charge model.

Method

The junction geometries were optimized by means of the real-
space projector-augmented wave method GPAW [53,54] with a
grid spacing of 0.2 A and the PBE functional for exchange and
correlation (xc) [55]. The molecules were attached to Au(111)
surfaces, modeled by an eight-layer-thick 4 x 4 slab, through
small four-atom tips as shown in Figure 1a. The surface Bril-
louin zone was sampled on a 4 x 4 Monkhorst pack k-point
grid, and the structures including molecule, Au tips, and outer-
most Au surface layers were relaxed until the residual force was
below 0.03 eV/A. We considered n-alkanediamine junctions
with n =2, 4 and 6. The key structural parameters can be found
here [56]. For calculations of the molecules in the gas-phase, we
include 16 A of vacuum between molecules in the repeated
supercells. All transport calculations where performed
according to the method described in detail in [24]. In brief, we
employ a basis set of numerical atomic orbitals corresponding

to double-zeta plus polarization (DZP) for the Au atoms and
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double-zeta (DZ) for the atoms of the molecules. We use rather
diffuse basis functions with a confinement-energy shift of
0.01 eV. This ensures that the calculated work function of
Au(111) and the Kohn—Sham energy levels of the molecular
junction are within 0.1 eV of those obtained from accurate grid
calculations [24]. The transmission function is obtained from
the Meir—Wingreen transmission formula [57,58]

T(e)=Tr[G" ()T L ()G ()T g ()] - @

The retarded Green’s function of the extended molecule is
calculated from

G" (E)=[(E+im)S —HO + ch - AVH[G]
3)
~3,(E)~ZR(E) =2, [GYE)]

Here S, Hy, and V. are the overlap matrix, Kohn—Sham Hamil-
tonian and the local xc-potential in the atomic orbital basis, res-

pectively; 1 is a positive infinitesimal.
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Figure 1: (a) Supercell used to model the gold/alkanediamine
junctions. Similar supercells were used for n = 2 and n = 4 (not shown)
and the key structural parameters can be found here [50]. The black
box indicates the region of the extended molecule within which the GW
self-energy is evaluated. (b) Isosurface of the electron-density differ-
ence between a DFT ground-state calculation and a constrained DFT
calculation with one less electron on the molecule.

The lead self-energy, X;z, incorporates the coupling to the left
and right electrodes and is obtained by standard techniques [59].
The term AV gives the change in the Hartree potential relative
to the DFT Hartree potential already contained in Hj. Finally,
the last term is the many-body xc self-energy, which in this
work is either the bare exchange potential, V,, corresponding to
Hartree—Fock, or the GW self-energy. As indicated both the
Hartree potential and the xc self-energy depend on the Green’s
function. The latter is evaluated fully self-consistently using a

simple linear mixing of the Green functions. We represent all

Beilstein J. Nanotechnol. 2011, 2, 746-754.

energy dependent quantities in Equation 3 on a large energy
grid ranging from —200 eV to 200 eV with an energy-grid
spacing of 0.01 eV.

The GW self-energy is evaluated for the extended molecule
(indicated by the box in Figure 1a). However, only the part
corresponding to the molecule is used while the remaining part
is replaced by the DFT xc-potential. This is done to include
nonlocal correlation (image-charge) effects from the electrodes
in the GW self-energy of the molecule while preserving a
consistent description of all metal atoms at the DFT level. We
have verified that the calculations are converged with respect to
the size of the extended molecules, see [24] for more details.
The basis functions on the Au tip atoms extend a fair distance
into the Au electrode and thus also describe screening effects to
some extent in this region. The rather fast convergence of the
screening effects with extended molecule size can be probed
directly through a simple approach based on a constrained DFT
calculation where the number of electrons on the molecule is
constrained to be one less, or one more, than the number of
electrons in a ground state DFT calculation. We measure the
number of electrons on the molecule using a Mulliken charge
analysis. The constrained DFT calculations are performed as
self-consistent DFT calculations with the rigid shift of the
molecular orbitals adjusted until the number of electrons is one
less, thereby probing the highest occupied molecular orbital.
We show in Figure 1b the isosurface of the electron-density
difference obtained from a ground state DFT calculation and a
constrained DFT calculation. The change in the electron density
in the metal can be seen as the formation of an image charge
(red color), which to a large extent is localized on the Au tip
atoms closest to the molecule.

Results and Discussion

Energy-level alignment

The alignment of the molecular energy levels relative to the
electrode Fermi level is of great importance for the transport
properties of molecular junctions and seems to be the dominant
effect at low bias voltage. At higher bias voltages, many-body
calculations on small model systems suggest that electron corre-
lations induce additional shifting and broadening of the
molecular levels, which can also affect the transport properties
[60]. Here we focus on the low-bias regime and postpone

consideration of the finite-bias effects to a later study.

The molecular orbitals (MOs) of the alkanediamine chains
comprise states that are delocalized over the carbon backbone
and states that are localized on the NH; end group. We shall
consider the highest occupied molecular orbital (HOMO) and
HOMO-2 as representatives for the two classes of states
(Figure 2a). We note that the HOMO-1 is similar to the
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HOMO, with slightly lower energy given by the coupling of the
two end groups across the wire. In Table 1 and Table 2 we list
the energy of the HOMO and HOMO-2 calculated with DFT-
PBE, Hartree—Fock (HF), and GW for the molecules in the gas-
phase and in the junction.

(a)

b
( )27 ]

1, —
<0
Q0
< 2r .
@ 4 oW
2 J\/\J\_ '
a 0

2_

1 AJ\/\J\N:FT+GSO
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(©) - @ HOMO (junction) (d) or '
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| 3-8 HOMO-2(gas-phase) | -1

2 4 6 2 4 6
molecular length (n) molecular length (n)

Figure 2: (a) Isosurfaces for the HOMO and HOMO-2 orbitals of the
Cg-alkanediamine molecule. (b) HOMO and HOMO-2 PDOS in the
junction obtained from DFT-PBE (top), GW (middle) and DFT with a
generalized scissors operator (bottom). (c) Quasiparticle corrections to
the Hartree—Fock levels in the gas-phase (open symbols) and in the
junction (filled symbols) as a function of molecular length n. The
HOMO and HOMO-2 are denoted by circles and squares, respective-
ly. (d) Same as (c) but for DFT rather than Hartree—Fock.

In the gas-phase, all three methods predict the HOMO energy to
be almost independent of molecular length. This is clearly due
to its end-group-localized character. In contrast, the energy of
the HOMO-2 level shifts upward in energy as the molecular
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Table 1: Calculated HOMO and HOMO-2 energies aligned to the
vacuum level and in units of eV.

method orbital n=2 n=4 n=6
DFT-PBE HOMO -4.9 -5.1 -5.1
HOMO-2 -8.5 -8.2 -8.0
HF HOMO -10.2 -10.5 -10.5
HOMO-2 -13.3 -12.9 -12.8
HOM -8. -8. -8.
W OMO 8.5 8.6 8.6
HOMO-2 -12.2 -11.8 -11.6

Table 2: Calculated HOMO and HOMO-2 energies in the junction
relative to the electrode Fermi level.

method orbital n=2 n=4 n=6
DFT-PBE HOMO -4.3 -4.2 -4.4
HOMO-2 -6.5 -5.9 -5.7
HF HOMO -8.1 -8.1 -8.3
HOMO-2 -10.4 -9.9 -9.7
GW HOMO -4.8 -4.9 -5.2
HOMO-2 -84 -8.2 -8.2

length increases. This reflects its extended nature and can be
interpreted as a band-discretization effect. To the best of our
knowledge no experimental results exist for the ionization
potential of alkanediamine molecules. However, for the closely
related butane molecule (C, alkane with CH3 end groups) we
obtain a GW-calculated HOMO energy of —11.4 eV in very
good agreement with the experimental ionization potential of
11.2 eV [61]. In comparison, the DFT-PBE HOMO energy is
severely underestimated at —7.9 eV. This finding agrees well
with previous studies on a broader range of small molecules
[24,29,30].

In the junction, the molecular orbitals, |y, ), were obtained by
diagonalizing the DFT Hamiltonian corresponding to the mole-
cule. The projected density of states (PDOS) of such a state is
then given by the spectral function, =1/ zlm{y, | G"(E) |y,,),
where G is the appropriate Green’s function (calculated with
DFT, HF, or GW). The level position is defined as the first
moment of the PDOS. Figure 2b shows the PDOS for the
HOMO and HOMO-2 for the Cg-alkanediamine junction as
calculated with DFT-PBE (upper panel) and GW (middle
panel). The lower panel shows the PDOS obtained from a DFT
calculation where the molecular levels have been shifted to
match the GW levels, i.e., after adding to the Kohn—Sham

Hamiltonian a generalized scissors operator of the form
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Here, the ESP denote the QP energy obtained from the GW
calculation. We see that the main features of the GW spectral
function can be well reproduced by the shifted DFT Hamil-
tonian, although small differences remain. A similar conclusion

was reached in [24] for a gold/benzenediamine junction.

The molecular orbital energies from a GW calculation include
the dynamical response of the electron system to an added or
removed electron through the correlation part of the self-energy.
In general, correlations tend to shift the filled levels upwards
and the empty levels downwards relative to the bare
Hartree—Fock energies. This is because the inclusion of
screening reduces the energy cost of removing/adding electrons
to the molecule. When a molecule is brought into contact with a
metallic junction its environment changes from insulating to
metallic. This implies extra screening of an added or removed
electron, which will cause the filled levels to shift upwards and
the empty levels to shift downwards even more than for the
isolated molecules, i.e., the gap will shrink relative to its gas-
phase value. It has been shown previously that DFT in
(semi)local approximations and Hartree—Fock completely miss
this important effect [26-28].

In Figure 2¢ and Figure 2d, we show the QP corrections to the
HF and DFT Kohn-Sham energy levels as a function of
molecular length. The results for the HOMO and the HOMO-2
are denoted by circles and squares. We notice first that the QP
corrections are very significant with absolute values reaching
almost 4 eV and with a pronounced orbital and length depend-
ence. The Hartree—Fock QP corrections are all positive showing
that HF places the occupied levels lower than predicted by GW.
This is in contrast to the corrections to the DFT levels, which
are all negative, in agreement with the well-known underesti-
mation of ionization potentials as predicted from the negative
Kohn—Sham HOMO energy obtained using LDA or GGA func-
tionals. In contrast to Hartree—Fock the Kohn—Sham QP correc-
tions are smaller for molecules in the junction compared to the
gas-phase. In fact, the position of the HOMO level by DFT is
relatively close the GW level position and only lies 0.5-0.8 eV
higher. The fact that the DFT-PBE description of molecular
energy levels is much better in the junction than in the gas-
phase agrees with previous findings [24,27,62] and can be
explained from the origin of the PBE functional in the homoge-
neous electron gas [63].

It is instructive to consider the shift in the molecular energy
levels due to correlation effects coming from the metal

electrodes. In simple terms this corresponds to the shift induced
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by image-charge effects. In order to isolate the part of the corre-
lation energy originating from the metallic electrodes we define

the quantity

— (¢QP _ HF QP _ _HF
AScorr,n _(Sn —&y )junction_(gn —&y )gas-phase )

which is shown in Figure 3.

T T T
| -8 HOMO
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§ |
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0_ | | |
2 4 6

molecular length (n)

Figure 3: Change in the correlation energy of the HOMO and
HOMO-2 energy levels when the molecules are taken from the gas-
phase into the junction. This value represents the shift of molecular
levels due to the enhanced screening provided by the metallic
electrodes (an image-charge effect in simple terms).

The result can be understood qualitatively by considering a
classical model to account for the screening effect of the
electrodes. Classically a charge distribution close to any surface
will experience an image potential. The strength of the image
potential in general depends on the dielectric constant of the
surface material and the local geometrical shape of the surface.
Here we model the Au electrodes as perfect metals. The image
potential for a point charge halfway between two metal surfaces
separated by a distance L is = 10.0/L (eV-A) [64]. This predicts
that the image-charge effect is proportional to 1/L. The Au tip
atoms in our simulations are about 8 A apart for the C,-alkane-
diamine junction giving a rough estimate of 1.3 eV for the
image-charge effect in qualitative agreement with the GW
calculations. The HOMO experiences a larger image-charge
effect than the HOMO-2, which can be understood from the
fact that its charge density is located closer to the metallic
surfaces. In the limit of an infinitely long wire the HOMO-2
will be spread out over the entire molecule and the image-
charge effect should vanish. On the other hand, in this limit the
HOMO would stay localized near the surface and therefore
approach a nonzero constant image charge potential. If we
model the HOMO charge density as a point charge of half an

electron on each of the amine groups we can estimate this
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limiting constant to be 3.6/(2d) (eV-A), where d is the distance
to the nearest metal surface. Taking d to be about the same
length as the Au-N bond (2.34 A) gives a limiting value esti-
mate of 0.8 eV. Again, this seems to be in qualitative agree-
ment with our GW findings.

Finally, we discuss the coverage dependence of the energy level
position for alkanediamine—Au junctions. It was shown in [65]
that the DFT level position for amine-linked molecules is
strongly dependent on the coverage. In contrast to the screening
(image-charge) effects as discussed above, which appear in the
correlation part of the self-energy, this is a purely electrostatic
effect resulting from the localized surface dipoles formed at the
Au—NH; bond. To investigate the dependence of the energy
levels on the coverage for our junctions, we have performed
DFT calculations for a range of transverse supercell dimen-
sions for the geometry shown in Figure 1. In Figure 4 we show
the PDOS of a methylene unit in the central part of the mole-
cule for transverse supercells with 2 x 2 up to 8 x 8 surface

atoms.

The PDOS peaks and band edge shift up in energy as the trans-
verse supercell size is increased, in agreement with the results
of [65]. The inset shows the energy shift obtained from reading
off the shift in the PDOS as a function of coverage defined as
N = 1/Ngurfaces Where Ngyrface 1S the number of surface atoms.
For a supercell of size 3 x 3 and larger, the shift is seen to be
directly proportional to the coverage, as expected for a two-
dimensional array of dipoles [66]. This allow us to extract the
electrostatic shift corresponding to the single-molecule limit.
We find that the electrostatic energy shift when going from a
4 x 4 supercell to the single-molecule limit is indeed significant

with a value around 1 eV.
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Figure 4: The molecular valence-band edge (or HOMO) as a function
of coverage for an n = 6 alkane. The numbers indicate the number of
surface atoms.
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Transport calculations

The transmission functions of the C,-, C4- and Cg-alkanedi-
amine junction geometries were calculated by using the GW
and the PBE xc potential as approximations for Z,. in
Equation 3. To include the coverage dependence, we simulated
the low-coverage limit n = 0* by performing calculations for the
4 x 4 junction (corresponding to n = 1/16) with all molecular
levels shifted up by 1 eV through a simple scissors-operator

self-energy.

The transmission function calculated by GW for a coverage of
n = 1/16 is shown in Figure 5 on a logarithmic scale. The trans-
mission functions for different molecular lengths have very
similar shapes in the important region near the Fermi level Ep,
however, the magnitude is increasingly suppressed as a func-
tion of the molecular length. The similarity of the transmission
functions may at first seem surprising since we have shown that
the position of the molecular energy levels shows some length
dependence. In particular the HOMO level was found to
decrease in energy by 0.5 eV when 7 increases from 2 to 6
(Table 2). This shift is indeed visible in the transmission func-
tion in the range —4.0 to —6.0 eV where the HOMO is located.
On the other hand the features in the transmission function
around the Fermi level are determined by the local electronic
structure of the Au tips.

The zero-bias conductance is obtained from the transmission
function at the Fermi level, G = GoT(Efp) where G = 2¢%/h is
the unit of quantum conductance. The zero-bias conductance is
plotted in Figure 6 as a function of the molecular length. We
have also included the DFT results for comparison. The dashed

lines show the best fits to the exponential form G, =
G.exp(—PBn).

Figure 5: The transmission function calculated by GW for a molecular
length of n =2, n=4 and n = 6 at a coverage of n = 1/16.
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Figure 6: Calculated conductance plotted as a function of the
molecular length for a coverage corresponding to 4 x 4 Au atoms per
molecule (n = 1/16) and extrapolated to the single-molecule limit

(n=0).

The values for f and G, corresponding to the single-molecule
limit (n = 0) and 4 x 4 Au atoms per molecule (n = 1/16) are
reported in Table 3 together with the experimental values. We
note that the contact conductance was not stated in [12], but has
been estimated by extrapolation to zero molecular length from
the reported experimental data. When comparing to experiment
it should be kept in mind that experiments are often performed
in solution at room temperature and are subject to variations in
the detailed atomic structure. However, it has been shown that
amine-linked molecules bind preferentially to under-coordin-
ated Au atoms, such as in the structures considered here, and
show a relatively narrow conductance distribution [1].

Table 3: Calculated contact conductance G in units of Gy and expo-
nential decay constant 3 per carbon atom; n denotes the coverage.

DFT GW exp.
n 116 0 1/16 0
0.023,
Ge 0.11 0.10 0.02 0.04 0.030¢
0.972,
B 0.99 0.92 1.01 1.02 0.93b,
0.91¢

a[12] (G, is not stated, but is estimated from the reported data); ? [31];
°[l

The rather weak effect of coverage on the conduction prop-
erties is in agreement with the findings reported in [67] where a
Cy-alkanediamine/Au junction with 3 x 3 and 4 x 4 surfaces
was considered. Our DFT results are in reasonable agreement
with previous DFT studies showing decay factors in the range
0.83—1.01 and conductance resistances in the range (0.09-0.28)
Go [8-10]. While the B values obtained with GW are rather
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close to the DFT calculated ones, the contact conductance is
reduced by a factor of 3-5, depending on the coverage. This is a
direct result of the molecular levels lying further away from Ef
(by 0.5-2.5 eV, Figure 2d) in GW compared to DFT.

Conclusion

We have unraveled the important role of exchange—correlation
effects for the energy-level alignment and low-bias conduc-
tance of gold/alkanediamine molecular junctions. Based on
many-body GW calculations we found that the origin of the
overestimation of the contact conductance, G, by standard DFT
is due to the incorrect energy-level alignment in the junction.
The absence of self-interaction and the inclusion of image-
charge screening effect through the GW self-energy improves
the description of the energy levels and yields values for G, and
the decay constant § that are in good agreement with experi-
mental results. The quasiparticle corrections to the DFT energy
levels showed a significant orbital dependence ranging from
—0.5 eV to —2.5 eV due to the different shape and localization
of the molecular orbitals. Our results demonstrate that quantita-
tively accurate calculations of conductance from first-principles

are feasible, although computationally demanding.
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We investigated the effect of the environment on the electrical conductance of a single benzene-1,4-diamine (BDA) molecule

bridging Au electrodes, using the scanning tunneling microscope (STM). The conductance of the single BDA molecule junction

decreased upon a change in the environment from tetraglyme, to mesitylene, to water, and finally to N, gas, while the spread in the

conductance value increased. The order of the conductance values of the single BDA molecule junction was explained by the

strength of the interaction between the solvent molecules and the Au electrodes. The order of the spread in the conductance values

was explained by the diversity in the coverage of the BDA molecule at metal electrodes and atomic and molecular motion of the

single-molecule junction.

Introduction

The electron transport properties through a single molecule
bridging metal electrodes (single-molecule junction) have
attracted much attention toward the realization of molecular
scale electronics [1,2]. Electrical conductance of the single-
molecule junction was investigated by means of mechanically
controllable break junction (MCBJ), scanning tunneling micro-

scope (STM), and other techniques. In the simple tunneling

model, the transmission (7(E)) of the single-molecule junction
can be represented by
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where ¢, p, C, and g, are the hopping integral between the metal
and molecular orbitals (MO), the local density of states (LDOS)
of the metals at the Fermi level (Ef), the kth MO coefficient at
site 7, and the kth MO energy, respectively. The infinitesimal 7y
is determined by Green’s function and DOS [3]. The conduc-
tance of the single molecule junction depends on the parame-
ters of ¢, p, Cyy, &, and .

While advances have been made in the understanding of the
conductance of single-molecule junctions based on intrinsic
factors [4,5], uncertainties still remain, and the effects of the
environment on the conductance of the single-molecule junc-
tion are still unclear. In solution, solvent molecules can interact
with the molecule bridging the metal electrodes, and/or with the
metal electrodes themselves. Wu et al. demonstrated that the
aromatic T—n coupling between adjacent molecules affected the
formation of the molecule junction and electron transport
through the molecule junction [6]. Venkataraman’s group and
our group independently evaluated the electron-transport prop-
erties of m-stacked systems [7,8]. We showed that the conduc-
tance of the n-stacked system decreased with the number of
molecules, and the decrease in conductance per unit of electron-
transport distance was comparable to that of the conventional
single-molecule junction. Dahlke et al. investigated the effect of
the surrounding molecules on the single phenylene diiso-
cyanide molecule junction, by means of theoretical calculations
[9]. The electronic structure and conductance of the phenylene
diisocyanide molecule were affected by surrounding phenylene

Beilstein J. Nanotechnol. 2011, 2, 755-759.

diisocyanide molecules when the distance between the mole-
cules was less than 0.6 nm. Tawara et al. investigated the spread
in conductance values of the single benzenedithiol molecule
junction in water [10]. They showed that water molecules
affected the dynamics, and more specifically, the C—S stretching
mode of the single-molecule junction. The conductance of the
single benzenedithiol molecule junction depended on the length
of the C—S bond; thus, the spread in the conductance value was
suppressed in water compared with that in vacuum. These
experimental and theoretical studies suggested that the solvent
molecule could affect the electron-transport properties of the
single-molecule junction. In the present study, we investigated
the effect of the environment on the electron-transport prop-
erties of the single benzene-1,4-diamine (BDA) molecule junc-
tion in water, tetraglyme, and mesitylene, with each medium

having different viscosity and dipole moment.

Experimental

The single-molecule junctions were fabricated in an electro-
chemical cell mounted in a chamber, which was filled with
high-purity N, gas (purity >99.999%) in order to avoid any
effects of oxygen and water in the air. The conductance
measurements were performed by using electrochemical STM
(Pico-SPM, Molecular Imaging Co.) and a Nano Scope Illa
controller (Digital Instruments Co.), where the STM tip was
made from a Au wire (diameter ~0.25 mm, purity >99%).
Figure 1 shows the schematic view of the experimental setup.
For the conductance measurement in water, the Au tip was

Solution

Figure 1: Experimental setup and schematic view of the formation process of the single-molecule junction during stretching of the Au contact in the

solution containing the target molecules.
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coated with wax to eliminate ionic conduction. The substrate
was Au (111), prepared by a flame-annealing and quenching
method. For the measurements in liquid, a solution of BDA (10
mM) in water, tetraethylene glycol dimethyl ether (tetraglyme),
or mesitylene was fed into the electrochemical cell. The Au tip
was repeatedly moved in and out of contact with the Au(111)
substrate at a rate of 100 nm/s. Conductance was measured
during breaking of the Au contact, and was not dependent on
the breaking speed below 100 nm/s. The bias voltage between
the tip and substrate was 20 mV. The experiments were
performed on three independent samples for each solution. For
comparison, the conductance measurement was also performed
without solution. A self-assembled monolayer (SAM) of BDA
on the Au substrate was prepared by exposing the substrate to
methanol solution containing 10 mM BDA overnight. The
conductance measurements were performed in N, gas.

Results

Figure 2 shows the typical conductance traces of Au contacts in
tetraglyme solution containing 10 mM BDA (green curves).
The conductance changed stepwise, with a step height corres-
ponding to the quantum unit, Gy (Go = 2¢2/h). The conductance
histogram constructed from 2200 conductance traces (Figure 3)
shows peaks at 1 Gy and 2 Gy. The conductance of a metal
nanocontact is represented by G = GOZJ} where 7; is the trans-
mission probability of the ith conductance channel [2]. In the
case of a Au nanocontact, the single Au 6s channel with trans-
mission of 1 is the contributor to the electron transport. The
1 Gy plateau in the conductance trace and the 1 G peak in the
conductance histogram correspond to the Au atomic contact.
The clean Au atomic contact was formed in tetraglyme. A clear
1 Gy plateau in the conductance trace and 1 G peaks in the

N
1

Conductance (Gy)

0 T T T " T T T
Stretch length (a.u.)

Figure 2: Typical conductance traces of Au contacts in tetraglyme
(green), water (red), mesitylene (blue) containing 10 mM BDA. The
black curves are results measured under a N, atmosphere.
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conductance histograms were also observed in other environ-
ments, as shown in Figure 2 and Figure 3. The formation of the
Au atomic contact and conductance of the Au atomic contact
were not affected by the change of environment.

Intensity (a.u.)

Conductance (Gg)

Figure 3: Conductance histograms of Au contacts in tetraglyme
(green), water (red), mesitylene (blue) containing 10 mM BDA. The
black curve is the result obtained from measurement in N, atmos-
phere. The conductance histograms were constructed from 2200
conductance traces without data selection. The bin size was 8 x 1073
Go.

Figure 4 shows the conductance traces of Au contacts in
tetraglyme containing 10 mM BDA, in the low conductance
regime (green curves). The trace shows a plateau around
0.01 Ggy. The conductance histogram (Figure 5) constructed
from 3300 conductance traces also shows a peak around

0.01 Gy. There were no steps in the conductance traces, and no

0.04 T

0.03 A

0.02

0.01

Conductance (Gg)

0.00 L e
Stretch length (a.u.)

Figure 4: Typical conductance traces of Au contacts in tetraglyme
(green), water (red), mesitylene (blue) containing 10 mM BDA. Black
curves represent results measured in N atmosphere.

757



features in the conductance histogram below 0.01 Gy. However,
under the N, atmosphere few conductance traces showed steps
below 0.01 Gy, leading to the appearance of a weak feature
below 0.01 Gy. In the absence of BDA, neither steps nor peaks
were observed in the same conductance regime. These experi-
mental results indicate that the 0.01 G plateau in the trace and
0.01 Gy in the conductance histogram correspond to the single
BDA molecule junction [4-7]. The conductance of the single
BDA molecule junction was determined to be 0.010 + 0.0014
Gy in tetraglyme based on statistical analysis of the repeated
measurements (see Supporting Information File 1 for details).

0.08 T

0.06

0.04 1

Intensity (a.u.)

0.02

0.03
Conductance (Gg)

0.01 0.02 0.04

Figure 5: Conductance histograms of Au contacts in tetraglyme
(green), water (red), and mesitylene (blue) containing 10 mM BDA.
The black curve represents the result measured under No atmosphere.
The conductance histograms were constructed from 3300 conduc-
tance traces without data selection. The tunneling background has
been subtracted (see Supporting Information File 1 for details). The bin
size was 1.5 x 107° Gg.

The conductance measurements were performed in other envi-
ronments (Figure 4 and Figure 5). The conductance of the
single BDA molecule junctions was determined to be 0.0082 +
0.0021 Gy, 0.0089 £+ 0.0016 Gy, 0.0095 + 0.0015 Gy in N, gas,
water, and mesitylene, respectively. The conductance values of
the single BDA in tetraglyme, mesitylene, water, and N, gas
decreased in that order. The conductance of the single BDA
molecule junction has also been investigated by other groups.
Venkataraman et al. reported the conductance of the single
BDA molecule junction in 1,2,4-trichlorobenzene to be
0.006 G [11], which is close to our experimental result. The
difference in the conductance values between our experimental
results could be attributed to different experimental conditions,
such as bias voltage, solvent, etc. The conductance of the single
BDA molecule junction varied with the environment. Thus, we
estimate the spread in the conductance value from the standard

deviation of the histogram peak position (¢) normalized by the
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conductance (G) of the single BDA molecule junction. Thus,
o/G was 0.26, 0.18, 0.16, and 0.14 in N, gas, water, mesitylene,
and tetraglyme, respectively. The spread in the conductance
value decreased in the order of N, gas, water, mesitylene, and
tetraglyme.

Discussion

Here, we discuss the effect of the environment on the conduc-
tance of the single BDA molecule junction. In the single BDA
molecule junction, electron transport is mediated by the highest
occupied molecular orbital (HOMO) of BDA [12]. The conduc-
tance of a single BDA molecule junction increases for
decreasing energy difference (AE) between the HOMO and the
Fermi level (Ef) of Au (Equation 1). When the BDA molecule
adsorbs on the Au electrode, the value of Ef increases. This is
due to charge transfer from the BDA molecule to Au. In the
presence of the solvent, the solvent molecule can adsorb on the
Au surface by replacing the surface-bound BDA molecules. The
amount of charge transfer between the solvent molecule and Au
is smaller than that between the BDA molecule and Au. This is
due to the relative weakness of the interaction. The value of Ef
decreases through replacement of the BDA molecules with the
solvent molecules. The replacement reaction decreases AE, and
thus, the conductance of the single BDA molecule junction
increases when solvent molecules adsorb on the Au surface.
The replacement reaction frequently occurs in the solvent,
which strongly interacts with Au (although not as strongly as
the BDA molecules).

In the case of physical adsorption, the strength of the
molecule—metal interaction increases with the molecule size.
The molecule sizes of water and mesitylene are 0.3 nm and
0.8 nm, respectively. By considering the molecule size and
other physical properties (e.g., dipole moment), the interaction
between the Au electrode and solvent would decrease in the
order of tetraglyme, mesitylene and water. Therefore, the
conductance of the single BDA molecule junction in
tetraglyme, mesitylene, water and N, gas decreased in that

order.

The spread in the conductance value of the single BDA mole-
cule junction in N, gas, water, mesitylene, and tetraglyme
decreased in that order. We discuss the effect of the environ-
ment on the spread in the conductance value by considering the
atomic and molecular motion of the single-molecule junction
and molecular adsorption at the metal electrodes. First, the
atomic and molecular motion of the single molecule junction
was suppressed in the following order: N, gas, water, mesity-
lene, and tetraglyme. This was done in order to reflect the mole-
cular weight and viscosity of the solvent; the conductance of the

single-molecule junction depends on the atomic structure of the
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junction. When the atomic and molecular motion of the single-
molecule junction is suppressed, the conductance of the single-
molecule junction does not significantly change with time,
leading to a decrease in the spread of the conductance value.
Therefore, the spread in conductance value decreased with the
change in environment in the following order: N, gas, water,
mesitylene, and tetraglyme. Second, the coverage of BDA
molecules on a Au electrode decreased in the following order:
in N, gas, water, mesitylene, and tetraglyme. This order reflects
the strength of the interaction between the Au electrode and the
solvent, as discussed in the previous section. The amount of the
charge transfer from the BDA molecule to Au (decrease in
conductance value) was largest for the single BDA molecule
junction under N, atmosphere, compared to the single BDA
molecule bridging clean Au electrodes. The spread in the
conductance value of the single-molecule junction increased
with the change in the conductance value relative to that of the
single BDA molecule bridging the clean Au electrodes. There-
fore, the spread in conductance value decreased with changing
environment in the order of N, gas, water, mesitylene, and

tetraglyme.

Conclusion

The electrical conductance of the single BDA molecule
bridging Au electrodes was investigated in tetraglyme, mesity-
lene, water and N, atmosphere. The conductance of the single
BDA molecule junction in tetraglyme, mesitylene, water, and
N, decreased in that particular order. The energy difference
between Er and the HOMO of BDA decreased when the
surface-bound BDA molecules were replaced by solvent mole-
cules. Therefore, the conductance of the single BDA molecule
junction showed higher conductance values in tetraglyme,
which interacted relatively strongly with the Au electrodes. On
the other hand, the spread in conductance value of the single
BDA molecule junction in N, gas, water, mesitylene, and
tetraglyme decreased in that order. The atomic and molecular
motion of the single-molecule junction is suppressed by the
solvent. In the organic solution, the spread in conductance value
was smaller compared to the results in Ny, because the atomic
and molecular motion of the single-molecule junction was
suppressed. The spread in the conductance values can be also
explained by the diversity of the coverage of the BDA mole-
cules on the Au electrodes.

Supporting Information

Supporting Information File 1

Experimental details.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-2-83-S1.pdf]
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Abstract

Background: The effect of electric current on the motion of atoms still poses many questions, and several mechanisms are at play.
Recently there has been focus on the importance of the current-induced nonconservative forces (NC) and Berry-phase derived
forces (BP) with respect to the stability of molecular-scale contacts. Systems based on molecules bridging electrically gated

graphene electrodes may offer an interesting test-bed for these effects.

Results: We employ a semi-classical Langevin approach in combination with DFT calculations to study the current-induced
vibrational dynamics of an atomic carbon chain connecting electrically gated graphene electrodes. This illustrates how the device
stability can be predicted solely from the modes obtained from the Langevin equation, including the current-induced forces. We
point out that the gate offers control of the current, independent of the bias voltage, which can be used to explore current-induced
vibrational instabilities due the NC/BP forces. Furthermore, using tight-binding and the Brenner potential we illustrate how
Langevin-type molecular-dynamics calculations including the Joule heating effect for the carbon-chain systems can be performed.
Molecular dynamics including current-induced forces enables an energy redistribution mechanism among the modes, mediated by
anharmonic interactions, which is found to be vital in the description of the electrical heating.

Conclusion: We have developed a semiclassical Langevin equation approach that can be used to explore current-induced dynamics

and instabilities. We find instabilities at experimentally relevant bias and gate voltages for the carbon-chain system.

Introduction
The effects of electric current on the motion of atoms have is behind the long-term breakdown of interconnects leading to
become particular important in the on-going quest for molecu- failure in integrated circuits. This effect is of even greater

lar-scale electronics [1-4]. Atomic motion due to electric current — importance for systems where the bottle-neck for the current
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flow is a few chemical bonds. The inelastic scattering of elec-
trons by atomic vibrations leads to the well-known effect of
Joule heating, which can have an impact on the electrical
behavior and stability. However, recently it was pointed out
[5-8] that other current-induced forces can play a role. For
instance, in the case of molecular contacts with conductance on
the order of G = 2e%/h = 1/12.9 kQ (e being the electron charge
and /& Planck’s constant), and under “high” bias voltage (~1 V),
the current-induced forces that do not conserve the energy of
the atomic motion may lead to run-away behavior. However,
experiments in this regime are very challenging. For example,
for the typical experiments involving molecular-scale contacts
between bulk electrodes it is not possible to image the atomic
structure while the contacts are in place and current is flowing.
Furthermore, it is far from being trivial to add additional gate
potentials in order to modify the electronic structure and gain
independent control of the bias voltage and current [3,9].

On the theoretical side, it is desirable to develop computer
simulation techniques, such as molecular dynamics (MD),
preferably without adjustable parameters, to study in detail the
complex current-driven atomic processes. To this end, we
recently developed an approach based on the semiclassical
Langevin equation, which may form the basis of MD. In this
description the nonequilibrium electronic environment is
described as an effective “bath” influencing the atomic
dynamics. In particular, we identified the forces acting on the
atoms due to the electric current. These include “extra” fluctu-
ating forces yielding the Joule heating, a nonconservative “elec-
tron-wind” force (denoted NC), recently discussed by Todorov
and co-workers [5], and a Lorentz-like force originating from
the quantum-mechanical “Berry phase” of the electronic
subsystem [6] (denoted BP). The purpose of this article is two-
fold. We will illustrate this semiclassical Langevin approach
and show how the current-induced effects could be investigated
in molecular contacts connecting gated graphene or nanotube
electrodes.

Graphene is now being explored very extensively due to its
outstanding electrical and thermal transport properties [10-12].
Besides being highly important in their own right, carbon
nanotube- or graphene-based nanostructures may offer an
interesting test bed for studies of current-induced effects at the
atomic scale. For such systems, experiments with atomic
resolution, employing for instance state-of-the-art electron
microscopes, can be performed in the presence of current,
allowing the dynamics to be followed down to single adatoms
[13]. Electric current has been used to induce changes in
graphene-edges, which were monitored while a current was
simultaneously passed through the structure [14]. This was

explained as carbon edge-dimers desorbing due to Joule-heating
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[15]. Taking this a step further, one can imagine that nanostruc-
tured nanotubes or graphene can be used as an electrode
interface to molecular devices based on organic chemistry [16].
Especially promising aspects include the inherent 2-D geo-
metry of graphene, which enables both straightforward elec-
trical gating, and atomic-scale imaging in the presence of
current. There have been a number of microscopy studies of
single-atom carbon chains bridging graphene [13,17] or
nanotubes [18]. On the theoretical side, various aspects of these
systems have been studied, such as the formation of chains
[19,20], their stability [21], and electron-transport properties
[22-24]. Here we explore the current-induced forces and
nanoscale Joule heating of the carbon chain system between

electrically gated graphene electrodes.

The paper is organized as follows. After a brief outline of the
semiclassical Langevin method, we will use it to study the
dynamics of the carbon chain as a function of bias and gate
voltages. We point out that the gate, which offers independent
control of bias voltage and current in the system, can be used to
explore current-induced vibrational instabilities in the current-
carrying chain. Finally, we illustrate how the Langevin molecu-
lar dynamics can be performed for a carbon-chain system with
the Joule heating effect included, by using tight-binding and the
Brenner potential.

Results and Discussion

Semiclassical Langevin dynamics

We outline the Langevin approach here. For a classical oscil-
lator system (mass-scaled coordinate x) in a general nonlinear
force-field, F, coupled linearly to a bath of harmonic oscillators,
it is possible to eliminate the bath variables and describe the

system using the generalized Langevin equation, [25-27],

§=F(x)— L’O T (4, ) x(¢')de" + E(1). )

Here the bath influences the motion through two distinct force
contributions, (i) a retarded time-kernel, I1", describing the
back-action at time ¢ after propagation in the bath due to the
motion of x at an earlier time, and (ii) a force & of statistical
nature originating from the thermal fluctuations of the bath. In
the case of thermodynamic equilibrium, & is characterized by a
temperature and is related to I1"” by the fluctuation-dissipation
theorem. Note that in general x, F, and & are vectors and IT" is a
matrix. This method was used by Wang and co-workers [28,29]
to describe thermal transport in the quantum limit, with phonons
in the two connecting reservoirs with different temperature
acting as baths and with their quantum fluctuations included in
&. This reproduced the Landauer result of thermal transport in

the harmonic case [28].
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It is possible to reach a semiclassical Langevin equation
description of the motion of the ions coupled to the electron gas
if we assume a linear coupling to the electronic environment:
Either in the displacement from an equilibrium or in the
velocity (adiabatic expansion) of the ions. This Langevin/
Brownian motion approach to atomic scattering at metal
surfaces has a rather long history in the case of metal electrons
in thermal equilibrium [30,31].

We have extended this to describe the dynamics of the ions in a
nanoconductor between metal electrodes in the nonequilibrium
case, where an electric current is present [6,32]. In order to
sketch the derivation, we consider a displacement-dependent
tight-binding model with electron states in the scattering region
of interest &,/, and with H,; being the static electronic Hamil-
tonian (scattering region and its coupling to the left and right
electrodes [33]),

H=H,, (x)+Hy + Z Mn’klc}:cl X, @)
k,,n

Here x is a column vector comprising the mass-normalized

displacement operators for each degree of freedom, e.g.,

X, =

mass, and Hy,; = 1/2xT% + 1/2xTKx corresponds to a set of

my,u,, u, and m, being the displacement operator and

harmonic oscillators that couple with the electrons, K being the
dynamical matrix. We construct a localized basis-set describing
the electrons in the scattering region, where c;‘[(ck) is the
electron creation (annihilation) operator at site £ in this region
[34]. Here we only consider the coupling to the electron bath,
but the linear coupling to an external phonon bath can be taken
into account along the same lines and adds a contribution to IT".
The derivation and result for a linearly coupled harmonic
phonon bath is similar, and was given in [28]. Alternatively, the
dynamics of some external phonons, not coupling to the
electrons directly, may be treated explicitly in actual MD calcu-
lations, as we illustrate below (regions DL, DR in Figure 6a).
The electron—phonon coupling corresponds to matrix elements
of the force operator My, j; = (k |V, H, |l). We assumed that
M is small by keeping only the term that is linear in x.

We may obtain an equation of motion for x using Heisenberg’s

equation of motion, ¥ =i[x,H], based on atomic units (& = 1)

and implicit mode index (n),

X=-Kx—Y Mycle =—Kx+f,. 3)
Kkl

The term f, describes the “forces” due to the interaction with

the electron gas. Importantly, these forces are random in nature
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[35]. We can calculate the mean value of f, by averaging it

over the nonequilibrium electronic state,

(fo) =iTIMG= (t,0)] = Tt[(-V  H ;) p(1)]. )

Here we introduce the electrical lesser-Green’s function,
G;(t,t) = i(c;r(t)cj (1)), which is equivalent to the density
matrix, p (multiplied by —i), and depends on x(#), since the elec-
trons are coupled to x in the Hamiltonian. This is similar to the

expression for the average force in Ehrenfest dynamics [5].

We can evaluate this perturbatively by using the unperturbed-
electron lesser Green’s function, G{, corresponding to the case
of steady-state electron transport without electron—phonon inter-
action [33],

Gj(0) =iAp (@)np(0—py)+iAp(@)np(©—pg), (5)

where Ay g are the density of state matrices for electronic states
originating in the left/right electrodes, each with chemical
potential p;/g [33], which differ for finite bias voltage, V,
as ., — g = eV, and np(®) = 1/(e®*57 + 1) is the Fermi-Dirac
distribution function. We thus treat the nonequilibrium electron
system as a reservoir unperturbed by the phonons. Using the
nonequilibrium Greens function (NEGF) technique [36], we
may write the 2nd lowest orders in M of (f,) as,

(o)) ~ [doTH(=Y H 1 )pg]- jt’o I (6, )x()de'. (6

The first term yields a constant force due to the change in elec-
tron bonding with bias and a “direct force” due to interaction of
charges with the field [37]. Here pg = peq + Op is the nonequilib-
rium electron-density matrix without electron—phonon inter-
action. We split it into an equilibrium contribution peq and a
nonequilibrium correction dp. In linear response, we obtain a
term £ - x from the field in H,;, £ being the external field,
which yields a “direct” force involving the equilibrium peq. We
also obtain a term involving H (€ = 0), together with the
change in density to first order in the field Ap oc &, in the first
term of Equation 6, resulting from the change of density in the
chemical bonds due to the current [38,39].

The second contribution is the retarded back-action of the elec-
tron gas due to the motion and is equivalent to the retarded
phonon self-energy. In the steady state, I1” only depends on the
time difference, and it is convenient to work in the frequency
(energy) domain. This can be expressed by using the coupling-
weighted electron—hole-pair density of states, AP, inside or

between electrodes o, € L,R,
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I (t—t') = j 1" (w)e ! d—‘”, (7
'
" (@)= [—2)_gq, ®

o' —-o0-id

where A can be expressed in terms of the electrode DOS,

A=A, ©
ap
A% (@ )_—j —T[M Ay (@M, Ag (0~ )]
(10)

x(nF(o)'—ua)—nF((n’—oa—pB)).

We have included a factor of 2 from the spin degeneracy and
have explicitly included the mode index, m,n on the coupling
matrices, M, and on A in Equation 10.

The forces described by I}, (®) in Equation 6 contain a
number of interesting current-induced effects. It is instructive to
split the kernel into parts,

I, (®) = inRe(A,,, (0)) — nlm(A,,, (©)) .
+TEH{Re(Amn )Hw)+ iTEH{Im(Amn o), an

where

H{f(x')}(x)=—7>jj(_x'>dx/

is the Hilbert transform. The A matrix has the following
symmetry properties when exchanging modes(n <> m) and
electrodes(a < f),

A% (@) = A%E" (o), (12)
and
A () =-AP% (o), (13)

which are helpful when examining the terms in Equation 11,

which are summarized in the following:

* Friction — The first term in Equation 11 is imaginary and
symmetric in mode index m,n. It describes the friction

force due to the generation of electron—hole pairs in the
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electronic environment by the ionic motion. This process
exists even in equilibrium [31]. For slowly varying A; /g
with energy as compared to the vibrational energies
(wide-band limit) we obtain the simple time-local
electron friction force, -n,x, with

nRe(A)

el |wa0
(14)
2— > Tr{MA a (Mg )MAg(ug)]
a.p

NC (wind) force — The second term in Equation 11 is
real and antisymmetric, which means that the general
curl of this force is not zero. It describes the NC force,
discussed very recently by Dundas and co-workers [5].
This force is finite, even in the limit of zero frequency,
where the friction and Joule heating effect is not impor-
tant anymore.

Renormalization — The third term is real and symmetric
and can be interpreted as a renormalization of the
dynamical matrix. It contains an equilibrium part and a
nonequilibrium correction. The equilibrium part is
already included in the dynamical matrix when we calcu-
late it within the Born—Oppenheimer approximation. The
nonequilibrium part gives a bias-induced modification of
the harmonic potential.

BP force — Finally, the last term is imaginary, antisym-
metric, and proportional to o for small frequencies. It
can be identified as the “Berry phase” (BP) force in [6].
Since the direction of this force is always normal to the
velocity in the abstract phase space, it does no work,
resembling a Lorentz force with effective magnetic field

L Im(A (@)} ()
(O]

Random forces — The randomness of the force f,
is characterized by its correlation function in the
frequency domain, which can again be calculated
with NEGF. However, we note that since f, is a
quantum operator, {f,(t)f,(0)) does not result in a real
number. Instead we use the symmetrized and real
L@ L)+ (£,0) £ @)T). This expression equals
the semiclassical result obtained from the path-integral
derivation of the Langevin equation [6,35] and reads, in

Fourier space,

(€80 (w) = <fefeT>((o) NEATAN)

_ “B) AP (16)
nz coth{ kBT ] (®).
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» This spectral power density can be used to generate an
instance of the Gaussian random noise as a function of
time that is needed in MD simulations. Most importantly
this random force contains not only the thermal excita-
tions but also the excess excitations leading to Joule
heating [32], through the dependence of the chemical
potentials p; — pg = eV. Thus with this formalism it is
possible to disentangle the various contributions to the

forces, being either deterministic or random in nature.

Current-induced vibrational instability

We now turn to illustrations of the use of the semiclassical
Langevin equation to describe current-induced effects. In this
section we employ it to study the effect of the current-induced
forces and Joule heating on the stability of the system, within
the harmonic approximation. We will here ignore the coupling
to electrode phonons. This makes an eigen-mode analysis
possible, which eases the interpretation of the results. The
model system we use is shown in Figure 1, in which a four-
atom carbon chain is bridged between two graphene electrodes
(L and R). We assume a field effect transistor setup, in which a
gate potential, V,, is applied to the system in addition to the bias
applied between the two electrodes, V. We will show that this
offers a convenient way to explore current-induced vibrational
instabilities. We can already see the effect of the gate potential
in the current—voltage (/ — V) characteristics shown in

Figure 2.

—=sserem=a_

|
Vg

Figure 1: The system considered in the present study is a four-atom
carbon chain bridging two graphene electrodes. The dangling bonds
are passivated by hydrogen atoms. In addition to the bias applied
between the left (L) and right (R) electrodes (V}), a gate potential (V)
can also be applied perpendicular to the graphene surface. The center
panel shows the calculated contour plot of the electrostatic-potential
drop across the junction at Vg =0V, and Vp, = 1 V. The equal drop at
the left and right electrodes reflects the electron—hole symmetry for

Vg =0V [40].
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0.03 . .

Figure 2: Current-Voltage (/-Vp) curves at different V.

The effect of the NC and BP forces is to couple different
phonon modes with nearly similar frequencies. From now on,
we will focus on the two phonon modes around 200 meV,
shown in Figure 3, since the alternating-bond-length-type
modes (200 meV) couple most strongly with the electric
current. This type of mode also gives rise to the most intensive
Raman signals in unpassivated chains between graphene-like
pieces [41].

@ _¢

198 meV 200 meV

(b)

Figure 3: (a) Motion of the two phonon modes around 200 meV. (b)
Motion of the runaway mode at V; = 0.6 V, and Vj, = 1 V. We depict
the motion using a number of discrete time steps roughly corres-
ponding to a full period. The position of each atom is depicted as a
circle for a sequence of time steps indicated by an increasing radius
with time. The motion is a phase-shifted linear combination of the two
modes in (a). We can see the elliptical motion of the carbon atoms
from the plot. The enclosed area indicates that work can be done by
the current-induced NC force.

The calculation was performed by using the SIESTA density-
functional theory (DFT) method [42], which has been extended
to study elastic [33] and inelastic [34] transport in molecular
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conductors. We used similar parameters as detailed in [34], and
in order to keep the calculation simple and tractable, we
modeled the electrodes by simply employing the I" k-point in
the transverse electrode direction. The electron—phonon
coupling matrix (M) was calculated at zero bias, whereas we
calculated the electronic structure at finite bias. We note that the
voltage dependence of the coupling matrix could play a role,
but this is beyond the scope of the present more illustrative
purpose [43]. Based on these approximations, we can calculate
the full w-dependent A function, and the self-energies, I1". To
perform the eigen-mode analysis, we further assumed linear
o-dependent friction, Berry force (BP), constant nonconserva-
tive force (NC), and ignore the renormalization of the dynam-

ical matrix.

We model the effect of V}, as a shift of the equilibrium chem-
ical potential, Eg. In this way we can tune the electronic struc-
ture within the bias window by changing the gate potential. In
the following, we look at the bias and gate dependence of the
inverse Q-factor (1/Q) and effective phonon number N. The
inverse Q-factor for mode i (note we use index i for full modes
including the current-induced forces) is defined as

0.04

(a)

0.03¢

0.02¢

1/Q

0.01

-0.01

(b) o.04
c-©200 meV
0.03F [==198 meV
0.02}
4
0.0% V,=06V
0 e B
0 02 04 06 08 1
Vi (V)

Figure 4: (a) Inverse Q-factor (1/Q) as a function of gate voltage, Vg,
at V, = 1V for the two modes around 200 meV. (b) 1/Q as a function
of bias voltage, Vp, at fixed gate voltage V; = 0.6 V, for the same pair
of phonon modes.
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Im{o; }

1/Q0 =-2 ,
= Re{o; }

(17

where ®; are the eigenvalues of the full dynamical matrix,
including the current-induced forces. These modes thus consist
of linear combinations of the “unperturbed” normal modes
of the system, n,m, as calculated by using the standard
Born—Oppenheimer approximation. The phonon number can be
calculated from the displacement correlation function,

1 d
Nj+5 = Refoy} [ <x,.xl.>(m)£. (18)

We show the bias and gate potential dependence of the inverse
Q-factor and phonon number in Figure 4 and Figure 5. The
coupling of these two modes due to the bias (gate) dependent
NC and BP force changes their lifetime. The two modes always
have opposite dependence. The vibrational instability occurs at
the critical point where 1/Q = 0 around V, =+0.4 V. This corre-
sponds to an infinite phonon number in Figure 5, and we there-

0200 meV
8t =198 meV
6,
=
L, V=06V
2 L
% “T 0% 0.4 0.6
V, (V)

Figure 5: (a) Effective phonon number (N) for the two phonon modes
around 200 meV as a function of gate voltage, Vg, at fixed bias
voltage, V, = 1 V. (b) N as a function of bias voltage, V), at fixed gate
voltage Vg = 0.6 V. Note that it diverges at the critical point when the
damping (1/Q) in Figure 4 goes to zero.
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fore call it a “runaway” mode. The motion of this mode at
Vp=1V,Vy=0.6V is plotted in Figure 3b. We can observe the
elliptical motion of several atoms in real-space. This is critical
because in order for the nonconservative force to do work on
the atoms their motion has to enclose a finite area, either in real
or in abstract phase space.

Finally, we should mention that when the current hits the insta-
bility threshold it will drive the system into a highly anhar-
monic regime, where the preceding eigenanalysis breaks down.
One scenario is that the motion of the system will reach a limit-
cycle determined by the detailed anharmonic potential and the
interaction with the current [7]. In this regime the details of the
damping due to the coupling with phonons in the electrodes
could be important, and the electron—phonon coupling could
also change from the value given around the harmonic equilib-
rium position. In order to address this regime we can perform
molecular-dynamics simulations, taking into account both the
coupling between different modes and their coupling with the
electrode phonons, in order to study how the system actually

reacts due to the instability.

Molecular dynamics with Joule heating

Next we illustrate the use of the Langevin equation to perform
molecular-dynamics simulations of a carbon-chain system, in
the presence of current flow, in the simplest possible setting, but
now including coupling to the electrode phonons. Therefore we
abandon the DFT approach, and instead employ the widely used
n-tight-binding model with hopping parameter f = 2.7 eV, and
the Brenner potential for calculations of the interatomic forces
[44]. We consider the unpassivated structure in Figure 6. The
electron—phonon coupling is modeled by the Harrison scaling
law [45], B = 2.7eV (ag/d)?, determining how P is modified
when the nearest neighbor distance, d, is changed from the equi-
librium value, ag = 1.4 A. The same model has recently been
applied in the study of the effect of strain on the electronic
structure of graphene [46]. In the simulation we model the
coupling to the electrode phonons by a friction parameter,
Nph» and a corresponding white equilibrium phonon noise
(E_,phf_,;/) = 2npukpT on the L,R-electrode regions. This is
similar to the stochastic boundary conditions [27] in which L,R-
atoms act as a boundary. The setup for the MD is shown in
(Figure 6a). We include electrode regions that have no inter-
action with the current (DL,DR), and a device region (D) where
the current density is highest and where the nonconservative
forces and Joule heating are included.

Furthermore, instead of using the full nonlocal time-kernel for
the electrons in Equation 14, we use the wide-band approxima-
tion, and neglect the off-diagonal elements of the electron-noise

spectral power density, (ieég)(w). The diagonal of the electron

Beilstein J. Nanotechnol. 2011, 2, 814-823.

spectral power can be approximated by white noise in the high-
bias and wide-band limits, where variations in the electronic
DOS are neglected [47]. The assumption of a white-noise spec-
trum implies neglect of the equilibrium zero-point motion of the
atoms, but most importantly here, it includes the Joule heating
effects,

<(EJ€ )n (E.\e)b(m) = 2(nel )nn kBT
(19
+Re(Tr[AL(HL)M,,AR(HR)M”])%_ )

2n

A factor of 2 should be included in the case of spin degeneracy.
Based on the velocity Verlet algorithm [48] we carried out MD
simulations at a varying bias voltage for zero gate bias
(Vg = 0 V), and phonon friction, n,,. The MD results are
summarized in Figure 6b—f. We note that for the present system
setup the nonconservative force is found not to play a dominant
role compared to the effect of Joule heating. The main insight
we gain from the MD example here is that the anharmonic
couplings are important and effective in redistributing the

energy supplied by the nonequilibrium electrons.

The approximate local phonon friction, 1, can in general be
expressed from the slope of the corresponding phonon self-
energy at zero frequency, as for electrons, see Equation 14.
However, here we simply varied its value around this in order to
quantify the dependence of the local electrical heating in the
device region on this parameter (Figure 6b). The electrical
heating of the chain was found not to depend much on the
phonon friction when this was chosen to be sufficiently high.
This is an appealing result, since it indicates that the electrical
heating does not depend critically on the measurement setup,
but mainly on the nature of the actual constriction. This seems
to be true as long as the heat flow away from the contacts is
sufficient to maintain the temperature of the heat baths, and the
chain acts as a bottleneck for the heat conduction. However, we
note that for heat conduction in the quantum limit it is impor-
tant to go beyond the white band approximation and include
realistic self-energies for the L, R-electrode phonons [49]. This
will be explored in future work.

Inspired by the equipartition theorem, we define a local
temperature variable for the atoms (indexed by a) with

mass, mg,

My

=2
3, (Vg ().

T,()= (20)

A comparison of the obtained temperature distributions with
(Figure 6c¢, Figure 6d) and without (Figure 6e, Figure 6f) the

anharmonic interactions shows that anharmonic couplings
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Figure 6: (a) Definition of the system regions with different types of noise contributions. Leads (L,R) have a well-defined temperature determined by
the phonon noise, the device (D) temperature is defined from the electrical heating, and the intermediate regions (DL,DR) are free and are heated by
propagation noise. In the MD setup no atoms are held fixed, but periodic boundary conditions are applied. The figure describes the setup in which the
local temperatures plotted in (c) and (e) should be understood. (b) Temperature of the regions as a function of phonon friction. (c, d) Obtained
temperatures at different atoms within the harmonic approximation. (c) The simulations were run at T = 300 K and at eV}, = 1 eV, and (d) varying bias
voltages. (e, f) Corresponding atomistic temperature distributions including the anharmonic interactions. The lead temperature can exceed the equilib-
rium bath temperature due to propagation noise. In particular, the anharmonic interactions redistribute part of the energy from the modes in the chain

to the bulk modes in the lead.

between the vibrational modes have a significant influence on
the heat-transport properties and local Joule heating of the
system. The heating is less localized in the chain due to anhar-
monicity. This originates from the coupling between different
modes and an increased coupling to the surroundings for
configurations in which the atoms are displaced from their equi-
librium positions. Modes localized in the chain can be heated up
to very high temperatures in the harmonic approximation. When
anharmonic interactions are included the energy is redistributed
and the modes are collectively heated up.

The electron—phonon interaction is typically included through
a Taylor expansion of the electronic Hamiltonian around the

equilibrium positions (Equation 2). Within the time-local

white-noise approximation it is possible to address the
effect of changes of electronic Hamiltonian and, especially,
electron-phonon coupling on the motion, which was both
included in the nonequilibrium force calculations here. This
amounts to updating the nonconservative force, friction and
noise on the fly along the path. This is possible for the simple
parametrization used here. Our preliminary results based on this
approximation show that the extra noise contribution from the
higher-order couplings may significantly influence the results
and increase the electronic heating compared to the static elec-
tronic structure approximation. A method which goes beyond
white noise and includes the change in electron—phonon
coupling when the system is far from the equilibrium positions,

e.g., close to bond breaking, remains a challenge for the future.
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Conclusion

We have developed a semiclassical Langevin equation
approach, which can be used to explore current-induced atomic
dynamics and instabilities in molecular conductors. The
Langevin approach can be solved in the harmonic approxima-
tion to obtain eigenmodes and their excitation in the presence of
current, as well as used for molecular-dynamics simulations
based on the full anharmonic potential. Our simple, approxi-
mate MD simulation indicates that anharmonic couplings play
an important role for the energy redistribution and effective heat
dissipation to the electrode reservoirs. However, the MD is
computationally very demanding beyond simplified model elec-
tronic structures and interatomic potentials, and further develop-
ments are necessary. We have used carbon-chain systems both
to illustrate the Langevin approach, and in order to highlight
how graphene might offer a unique test bed for research into
current-induced dynamic effects. Especially, it is straightfor-
ward to employ a gate potential to the gate electrode, and
thereby obtain independent control of current and bias voltage
in the system. Furthermore, atomic-scale resolution can be
obtained in electron microscopes in the presence of current, and
Raman spectroscopy can give insights into the excitation and
effective temperature originating from the electric current [50-
52]. Our results for the simplified carbon-chain systems indi-
cate that it may be possible to tune the current-induced instabili-
ties in the atomic dynamics with gate and bias voltages in the

experimentally relevant range.

Acknowledgements
We acknowledge the Lundbeck Foundation for financial
support (R49-A5454), and the Danish Center for Scientific

Computing (DCSC) for providing computer resources.

References

1. Tao, N. J. Nat. Nanotechnol. 2006, 1, 173-181.
doi:10.1038/nnano.2006.130

2. Moth-Poulsen, K.; Bjgrnholm, T. Nat. Nanotechnol. 2009, 4, 551-556.
doi:10.1038/nnano.2009.176

3. Song, H.; Kim, Y.; Jang, Y. H.; Jeong, H.; Reed, M. A; Lee, T. Nature
2009, 462, 1039-1043. doi:10.1038/nature08639

4. Seideman, T., Ed. Curren-driven phenomena in nanoelectronics; Pan
Stanford Publishing: Singapore, 2011.

5. Dundas, D.; McEniry, E. J.; Todorov, T. N. Nat. Nanotechnol. 2009, 4,
99-102. doi:10.1038/nnano.2008.411

6. LU, J. T.; Brandbyge, M.; Hedegard, P. Nano Lett. 2010, 10,
1657—-1663. doi:10.1021/nl1904233u

7. Bode, N.; Kusminskiy, S. V.; Egger, R.; von Oppen, F. Phys. Rev. Lett.
2011, 107, 036804. doi:10.1103/PhysRevLett.107.036804

8. LU, J. T.; Hedegard, P.; Brandbyge, M. Phys. Rev. Lett. 2011, 107,
046801. doi:10.1103/PhysRevLett.107.046801

9. Kubatkin, S.; Danilov, A.; Hjort, M.; Cornil, J.; Brédas, J.;
Stuhr-Hansen, N.; Hedegard, P.; Bjernholm, T. Nature 2003, 425,
698-701. doi:10.1038/nature02010

Beilstein J. Nanotechnol. 2011, 2, 814-823.

10.Geim, A. K.; Novoselov, K. S. Nat. Mater. 2007, 6, 183—-191.
doi:10.1038/nmat1849

11. Castro Neto, A. H.; Guinea, F.; Peres, N. M. R.; Novoselov, K. S_;
Geim, A. K. Rev. Mod. Phys. 2009, 81, 109-162.
doi:10.1103/RevModPhys.81.109

12.Geim, A. K. Science 2009, 324, 1530-1534.

13.Meyer, J. C.; Girit, C. O.; Crommie, M. F.; Zettl, A. Nature 2008, 454,
319-322. doi:10.1038/nature07094

14.Jia, X.; Hofmann, M.; Meunier, V.; Sumpter, B. G;
Campos-Delgado, J.; Romo-Herrera, J. M.; Son, H.; Hsieh, Y.-P;
Reina, A.; Kong, J.; Terrones, M.; Dresselhaus, M. S. Science 2009,
323, 1701-1705. doi:10.1126/science.1166862

15.Engelund, M,; First, J. A.; Jauho, A. P.; Brandbyge, M.
Phys. Rev. Lett. 2010, 104, 036807.
doi:10.1103/PhysRevLett.104.036807

16.Guo, X.; Gorodetsky, A. A.; Hone, J.; Barton, J. K.; Nuckolls, C.
Nat. Nanotechnol. 2008, 3, 163—167. doi:10.1038/nnano.2008.4

17.Jin, C.; Lan, H.; Peng, L.; Suenaga, K.; lijima, S. Phys. Rev. Lett. 2009,
102, 205501. doi:10.1103/PhysRevLett.102.205501

18.Borrnert, F.; Borrnert, C.; Gorantla, S.; Liu, X.; Bachmatiuk, A.;
Joswig, J.-O.; Wagner, F. R.; Schéffel, F.; Warner, J. H.;
Schonfelder, R.; Rellinghaus, B.; Gemming, T.; Thomas, J.;
Knupfer, M.; Blichner, B.; Rimmeli, M. H. Phys. Rev. B 2010, 81,
085439. doi:10.1103/PhysRevB.81.085439

19.Hobi, E., Jr..; Pontes, R. B.; Fazzio, A.; da Silva, A. J. R. Phys. Rev. B
2010, 81, 201406. doi:10.1103/PhysRevB.81.201406

20.Erdogan, E.; Popov, |.; Rocha, C. G.; Cuniberti, G.; Roche, S.;

Seifert, G. Phys. Rev. B 2011, 83, 041401.

doi:10.1103/PhysRevB.83.041401

.Lin, Z. Z.; Yu, W. F.; Wang, Y.; Ning, X. J. EPL 2011, 94, 40002.

doi:10.1209/0295-5075/94/40002

22.Chen, W.; Andreev, A. V.; Bertsch, G. F. Phys. Rev. B 2009, 80,
085410. doi:10.1103/PhysRevB.80.085410

23.First, J. A.; Brandbyge, M.; Jauho, A.-P. EPL 2010, 91, 37002.
doi:10.1209/0295-5075/91/37002

24. Akdim, B.; Pachter, R. ACS NANO 2011, 5, 1769-1774.
doi:10.1021/nn102403j

25.Adelman, S.; Doll, J. J. Chem. Phys. 1976, 64, 2375-2388.
doi:10.1063/1.432526

26.Kantorovich, L. Phys. Rev. B 2008, 78, 094304.
doi:10.1103/PhysRevB.78.094304

27.Kantorovich, L.; Rompotis, N. Phys. Rev. B 2008, 78, 094305.
doi:10.1103/PhysRevB.78.094305

28.Wang, J.-S. Phys. Rev. Lett. 2007, 99, 160601.
doi:10.1103/PhysRevLett.99.160601

29.L0, J. T.; Wang, J.-S. Phys. Rev. B 2008, 78, 235436.
doi:10.1103/PhysRevB.78.235436

30. Nourtier, A. J. Phys. (Paris) 1977, 38, 479-502.
doi:10.1051/jphys:01977003805047900

31.Head-Gordon, M.; Tully, J. C. J. Chem. Phys. 1995, 103, 10137.
doi:10.1063/1.469915

32.Brandbyge, M.; Hedegard, P. Phys. Rev. Lett. 1994, 72, 2919-2922.
doi:10.1103/PhysRevLett.72.2919

33.Brandbyge, M.; Mozos, J. L.; Ordejon, P.; Taylor, J.; Stokbro, K.
Phys. Rev. B 2002, 65, 165401. doi:10.1103/PhysRevB.65.165401

34.Frederiksen, T.; Paulsson, M.; Brandbyge, M.; Jauho, A.-P.
Phys. Rev. B 2007, 75, 205413. doi:10.1103/PhysRevB.75.205413

35.Schmid, A. J. Low Temp. Phys. 1982, 49, 609-626.
doi:10.1007/BF00681904

2

=

822


http://dx.doi.org/10.1038%2Fnnano.2006.130
http://dx.doi.org/10.1038%2Fnnano.2009.176
http://dx.doi.org/10.1038%2Fnature08639
http://dx.doi.org/10.1038%2Fnnano.2008.411
http://dx.doi.org/10.1021%2Fnl904233u
http://dx.doi.org/10.1103%2FPhysRevLett.107.036804
http://dx.doi.org/10.1103%2FPhysRevLett.107.046801
http://dx.doi.org/10.1038%2Fnature02010
http://dx.doi.org/10.1038%2Fnmat1849
http://dx.doi.org/10.1103%2FRevModPhys.81.109
http://dx.doi.org/10.1038%2Fnature07094
http://dx.doi.org/10.1126%2Fscience.1166862
http://dx.doi.org/10.1103%2FPhysRevLett.104.036807
http://dx.doi.org/10.1038%2Fnnano.2008.4
http://dx.doi.org/10.1103%2FPhysRevLett.102.205501
http://dx.doi.org/10.1103%2FPhysRevB.81.085439
http://dx.doi.org/10.1103%2FPhysRevB.81.201406
http://dx.doi.org/10.1103%2FPhysRevB.83.041401
http://dx.doi.org/10.1209%2F0295-5075%2F94%2F40002
http://dx.doi.org/10.1103%2FPhysRevB.80.085410
http://dx.doi.org/10.1209%2F0295-5075%2F91%2F37002
http://dx.doi.org/10.1021%2Fnn102403j
http://dx.doi.org/10.1063%2F1.432526
http://dx.doi.org/10.1103%2FPhysRevB.78.094304
http://dx.doi.org/10.1103%2FPhysRevB.78.094305
http://dx.doi.org/10.1103%2FPhysRevLett.99.160601
http://dx.doi.org/10.1103%2FPhysRevB.78.235436
http://dx.doi.org/10.1051%2Fjphys%3A01977003805047900
http://dx.doi.org/10.1063%2F1.469915
http://dx.doi.org/10.1103%2FPhysRevLett.72.2919
http://dx.doi.org/10.1103%2FPhysRevB.65.165401
http://dx.doi.org/10.1103%2FPhysRevB.75.205413
http://dx.doi.org/10.1007%2FBF00681904

36.Haug, H.; Jauho, A.-P. Quantum Kinetics in Transport and Optics of
Semiconductors, 2nd ed.; Springer Series in Solid State Sciences, Vol.
123; Springer: Berlin, Heidelberg, 2008.

37.Bevan, K. H.; Guo, H.; Williams, E. D.; Zhang, Z. Phys. Rev. B 2010,
81, 235416. doi:10.1103/PhysRevB.81.235416

38.Brandbyge, M.; Stokbro, K.; Taylor, J.; Mozos, J. L.; Ordejon, P.
Phys. Rev. B 2003, 67, 193104. doi:10.1103/PhysRevB.67.193104

39. Brandbyge, M. Nat. Nanotechnol. 2009, 4, 81-82.
doi:10.1038/nnano.2008.413

40.Brandbyge, M.; Kobayashi, N.; Tsukada, M. Phys. Rev. B 1999, 60,

17064-17070. doi:10.1103/PhysRevB.60.17064

.Rivelino, R.; dos Santos, R. B.; de Brito Mota, F.; Gueorguiev, G. K.

J. Phys. Chem. C 2010, 114, 16367—-16372. doi:10.1021/jp1066154

42.Soler, J. M.; Artacho, E.; Gale, J. D.; Garcia, A.; Junquera, J.;
Ordejon, P.; Sanchez-Portal, D. J. Phys.: Condens. Matter 2002, 14,
2745-2779. doi:10.1088/0953-8984/14/11/302

43.Sergueev, N.; Roubtsov, D.; Guo, H. Phys. Rev. Lett. 2005, 95,
146803. doi:10.1103/PhysRevLett.95.146803

44 .Brenner, D. W. Phys. Rev. B 1990, 42, 9458-9471.
doi:10.1103/PhysRevB.42.9458

45. Harrison, W. A. Electronic Structure, the Properties of Solids: The
Physics of the Chemical Bond,; Dover Publications: New York, 1989.

46. Guinea, F.; Katsnelson, M. |.; Geim, A. K. Nat. Phys. 2010, 6, 30-33.
doi:10.1038/nphys1420

47.Gunst, T. Molecular Dynamics of nano-conductors in the presence of

4

iy

electronic current. M.Sc. Thesis, Technical University of Denmark, DTU
Nanotech, Denmark, 2010.

48. Allen, M. P. Introduction to Molecular Dynamics Simulation. In
Computational Soft Matter: From Synthetic Polymers to Proteins;
Attig, N.; Binder, K.; Grubmidiller, H.; Kremer, K., Eds.; NIC Series, Vol.
23; Gustav-Stresemann-Institut: Bonn, Germany, 2004; pp 1-28.

49.Wang, J.-S; Ni, X.; Jiang, J.-W. Phys. Rev. B 2009, 80, 224302.
doi:10.1103/PhysRevB.80.224302

50. loffe, Z.; Shamai, T.; Ophir, A.; Noy, G.; Yutsis, |.; Kfir, K.;
Cheshnovsky, O.; Selzer, Y. Nat. Nanotechnol. 2008, 3, 727-732.
doi:10.1038/nnano.2008.304

51.Ward, D. R.; Halas, N. J.; Ciszek, J. W.; Tour, J. M.; Wu, Y.;
Nordlander, P.; Natelson, D. Nano Lett. 2008, 8, 919-924.
doi:10.1021/nl073346h

52.Chae, D.-H.; Krauss, B.; von Klitzing, K.; Smev, J. H. Nano Lett. 2010,
10, 466—471. doi:10.1021/nl903167f

Beilstein J. Nanotechnol. 2011, 2, 814-823.

License and Terms

This is an Open Access article under the terms of the
Creative Commons Attribution License
(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of
Nanotechnology terms and conditions:
(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one
which can be found at:
doi:10.3762/bjnano.2.90

823


http://dx.doi.org/10.1103%2FPhysRevB.81.235416
http://dx.doi.org/10.1103%2FPhysRevB.67.193104
http://dx.doi.org/10.1038%2Fnnano.2008.413
http://dx.doi.org/10.1103%2FPhysRevB.60.17064
http://dx.doi.org/10.1021%2Fjp1066154
http://dx.doi.org/10.1088%2F0953-8984%2F14%2F11%2F302
http://dx.doi.org/10.1103%2FPhysRevLett.95.146803
http://dx.doi.org/10.1103%2FPhysRevB.42.9458
http://dx.doi.org/10.1038%2Fnphys1420
http://dx.doi.org/10.1103%2FPhysRevB.80.224302
http://dx.doi.org/10.1038%2Fnnano.2008.304
http://dx.doi.org/10.1021%2Fnl073346h
http://dx.doi.org/10.1021%2Fnl903167f
http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.2.90

Beilstein Journal
of Nanotechnology

When “small” terms matter: Coupled interference

features in the transport properties of

cross-conjugated molecules

Gemma C. Solomon™!, Justin P. Bergfield!, Charles A. Stafford?

Full Research Paper

Address:

'Nano-Science Center and Department of Chemistry, University of
Copenhagen, Universitetsparken 5, 2100 Copenhagen @, Denmark,
2Department of Physics, University of Arizona, 1118 East Fourth
Street, Tucson, AZ 85721, USA and 3Department of Chemistry,
Northwestern University, 2145 Sheridan Rd, Evanston, IL 60208, USA

Email:
Gemma C. Solomon” - gsolomon@nano.ku.dk

* Corresponding author
Keywords:

gDFTB; Huckel model; many-body effects; molecular electronics;
quantum interference; thermoelectrics; topology

Abstract

Quantum interference effects offer opportunities to tune the electronic and thermoelectric response of a quantum-scale device over
orders of magnitude. Here we focus on single-molecule devices, in which interference features may be strongly affected by both
chemical and electronic modifications to the system. Although not always desirable, such a susceptibility offers insight into the
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effect of these small terms using different Hamiltonian models with Hiickel, gDFTB and many-body theory to calculate the trans-
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instead produce significant qualitative changes in the transport properties. In particular, we show that coupling of multiple interfer-
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Introduction

Destructive interference effects, such as nodes in the transmis-
sion function, are a signature of coherence and offer a possible
avenue for tuning the transport properties of single-molecule
junctions. While not present in all systems, destructive interfer-
ence features are observed in many common systems. For
example, in the meta-substituted Au—benzenedithiol-Au junc-
tion the m-electron transmission exhibits a node in the middle of
the gap between the highest occupied molecular orbital and
lowest unoccupied molecular orbital [1-13], although the total
conductance is nonzero, as underlying c-system transport domi-
nates in the vicinity of the node [8,9]. Through careful design,
interference effects can be perturbed by chemical modification
or an external electric field [6,14], presenting myriad strategies
to control the flow of charge through a molecular circuit.
Thermoelectric effects are also strongly influenced by the
presence of interference features, and enhancement is predicted
in the vicinity of nodes and peaks [15,16]. In certain molecules
composed of node-possessing subunits, multiple degenerate
interference features may combine to form higher-order nodes
(supernodes) and peaks whose thermoelectric enhancement
scales as the order of the feature [16]. Supernode-possessing
molecules also suppress current over a wide range of energy,
suggesting that they may be an important step towards realizing
useful molecular devices.

Previous work on supernodes focused on cyclic systems [16],
but the transport properties of both cyclic [17,18] and acyclic
[19,20] cross-conjugated molecules have also been predicted to
exhibit interference features in experimentally relevant energy
ranges. Here we investigate the transport through several
acyclic cross-conjugated molecules and show that maintaining
degenerate interference features in these systems may be chal-
lenging. As a basis for comparison, we use Hiickel theory trans-
port calculations to understand what can be expected from the
topology alone. Using gDFTB and many-body calculations, we
find that the order of the interference feature in acyclic systems
can be strongly dependent upon through-space terms and elec-

tron correlations.

Methods

Transport in a single-molecule junction is often described by
using Green’s function approaches, where the elastic transmis-

sion is generally calculated as [21]

T(E)=THIr'*G" (E)rRG“(E)] . (1)

G’(E) is the retarded Green’s function of the junction at energy
E, GY(E) is its conjugate transpose, and T’ and TR are the
broadening matrices describing the coupling to the left and right
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electrodes, respectively. In each of the three theoretical methods
discussed below, the differences in the methods manifest them-
selves as differences in the Green’s functions. The gDFTB and
molecular Dyson equation (MDE) many-body methods used in
this article are explained in detail in [22] and [23], respectively.
Here we simply provide a brief overview of the aspects most
relevant to transport in the cross-conjugated systems investi-

gated here.

Hlckel model calculations

A simple multisite model Hamiltonian can be constructed by
representing each relevant atomic orbital of the molecule by an
energy o. Between chemically bonded nearest-neighbor sites
there are coupling elements, g and Bp, depending on whether
sites have single or double bonds between them. For example,
in Figure 1, a four-site system is shown.

Aﬁ% s
0
F Rosom

Bs L /P

Figure 1: An example of a Hiickel model for a four-site molecule, the
numbering of the sites corresponds to the index in the Hamiltonian.

The Hamiltonian for this system is given by:

a Bp Bs O

H,= . 2
ol BS 0 o BD 2

In all calculations shown here we set a =0 ¢V, Bg=-3 ¢V, and
Bp = —4 eV. We assume that only a single site couples to each
electrode, with coupling strength y = Bg/3 = —1 eV. For this

system we have:

=y 0 0 0)and¥z=(0 0 v 0). (3

The transmission is then calculated by using the nonequilib-
rium Green’s function formalism assuming the wide-band limit

for the density of states of the electrodes and setting
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where p is the density of states of the electrode, which we set to
1/27 (eV)". This value is chosen to approximately reproduce
the broadening seen in gDFTB calculations [9]. The purely
imaginary tunneling self-energies are given by

and the retarded Green’s function by

-1
G"(E)= (E—Hm01 —xk —ZIT{) . (6)

gDFTB
The Hiickel model calculations allow us to model the transmis-
sion through the carbon skeleton of a conjugated molecule, i.e.,
the component that we anticipate will dominate the transport
properties in systems exhibiting destructive interference effects.
Moving to atomistic simulations, it is necessary to add binding
groups (here we use thiols) to bind the organic component to
gold electrodes. The systems that we compare have the same
underlying carbon skeleton but differ in the fact that the sulfur
binding groups appear explicitly, rather than being effectively
absorbed as part of the electrodes in the Hiickel calculations.

The gDFTB method [22,24,25] allows us to calculate the trans-
port with an atomistic model of the system, going beyond
simple topology to include the through-space interactions that
arise from the three-dimensional nature of chemical structures.
Molecular geometries were obtained by optimizing the isolated
molecule using Q-Chem 3.0 [26] with density functional theory
employing the B3LYP functional and 6-311G** basis. The
molecules were then chemisorbed (terminal hydrogens
removed) to the FCC hollow binding site of a Au(111) surface
with the Au—S bond length of 2.48 A, taken from the literature
[27].

Transport calculations by means of gDFTB construct the
Green’s functions in the same way as the Hiickel model calcula-
tions, that is simply by using the gDFTB Hamiltonian in place
of the Hiickel Hamiltonian. A wide-band approximation is also
employed in which the density of states used to construct the
self-energies is set to a value for bulk gold (1.9 eV ~1). No gold
atoms were included in the extended molecule so that the
symmetry of the molecule could be used to separate the
transmission into o- and m-components [28]. The electrode
comprised a 6 x 8 atom unit cell with three layers in the trans-

port direction, and periodic boundary conditions were used.
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Many-body calculations

The many-body problem of transport through a molecular junc-
tion is generally intractable and must be solved approximately.
Often this is done perturbatively by using, for example,
diagrammatic methods. Phrasing the perturbative series in terms
of Green’s functions is advantageous since Dyson’s equation
allows a finite number of physical processes to be calculated to
infinite order. In contrast, perturbative methods based on the
density matrix often sum all processes to finite order [29-33]. In
this article, we consider off-resonant transport through small
molecules in which the electrode—molecule coupling is on the
order of the molecule’s charging energy. In this regime, the
transport exhibits many nonperturbative effects (e.g., simulta-
neous charge quantization and quantum interference [34]) that
cannot be properly described unless the processes are consid-
ered to infinite order.

For the many-body transport calculations presented in this
article, we utilize a theory [23] based on the molecular Dyson
equation (MDE) and nonequilibrium Green’s functions
(NEGFs). In the MDE method, the Green’s function GJ,,(E) of
the junction is calculated by exactly diagonalizing the selected
model Hamiltonian in the sequential-tunneling limit, including
all excitations and charge states of the molecule. The effects of
finite tunneling width are then included by using the equation-
of-motion technique combined with diagrammatic perturbation
theory for the Coulomb interactions. By using the molecular
Dyson equation, the full Green’s function of the system may be
written as [23]

G" (E) = Gt (E)+ G () (F + 2} +A%¢) 67 (B). (7)

In general, the correction to the Coulomb self-energy A must
be found through NEGF methods [23]; however, in the elastic
cotunneling regime AXc = 0. The elastic transmission proba-
bility through a junction may be found by using Equation 1.

The molecular Green’s function G,

ol is found by exactly diag-
onalizing the molecular Hamiltonian. Represented in a basis of
atomic orbitals, the Green’s function matrix elements are given
by [23]

P(v)+P(WVIOIIC(v, V)]

[ '
, nG,mc
TRGE L8
|: M0 6, mo V’Zvr E-E,+E, +i0* ®)

where P(v) is the probability that the state v of the nearly
isolated molecule is occupied and Hy,o1 |v> =FE, |v> with the
molecular Hamiltonian Hy,e). [C(v,V)] 6, mo' are the many-body

matrix elements given by
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where v and V' label molecular eigenstates with different charge.
Here d,,; annihilates an electron of spin o on the nth atomic
basis function of the molecule. In linear response, P(v) is given
by the grand canonical ensemble.

The transport theory outlined above is generally applicable.
Here we focus on single-molecule junctions and utilize a semi-
empirical Pariser—Parr—Pople (PPP) [35-37] n-electron Hamil-
tonian, which describes Coulomb interactions, n-conjugation
and screening due to the o-electrons and solvent in order to
model the electronic degrees of freedom that are most relevant
for transport [6,23,38]. The molecular Hamiltonian may then be
written as follows

Hmol = and}zo'dn(j - z (tnmd;csdmc + HC)
n,o n,m,c

U (10)

+2) gm 0, Om>

n,m

where g, is the m-orbital energy, ¢,,, is the hopping-matrix
element between orbitals n and m, and U,,, is the effective
Coulomb interaction energy between orbitals » and m (where n
and m may be equal) [39]. In correspondence with the Hiickel
and gDFTB calculations, we take the nearest-neighbor hopping-
matrix elements #,,, for single and double bonds to be 3 eV and
4 eV, respectively. The effective charge operator for orbital 7 is
[6,15,40]

0, = dfdys—>.CpV, le=1, an
c Y

where Cy, is the capacitive coupling between orbital n and
lead y, e is the electron charge, and V, is the voltage on elec-
trode y. The “—1” in the charge operator sets the midgap energy
to zero. For simplicity, the atomic basis orbitals are taken to be
orthonormal in our calculations, so that the anticommutator
{chadmc’} = 0ymdsq- The effective Coulomb interaction ener-
gies for m-conjugated systems can be written as an Ohno [41]

potential with dielectric € [38]

Uy

ey1+a(R,, )

where Ug is the on-site Coulomb repulsion, a = (Uy/

Unm = 6nmUO +(l _Snm) (12)

14.397 eV)2, and R,,,, is the distance between orbital centers 7

and m in angstroms. Here we use Uy = 8.9 ¢V and € = 1.28 [38].
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The phenomenological dielectric constant & accounts for
screening due to both the c-electrons and any environmental
considerations, such as nonevaporated solvent [38]. Calcula-
tions presented here were performed by using a chosen basis
with frozen atomic nuclei whose positions were taken from

DFT calculations of the same junctions.

Results

In conjugated molecules, including cross-conjugated molecules,
the m-electron system dominates many of the observed physical
properties. Consequently, simple descriptions of this itinerant
electronic system, such as those provided by Hiickel theory, can
often capture a large part of the transport properties [9]. In cases
where either the 6-system dominates, or where electron—elec-
tron interactions that are not included in the Hiickel model
calculation become important, these models will obviously
break down.

For cyclic molecules, Luttinger’s theorem ensures [6,16] the
efficacy of (effective) single-particle theories, such as DFT and
Hiickel theory, to predict interference features at the Fermi
energy. However, there is no analogous theorem for cross-
conjugated molecules, making them an interesting subject for
investigation. Here we use Hiickel, gDFTB and a many-body
MDE theory to calculate the transport through each molecular
junction and to determine the effects of topology, through-space

coupling and interactions beyond the mean-field.

The molecules considered

In this paper we study a series of molecular systems based on
acyclic cross-conjugated molecules. According to Phelan and
Orchin, “A cross-conjugated compound may be defined as a
compound possessing three unsaturated groups, two of which
although conjugated to a third unsaturated center are not conju-
gated to each other” [42]. An example of a cross-conjugated
subunit is shown on the left of Figure 2 as both a chemical
structure and the model system that we can use in a Hiickel
model calculation. Cross-conjugated molecules have been
shown to exhibit destructive interference features in the elec-
tronic transmission near the Fermi energy [19]; however, only
the single unsaturated site in the center is necessary to produce
these features. Consequently, the minimal systems required in
order to study interference effects in these types of acyclic com-
pounds are those shown on the right in Figure 2. While these
systems are not strictly cross-conjugated according to the
Phelan-Orchin definition, we will refer to them as cross-conju-
gated as they contain the essential elements needed to produce
the transport signatures of cross-conjugation.

The number of interference features that can be expected in the

transmission will scale with the number of the minimal units,
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Figure 2: Examples of molecular structures (top) and the corres-
ponding model systems (bottom) for true cross-conjugated structures
(left) and the minimal systems (right) necessary to reproduce the char-
acteristic interference features of the cross-conjugated structures in
the electronic transmission.

element responsible
for interference effects

molecular
subunits

exhibiting interference effects, that appear in the structure. We
will also consider molecules with multiple interference features
arising from multiple subunits of the type shown on the right of
Figure 2. Again while these systems are not strictly cross-conju-
gated by definition, they nevertheless again contain the interfer-
ence features characteristic of cross-conjugated systems and
will be referred to as such.

Huckel model systems: Topology and inter-
actions through bonds

Consider three simple cross-conjugated molecules, shown as the
inset to Figure 3. The smallest system (“1cc”) models a single
cross-conjugated unit bound between two electrodes, the middle
system two cross-conjugated units (“2cc”) and the largest
system two cross-conjugated units separated by an extended
conjugated bridge (“2ccs”). The Hiickel Hamiltonian only
contains information about the topology, so while we draw the
larger systems with one cross-conjugated unit up and one down
there would be no difference in the Hamiltonian if we instead
wanted to model the system where both units were pointing in
the same direction.

The transmission spectra of the 1cc, 2cc and 2ccs junctions are
shown in Figure 3, calculated by means of Hiickel theory. All
three junctions exhibit a transmission node when E = Ef (here
set to zero), although the nature of the nodes appears to be
different in each case. Using Equation 1 with the Hiickel
Green’s function, Equation 6, we find that the transmission
function of the lcc junction approaches zero near the Fermi
level, quadratically with respect to energy. Performing the same
calculation for the 2cc molecule, composed of two cross-conju-
gated units, we find that the node is quartic. In both cases, this
behavior has been detailed previously in similar systems in
which the explicit form of the transmission around the node was
detailed [15]. We also find a quartic node for the 2ccs junction.

These higher order nodes are signatures of multiple degenerate

Beilstein J. Nanotechnol. 2011, 2, 862-871.
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Figure 3: The transmission through three model cross-conjugated
molecules calculated using Hickel theory. In each case, a single
destructive interference feature (node) is evident at the Fermi energy.
The order of the node increases with the number of cross-conjugated
units from quadratic to quartic.

interference features (supernodes). Such supernodes are poten-
tially of technological importance, since the thermoelectric
response may be significantly enhanced by their presence [16].

In molecules composed of cyclic components, such as
polyphenylethers, single-particle notions, such as a Fermi
surface, are protected by Luttinger’s theorem [43]. Therefore,
very high-order nodes are predicted to exist for molecules
composed of many rings [16]. At the Hiickel level, we find an
analogous situation in which the quadratic node of the lcc
subunit can be used to generate higher-order nodes, when
connected appropriately. In the sections that follow, we investi-
gate this result further by including interactions at both the

mean-field and many-body level.

gDFTB model systems: Interactions beyond

1-bonds

Moving to an atomistic gDFTB model for these systems
increases the number and changes the nature of the coupling
terms that are included. In gDFTB calculations, both second
and third nearest-neighbor Hamiltonian matrix elements are
nonzero, and obviously these through-space terms will change
if the molecular structure is varied in such a way that modifies
these distances. The transmission through the smallest system
(lcc) was published previously [19] and agrees well with the
Hiickel model calculations [44]. When we consider 2cc,

however, the situation is not the same.

Figure 4 shows the 2cc model we use in gDFTB. We extend the
central 2cc unit with triple-bond spacer groups in order to
ensure that the only interaction between the electrodes and the
2cc component occurs “through-bonds” rather than through any

unintended “through-space” interactions “short-circuiting” the
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system. This modification extends the conjugation length and
changes the position of the resonances; however, it has no

bearing on the position of the interference features.
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Figure 4: The chemical structure (inset top), space-filling model (inset
bottom) and transmission for the 2cc system calculated by using
gDFTB. The total transmission (red) is plotted along with the o-
(orange) and - (green) components. The - transmission exhibits two
interference features separated by approximately 1.6 eV as opposed
to the single interference feature observed in Figure 3.

The total transmission as well as the ¢ and @ components (sep-
arated using the symmetry plane) of a 2cc junction are shown in
Figure 4. The interference features modeled in the Hiickel
calculations are only present in the n-component, but in this
case the degeneracy of the interference features is lifted and
both features are visible, symmetrically 0.8 eV above and below
the Fermi energy. As in other small molecule systems, the sharp
interference features are not visible in the total transmission as
the o transport is sufficiently high as to dominate across a large
energy range. If chemical modification of the molecule
extended the system to such an extent that the o-transmission
dropped below the m-transmission near the Fermi energy, the
two split interference features would be revealed. Consequently,
a system such as this would not behave as expected based on
Hiickel model calculations.

1-0.9eV
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A method to inspect visually the contributions to the transmis-
sion in terms of coupling elements in the molecule, is to
examine the local transmission through the system [45]. With
this method, it is possible to separate the contributions to the
transmission in terms of the contributions between atom pairs,
providing insight into the through-bond and through-space
interactions that dominate. Previous work [45] on the local
transmission in the vicinity of the interference feature in lcc
highlighted the significance of through-space terms in this
region, and to that extent it is perhaps not particularly surprising
that interference features may be coupled in this way when
multiple units are placed in such close proximity as they are in
2cc. The proximity of the two cross-conjugated units means that
the second nearest-neighbor terms effectively couple one side
chain to the base of the other cross-conjugated unit. Indeed this
is reflected in the local transmission for this system as shown in
Figure 5. We have seen previously [45] that interference
features are characterized by ring-current reversals in the local
transmission; by this we mean cyclic patterns in the local trans-
mission with opposite handedness on either side of the interfer-
ence feature moving along the energy axis. The ring-current
reversals that characterize interference features in the gDFTB
calculations of 2cc have a complex pattern across both side
groups, directly illustrating how non-nearest-neighbor coupling
terms can influence the nature of the interference features.

In addition to the second-nearest-neighbor terms, the third-
nearest-neighbor terms also show significant contribution to this
system. Similar terms were observed in the local transmission
through an alkane with a gauche defect [45]. All of these non-
nearest-neighbor terms are quite small compared with their
nearest-neighbor counterparts (approximately 1 order of magni-
tude smaller), so it would be generally safe to assume that their
role is not highly significant. In this case, however, the precise
balance of the interactions that control the energy at which the
interference features are observed is very sensitive to these
small terms.

The differing role of the second- and third-nearest-neighbor
terms can be clarified by constructing a modified Hiickel model

1t 0.9eV

Figure 5: The local Tr-transmission (contributions to the transmission between pairs of atoms) for the species in Figure 4 either side of the two inter-
ference features, showing the complex ring-reversals of the coupled cross-conjugated units either side of the two interference features.
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that includes these terms. The coupling elements that are
included are illustrated diagrammatically in Figure 6. We set
Br =-0.25 eV and B3 = —0.1 eV; these values were chosen to be
of approximately the same magnitude as similar elements in the
¢DFTB Hamiltonian. The transmission in Figure 6 shows that
while the addition of second-nearest-neighbor interactions
induces a partial, asymmetric splitting of the interference
features, the large, symmetric splitting only arises with the

inclusion of third-nearest-neighbor terms.

The role of second- and third-nearest-neighbor coupling terms
in the splitting of the interference features means that extending
the system to 2ccs can return the degeneracy of the interference
features. Indeed that is what is observed in the transmission for
2ccs as shown in Figure 7 and was observed in similar systems
previously [19] where it was noted that the site energies of the
side groups controlled the position of the interference features.

As a further illustration of the effects of coupling between
cross-conjugated units we can consider the molecule shown in
Figure 8. This system introduces hyperconjugative coupling
between the two cross-conjugated units but also removes the

[
ol
[

ission

[y
c|
£

Transm
&
T

[
<

Figure 6: A modified Hiickel model for 2cc with first- (solid), second-
(dashed) and third- (dashed-dot) nearest-neighbor interactions
included. The large, symmetric splitting of the interference features
observed in the gDFTB calculations is only recovered when the very
small third-nearest-neighbor coupling elements are included.
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third-nearest-neighbor terms that induced the splitting in 2cc.
The side chains of the cross-conjugated units are placed in
closer proximity and the hyperconjugative interaction would
seem to couple them more strongly; however, the transmission
shown in Figure 8 shows no sign of split interference features.
The n-transmission exhibits a single minimum, but the true zero
that characterizes many interference effects is lost through the

hyperconjugative coupling.

As an aside, the presence of the interference feature in this
system cannot be established by ring-current reversals as the
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Figure 7: The chemical structure (inset top), space-filling model (inset
bottom) and transmission for the 2ccs system calculated by using
gDFTB. The total transmission (red) is plotted along with the o-
(orange) and 11- (green) components. The T-transmission exhibits a
single interference feature (which we interpret as two degenerate inter-
ference features) near the Fermi energy.
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Figure 8: The chemical structure (inset top), space-filling model (inset
bottom) and transmission for the 2cc-type system with hyperconjuga-
tive coupling between the cross-conjugated units as calculated by
using gDFTB. The total transmission (red) is plotted along with the o-
(orange) and - (green) components. The T-transmission exhibits
degenerate interference features, while the true zero is lost through the
hyperconjugative coupling.
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two successive reversals return the currents to their original
orientation. The characteristic ring-current reversals associated
with interference features can be seen in Figure 5, as in that
case the separated interference features mean that the reversed
regime can be seen between —0.7 ¢V and 0.7 eV.

Model systems with many-body effects:

Charge—charge correlations

Although electronic many-body effects are not small, their
effect on transport may be minimal in certain experimentally
relevant regimes. As we have seen, even weak through-space
tunneling interactions in molecules composed of multiple cross-
conjugated units can lift the degeneracy of the supernode
predicted by Hiickel theory. In this section, we use the
MDE many-body theory [23] to investigate the effect of
charge—charge correlations on the transport.

The transmission spectra through the n-orbitals of 1cc, 2cc and
2ccs based junctions calculated by using the MDE many-body
theory (using the Hamiltonian of Equation 10) are shown in
Figure 9, and no supernodes are observed. Qualitatively, the
splitting of the central supernode in the 2cc and 2ccs junctions
is similar to what was seen with the inclusion of through-space
tunneling terms in the Hiickel and gDFTDb theories. However,
quantitatively the splitting is much larger in the MDE spectra
with values of ~5.22 eV and ~3.76 eV for the 2cc and 2ccs
junctions, respectively. Only nearest-neighbor coupling
elements were included in the MDE calculations (B = 3 =
0 eV), so the splitting of the nodes in the 2cc and 2ccs in
Figure 9 is purely a consequence of the electron—electron
Coulomb interactions.
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Figure 9: The same systems as calculated in Figure 3, but calculated
by using the MDE many-body method. In both 2cc and 2ccs the inter-
ference features are split due to correlation effects since Coulomb
interactions are always “through-space”. In these calculations only the
nearest-neighbor tunneling elements are included in the electronic
coupling. Notice that the node splitting is symmetric about E = Ef .
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In the acyclic 2cc system, the MDE transmission spectrum
possesses two quadratic nodes rather than a single quartic
supernode. Based on the Hiickel and gDFTB calculations, one
may predict that without through-space coupling elements, the
antiresonance (node) of each lcc subunit of the 2cc molecule
would combine to produce a supernode. However, this is not the
case as the Coulomb interactions are always through-space. In
this system there is an avoided crossing between the two lcc
antiresonances mediated by the long-range Coulomb interac-
tions instead of the short-range tunneling interactions. These
terms, given by Equation 12, are roughly an order of magnitude
larger than the through-space tunneling, and consequently the
node splitting observed in the many-body spectrum is much
larger than what is seen in the Hiickel or gDFTB results.

The existence of supernodes in molecules composed of multiple
meta-substituted benzene units [16] appears to be protected by
Luttinger’s theorem and the degeneracy of the interference
features should be maintained, although exact many-body
calculations for such molecules are currently prohibitively diffi-
cult. In contrast, no such theorem exists for cross-conjugated
molecules and the degeneracy of transmission nodes may be
lifted by interactions. There may be instances where the split-
ting of interference features is desirable, and in those contexts it
seems that cross-conjugated molecules offer additional flexi-
bility over multiply cyclic molecules. For thermoelectrics,
however, where thermoelectric enhancement is related to the
order of the supernode [16], these results suggest that devices
constructed from multiple cyclic units may be preferable.

Conclusion

The sensitivity of destructive interference features to perturba-
tions can be seen as both a strength and a weakness of these
effects for the control of electron transport in molecules. On the
one hand it makes these effects extremely amenable to tuning,
either chemically or electrically, and thus offers a convenient
option for control. On the other hand, various theoretical
approaches can differ significantly, both qualitatively and
quantitatively, in where they predict interference features to lie.
Simple predictive schemes [46,47] based on single-particle
models have been developed to provide a quick answer as to
whether a particular topology will result in interference features
in the HOMO-LUMO gap, but “the devil is in the details”. In
many molecules the HOMO-LUMO gap is on the order of a
few electronvolts; however, even a small shift of ~0.5 eV away
from the Fermi energy can mean that an interference feature has
no bearing on the low-bias conductance. Here we show that
“small” terms in the Hamiltonian can shift and change interfer-
ence features considerably, and these types of effects need to
be considered when designing interference-based molecular

devices.
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For small bias voltages, the room-temperature transport through
many small, strongly-coupled, single-molecule junctions is
predominantly elastic. In the vicinity of a node in the elastic
transmission, other contributions to transport, e.g., from the
o-systems, inelastic processes, etc., may become physically
relevant since the nodes of each contribution will not necessar-
ily coincide. Recently, calculations of transport through
biphenyl-based molecular junctions suggest that, for suffi-
ciently large bias voltages, interference features in the elastic
transport may be obscured by inelastic (phonon-assisted) contri-
butions [48]. Although the exact magnitude of the inelastic
component in acyclic cross-conjugated molecules is not known,
the contribution to the transport will simply be additive, as it is

in the case of the o-system transport.

From a theoretical standpoint, these systems offer an excellent
opportunity to discriminate between theoretical methods. When
methods differ, the predicted conductance can change by orders
of magnitude and this clearly provides a useful tool with which
to probe the significance of the various approximations made in
each case. Measuring the very low conductance predicted in
cases where destructive interference effects dominate may not
be trivial, but it is also clear that these features may result in
dramatic thermoelectric properties and these may be much more
amenable to comparison with theoretical predictions.
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transmission eigenchannels

Abstract

Background: The transport through a quantum-scale device may be uniquely characterized by its transmission eigenvalues t,,.
Recently, highly conductive single-molecule junctions (SMJ) with multiple transport channels (i.e., several 1, > 0) have been
formed from benzene molecules between Pt electrodes. Transport through these multichannel SMIJs is a probe of both the bonding
properties at the lead—molecule interface and of the molecular symmetry.

Results: We use a many-body theory that properly describes the complementary wave—particle nature of the electron to investigate
transport in an ensemble of Pt—benzene—Pt junctions. We utilize an effective-field theory of interacting m-electrons to accurately
model the electrostatic influence of the leads, and we develop an ab initio tunneling model to describe the details of the lead—mole-
cule bonding over an ensemble of junction geometries. We also develop a simple decomposition of transmission eigenchannels into
molecular resonances based on the isolated resonance approximation, which helps to illustrate the workings of our many-body
theory, and facilitates unambiguous interpretation of transmission spectra.

Conclusion: We confirm that Pt-benzene—Pt junctions have two dominant transmission channels, with only a small contribution
from a third channel with 1, << 1. In addition, we demonstrate that the isolated resonance approximation is extremely accurate and
determine that transport occurs predominantly via the HOMO orbital in Pt-benzene—Pt junctions. Finally, we show that the trans-
port occurs in a lead—molecule coupling regime where the charge carriers are both particle-like and wave-like simultaneously,
requiring a many-body description.
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Introduction

The number of transmission channels for a single-atom contact
between two metallic electrodes is simply given by the chem-
ical valence of the atom [1]. Recently, it was argued [2] that the
number of dominant transmission channels in a single-mole-
cule junction (SMJ) is determined by the degeneracy of the
molecular orbital [3] closest to the metal Fermi level. In
this article, we focus on ensembles of highly conductive
Pt-benzene—Pt junctions [4] in which the lead and molecule are
in direct contact. Going beyond the phenomenological random-
matrix model of lead—molecule coupling considered in [2], a
realistic atomistic model is developed to describe lead—mole-
cule coupling over an ensemble of energetically favored junc-

tion geometries.

For a two-terminal SMJ, the transmission eigenvalues 1, are

eigenvalues of the elastic transmission matrix [5]

T(E) =T E)GE)TR(E)G (E), (1

where G is the retarded Green’s function [6] of the SMJ, T'*
is the tunneling-width matrix describing the bonding of
the molecule to lead «, and the total transmission function
T(E) = Tr{T(E)}. The number of transmission channels is equal
to the rank of the matrix (Equation 1), which is in turn limited
by the ranks of the matrices G and I'* [2]. The additional two-
fold spin degeneracy of each resonance is considered to be
implicit throughout this work. As indicated by Equation 1, an
accurate description of transport requires an accurate result for
G, which can be calculated by using either single-particle or
many-body methods, and which depends critically on accurate
descriptions of the molecular energy levels and the lead—mole-
cule coupling.

In effective single-particle theories, including current imple-
mentations of density functional theory (DFT), it is often neces-
sary [7-10] to describe the transport problem by considering an
“extended molecule”, composed of the molecule and several
electrode atoms. This procedure makes it difficult, if not impos-
sible, to assign transmission eigenchannels to individual molec-
ular resonances since the quantum states of the extended mole-
cule bear little resemblance to the states of the molecule itself.

We utilize a nonequilibrium many-body theory based on the
molecular Dyson equation (MDE) [6] to investigate transport
distributions of SMJ ensembles. Our MDE theory correctly
accounts for wave—particle duality of the charge carriers, simul-
taneously reproducing the key features of both the Coulomb
blockade and coherent-transport regimes, alleviating the neces-

sity of constructing an extended molecule. Consequently, we
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can unambiguously assign transmission eigenchannels to mole-

cular resonances [2].

Previous applications of our MDE theory [6,11,12] to transport
through SM1Js utilized a semiempirical Hamiltonian [13] for the
n-electrons, which accurately describes the gas-phase spectra of
conjugated organic molecules. Although this approach should
be adequate to describe molecules weakly coupled to metal
electrodes, e.g., by thiol linkages, in junctions where the n-elec-
trons bind directly to the metal electrodes [4], the lead—mole-
cule coupling may be so strong that the molecule itself is
significantly altered, necessitating a more fundamental molec-
ular model.

In this work, we utilize an effective field theory of interacting
n-electrons (n-EFT), in which the form of the molecular Hamil-
tonian is derived from symmetry principles and electro-
magnetic theory (multipole expansion) [14]. The resulting
formalism constitutes a state-of-the-art many-body theory that
provides a realistic description of lead—molecule hybridization
and van der Waals coupling, as well as the screening of
intramolecular interactions by the metal electrodes, all of which
are essential for a quantitative description of strongly-coupled
SMIs [4].

The bonding between the tip of electrode a and the molecule is
characterized by the tunneling-width matrix I'*, where the rank
of I'* is equal to the number of covalent bonds formed between
the two. For example, in a SMJ where a Au electrode bonds to
an organic molecule through a thiol group, only a single bond is
formed, and there is only one significant transmission channel
[15,16]. In Pt-benzene—Pt junctions, however, each Pt elec-
trode forms multiple bonds to the benzene molecule and
multiple transmission channels are observed [4]. In such highly
conductive SMJs the lead and molecule are in direct contact and
the overlap between the n-electron system of the molecule and
all of the quasi-atomic wavefunctions of the atomically sharp
electrode are relevant. Rather than the random-matrix method
used in [2], we develop an atomistic approach to bonding in
which the nine relevant orbitals for each Pt electrode are
included (one s, three p, and five d), representing the evanes-
cent tunneling modes in free space outside the apex atom of
each electrode tip. This atomistic model of lead—molecule
coupling allows distributions of transport coefficients to be
computed directly over an ensemble of junction geometries,
supplanting the phenomenological model of lead—molecule
coupling employed in [2].

In the next section, we outline the relevant aspects of our MDE

theory and derive transport equations in the isolated-resonance
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approximation. We then develop our atomistic treatment of
lead—molecule coupling, in which the electrostatic influence of
the leads is treated by n-EFT and the multiorbital lead—mole-
cule bonding is described using the quasi-atomic orbitals of the
electrode tip. Finally, the transport distributions for these
ensembles of Pt—benzene—Pt junctions are calculated by using
both the full molecular Green’s function and within the
isolated-resonance approximation. The efficacy of the isolated

resonance approximation is investigated in detail.

Many-body theory of transport

When macroscopic leads are bonded to a single molecule, a
SMJ is formed, transforming the few-body molecular problem
into a full many-body problem. The bare molecular states are
dressed by interactions with the lead electrons when the SMJ is
formed, shifting and broadening them in accordance with the
lead—molecule coupling.

Until recently [6] no theory of transport in SMJs was available
which properly accounted for the particle and wave character of
the electron, such that the Coulomb blockade and coherent
transport regimes were considered “complementary” [10]. Here,
we utilize a many-body MDE theory [6,12] based on nonequi-
librium Green’s functions (NEGFs) to investigate transport in
multichannel SMJs, which correctly accounts for both aspects

of the charge carriers.

In order to calculate transport quantities of interest we must
determine the retarded Green’s function G(E) of the junction,
which may be written as

-1
G(E):{SE—HSTL))1 —E(E)} , @

where Hpy,o = Hr(ri) + H(z)

ol mol 18 the molecular Hamiltonian,

which we formally separate into one-body and two-body terms
[6,12]. S is an overlap matrix, which in an orthonormal basis
reduces to the identity matrix, and

2(E)=2% (E)+2} (E)+2¢ (E). 3)

is the self-energy, including the effect of both a finite
lead-molecule coupling, through £i® and many-body interac-
tions, through the Coulomb self-energy Xc(E). The tunneling
self-energy matrices are related to the tunneling-width matrices
by

ORI EIOREI0] | -
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It is useful to define a molecular Green’s function
G, (,I(E)zhm]_m_ﬂrr

m G(E ) In the sequential tunneling regime
[6], where lead—molecule coherences can be neglected, the

molecular Green’s function within MDE theory is given by

-1
1 0
Gt (E) = SE-H) X0 (8)| . ©
where all one-body terms are included in Hr(nlc))l and the

Coulomb self-energy 29 accounts for the effect of all intramol-
ecular many-body correlations exactly. The full Green’s func-
tion of the SMJ may then be found using the molecular Dyson
equation [6]

G(E)=Gmol (E) + Gmot (E)AZ(E)G(E),  (©)

where AY = X1 + AZc and AX- =Z¢ —Zg)). At room tempera-
ture and for small bias voltages, AZc = 0 in the cotunneling
regime [6] (i.e., for nonresonant transport). Furthermore, the
inelastic transmission probability is negligible compared to the

elastic transmission in that limit.

The molecular Green’s function Gy, is found by exactly diago-
nalizing the molecular Hamiltonian, including all charge states

and excited states of the molecule [6,12]

[’P(v) + P(v')]C(v,v’)’

E-E,+E,+i0"

Ginol (E) =2

LAY

0

where P(v) is the probability that the molecular state v is
occupied, C(v,v") are many-body matrix elements and
Hm01|v>:EV|v>. In linear response, 'P(v)ze_B(E"_”N") /Z,
where Z:ZVE Ey=Nyh) is the grand canonical partition
function.

The rank-1 matrix C(v,v') has elements

A
mo

V>s ®)

where d,; annihilates an electron of spin ¢ on the nth atomic

[COVnome = <V |dn6 | V,><v,

orbital of the molecule, and v and v’ label molecular eigenstates
with different charge. The rank of C(v,v') in conjunction with
Equation 6 and Equation 7 implies that each molecular reso-
nance v — V' contributes at most one transmission channel in
Equation 1, suggesting that an M-fold-degenerate molecular
resonance could sustain a maximum of M transmission

channels.
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Isolated-resonance approximation

Owing to the position of the chemical potential of the leads
relative to the molecular energy levels and the large charging
energy of small molecules, transport in SMJs is typically
dominated by individual molecular resonances. In this subsec-
tion, we calculate the Green’s function in the isolated-reso-
nance approximation wherein only a single (nondegenerate or
degenerate) molecular resonance is considered. In addition to
developing intuition and gaining insight into the transport
mechanisms in a SMJ, we also find (cf. Results and Discussion
section) that the isolated-resonance approximation can be used
to accurately predict the transport.

Nondegenerate molecular resonance
If we consider a single non-degenerate molecular resonance
then

P P(v'
Gmol(E)z[ (1): P JC0) ARG .o
E-E,+E,+i0" T E—e+i0"

where ¢ = E\y — E,, C(v,v’) = k|k><k| is the rank-1 many-body
overlap matrix, and we have set ;- [’P(v)+ 'P(v')}k. In order
to solve G analytically, it is useful to rewrite Dyson’s equation
(Equation 6) as follows:

-1

G(E):(I_Gmol(E)AE(E)) Gmol(E)' (10)
In the elastic-cotunneling regime (AXc = 0) we find
G(E) - AL (1] l+x(x|zT|x>+
E-g+i0" | E-g+i0"
2
MalzT L),
E-g+i0"
el
E-e-L( 27 |2)
Equation 11 can be equivalently expressed as
G(E)~ [P+ P(V’)JC(V’V'), (12)
E-¢e-%
where
=[P (v)+P(V)]Tr{C(v.v)Zr ) (3)
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is the effective self-energy at the resonance, which includes the

effect of many-body correlations through the C(v,v") matrix.

Using Equation 1, the transmission in the isolated-resonance
approximation is given by

LR
T(E)= 4
(£) (E—&) +T? (9
where € =g+ Rei,
r=[P)rp(Irefevre) o

is the dressed tunneling-width matrix, and I= (I:L +IR )/ 2.

As evidenced by Equation 14, the isolated-resonance approxi-
mation gives an intuitive prediction for the transport. Specifi-
cally, the transmission function is a single Lorentzian reso-
nance centered about € with a half-width at half-maximum of
I. The less-intuitive many-body aspect of the transport problem
is encapsulated in the effective tunneling-width matrices re,
where the overlap of molecular many-body eigenstates can
reduce the elements of these matrices and may strongly affect
the predicted transport.

Degenerate molecular resonance
The generalization of the above results to the case of a degen-
erate molecular resonance is formally straightforward. For an
M-fold degenerate molecular resonance

Gmol(E) Z|}‘l><7‘l| (16)

E- 3+10Jr

The M degenerate eigenvectors of Gy, may be chosen to diag-

onalize X1 on the degenerate subspace

A[zr[r,)=8,2 (17
and Dyson’s equation may be solved as before
M1 P(v,)+P(V)|C(v,,V
G(E)zz[ ( l) ( ):| (Nl ) (18)
- E—EV/+EV1 -2

Although Zt is diagonal in the basis of |7»1>, I'™ and I'R need
not be separately diagonal. Consequently, there is no general
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simple expression for 7(E) for the case of a degenerate reso-

nance, but T can still be computed using Equation 1.

In this article we focus on transport through Pt-benzene—Pt
SMJs where the relevant molecular resonances (HOMO or
LUMO) are doubly degenerate. Considering the HOMO reso-
nance of benzene

C(Vl,06)~
E_SHOMO _Zv v

C(V2,06)
E—gpomo — 2y,

G(E) =
(19)

where v; 5 €05 diagonalize X1 and Oy is the N-particle ground
state.

m-Electron effective field theory

In order to model the degrees of freedom most relevant for
transport, we have utilized an effective field theory of inter-
acting n-electron systems (n-EFT) as described in detail in [14].
Briefly, this was done by starting with the full electronic Hamil-
tonian of a conjugated organic molecule and by dropping
degrees of freedom far from the m-electron energy scale. The
effective m-orbitals were then assumed to possess azimuthal and
inversion symmetry, and the effective Hamiltonian was required
to satisfy particle-hole symmetry and be explicitly local. Such
an effective field theory is preferable to semiempirical methods
for applications in molecular junctions because the effective
interaction is derived from Maxwell’s equations, and hence can
be readily generalized to include screening of intramolecular

Coulomb interactions due to nearby metallic electrodes.

Effective Hamiltonian
This allows the effective Hamiltonian for the n-electrons in gas-
phase benzene to be expressed as

mol_uzpn t Z d

nm>6

1
+52Unm (p,, - 1)(pm
nm

(20)

_1)’

where ¢ is the tight-binding matrix element, p is the molecular
chemical potential, U, is the Coulomb interaction between the
electrons on the nth and mth n-orbitals, and p,, Ezsd;rcdm.
The interaction matrix U, is calculated by way of a multipole
expansion keeping terms up to the quadrupole—quadrupole

interaction:
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U Unnsnm
MM M M
+(1=8,,)(Unn” + Ul +US +USE) 1)
+ 0(r76 ),
where UMM is the monopole—monopole interaction, UZM is

the quadrupole—monopole interaction, and U2€ is the
quadrupole—quadrupole interaction. For two m-orbitals with
and Q,];l
separated by a displacement 7, the expressions for these are

arbitrary quadrupole moments Qﬁl’ and centers

MM €
Unm >
€r
M A A
Q = ZQ}’}{I Tty
(22)
M A A
U’ = ZQ”
U9 - L3 00w,
12¢r° ikl
where
ljkl Sllslg +8kl81j (rkSIlrj +rkr150 +5klrjrl
(23)

+r[-5kjrl + rk’751y' ) + 35r_4rl-rjrkrl

is a rank-4 tensor that characterizes the interaction of two
quadrupoles and € is a dielectric constant included to account
for the polarizability of the core and o electrons. Here 7, j, k, and
[ are the Cartesian indices of the foregoing tensors and vectors.
Altogether, this provides an expression for the interaction
energy that is correct up to fifth order in the interatomic
distance.

Benzene

The adjustable parameters in our Hamiltonian for gas-phase
benzene are the nearest-neighbor tight-binding matrix element ¢,
the on-site repulsion U, the dielectric constant €, and the
n-orbital quadrupole moment Q. These were renormalized by
fitting to experimental values that should be accurately repro-
duced within a n-electron only model. In particular, we simulta-
neously optimized the theoretical predictions of (1) the six
lowest singlet and triplet excitations of the neutral molecule, (2)
the vertical ionization energy, and (3) the vertical electron
affinity. The optimal parametrization for the n-EFT was found
to be r=2.70 eV, U=9.69 eV, O = —0.65 eA2 and € = 1.56
with a RMS relative error of 4.2 percent in the fit of the excita-
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tion spectrum. It would be interesting to compare the values of
U and Q determined by this analysis with estimates from ab
initio methods such as density functional theory. Note,
however, that the use of “improved” values of the parameters in
our effective Hamiltonian is unlikely to improve agreement
with the experimental data that we considered, precisely
because we optimized the n-EFT predictions for these

quantities.

The top panel of Figure 1 shows the spectral function for gas-
phase benzene within 7-EFT, along with experimental values
for the first optical excitation of the cation (3.04 eV), the
vertical ionization energy (9.23 eV), and the vertical electron
affinity (—1.12 eV). As a guide for the eye, the spectrum has
been broadened artificially by using a tunneling-width matrix of
[ym = (0.2 €V)4,,,. The close agreement between the experi-
mental values and the maxima of the spectral function suggests
that our model is accurate at this energy scale. In particular, the
accuracy of the theoretical value for the lowest optical excita-
tion of the cation is noteworthy, as this quantity was not fit
during the renormalization procedure but rather represents a

prediction of n-EFT.
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Figure 1: Spectral functions A(E) = —(1/1)Tr{G(E)} at room tempera-
ture for gas-phase benzene (top panel) and Pt-benzene—Pt junctions
(ensemble average, bottom panel). The gas-phase resonances are
broadened artificially as a guide for the eye. The dashed orange lines
are fixed by (left to right) the lowest-lying optical excitation of the mole-
cular cation [17-21], the vertical ionization energy of the neutral mole-
cule [17-20,22], and the vertical electron affinity of the neutral mole-
cule [23]. The asymmetry in the average spectral function arises
because the HOMO resonance couples more strongly on average to
the Pt tip atoms than does the LUMO resonance. The work function of
the Pt(111) surface (-5.93 eV [24]) is shown for reference.
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In order to incorporate screening by metallic electrodes into
n-EFT, we utilized an image multipole method whereby the
interaction between an orbital and image orbitals is included up
to the quadrupole—quadrupole interaction in a screened inter-
action matrix U,,,,.
that ensures the Hamiltonian gives the energy required to

In particular, we chose a symmetric U,,,

assemble the charge distribution from infinity with the elec-
trodes maintained at fixed potential, namely

- . 1 . .
U =Upm + 8nmUi(zln)z +E(1 - 8nm ) (Ui(zln)a + Ur(ri;)1 ) >

where U, is the unscreened interaction matrix and Ugi)
is the interaction between the nth orbital and the image
of the mth orbital. When multiple electrodes are present,
the image of an orbital in one electrode produces images
in the others, resulting in an effect reminiscent of a hall of
mirrors. We deal with this by including these “higher order”
multipole moments iteratively until the difference between
successive approximations of U
mined threshold.

m drops below a predeter-

In the particular case of the Pt—benzene—Pt junction ensemble
described in the next section, the electrodes of each junction are
modeled as perfect spherical conductors. An orbital with mono-
pole moment ¢ and quadrupole moment Q¥ located a distance r

from the center of an electrgde with radius R then induces an

image distribution at 7 =—— with monopole and quadrupole
r
moments
R R i
~ ijan
1=y i
r 2r ij
and

5
Qij__§ ST, 7,0
=715 w9
I

respectively. Here Tj; is a transformation matrix representing a
reflection about the plane that is normal to the vector 7:

T~ = 61'/{ —2737’:1( .

1

The lower panel of Figure 1 shows the Pt—benzene—Pt spectral
function averaged over the ensemble of junctions described in
the next section using this method. Comparing the
spectrum with the gas-phase spectral function shown in the
top panel of Figure 1, we see that screening due to the nearby
Pt tips reduces the HOMO-LUMO gap by 33% on average,
from 10.39 eV in the gas-phase to 6.86 eV over the junction

ensemble.
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The screening of intramolecular Coulomb interactions by
nearby conductor(s) illustrated in Figure 1 leads to an attractive
interaction between a molecule and a metal surface (van der
Waals interaction). By diagonalizing the molecular Hamil-
tonian with and without the effects of screening included in
U,m» 1t is possible to determine the van der Waals interaction at
arbitrary temperature between a neutral molecule and a metallic
electrode by comparing the expectation values of the Hamil-

tonian in these two cases:

AE,aw =<1:1>—<H>

This procedure was carried out at zero temperature for benzene
oriented parallel to the surface of a planar Pt electrode at a
variety of distances, and the results are shown in Figure 2. Note
that an additional phenomenological short-range repulsion
proportional to #~!2 has been included in the calculation to
model the Pauli repulsion arising when the benzene n-orbitals

overlap the Pt surface states.
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Figure 2: Calculated van der Waals contribution to the binding energy
of benzene adsorbed on a Pt(111) surface as a function of distance.
Here the plane of the molecule is oriented parallel to the Pt surface. A
phenomenological short-range repulsion oc r~'2 has been included to
model the Pauli repulsion when the Tr-orbitals overlap the Pt surface
states.

The lead—molecule coupling

When an isolated molecule is connected to electrodes and a
molecular junction is formed, the energy levels of the molecule
are broadened and shifted as a result of the formation of a
lead—molecule bond and due to the electrostatic influence of the
leads. The bonding between lead o and the molecule is
described by the tunneling width matrix I'* and the electrosta-
tics, including intramolecular screening and van der Waals
effects, are described by the effective molecular Hamiltonian
derived using the aforementioned n-EFT. Although we use the
Pt-benzene—Pt junction as an example here, the techniques we
discuss are applicable to any conjugated organic molecular

junction.

Beilstein J. Nanotechnol. 2012, 3, 40-51.

Bonding

The bonding between the tip of electrode a and the molecule is
characterized by the tunneling-width matrix I'* given by
Equation 4. When a highly conductive SMJ [4] is formed, the
lead and molecule are in direct contact such that the overlap
between the m-electron system of the molecule and all of
the quasi-atomic wavefunctions of the atomically sharp
electrode are relevant. In this case we may express the elements
of '* as [6]

sk
Com(E)=2n > GJf' (Vzm) pi' (E),

24
le{s,p,d,...} @9

where the sum is calculated over the evanescent tunneling
modes emanating from the metal tip, labeled by their angular-
momentum quantum numbers, p;* (E) is the local density of
states on the apex atom of electrode a, and V}" is the tunneling
matrix element of orbitals / [25]. The constants C; can in prin-
ciple be determined by matching the evanescent tip modes to
the wavefunctions within the metal tip [25]; however, we set
C; =CVI and determine the constant C by fitting to the peak of
the experimental conductance histogram [4]. In the calculation
of the matrix elements, we use the effective Bohr radius of a
n-orbital a” = ag/Z, where ay ~ 0.53 A is the Bohr radius and Z
= 3.22 is the effective hydrogenic charge associated with the
n-orbital quadrupole moment —0.65 eAZ, determined by n-EFT.

For each Pt tip, we include one s, three p and five d orbitals in
our calculations, which represent the evanescent tunneling
modes in free space outside the apex atom of the tip. At room
temperature, the Pt density of states (DOS) p*(E) = Z;p;*(E)
is sharply peaked around the Fermi energy [26] with
p%*(er) = 2.88/eV [27]. In accordance with [25], we distribute
the total DOS such that the s orbital contributes 10%, the p
orbitals contribute 10%, and the d orbitals contribute 80%.

We are interested in investigating transport through stable junc-
tions where the “atop” binding configuration of benzene on Pt
has the largest binding energy [28-30]. In this configuration, the
distance between the tip atom and the center of the benzene ring
is =2.25 A [4], giving a tip to orbital distance of =2.65 A (the
C—C bond distance is taken as 1.4 A). The trace of I'*(gp) is
shown as a function of tip position in Figure 3, where for each
tip position the height was adjusted such that the distance to the
closest carbon atom was 2.65 A. From the figure, it is evident
that the lead—molecule coupling strength is peaked when
the tip is in the vicinity of the center of the benzene
ring (whose outline is drawn schematically in black). As
shown in [2], the hybridization contribution to the binding

energy is
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£ Tr{T(E)C(v,0y)}
E-Ey +E,

dE Tr{T(E)C(0y.V)}
2n -E-Ey +E,

>

+ZT

V'eHp, —o

which is roughly «Tr{I'(¢f)}. Here p is the chemical potential
of the lead metal, 7, is the N-particle molecular Hilbert space,
and Oy is the ground state of the N-particle manifold of the
neutral molecule. The sharply peaked nature of Tr{I'*} seen in
Figure 3 is thus consistent with the large binding energy of the
atop configuration.

This result motivates our procedure for generating the ensemble
of junctions, in which we consider the tip position in the plane
parallel to the benzene ring to be a 2-D Gaussian random vari-
able with a standard deviation of 0.25 A, chosen to correspond
with the preferred bonding observed in this region. For each
position, the height of each electrode (one placed above the
plane and one below) is adjusted such that the closest carbon to
the apex atom of each electrode is at a distance of 2.65 A. Each
lead is positioned independently of the other. This procedure
ensures that the full range of possible, bonded junctions are
included in the ensemble.

o
-

Tr{T%} [eV]
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S
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[
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Figure 3: The trace of ' for a Pt electrode in contact with a benzene
molecule. Nine total basis states of the Pt tip are included in this calcu-
lation (one s, three p and five d states). The tip height above the plane
of the molecule is adjusted at each point such that the Pt—C distance is
fixed to 2.65 A (see text). Tr{l'9} retains the (six-fold) symmetry of the
molecule and is sharply peaked near the center of the benzene ring,
indicating that the strongest bonds are formed when the lead is in the
“atop” configuration. The benzene molecule is shown schematically
with the black lines; the carbons atoms are located at each vertex.

The eigenvalue distributions of I'* over the ensemble are shown
in Figure 4. Although we include nine (orthogonal) basis
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orbitals for each lead, the I' matrix only exhibits five nonzero
eigenvalues, presumably because only five linear combinations
can be formed that are directed toward the molecule. Although
we have shown the distribution for a single lead, the number of
transmission channels for two leads, where each I'* matrix has
the same rank, will be the same even though the overall
lead—molecule coupling strength will be larger. The average
coupling per orbital with two electrodes is shown in the bottom

panel of Figure 5.
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Figure 4: Eigenvalue decomposition of an ensemble of [? matricies,
showing that each lead—molecule contact has ~5 channels. Note that
nine orthogonal basis orbitals were included in the calculation for each
lead.

Screening

The ensemble of screened interaction matrices ﬁnm is gener-
ated using the same procedure discussed above. Each Pt elec-
trode is modelled as a conducting sphere with radius equal to
the Pt polarization radius (1.87 A). This is equivalent to the
assumption that screening is due mainly to the apex atoms of
each Pt tip. The screening surface is placed such that it lies one
covalent radius away from the nearest carbon atom [14].

The average over the interaction matrix elements <l7 nm> defines
the “charging energy” of the molecule in the junction [14]. The
charging energy <(7 nm> and per-orbital Tr{I'} distributions are
shown in the top and bottom panels of Figure 5, respectively, in
which two electrodes are used in all calculations. As indicated
by the figure, the Tr{I'}/6 distribution is roughly four times as
broad as the charging-energy distribution. This fact justifies the
use of the ensemble-average U m Matrix for transport calcula-
tions [2], an approximation which makes the calculation of
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Figure 5: The distribution of charging energy (Um,,> (top panel) and
Tr{'} (bottom panel) over the ensemble described in the text. Here

I ="+ 2 s the total tunneling-width matrix of the junction. The width
of the Tr{'} distribution is about four times that of the (U nm) distribu-
tion. The peaks of the (Unm> and Tr{l'}/6 distributions are at 1.68 eV
and 1.95 eV, respectively, suggesting that transport occurs in an inter-
mediate regime in which both the particle-like and wave-like character
of the charge carriers must be considered.

thousands of junctions computationally tractable. The peak
values of the <L7 nm> and Tr{I'}/6 distributions are 1.68 eV and
1.95 eV, respectively, suggesting that transport occurs in an
intermediate regime in which both the particle-like and wave-
like character of the charge carriers must be considered.

In addition to sampling various bonding configurations, we also
consider an ensemble of junctions to sample all possible Pt
surfaces. The work function of Pt ranges from 5.93 eV for the
(111) surface to 5.12 eV for the (331) surface [24], and we
assume that pp; is distributed uniformly over this interval.

Using this ensemble, the conductance histogram over the
ensemble of junctions can be computed, and is shown in
Figure 6. The constant prefactor C appearing in the tunneling
matrix elements [25] in Equation 24 was determined by fitting
the peak of the calculated conductance distribution to that of the
experimental conductance histogram [4]. Note that the width of
the calculated conductance peak is also comparable to that of
the experimental peak [4].

Results and Discussion

The transmission eigenvalue distributions for ensembles of
1.74 x 10° Pt-benzene—Pt junctions calculated by using the full
many-body spectrum and in the isolated-resonance approxima-
tion are shown in Figure 7a and Figure 7b, respectively. Despite
the existence of five covalent bonds between the molecule and
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Figure 6: Calculated conductance histogram for the ensemble over
bonding configurations and Pt surfaces. The value of the conductance
peak has been fit to match the experimental data [4], determining the
constant C in Equation 24. There is no peak for G ~ 0 because we
designed an ensemble of junctions where both electrodes are strongly
bound to the molecule.

each lead (cf. Figure 4), there are only two dominant trans-
mission channels, which arise from the two-fold-degenerate
HOMO resonance closest to the Pt Fermi level [2]. As proof of
this point, we calculated the transmission eigenvalue distribu-
tion, over the same ensemble, using only the HOMO resonance
in the isolated-resonance approximation (Equation 19). The
resulting transmission eigenvalue distributions, shown in
Figure 7b, are nearly identical to the full distribution shown in
Figure 7a, with the exception of the small but experimentally
resolvable [4] third transmission channel.

The lack of a third channel in the isolated-resonance approxi-
mation is a direct consequence of the two-fold degeneracy of
the HOMO resonance, which can therefore contribute at most
two transmission channels. The third channel thus arises from
further off-resonant tunneling. In fact, we would argue that the
very observation of a third channel in some Pt—benzene—Pt
junctions [4] is a consequence of the very large lead—molecule
coupling (~2 eV per atomic orbital) in this system. Having
simulated junctions with electrodes whose DOS at the Fermi
level is smaller than that of Pt, we expect junctions with Cu or
Au electrodes, for example, to exhibit only two measurable

transmission channels.

In order to investigate the efficacy of the isolated-resonance
approximation further, we calculated the average total trans-
mission through a Pt-benzene—Pt junction. The transmission
spectra calculated using the full molecular spectrum, the
isolated HOMO resonance and the isolated LUMO resonance
are each shown as a function of the chemical potential of the
leads pp; in Figure 8. The spectra are averaged over 2000
bonding configurations and the blue shaded area indicates the
range of possible chemical potentials for the Pt electrodes. The
close correspondence between the full transmission spectrum
and the isolated HOMO resonance over this range is consistent

with the accuracy of the approximate method shown in
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Figure 7: The calculated eigenvalue distributions for an ensemble of 1.74 x 10% (2000 bonding configurations x 87 Pt surfaces) Pt-benzene—Pt junc-
tions using many-body theory with (a) the full spectrum and (b) the isolated-resonance approximation for the (doubly degenerate) HOMO resonance.
Despite each lead forming ~5 bonds (cf. Figure 4), calculations in both cases exhibit only two dominant channels, which arise from the degeneracy of
the relevant (HOMO) resonance. The weak third channel seen in (a) is a consequence of the large lead—molecule coupling and is consistent with the

measurements of [4].

Figure 7. Similarly, in the vicinity of the LUMO resonance, the
isolated LUMO resonance approximation accurately character-
izes the average transmission. The HOMO-LUMO asymmetry
in the average transmission function arises because the HOMO
resonance couples more strongly on average to the Pt tip atoms
than does the LUMO resonance.

It is tempting to assume, based on the accuracy of the isolated-
resonance approximation in our many-body transport theory,
that an analogous “single molecular orbital” approximation
would also be sufficient in a transport calculation based, e.g., on
density-functional theory (DFT). However, this is not the case.
Although the isolated-resonance approximation can also be
derived within DFT, in practice, it is necessary to use an
“extended molecule” to account for charge transfer between
molecule and electrodes. Analyzing transport in terms of
extended molecular orbitals has proven problematic. For
example, the resonances of the extended molecule in [31]
apparently accounted for less than 9% of the current through the

junction.

Employing an extended molecule also makes it difficult, if not
impossible, to interpret transport contributions in terms of the
resonances of the molecule itself [31]. Since charging effects in

SMIs are well-described in our many-body theory [6,12], there
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Figure 8: The calculated average total transmission averaged over
2000 bonding configurations through a Pt—-benzene—Pt junction shown
as a function of the chemical potential of the leads ppt. The isolated-
resonance approximation employing the HOMO or LUMO resonance
accurately describes the full many-body transport in the vicinity of the
HOMO or LUMO resonance, respectively. These data are in good
agreement with the measurements of [4]. The work-function range for
the crystal planes of Pt is shaded in blue, where

-5.93 eV < up; < -5.12 eV [24].

is no need to utilize an extended molecule, and therefore the
resonances in our isolated-resonance approximation are true

molecular resonances.
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The full counting statistics of a distribution are characterized by
its cumulants. By using a single-particle theory to describe a
single-channel junction, it can be shown [32,33] that the first
cumulant is related to the junction transmission function, while
the second cumulant is related to the shot-noise suppression.
Often this suppression is phrased in terms of the Fano factor
[34]

(25

2

F:zrn(l—:n)'
n°n

In Figure 9 we show the distribution of F for our ensemble of
junctions, where the t,, have been calculated from many-body
theory. Because of the fermionic character of the charge
carriers, 0 < F < 1, with F' = 0 corresponding to completely
wavelike transport, and a value of F' = 1 corresponding to
completely particle-like transport. From the figure, we see that
F is peaked at ~0.51 implying that both the particle and wave
aspects of the carriers are important, a fact which is consistent
with the commensurate charging energy and bonding strength
(cf. Figure 5).

Counts [a.u.]
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Fano factor

Figure 9: The calculated Fano factor F distribution for the full
ensemble of 1.74 x 10% Pt-benzene—Pt junctions. F describes the
nature of the transport, where F = 0 and F = 1 characterize wave-like
and particle-like transport, respectively. The peak value of this distribu-
tion F ~ 0.51 indicates that we are in an intermediate regime.

In such an intermediate regime both “complementary” aspects
of the charge carriers are equally important, requiring a many-
body description and resulting in many subtle and interesting
effects. For example, the transport in this regime displays a
variety of features stemming from the interplay between
Coulomb blockade and coherent-interference effects, which
occur simultaneously [6,11]. Although the Fano factor reflects
the nature of the transport, it is not directly related to the shot-
noise power in a many-body theory. The richness of the trans-
port in this regime, however, suggests that a full many-body
calculation of a higher-order moment, such as the shot noise,

may exhibit equally interesting phenomena.
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Conclusion

We have developed a state-of-the-art technique to model the
lead—molecule coupling in highly conductive molecular junc-
tions. The bonding between the lead and molecule was
described by using an “ab initio” model in which the tunneling
matrix elements between all relevant lead tip wavefunctions and
the molecule were included, producing multi-channel junctions
naturally from a physically motivated ensemble over various
contact geometries. Coulomb interactions between the mole-
cule and the metallic leads were included by using an image
multipole method within n-EFT. In concert, these techniques
allowed us to accurately model SMJs within our many-body
theory.

The transport for an ensemble of Pt—benzene—Pt junctions,
calculated by using our many-body theory, confirmed
our previous finding [2] that the number of dominant trans-
mission channels is two, with the higher channels more
strongly suppressed within the more realistic treatment of lead-
molecule coupling presented here. Moreover, we find that the
transport through a Pt-benzene—Pt junction can be accurately
described by using only the relevant (two-fold-degenerate
HOMO) molecular resonance. The exceptional accuracy of
such an isolated-resonance approximation, however, may be
limited to small molecules with large charging energies.
In larger molecules, where the charging energy is smaller,
further off-resonant transmission channels may become more

important.

In metallic point contacts the number of channels is completely
determined by the valence of the metal. Despite the larger
number of states available for tunneling transport in SMJs, we
predict that the number of transmission channels is typically
more limited than in single-atom contacts because molecules
are less symmetric than atoms. Channel-resolved transport
measurements of SMJs therefore offer a unique probe into the
symmetry of the molecular species involved.

Supporting Information

We investigate the origin of the transmission distribution
widths by considering transport ensembles over Pt surfaces
with fixed bonding, and over bonding configurations with a
fixed Pt surface.

Supporting Information File 1

Transport distribution width decomposition
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-3-5-S1.pdf]
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Abstract

Nanoelectromechanical systems are characterized by an intimate connection between electronic and mechanical degrees of
freedom. Due to the nanoscopic scale, current flowing through the system noticeably impacts upons the vibrational dynamics of the
device, complementing the effect of the vibrational modes on the electronic dynamics. We employ the scattering-matrix approach
to quantum transport in order to develop a unified theory of nanoelectromechanical systems out of equilibrium. For a slow mechan-
ical mode the current can be obtained from the Landauer—Biittiker formula in the strictly adiabatic limit. The leading correction to
the adiabatic limit reduces to Brouwer’s formula for the current of a quantum pump in the absence of a bias voltage. The principal
results of the present paper are the scattering-matrix expressions for the current-induced forces acting on the mechanical degrees of
freedom. These forces control the Langevin dynamics of the mechanical modes. Specifically, we derive expressions for the (typi-
cally nonconservative) mean force, for the (possibly negative) damping force, an effective “Lorentz” force that exists even for time-
reversal-invariant systems, and the fluctuating Langevin force originating from Nyquist and shot noise of the current flow. We
apply our general formalism to several simple models that illustrate the peculiar nature of the current-induced forces. Specifically,
we find that in out-of-equilibrium situations the current-induced forces can destabilize the mechanical vibrations and cause limit-

cycle dynamics.

Introduction

Scattering theory has proved to be a highly successful method through a mesoscopic object can be described in terms of the
for treating coherent transport in mesoscopic systems [1]. Part  transmission and reflection of electronic waves that are scat-
of its appeal is rooted in its conceptual simplicity: Transport tered by a potential. This approach was introduced by Landauer
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[2,3] and generalized by Biittiker et al. [4] and leads to their
well-known formula for the conductance of multiterminal
mesoscopic conductors. For time-dependent phenomena, scat-
tering-matrix expressions have been obtained for quantum
pumping [5,6], a process by which a direct current is generated
through temporal variations of relevant parameters of the
system, such as a gate voltage or a magnetic field. The case of
pumping in an out-of-equilibrium, biased system has remained

largely unexplored so far [7,8].

The purpose of the present paper is to further develop the scat-
tering-matrix approach into a simple, unifying formalism to
treat nanoelectromechanical systems (NEMS). The coupling
between mechanical and electronic degrees of freedom is the
defining characteristic of NEMS [9,10], such as suspended
quantum dots [11], carbon nanotubes or graphene sheets
[12,13], one-dimensional wires [14], and molecular junctions
[15,16]. For these systems, a transport current can excite
mechanical modes, and vice versa, the mechanical motion
affects the transport current. The reduced size and high sensi-
tivity of the resulting devices make them attractive for applica-
tions such as sensors of mass or charge, nanoscale motors, or
switches [17]. On a more fundamental level, the capability of
cooling the system by means of back-action allows one to study
quantum phenomena at the mesoscopic level, eventually

reaching the quantum limit of measurement [18,19].

All of these applications require an understanding of the
mechanical forces that act on the nanoelectromechanical system
in the presence of a transport current. These are referred to as
current-induced forces, and have been observed in seminal
experiments [20,21]. Recently we have shown that it is possible
to fully express the current-induced forces in terms of a scat-
tering matrix formalism, for arbitrary (albeit adiabatic) out-of-
equilibrium situations [22], thus providing the tools for a
systematic approach to study the interplay between electronic
and mechanical degrees of freedom in NEMS.

In the context of NEMS, two well-defined limits can be identi-
fied at which electronic and mechanical time scales decouple,
and which give rise to different experimental phenomena. On
one side, when the electronic time scales are slow compared
with the mechanical vibrations, drastic consequences can be
observed for the electronic transport, such as side bands due to
phonon-assisted tunneling [23,24] or the Frank—Condon
blockade effect, a phononic analogue of the Coulomb blockade
in quantum dots [25-27]. In the opposite regime, electrons
tunnel through the nanostructure rapidly, observing a quasi-
static configuration of the vibrational modes, but affecting their
dynamics profoundly at the same time [18-21]. It is on this

regime that our present work focuses. We treat the vibrational

Beilstein J. Nanotechnol. 2012, 3, 144-162.

degrees of freedom as classical entities embedded in an elec-
tronic environment: Pictorially, many electrons pass through the
nanostructure during one vibrational period, impinging
randomly on the modes. In this limit, it is natural to assume that
the dynamics of the vibrational modes, represented by collec-
tive coordinates X,, will be governed by a set of coupled
Langevin equations

. oU .
M X, + 5 - Fy =Y vy Xy +E,. )

v \Y

Here we have grouped the purely elastic contribution on the
left-hand side (LHS) of Equation 1, M, being the effective mass
of mode v and U(X) an elastic potential. On the right-hand side
(RHS) we collected the current-induced forces: The mean force
F,, a term proportional to the velocity of the modes
—ZV,YW!X > and the Langevin fluctuating forces &,. The main
results of our work are expressions for the current-induced
forces in terms of the scattering matrix and its parametric
derivatives. These are given by Equation 39 for the mean force
F(X), Equation 42 for the correlator D,,(X) of the stochastic
force &,, and Equation 47, and Equation 50 for the two kinds of
forces (dissipative-friction force and effective “Lorentz” force,
as we discuss below) encoded by the matrix y,,(X).

These forces have been previously studied theoretically within
different formalisms. The case of one electronic level coupled
to one vibrational mode was studied within a Green’s function
approach in [28,29], in which the authors showed that the
current-induced forces can lead to a bistable effective potential
and consequently to switching. In [30], the authors studied the
case of multiple vibrational modes within a linear approxima-
tion, finding a Lorentz-like current-induced force arising from
the electronic Berry phase [31]. In simple situations, the
current-induced forces have been also studied within a scat-
tering matrix approach in the context of quantum measurement
back-action [32] (see also [33]), momentum-transfer statistics
[34], and of magnetic systems to describe Gilbert damping [35].
Current-induced forces have been shown to be of relevance near
mechanical instabilities [36-38] and to drive NEMS into insta-
bilities and strong nonlinear behavior [39-41]. Our formalism
allows us to retain the nonlinearities of the problem, which is
essential for even a qualitative description of the dynamics,
while turning the problem of calculating the current-induced
forces into a scattering problem for which standard techniques
can be applied.

In what follows, we develop these ideas in detail, giving a thor-

ough derivation of the expressions in terms of the scattering

matrix for the current-induced forces found in [22], and include
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several applications to specific systems. Moreover, we extend
the theoretical results of [22] in two ways. We treat a general
coupling between the collective modes X,, and the electrons,
generalizing the linear coupling expressions obtained previ-
ously. We also allow for an arbitrary energy dependence in the
hybridization between the leads and the quantum dot, allowing
more flexibility for modeling real systems. In the section
“Microscopic derivation of the Langevin equation”, we intro-
duce the theoretical model, and derive the equations of motion
of the mechanical degrees of freedom starting from a micro-
scopic Hamiltonian. We show how the Langevin equation,
Equation 1, emerges naturally from a microscopic model when
employing the nonequilibrium Born—Oppenheimer (NEBO)
approximation, appropriate for the limit of slow vibrational
dynamics, and derive the current-induced forces in terms of the
microscopic parameters. In the section “S-matrix theory of
current-induced forces”, we show that the current-induced
forces can be written in terms of parametric derivatives of the
scattering matrix (S-matrix) of the system, and state general
properties that can be derived from S-matrix symmetry consid-
erations. In the section “Current”, we complete the discussion
of nanoelectromechanical systems in terms of scattering
matrices by providing a corresponding expression for the charge
current. In the section “Applications”, we apply our formalism
to simple models of increasing complexity, namely a single
resonant level, a two-level model, and a two-level/two-mode
model. For better readability, we have relegated part of some
lengthy calculations to Supporting Information File 1, together
with a list of useful relations that are used throughout the main
text.

Results and Discussion

Microscopic derivation of the Langevin equa-
tion

The model

We model the system as a mesoscopic quantum dot connected
to multiple leads and coupled to vibrational degrees of freedom.
Throughout this work we consider noninteracting electrons and

we set # = 1. The Hamiltonian for the full system reads

where the different terms are introduced in the following.

We describe the quantum dot by M electronic levels coupled to
N slow collective degrees of freedom X = (X,...,X ). This is
contained in the Hamiltonian of the dot

Hp =Y d}, [ho(ﬁ)} A 3)

. mm
mm

Beilstein J. Nanotechnol. 2012, 3, 144-162.

which describes the electronic levels of the dot and their
dependence on the coordinates of the collective modes, XV
(v=L...,N), by the hermitian M x M matrix ho()A()‘ The oper-
ator df (d) creates (annihilates) an electron in the dot and the
indices m, m' (= 1,...,M) label the electronic levels. Note that
here we generalize our previous results obtained for a linear
coupling in X [22], and allow A to be a general function of X.
Our analysis is valid for any coupling strength. The free evolu-
tion of the “mechanical” degrees of freedom of the dot is
described by the Hamiltonian

+U(X) |. ()

D2

P

Hy =2
~| 2,

The leads act as electronic reservoirs kept at fixed chemical
potentials p, and are described by

Hy = Z(gn - “a)cilcn’ )
n

where we represent the electrons in the leads by the creation
(annihilation) operators ¢T (¢). The electrons in the leads obey
the Fermi—Dirac distribution

Ja(®)= [1 + (& Ha)/KT ]—1 .

The leads are labeled by o = 1,...,L, each containing channels
n=1,...,Ny. We combine n = (0,n) into a general “lead” index,
n=1L..,Ng with Ng=> N,.

Finally, the Hamiltonian H7 represents the tunneling between
the leads and the levels in the dot,

Hp=Y (cngnmdm

n,m

+hc). )

Nonequilibrium Born—Oppenheimer approximation
We use as a starting point the Heisenberg equations of motion
for the mechanical modes, which can be cast as

X oU 5
MK, + S = dT[A (X)J d,,
vy ox, n%,:' n| v ot " 7)

where we have introduced the )A(-dependent matrices

oh,
X,

A%

A, (X) = ®)
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The RHS of Equation 7 contains the current-induced forces,
expressed through the electronic operators d of the quantum dot.
We now proceed to calculate these forces within a nonequilib-
rium Born—-Oppenheimer (NEBO) approximation, in which the
dynamics of the collective modes is assumed to be slow. In this
limit, we can treat the mechanical degrees of freedom as being
classical, acting as a slow classical field on the fast electronic

dynamics.

The NEBO approximation involves averaging the RHS of
Equation 7 over times long compared to the electronic time
scale, but short in terms of the oscillator dynamics. In this
approximation, the force operator is represented by its (average)
expectation value (d%Ad)X(t), evaluated for a given trajectory
X(?) of the mechanical degrees of freedom, plus fluctuations
containing both Johnson—Nyquist and shot noise. These fluctua-
tions give rise to a Langevin force &,. Hence Equation 7
becomes

) oU . -
MVXV + aX =tr[lAvg (tyt)]_'_&.;v ) (9)

A%

where the trace “tr” is taken over the dot levels, and we have
introduced the lesser Green’s function

G (0.8 = (), (D) x ) - (10)

The variance of the stochastic force &, is governed by the
symmetrized fluctuations of the operator dfAd. Given that the
electronic fluctuations happen on short time scales, &, is locally

correlated in time,

(&, ()& (1)) = Dy, (X)S(t —1). (11)

(An alternative, but equivalent, derivation is based on a saddle-
point approximation for the Keldysh action, see, e.g., [42]).
Since we are dealing with noninteracting electrons, D(X) can be
expressed in terms of single particle Green’s functions by using
Wick’s theorem. This readily yields

<&.>v (t)(:v'(t’» = tr{Avg>(t9t’)Av'g<(t'st)}s 5 (12)

where

Gt (t:1) = =i, (DA (1) x 1) (13)

is the greater Green’s function. These expressions for the
current-induced forces show that we need to evaluate the elec-

tronic Green’s function for a given classical trajectory X(¢). In
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doing so, we can exploit the assumption that the mechanical
degrees of freedom are slow compared to the electrons. Thus,
we can approximate the Green’s function by its solution to first
order in the velocities X(¢). We now proceed with this deriva-
tion, starting with the Dyson equation for the retarded Green’s
function

GR (1.1 = =00 )X (d, (0. (W) - (14)

Here {.,.} indicates the anticommutator. We note that since we
consider noninteracting electrons, we can restore the lesser and
greater Green’s functions (or the advanced Green’s function

g A) at the end of the calculation by standard manipulations.

The hybridization with the leads is taken into account through
the self-energy [43]

R .
28 (e)=—i) T, (e), (15)
a
which is given in terms of the width functions
T, (€)= (eI W(e). (16)

Here we have defined I, as a projection operator onto lead o
and absorbed the square root factors of the density of states in
the leads into the coupling matrix ¥ for notational simplicity.
Note that we allow  to depend on energy. (Compare with the
wide-band limit discussed in [22], which employs an energy-
independent hybridization I'.)

Dyson’s equation for the retarded Green’s function can then be

written, in matrix form, as

-0, GR(t.1") = 8(t-1") + j Ay, GR (e, t)R (1,1
+GR (8, (X).

To perform the adiabatic expansion, it is convenient to work in
the Wigner representation, in which fast and slow time scales
are easily identifiable. The Wigner transform of a function

A(ty,tp) depending on two time arguments is given by

A(t,e) =jdteiSTA(t+r/2,t—r/2). (18)

Using this prescription for the Green’s function gR, the slow
mechanical motion implies that gR varies slowly with the

central time ¢ = (#; + t,)/2 and oscillates fast with the relative
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time © = ¢ — t. The Wigner transform of a convolution
C(t1,t2) = [ d134(11,13)B(13,12) is given by

C= expB (afa? ~ /198 )} AB
. . (19)
~ 4B +éaSZat§—%a,Zagé,

where we have dropped the higher-order derivatives in the last
line, exploiting the slow variation with ¢. Therefore, using Equa-
tion 19 we can rewrite the Dyson equation (Equation 17) as

1= GR (e-zF —ho)—éaggRatho —éa,g’* (1-2.2%). 0

where the Green’s functions are now in the Wigner representa-
tion. Unless otherwise denoted by explicitly stating the vari-
ables, here and in the following all functions are in the Wigner
representation. Finally, with the help of Equation 91 and Equa-
tion 92 from Supporting Information File 1, Section A, we
obtain

R_~R, IN Ry ~R_ AR R
"= G"+ 13 X, (0,67 A,G* - G*A,0,G%), )

A%
in terms of the strictly adiabatic Green’s function

GR(e,X) = [a—hO(X)—ER (S)T1 . 22)

Our notation is such that G denotes full Green’s functions,
while G denotes the strictly adiabatic (or firozen) Green’s func-
tions that are evaluated for a fixed value of X (such that all
derivatives with respect to central time in Equation 20 can be
dropped). From now on, g(R’A’<’>) denote the Green functions
in the Wigner representation, with arguments (g,¢) and

G1=G"™H".

Using Langreth’s rule (see, e.g., [43])

Gt = [dq [dn G (6.)Z(0.)G (1.1, (23)

we can relate G to G R In Equation 23 we have introduced the
lesser self energy Y, which in the Wigner representation takes
the form

5(e)=2i)_ f, (&% (e). 24)
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Note that Y= depends only on ¢ and is independent of the
central time. Expanding Equation 23 up to the leading adiabatic
correction according to Equation 19, we obtain G* to first order
in X,

G<=G° +§Z X, [(68G<)AVGA ~GRA,0,G°
M (25)
R A
+0,6M)A,G7 -G A0, |,

with G== GRY<G4.

Current-induced forces in terms of Green’s functions
We can now collect the results from the previous section and
identify the current-induced forces appearing in the Langevin
Equation 1. Except for the stochastic noise force, the current-
induced forces are encoded in tr(g<AV). In the strictly adia-
batic limit, i.e., retaining only the first term on the RHS of
Equation 25, G~ G~, we obtain the mean force

F,(X) = —j;—; tr[AVG< J (26)

The leading-order correction in Equation 25 gives a velocity-

dependent contribution to the current-induced forces, which

determines the tensor v,, . After integration by parts, we find
de

Yo = [ 5ot (G7AL0.G Ay - G7A,2,GAA, ).

This tensor can be split into symmetric and antisymmetric
contributions, y = y* + y¢, which define a dissipative term y* and
an orbital effective magnetic field y* in the space of the collec-
tive modes. This interpretation is based on the fact that the
corresponding force takes a Lorentz-like form. Using Equation
87 in Supporting Information File 1, Section A, and noting that
2'[dsG<agG< = jd&@s (G%)* = 0, we obtain the explicit expres-

sions

d
(X)) = Jitr{AvG<Avr88G>} @7

s b
d
e (X) =— j Z—fctr{AVG<Avr88 (GA +GR)} . (28)
a

Here we have introduced the notation

{Avv’}s,a v t Av’v)

1
=—(4
2(
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for symmetric and antisymmetric parts of an arbitrary matrix 4.

Finally, the stochastic force &, is given by the thermal and
nonequilibrium fluctuations of the force operator —d'A,d in
Equation 7. As indicated by the fluctuation—dissipation
theorem, the fluctuating force is of the same order in the adia-
batic expansion as the velocity-dependent force. Thus, we can
evaluate the expression for the correlator D,,(X) of the fluctu-
ating force given in Equation 12 to lowest order in the adiabatic
expansion, such that

Dy (X) = j;—itr{AvG<AV/G>}S . 29)

This formalism gives the tools needed to describe the dynamics
of the vibrational modes in the presence of a bias for an
arbitrary number of modes and dot levels. When
Equation 26—Equation 28 are inserted back into Equation 1,
they define a nonlinear Langevin equation due to their
nontrivial dependencies on X(z) [28,29].

S-matrix theory of current-induced forces
Adiabatic expansion of the S-matrix

Scattering matrix approaches to mesoscopic transport generally
involve expressions in terms of the elastic S-matrix. For our
problem, the S-matrix is elastic only in the strictly adiabatic

limit, in which it is evaluated for a fixed value of X,

S(e,X) =1-2miW ()GR (e, X)W (¢) . 30)

As pointed out by Moskalets and Biittiker [8,44], this is not
sufficient for general out-of-equilibrium situations, even when
X(#) varies in time adiabatically. In their work, they calculated,
within a Floquet formalism, the leading correction to the strictly
adiabatic S-matrix. We follow the same approach here,
rephrased in terms of the Wigner representation. The full
S-matrix can be written as [45] (note that, in line with the nota-
tion established before for the Green’s functions, the strictly
adiabatic S-matrix is denoted by S, whereas the full S-matrix is
denoted by S)

S(s,t)=1—2ni[WgRWTJ(8,t). 31)

To go beyond the frozen approximation, we expand S to
leading order in X,

Sen=SEX)+ XX, O04,EXO). (5
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Thus, the leading correction defines the matrix 4, which, similar
to S, has definite symmetry properties. In particular, if the
system is time-reversal invariant, the adiabatic S-matrix is even
under time reversal, whereas 4 is odd. For a given problem, the
A-matrix has to be obtained along with S.

We can now derive a Green’s function expression for the matrix
A [46,47]. Comparing Equation 32 with the expansion to the
same order of S in terms of adiabatic Green’s functions
(obtained in a straightforward manner by performing the convo-
lution in Equation 31 explicitly and keeping terms up to X) we
obtain

A,(6,X) =0, [W(S)GR (&, X)}AV X)GR (&, Xy ()

_aW(£)GR (e, X)A, (X)0 |:GR(8 X)WT(S)] 49

Current conservation constrains both the frozen and full scat-
tering matrices to be unitary. From the unitarity of the frozen

S-matrix, Sts = 1, we obtain the useful relation

T N
£S+S'ﬁ:0. (34
ax, ax,

We will make use of Equation 34 repeatedly in the following
sections. On the other hand, unitarity of the full S-matrix,
sfs=1, imposes a relation between the A-matrix and the
frozen S-matrix. To first order in the velocity X we have

1=8ST+84T + 45T+ | 222

35
2| 0s ot 33)

where A(g,X) = Y, 4,(&,X) X. - Therefore, S and 4 are related
through

v Vo2|ox, o oeoX,

(36)

In the next section we will see that the A-matrix is essential to
express the current-induced dissipation and “Lorentz” forces in

Equation 27 and Equation 28.

Current-induced forces

Mean force: The mean force exerted by the electrons on the
oscillator is given by Equation 26. Writing Equation 26 explic-
itly and using Equation 88 in Supporting Information File 1,
Section A, we can express G* in terms of GR and G* and obtain
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F(X)=~[deY fitr (AVGRW*HQWGA)

(
= [ futr (M HG A, G ), 7
o

where the second equality exploits the cyclic invariance of the
trace. Noting that, by Equation 93 in Supporting Information
File 1, Section A,

oS
oX

v

wGAn,GRwt = - gt

i > (38)

Equation 37 can be expressed directly in terms of scattering

as
ox, )

Note that now the trace (denoted by “Tr”) is over lead-space.

matrices S(&,X) as

d
o

An important issue is whether this force is conservative, i.e.,
derivable from a potential. A necessary condition for this is a
vanishing “curl” of the force,

_oF,

oF, de ost s
==Y =N =, Tr| Ty ——— | .
M) S o %:Im'f“ r[ *ox, 6XV,J (40)

a

From Equation 40 it is seen that the mean force is conservative
in thermal equilibrium, where Equation 40 can be turned into a
trace over a commutator of finite-dimensional matrices: Indeed,
in equilibrium the sum over the lead indices can be directly
performed since f, = f for all o, and } ,II, = 1. Using the
unitarity of the S-matrix and the cyclic property of the trace, we

obtain:
il +

Q. =J'd—8_fTr oS! os 3 oS N oS

2 X, 0X,, X,  OX,
41)
de ast as as ast
= j_f Tr - = 0 )

2mi oX, 06X, OX, X,

where in the last line we have used Equation 34. In general,
however, the mean force will be nonconservative in out-of-
equilibrium situations, providing a way to exert work on the
mechanical degrees of freedom by controlling the external bias
potential [30,48,49].
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Stochastic force: Next, we discuss the fluctuating force &, with
variance Dy, given by Equation 29. Following a similar path as
described in the previous subsection for the mean force F,,, we
can also express the variance, Equation 29, of the fluctuating
force in terms of the adiabatic S-matrix. Thus,

de
D, (X)= —F
Vv EJZR oo

;
xTr{I,, {ST;TS} HQVST;}TS ,
v V'

N

(42)

where we have introduced the function Fyy(g) = fy(e)[1 —
fo(e)]. From Equation 42 it is straightforward to show that D,
is positive-definite. By performing a unitary transformation to a
basis in which D, is diagonal, using IT , = l'[é and the cyclic
invariance of the trace, we obtain the expression

de
D, (X) = ZJ.%F(XOL
aa’
) T (43)
xTr [HarS — a} I1,S o

N

which is evidently positive.

Damping matrix: So far, we were able to express quantities in
terms of the frozen S-matrix only. This is no longer the case for
the first correction to the strictly adiabatic approximation, given
by Equation 27 and Equation 28. We start here with the first of
these terms, the symmetric matrix y*, which is responsible for

dissipation of the mechanical system into the electronic bath.

The manipulations to write the dissipation term as a function of
S-matrix quantities are lengthy and the details are given in
Supporting Information File 1, Section B. The damping matrix
can be split into an “equilibrium” contribution, y*¢9, and a
purely nonequilibrium contribution y¥”¢, as y5 = y%¢4 + y5"¢,
We first treat y©¢4. By the calculations given in Supporting
Information File 1, Section B, we obtain

1 de
seq _ L z .
T 4 aa/'[ Znag(fa o)

xTr{HaST :7511&,3* ;{S }
Vi

v

e &
“2 2] 5,0
a
:
xTr| IT, 955 ,
X, oX,
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« =1, 8TS =1, and Equation 34 in the
last line. Note that in general, y*°? also contains nonequilib-

where we have used ) /11

rium contributions, but gives the only contribution to the
damping matrix when in equilibrium. Equation 44 is analogous
to the S-matrix expression obtained for dissipation in ferromag-
nets in thermal equilibrium, dubbed Gilbert damping [35].

S,ne

To express "¢ in terms of S-matrix quantities, we have to

make use of the A-matrix defined in Equation 33. Again the

details are given in Supporting Information File 1, Section B,

where we find, after lengthy manipulations, that

. (45)

N

de aST + 0S
sne A _Al,
I zf“ ox, vV Vax

v

This quantity vanishes in equilibrium, as can be shown by using
the properties of the S and 4 matrices. Since the sum over the
leads can be directly performed in equilibrium, Expression 45

involves

t N

o) By af B - ) B ST(A SHSAT)

v ox, ox, )
s

;
__ L) 05 | 95 OS
2 |ox, " |ox, oe

-

in which we have used the unitarity of S and the cyclic invari-

(46)

g ast as
Os 0X

ance of the trace multiple times. In the first equality, we
inserted STS = 1 and used Equation 34; the second equality
follows by inserting the identity (Equation 36) and using again
Equation 34.

Finally, combining all terms, we obtain an S-matrix expression
for the full damping matrix y*,

s de
Yow (X == [ 2.0 faTr{Ha
o

ast as
X, Xy |

de '_TaS
+Zj S Tr a[ A, AVaXJ'

(47)

Note that in equilibrium, by the relation —0; f'= f(1 — f)/T and
using Equation 34, the fluctuating force D and damping y* are
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related via

va’ = ZTYi’j’q = 2TY§/V’ (48)

as required by the fluctuation—dissipation theorem.

Following a similar set of steps as shown above for the vari-
ance D, in Equation 43, yf} *“ has positive eigenvalues. On the

S,ne

other hand, the sign of Yo is not fixed, allowing the possi-
bility of negative elgenvalues of y*. The possibility of negative
damping is, therefore, a pure nonequilibrium effect. Several
recent papers have demonstrated negative damping in specific

out-of-equilibrium models [22,40,50,51].

Lorentz force: We turn now to the remaining term, the anti-
symmetric contribution y¢ given in Equation 28, which acts as
an effective magnetic field. Using Equation 88 in Supporting
Information File 1, Section A, it can be written as

Yy =iy faTr{HaWGAAV (0.6%
i (49)
+0,G") Ay G}

a

In order to relate this to the scattering matrix, we use Equation
96 (Supporting Information File 1, Section A), which allows us
to write y¢ in terms of the S-matrix as

de o4, oAl
e Xy=S[—=£Trim, | sT v v .
v (X) %I 2m'f ¢ “1 ax, ox,, (59)

a

If the system is time-reversal invariant, y¢ vanishes in thermal
equilibrium. This implies Y 4I1.f, = f, such that Equation 50

involves only

04, oA} oAl 04,
Tr{sT = -~ gt=Tr -sT
oX,, oX, oX, oX
o4y o+ . OA
=Tr<——~28"+ v,
oXy oX
yielding y¢ = 0 due to the cyclic invariance of the trace. In the

last equality, we have used S = ST and 4 = —AT as implied by

time-reversal invariance.
Out of equilibrium, y* generally does not vanish even for time-

reversal-symmetric conductors, since the current effectively

breaks time-reversal symmetry.
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Current

So far we have focused on the effect of the electrons on the
mechanical degrees of freedom. For a complete picture, we also
need to consider the reverse effect of the mechanical vibrations
on the electronic current. In the strictly adiabatic limit, this
obviously has to reduce to the Landauer—Biittiker formula for
the transport current. The leading adiabatic correction to the
current in equilibrium is closely related to the phenomenon of
quantum pumping, and we will see that our results in this limit
essentially reduce to Brouwer’s S-matrix formula for the
pumping current [5]. Our full result is, however, more general
since it gives the leading adiabatic correction to the current in
arbitrary nonequilibrium situations [8].

The current through lead a is given by [43]:

Iy =—eNy)=ie . Wy, (cl(n)d,®)+he.

n,neo

(1)

. _ T . . - _
with N, = Znea cyey- Using the expressions for the self-ener
gies this can be expressed in terms of the dot’s Green’s func-
tions and self-energies,

Iy () = e[ dr tr{gR (L5 (1)

(52)
+G Oz, t)} +he.

Again we use the separation of time scales and go to the Wigner
representation, yielding

I, = ejg—; tr{ngg +gzd
(53)
~H(e,6%e.5s +atg<aazg)}+ he.

We split the current into an adiabatic contribution Ig and a term
proportional to the velocity X, :

X, 1

0, 41
M o =1y +1,.

(54

We will express these quantities in terms of the scattering
matrix.

Landauer—Bittiker current
The strictly adiabatic contribution to the current is given by

9(X)=e ;—Ztr{(GR —GA)zg +G* (zg —zg)}, (55)
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in which we have collected the purely adiabatic terms from
Equation 21 and Equation 25. Inserting the expressions for the
self-energies, Equation 15 and Equation 24, we can express this
as

d

18(X) = ¢ 2—22 fy2mi Tr{W[SaB(GR -6
p (56)

2miGRw G ]WTHG} ,

in which we have used Equation 88 (Supporting Information
File, Section A). Inserting the adiabatic S-matrix, Equation 30
yields

19(X) = ejj—ftz fBTr{[é‘)aB ~sT1sT }na}
B
(57)

- ej;—z ZB:(fa 1) Tr{SHBSTHa},

where we used ZBSI'IBST =1 in the last line. We hence recover
the usual expression for the Landauer—Biittiker current [4]. Note
that the total adiabatic current depends implicitly on time
through X(#), and is conserved at every instant of time,
Zal 3 (X) =0. To obtain the direct current, we need to average
this expression over the Langevin dynamics of the mechanical
degrees of freedom. Alternatively, we can average the current
expression with the probability distribution of X, which can be
obtained from the corresponding Fokker—Planck equation.
Similar considerations would apply to calculations of the

current noise.

First-order correction

We now turn to the first-order correction to the adiabatic
approximation [8], restricting our considerations to the wide-
band limit. The contribution to the current (Equation 53), which

is linear in the velocity, reads

IL(X)=e j ;—Zl’z X, tr{(ﬁgGR )Auc;Rzg
8 (58)
+[(6£G<) AGT-GRA, (68G<)}Zé}+ he.,

after integration by parts. Again, we insert Equation 88 from
Supporting Information File 1, Section A, for the lesser Green’s
function, and Equation 15, and Equation 24 for the self-ener-
gies. In the wide-band limit, the identity (i/2)0¢0x,S + 4y, =
W(6:GR)A,GRWT holds, such that we can write
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Do gdeo o o |0 0% t
1x)= —ejz—nx % jﬂer .t A]HBS I, |[+hc. (59)

after straightforward calculation. After integration by parts, we
can split this expression as

1;(X):—§jdax
as
~ZaafblmTr{l'[a—l'IBST}
5 oX

(60)
+ ijdex

as _ ast +
S fy ReTr{ i, 2211, 2~ 211, ATT,ST L
%fﬁ {’ “ox Pae T e P }

In equilibrium, the second term vanishes due to the identity in
Equation 36, and the first term agrees with Brouwer’s formula
for the pumping current [5]. As for the strictly adiabatic contri-
bution, the direct current is obtained by averaging over the
probability distribution of X.

Applications

Resonant Level

To connect with the existing literature, as a first example we
treat the simplest case within our formalism: A resonant level
coupled to a single vibrational mode and attached to two leads
on the left (L) and right (R). This model has been discussed in
detail for zero temperature in [28,29], and it provides a simple
description on how current-induced forces can be used to
manipulate a molecular switch. Here we derive finite-tempera-
ture expressions for the current-induced forces for a generic
coupling between electronic and mechanical degrees of
freedom, starting from the scattering matrix of the system, and
show how they reduce to the known results for zero tempera-

ture and linear coupling.

We consider N = M = 1, denoting the mode coordinate by X, the
energy of the dot level by &(X), and the number of channels in
the left and right leads by Ny and N, respectively. The Hamil-
tonian of the dot can then be written as

Hp=&X)d'd (61)

and the hybridization matrix as W = (w&,w®)T, with

w® =(w’,..w% ) and a = L,R. Hence the frozen S-matrix,
o
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Equation 30, is given by

> (62)

where L(g,X) = e—e(X)+il[, I =T + T'g, and Ty =
n(w®)t-w Rotating to an eigenbasis of the lead channels, this
S-matrix does not mix channels within the same lead, and hence
we can project the S-matrix into a single nontrivial channel in

each lead, to obtain

NLWAY:

I'r

(T
s=1-2 L

L\ Jr Ty

(63)

To calculate the mean force from Equation 39, we need an
explicit expression for Equation 93 in Supporting Information
File 1, Section A. This can be easily calculated to be

N

108 _oe 2| Iy

—_— 64
ox  oXx ILF | Jr T, Ty ©4)
and hence
r r =
F(X):_J.g M ﬁ (65)
T

| £|2 ox

Analogously, the variance of the stochastic force, Equation 42,
becomes

r,r r

de [ oe
G Y R

All that remains is to calculate the dissipation coefficient y.
Since there is only one collective mode, v =1, y is a scalar and
hence y¢ = 0. Moreover, for energy-independent hybridization
we have 0.Gp = —GI%, and the A-matrix (Equation 33) can be
written as [22]

A, = —TWGR[Gr A G . (67)

Being the commutator of scalars, in this case 4; = 0 and from
Equation 47, y¥ must be positive and is given by Equation 44.
(For an alternative derivation confirming the positive sign of the
friction coefficient in a resonant-level system, see [52]). After
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some manipulation, we obtain

N

(a_sj*a_s_ {0_} rfn
ox ) ox  lax | Ll Jr;rp  Tq

(68)

and hence the damping coefficient becomes

2
Y(X)=— %FrLast +T R0 R [ﬁ} ' ©9)

|£|4 o0X

We can evaluate the remaining integrals analytically in the zero-
temperature limit [28,29]. In the following we assume that p; >
pg. The average force is given by

s T e
F(X):—lﬁ 2o arctan| He "8 |1 T (70)
RoX ST r )2

Similarly we obtain the dissipation coefficient

2
| og r
S X —— o ,
”)naxg o L7 an
(ng —8) +T
together with the fluctuation kernel
5 n=py
I';Tr| 08 n—g I'(n—¢)
D(X)= ﬂ{—} arctan (—j +— 72
ar? Lox r (p—€)2+F2 72)
H=pR

The position of the dot electronic level can be adjusted by an
external gate voltage

_BptuR

eVgate - €0 > (73)

where the factor (n; + pg)/2 is included for convenience, in
order to measure energies from the center of the conduction
window. The difference in chemical potential between the leads
is adjusted by a bias voltage

eVpias =Mz —Ug - (74)

For a single vibrational mode, the average current-induced force
is necessarily conservative and we can define a corresponding
potential. Restricting our results now to linear coupling, we
write the local level as &(X) = gy + AX. In Figure 1, we show
the effective potential U(X) = ?w%Xz - IdXF(X), which
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describes both the elastic and the current-induced forces at zero
temperature and various bias voltages. Already this simple
example shows that the current-induced forces can affect the
mechanical motion qualitatively [29]. Indeed, the effective
potential U(X) can become multistable even for a purely
harmonic elastic force, and depends sensitively on the applied
bias voltage.

—0.3 . . .

0.5

Figure 1: Resonant level. The shape of the effective potential U(X)
can be tuned by the bias voltage. We consider the parameters eVgate =
0, fiwg =0.01 and I = 0.1. The dimensionless coordinate is x = (Mw%/
A)X and energies are measured in units of A2/(Mw§).

Alternative expressions for the current-induced forces for the
resonant-level model, in terms of phase shifts and transmission
coefficients, are given in Supporting Information File 1, Section
C.

Two-level model

For the resonant-level model discussed so far, the A-matrix
vanishes and the damping is necessarily positive. We now
consider a model that allows for negative damping [53]. Our toy
model can be seen to be inspired by a double dot on a
suspended carbon nanotube, or an H, molecule in a break junc-
tion. The model is depicted schematically in Figure 2. The bare
dot Hamiltonian corresponds to degenerate electronic states g,
localized on the left and right atoms or quantum dots, with
tunnel coupling ¢ in between,

€ t
t €0

We consider a single oscillator mode, with coordinate X, that

(75)

couples linearly to the difference in the occupation of the levels.
In our previous notation, this means that A = 1,03, where o,
with p = 0,..., 3, denotes the Pauli matrices acting in the two-
site basis. The shift of the electronic levels is given by &,.(X) =
g0t MX.
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“

Figure 2: Sketch of the two-level model. Electrons tunnel through two
degenerate energy levels between the left and right leads. The system
is modulated by the coupling to the vibrational modes.

The hybridization matrices are given by I'* = (1/2)['y(c? £ 63),
where the +(—) refers to o = L(R). We can deduce the tunneling

matrix ¥ in terms of the hybridization matrices,
W =1/2T, In(c’+0>)+1/2T I n(c" =c°). (76)

In the wide-band limit, we approximate W and I, to be inde-

pendent of energy. The retarded adiabatic GF takes the form

e—g, +il'p t

Rie yy= L
=y t e—& +ily )’ 7n

with A(X) = (e—&_ +i[)(e &, +iTg)—1".

For simplicity, we restrict our attention to symmetric couplings
to the leads, I'; = I'p = I'/2. Hence the frozen S-matrix S(g,X)
becomes

e—&, +il/2 t

ir
S(e, X)=1-— ,
(&2 A[ t a—{-:_+il“/2] 79

while the A-matrix takes the form

. It
A(e, X) =i A—zcz. (79)

We can now give explicit expressions for the current-induced
forces. The explicit expressions are lengthy and are given in
Equation 115 and Equation 116 (Supporting Information File 1,
Section D) for the mean force and damping matrix, respective-
ly. The variance of the fluctuating force can be calculated
accordingly.

The average force given in Equation 115 (Supporting Informa-

tion File 1, Section D) combines with the elastic force to give
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rise to the effective potential U(X) depicted, for zero tempera-
ture, in Figure 3. As in the case studied in the previous section,
the system can exhibit various levels of multistability with
changes in the bias.

The results for the friction coefficient, given in Equation 116
(Supporting Information File 1, Section D), are shown in
Figure 4 as a function of the dimensionless oscillator co-
ordinate x, for zero temperature. The contribution vy to the
friction coefficient is peaked at eVgae = eVpjas/2 =
i\/(xl){)z +1%, as depicted in Figure 4a and Figure 4c.
Neglecting the coupling to the leads, our toy model can be
considered as a two-level system with level-spacing
21,(}\,1)()2 +¢% . Thus, the peaks occur when one of the elec-
tronic levels of the dot enters the conduction window. When
this happens, small changes in the oscillator coordinate X can
have a large impact on the occupation of the levels. This effect
is more pronounced when the levels of the dots pass the Fermi
levels that they are directly attached to [corresponding to X > 0
for current flowing from left to right, see Figure 4a, Figure 5Sa,
and Figure 5b]. The broadening of the peaks is due to the
hybridization with the leads, I'/2. When eVg,ee = 0, two peaks
are expected symmetrically about X = 0, as shown in Figure 4a
[see also Figure 5a and Figure Sb]. The effect of a finite gate
voltage eVgate is two-fold: It shifts the noninteracting electronic
levels of the dot away from the middle of the conduction
window, and hence the shifted levels £, pass the Fermi levels
of the right and left leads at different values of X, Figure 5S¢ and
Figure 5d. Therefore in this case four peaks are expected, with
two larger peaks located at X > 0, and two smaller peaks located
at X <0. This is shown in Figure 4c. The height of the peaks in
this case is reduced with respect to the case eV gyt = 0, since for
a given peak, only one of the levels of the dot is in resonance
with one of the leads. Note that four real values of X can be
obtained only if (eVgate + eVpias/2)* > 12. A situation with
(eVgate — €Vhias/2)* < 12 hile (eVgate + €Vpias/2)? > > is shown
in Figure 4c (red-dotted line), in which a large peak is observed

2
for X =1/ (eVgate + eVpias /2) —1*, as well as a corres-

2
ponding small peak for X = -1/ (eVgate +eVpias /2) —?
[not displayed in Figure 4c], and a peak at X = 0.

For this model, the A-matrix is generally nonvanishing, which
can result in negative damping for out-of-equilibrium situations.
This is due to a negative contribution of y*"¢ to the total
damping. This is visualized in Figure 4b and Figure 4d. Nega-
tive damping is possible when both dot levels are inside the
conduction window, restricting the region in X over which
negative damping can occur. Indeed, when only one level is
within the conduction window, the system effectively reduces

to the resonant level model for which, as we showed in the
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0.15

8
D 0.05 ¢

Figure 3: Effective potential for the mechanical motion in the two-level model. The shape of the potential can be tuned by changing the bias and gate
voltages: (a) eVgate = 0, (b) €Vgate = 0.2 and (c) eVgate = 0.4. We consider the parameters fiwg=0.01,t=0.1 and I = 0.1. The dimensionless co-
ordinate is x = (Mw%/)q)x and energies are measured in units of )\12/(Mw§).
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Figure 4: Damping versus mechanical displacement in the two-level model. (a) Contribution y$:€9 to the friction coefficient for various bias voltages at
fixed gate voltage eVgate = 0. (b) At the same gate voltage, the total damping exhibits a region of negative damping due to the contribution of ySne,
(c) y*©9 for various gate voltages with the bias voltage eVpas = 0.8. Note that for both eVgate = 0.2 and eVgate = 0.4, one small peak for negative x
falls outside of the range of x shown. (d) Again, the full damping yS exhibits regions of negative damping. We choose 7wy =0.01, =0.1 and t = 0.1.
The dimensionless coordinate is x = (Mw%/)q)X and energies are measured in units of A12/(Mw%).
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..................... Vgate = 0

Figure 5: Cartoon of the positions of the electronic levels in the dot
with respect to the Fermi levels of the leads, depending on the sign of
x and the existence of a gate voltage. The levels are broadened due to
the hybridization with the leads, I'. When x > 0, “left” and “right” levels
approach the Fermi levels of the left and right leads respectively;

(a) for eVgate = 0 the levels align simultaneously for left and right; (c) a
finite €Vgate Produces an asymmetry between left and right. For x < 0
the alignment of the levels is inverted; (b) eVgate = 0; (d) finite eVgate-

previous subsection, the friction coefficient y* is always posi-
tive. When current flows from left to right, negative damping
occurs only for positive values of the oscillator coordinate X, as
shown in Figure 4b and Figure 4d. This is consistent with a
level-inversion picture, as discussed recently in [51]. Pictorially,
the electron—vibron coupling causes a splitting in energy of the
left and right levels. When X > 0, electrons can go “down the
ladder” formed by the energy levels by passing energy to the
oscillator and hence amplifying the vibrations. For X < 0, elec-
trons can pass between the two dots only by absorbing energy
from the vibrations, causing additional nonequilibrium
damping. For small broadening of the dot levels due to the
coupling to the leads, this effect is expected to be strongest
when the vibration-induced splitting 11X becomes of the same
order as the strength of the hopping . When X grows further,
the increasing detuning of the dot levels reduces the current and
hence the nonequilibrium damping [Figure 4b and Figure 4, and
below in Figure 6]. The coexistence of a multistable potential
together with regions of negative damping can lead to interest-
ing nonlinear behavior for the dynamics of the oscillator. In par-
ticular, and as we show in the next example, limit-cycle solu-
tions are possible, in the spirit of a Van der Pol oscillator [54].

We can also calculate the current. The pumping contribution is
proportional to the velocity X and thus small. Therefore we
show here results only for the dominant adiabatic part of the
current. This is given by
212
0 _ g 2= /R)
=y Jas T (80)
4]
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For zero temperature, the behavior of the current is shown in
Figure 6 as a function of various parameters. Figure 6a and
Figure 6b show the current as a function of the (dimensionless)
oscillator coordinate x for two different values of gate potential
for which the system exhibits multistability by developing
several metastable equilibrium positions. For Vgae = 0, and
independently of bias, the current shows a maximum at the
local minimum of the effective potential x = 0, while I° ~ 0 for
another possible local minimum, x = 0.5 (compare with
Figure 3a). The true equilibrium value of x can be tuned through
the bias potential, offering the possibility of perfect switching.
For finite gate potential, however, the current is depleted from
x = 0 with diminishing bias. Figure 6¢ and Figure 6d show the
current as a function of gate or bias voltage for fixed represen-
tative values of the oscillator coordinate x. The current changes
stepwise as the number of levels inside the conduction window
changes, coinciding with the peaks in the friction coefficient
illustrated in Figure 4. In an experimental setting, the measured
direct current would involve an average over the probability
distribution of the coordinate x, given by the solution of the
Fokker—Planck equation associated with the Langevin
Equation 1.

Two vibrational modes

As a final example, we present a simple model that allows for
both a nonconservative force and an effective “Lorentz” force,
in addition to negative damping. For this it is necessary to
couple the two electronic orbitals of the previous example, see
Equation 75, to at least two oscillatory modes that we assume to
be degenerate. The relevant vibrations in this case can be
thought of as a center-of-mass vibration X; between the leads,
and a stretching mode X,. (It should be noted that this is for
visualization purposes only. In reality, for an H, molecule, the
stretching mode is a high energy mode when compared to a
transverse and a rotational mode [55]. Nevertheless, the Hy
molecule does indeed have two near-degenerate low-energy
vibrational modes, corresponding to rigid vibrations between
the leads and a rigid rotation relative to the axis defined by the
two leads.) The stretch mode modulates the hopping parameter,

t—)f(Xz):t‘i‘?\.zXz, (81)

while the center of mass mode X is modeled as being coupled

linearly to the density,

80 _>§(X1):80 "r}\.]X] 5 (82)

hence A| = Ajop and Ay = A»5;. We work in the wide-band
limit, but allow for asymmetric coupling to the leads. The
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Figure 6: Dependence of the current in the two-level model on various parameters. Current as a function of mechanical displacement for (a) Vgate = 0
and (b) Vgate = 0.4; as function of bias for (c) Vgate = 0, (d) Vgate = 0.4, (€) x = 0 and (f) X = O 5. We choose /iwg=0.01,F=0.1and t=0.1. The
dimensionless coordinate is x = (MwO/A1)X and energies are measured in units of )\1 /(Mwo)

retarded Green’s function becomes

s 83

1
GRe, X, X)) =—
(&, X1, X3) A(

where now A(X;,X,)=(e—&+il;)e—&+i[g)—1>. The

frozen S-matrix can be easily calculated to be

2i((e- s+zFR)FL

N

S(S Xl,Xz)—l—f
(8 a+zFL I'p

A - (84)

The A-matrices also take a simple form for this model. Since A
is proportional to the identity operator,

A (8,X), X)) = =0 WGp[Gr.c01GrW T =0.  (85)

On the other hand, the A-matrix associated with X, is nonzero
and given by

JO TR (TR-T))

A2

From this we can compute the average force, damping, pseudo-

Lorentz force, and noise terms. These are listed in Supporting
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Figure 7: Curl of the average force and damping coefficient for the model with two vibrational modes: (a) The curl of the current-induced mean force F
is, in a nonequilibrium situation, generally nonzero, indicating that the force is nonconservative. (b) One of the two eigenvalues of yS. Remarkably, it
undergoes changes of sign. A dissipation matrix y$ that is non-positive-definite implies destabilization of the static-equilibrium solution found at lower
bias potentials, in this case driving the system into a limit cycle, see main text and Figure 8. The parameters used are such that Aq/Ay = 3/2. The
elastic modes are degenerate with /iwg = 0.014, [, g = [(1 + 0.8)/2](0 + 03), and the hopping between the orbitals is t = 0.9. The dimensionless coor-
dinates are x; = (Mw%/)\)X,' and energies are in units of A2/( Mw%), where A = (A + Ap)/2.

Information File 1, Section E. At zero temperature, it is possible
to obtain analytical expressions for these current-induced
forces. Studying the dynamics of the modes X »(#) implies
solving the two coupled Langevin equations given by
Equation 1, after inserting the expressions for the forces given
in Supporting Information File 1, Section E. Within our
formalism we are able to study the full nonlinear dynamics of
the problem, which brings out a plethora of new qualitative
behavior. In particular, analyses that linearize the current-
induced force about a static-equilibrium point would predict
run-away modes due to negative damping and nonconservative
forces [30]. Taking into account nonlinearities allows one to
find the new stable attractor of the motion. Indeed, we find that
these linear instabilities typically result in dynamic equilibrium,
namely limit-cycle dynamics [22]. We note in passing that
limit-cycle dynamics in a nanoelectromechanical system was
also discussed recently in [53].

We have studied the zero-temperature dynamics of our two-
level, two-mode system for different ranges of parameters. In
Figure 7 we map out the values of the curl of the mean force,
(V xF ) I indicating that the force is nonconservative through-
out parameter space. We also plot one of the two eigenvalues of
the dissipation matrix y*, showing that it can take negative
values in some regions of the parameter space. We find that it is
possible to drive the system into a limit cycle by varying the
bias potential. The existence of this limit cycle is shown in
Figure 8a, where we have plotted various Poincaré sections of
the nonlinear system without fluctuations. The figure shows the

trajectory in phase space of the (dimensionless) oscillator co-
ordinate x| after the dynamic equilibrium is reached, for several
cuts of the (dimensionless) coordinate x,. Each cut shows two
points in x| phase space, indicating the entry and exit of the
trajectory. Each point in the plot actually consists of several
points that fall on top of each other, corresponding to every
instance in which the coordinate x; has the value indicated in
the legend of Figure 8a. This shows the periodicity of the solu-
tion of the nonlinear equations of motion for x,x, for the par-
ticular bias chosen. Surveying the various values of x;, reveals a
closed trajectory in the parametric coordinate space x1,x».
Remarkably, signatures of the limit cycle survive the inclusion
of the Langevin force. Figure 8b depicts typical trajectories in
the coordinate space of the oscillator, x1,x;, in the presence of
the stochastic force, showing fluctuating trajectories around the

stable limit cycle.

Experimentally, the signature of the limit cycle would be most
directly reflected in the current—current correlation function, as
depicted in Figure 9. We find that in the absence of a limit cycle
the system is dominated by two characteristic frequencies,
shown by the peaks in Figure 9. These frequencies correspond
to the shift in energy of the two degenerate vibrational modes
due to the average current-induced forces F'| and F,. When the
bias voltage is such that the system enters a limit cycle, the
current—current correlation shows instead only one peak as a
function of frequency. This result, as shown in Figure 9, is
fairly robust to noise, making the onset of limit-cycle dynamics

observable in experiment.
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Figure 8: Limit-cycle dynamics for the model with two vibrational modes. (a) At large bias voltages, Poincaré sections of the four-dimensional phase
space show the presence of a limit cycle in the Langevin dynamics without a fluctuating force. (b) Several periods of typical trajectories (for different
initial conditions after a transient) in the presence of the fluctuating forces ¢ are shown. The same general parameters as in Figure 7 are used here.
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Figure 9: Current—current correlation function in the presence of noise
for the system with two vibrational modes. The limit cycle is signaled
by a single peak (Vpas = 10, see Figure 8), as opposed to two peaks in
the absence of a limit cycle (Vp;zs = 2.5,5.0). Increasing the bias poten-
tial increases the noise levels, but the peaks are still easily recogniz-
able. The results are obtained by averaging over times long enough
compared with the characteristic oscillation times. The same general
parameters as in Figure 7 are used here.

Conclusion

Within a nonequilibrium Born—Oppenheimer approximation,
the dynamics of a nanoelectromechanical system can be
described in terms of a Langevin equation, in which the
mechanical modes of the mesoscopic device are subject to
current-induced forces. These forces include a mean force,
which is independent of velocity and due to the average net
force that the electrons exert on the oscillator; a stochastic
Langevin force, which takes into account the thermal and
nonequilibrium fluctuations with respect to the mean force
value; and a force linear in the velocity of the modes. This last,
velocity-dependent force, consists of a dissipative term and a
term that can be interpreted as an effective “Lorentz” force, due
to an effective magnetic field acting in the parameter space of
the modes.

In this work we have expressed these current-induced forces
through the scattering matrix of the coherent mesoscopic
conductor and its parametric derivatives, extending the results
found previously in [22]. Our results are now valid for a generic
coupling between the electrons and the vibrational degrees of
freedom, given by a matrix /y(X), and for energy-dependent
hybridization with the leads, given by the matrix W(g). We have
shown that expressing all the current-induced forces in terms of
the S-matrix is only possible by going beyond the strictly adia-
batic approximation, and it is necessary to include the first-
order correction in the adiabatic expansion. This introduces a
new fundamental quantity into the problem, the A-matrix,
which needs to be calculated together with the frozen S-matrix
for a given system.

There are several circumstances in which the first nonadiabatic
correction, encapsulated in the A-matrix, is necessary. While
the average as well as the fluctuating force can be expressed
solely in terms of the adiabatic S-matrix, the A-matrix enters
both the frictional and the Lorentz-like force. In equilibrium,
the frictional force reduces to an expression in terms of the
adiabatic S-matrix. Out of equilibrium, however, an important
new contribution involving the A-matrix appears. In contrast,
the A-matrix is always required in order to express the Lorentz-
like force, even when the system is in thermal equilibrium.

The expressions for the current-induced forces in terms of the
scattering matrix allow us to extract important properties from
general symmetry arguments. Driving the nanoelectromechan-
ical system out of equilibrium by imposing a bias results in
qualitatively new features for the forces. We have shown that
the mean force is nonconservative in this case, and that the
dissipation coefficient acquires a nonequilibrium contribution
that can be negative. We have also shown that when consid-
ering more than one mechanical degree of freedom, a pseudo-

Lorentz force is present even for a time-reversal invariant
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system, unless one also imposes thermal equilibrium on top of

the time-reversal condition.

Our model allows one to study, within a controlled approxima-

tion, the nonlinear dynamics generated by the interplay between

current and vibrational degrees of freedom, opening up the path

for a systematic study of these devices. By means of simple

model examples, we have shown that it is possible to drive a

nanoelectromechanical system into interesting dynamically

stable regimes, such as a limit cycle, by varying the applied bias

potential. In a limit cycle, the vibrational modes vary periodi-

cally in time, which could be the operating principle for a mole-

cular motor. On the other hand, the possibility of nonconserva-

tive forces could also allow one to extract energy from the

system, providing a controllable tool for cooling. The study of

these types of phenomena in realistic systems would be an

interesting application of the formalism presented in this paper.

Supporting Information

Supporting Information File 1

Useful mathematical relations and detailed calculations
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-3-15-S1.pdf]
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Motivated by the recent achievements in the manipulation of Cgy molecules in STM experiments, we study theoretically the struc-

ture and electronic properties of a Cgy molecule in an STM tunneljunction with a magnetic tip and magnetic adatom on a Cu(111)

surface using first-principles calculations. For the case of a vanadium tip/adatom, we demonstrate how spin coupling between the

magnetic V atoms, mediated by the Cg, can be observed in the electronic transport, which display a strong spin-filtering effect,

allowing mainly majority-spin electrons to pass (>95%). Moreover, we find a significant change in the conductance between

parallel and anti-parallel spin polarizations in the junction (86%) which suggests that STM experiments should be able to charac-

terize the magnetism and spin coupling for these systems.

Introduction

Organic materials typically offer small spin—orbit and hyper-
fine interactions, which are prerequisites for spintronic applica-
tions, because they allow long spin lifetimes. Thus there is a
great interest in organic building blocks for molecular spin-
tronics [1-4], and a thorough understanding of spin transport
and magnetism in these systems is called for. It is therefore
important to establish model molecular spintronic systems

where spin transport and magnetic interactions can be exam-

ined experimentally. Recently, it has been demonstrated in low
temperature scanning tunneling microscopy (STM) experi-
ments how Cgp molecules can be picked up by the STM-tip, and
how they could controllably be used to contact structures such
as adatoms, clusters, and molecules placed on a substrate
surface [5-7]. The Cgy molecule is considered as an attractive
anchoring group for molecular electronics due to its mechan-
ical robustness [8]. Moreover, the lowest unoccupied molecular
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orbital (LUMO) of Cg is close to the Fermi level of ferromag-
netic elements which makes spin injection relatively easy [9],
and characterizes Cg as a promising building block in molec-
ular spintronics. The high symmetry of the Cg( allows detailed
characterization of the bonding geometries in STM. In particu-
lar, one can determine which part of Cg is pointing towards the
tip/surface prior to contact formation, and also after contact for-
mation, while the Cg is placed on the tip [7]. Subsequently, it is
possible to investigate the interactions between tip and sample
via electronic transport measurements as tip and sample are
brought into contact. STM also provides a powerful tool for
investigating spin-transport in magnetic nanostructures [10-17].
Direct magnetic interactions between STM tip and magnetic
materials on a substrate have been studied in a number of works
[18-20], and STM has been used to probe spin in organic mole-
cules [21]. In the case of a magnetic tip and magnetic surfaces,
this method may be used to study spin transport and interac-
tions through organic molecular systems bound to the surface
and gain insight into single-molecular magnetic properties.
Among organic compounds, carbonic rings which are combined
with transition metals are interesting for molecular spintronics
purposes [22]. The interaction of the n-electron system of such
rings with the d-orbitals of the transition metals, is a key to
electron and subsequently to spin transport. One example of
such systems is presented in a theoretical study, where calcula-
tions have been used to examine spin transport in a benzene—Co
system on a Cu(001) surface contacted by a Cr tip [23]. The
magnetic properties and spin transport have also been calcu-
lated for organometallic “multidecker” wires, where magnetic
atoms are sandwiched between organic parts [24]. Multidecker
systems involving vanadium are very promising due to their
half-metallic behavior resulting in high spin polarization of the
transport [24-26]. Interestingly, due to the different symmetries
of the Cgg, it might be possible to vary the electronic and
magnetic properties depending on whether pentagon, hexagon
or edge sites of Cg are in contact with the magnetic ligand
atoms.

Here, we employ first-principles calculations to predict the spin
transport through a spintronic model system consisting of a Cg
molecule contacted by magnetic atoms in an STM setup. In par-
ticular, we predict that vanadium is a magnetic material which
will show pronounced spin-filtering and spin-valve effects in
STM experiments.

System setup and methods

In order to mimic a concrete STM experiment, we investigated
the specific setup shown in Figure 1. The bulk regions of the
contacts (i.e., STM tip and substrate) have been chosen to be
nonmagnetic copper, which has previously been employed in

manipulation experiments [5-7]. We imagine that magnetic
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atoms are deposited on the Cu surface prior to deposition [27]
of the Cg molecules, and that the tip-electrode is prepared prior
to the contact by either indenting a Cu tip into a cluster of these
atoms in order to cover its outermost part with these, or by
creating the tip from from the bulk magnetic material. We
model the outermost part of the tip by a pyramid-like structure
consisting of four atoms on one electrode, simulating the
magnetic STM tip which is used to pick up Cg( for subsequent
contact formation to an isolated adatom on the copper(111) sub-
strate. In the following we will show that the case of vanadium
is remarkable. We used spin-polarized pseudopotential DFT
calculations with the SIESTA code [28]. Electronic structures
have been calculated within a GGA-PBE approximation to the
exchange and correlation functional [29]. Double-{ polarized
basis sets with grid cutoff of 250 Ry have been used. Spin-
polarized transport was subsequently calculated using the non-
equilibrium Green’s function (NEGF) formalism [30] in the
limit of zero voltage. In order to eliminate basis set superposi-
tion error (BSSE) present in methods with atomic orbitals basis
sets, we have used plane-wave (PW) formalism as imple-
mented in [31] for total energy calculations. In these calcula-
tions, we have been using ultrasoft pseudopotentials, with
30/300 Ry cutoff for wavefunction/charge density.

Cu(111)

f L
e e e e
Lo W cu(11)
WAL L LRI

Figure 1: STM system picking up Cgg With a magnetic tip, approaching
a magnetic adatom on the nonmagnetic copper surface. The orange,
red and gray spheres depict copper, vanadium and carbon atoms, res-
pectively. A Cgo-pentagon is facing the tip/adatom.
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Results and Discussion

As an initial rough guide in our search for interesting magnetic
metals to contact the Cgg, and to select relevant bonding sites,
we first performed calculations of the binding energy of a single
adatom from the first row transition metals (from vanadium to
copper) with Cgq. This will clearly overestimate the binding of
the Cgg to a higher coordinated tip-atom but we are here
focussing on the trends in binding energy depending on tip-
atom species. Based on the simple adatom calculations we seek
high magnetization and a high binding energy to get a stable
contact. The results are summarized in Table 1 for different
sites on the Cgp molecule. It can be seen that nickel has the
strongest binding energy but with zero total magnetization
(M), and thus, is probably not interesting for investigations of
spin transport. On the other hand, chromium enjoys the largest
M, due to its largest unpaired electronic configuration
[Ar]3d®4s! but with the least binding energy strength. It has
already been shown that copper STM tips can pick up Cgq [S].
Noting that the maximum of binding energy for copper to Cg is
~0.8 eV, we conclude that the same action should be possible

with vanadium while enjoying a decent M.

Based on the data of the simple guiding calculations we chose
vanadium in the full Cgp-contact simulations on the system
depicted in Figure 1. In the following we demonstrate that this
choice for contact material in an STM setup is successful in
achieving a good spin-filter- and spin-valve performance. Here,
ferromagnetic (FM) and anti-ferromagnetic (AFM) spin align-
ment between atoms of tip and adatom, have been considered.
The site on the Cgo with the highest binding energy for a V
adatom is 1), which is roughly over the center of a pentagon of
a Cg, and due to the symmetric structure of the Cg, this site is
contacted by both the tip and the adatom. We find that the
binding energy of the Cg to the V-tip (upper part in Figure 1) is
1.3 eV, while binding of Cg( to the adatom on the Cu substrate
(lower part in Figure 1) is 1.1 eV. The spin-resolved transmis-
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sions for the FM and AFM cases are shown in Figure 2. We
first focus on the highly conducting contact configuration where
the atomic structure of the Cg along with vanadium atoms and
first copper layers of both sides have been relaxed to the force
threshold of 0.05 eV/A. We also show the transmission spin
polarization (TSP), defined as

TSP:—Tmaj _min (1)
Tmaj + Tmin

and channel decomposed transmission values in Figure 2. Here,
we first point out a remarkable spin-filtering effect in the FM
arrangement, whereby two almost open channels conduct in the
vicinity of the Fermi level for the majority spin component,
while the minority channels are almost closed. For the minority
spin component the resonance peaks at ~0.2 and 0.4 eV produce
dips in the corresponding TSP curve, however, these will only
be of importance for a voltage bias comparable to these ener-
gies. Transmission eigenvalues of the first three dominant chan-
nels are shown in the third and forth panels, that clearly show
two distinct channels for the FM-majority spin channels.
Furthermore, it is striking that the channels in the AFM con-
figuration are almost closed, except for small resonance peaks
at =0.35 eV, which again only will come into play for higher
voltages.

To better understand the nature of spin transport in the system,
we have calculated the spatially-resolved scattering states in the
contact region [32]. The results are shown in Figure 3. Here, we
consider the conducting FM arrangement and focus on the two
eigenchannel scattering states with highest transmission at Ef
(moving in the direction up-to-down), which both are almost
fully transmitting. For the majority spins, we notice the d, and
d, orbital nature of wavefunctions on the V adatoms contacting
Cgo (z chosen perpendicular to the surface). This is in accor-

Table 1: Binding energy Ey, = Ec,, adatom ~ Ecg, — Eadatom and total magnetization My = I\,(nup — Ndown)dr® per unit cell. The distance between the

adatom and Cgg has been optimized.

adatom 562 (eV) 66° (eV) hexagon (eV) pentagon (eV) top (eV) My
\Y, -1.13 -1.25 -0.93 -1.40 -1.06 5.00

Cr -0.58 -0.46 1.77 2.74 -0.49 6.00

Mn -0.39 -0.58 -0.25 -0.33 -0.40 5.00

Fe -0.83 0.08 -0.87 -0.55 -0.75 4.00

Co -0.90 -1.22 -0.87 -0.88 -0.80 1.00

Ni -1.48 -1.64 -1.24 -1.44 -1.26 0.00

Cu -0.79 -0.60 -0.08 -0.34 -0.74 0.00

a56 refers to sites above edges shared between a hexagon and a pentagon and top means top of a carbon atom.

bg6 refers to sites above edges shared between two hexagons.
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AFM
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a4 02 0 02 04
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Figure 2: Transmission spectra for FM and AFM arrangements. The first row shows spin-resolved transmission spectra for each arrangement. The
second row demonstrates the corresponding transmission spin polarization as defined in the text. The third and forth rows show transmission eigen-

values for three channels in each spin component.

dance with the Mulliken population analysis of the majority
spin states of the V tip and adatoms, where the d;, and d,; each
appears half-filled. On the other hand, the d,, do —y2 and dzz
are closer to being filled, while the s is closer to being empty.
This points to a charge transfer from the V atoms to the Cgg
leaving the d.,/d,, orbital energies closest to Eg. Since the
d.,/d), orbitals match the symmetry with angular momentum
m = 1 for rotation around the V-Cg(—V axis of the pentagon-
prone 3-fold degenerate LUMO states (t;, symmetry [33,34]),
we can expect the observed orbitals in the transport channels.
For minority spins d, and d,,
shifted away from E¥, resulting in a vanishing transmission.

orbitals are almost empty and

The rotational symmetric m = 0 channels appear as resonances
in the channel transmissions above Ef and thus play a minor

role.

In typical STM experiments the conductance is probed from the
tunnel-regime to contact. We have performed transport calcula-
tions as the tip is approaching the surface adatom until the
tip—molecule distance (d shown in Figure 1) approximately

reaches the equilibrium distance discussed above. In Figure 4

we display the conductance along with the corresponding TSP
as a function of the tip distance. As can be seen, there is a trend
of an increasing conductance of the majority spins and thus
TSP, in the FM case, while in the AFM case, the conductance
values are considerably smaller all the way to the equilibrium
contact distance.

The difference between the FM and AFM conductance prop-
erties indicates how it is possible to probe the spin coupling
mediated by the Cgy between the magnetic tip and substrate.
The calculated magnetic interaction between the tip and adatom,
the magnetic exchange energy defined as Egy — EAFM, 1S
shown in Figure 5a when the tip molecule is approaching the
adatom. This shows that the FM arrangement becomes
favorable as the molecule reaches the equilibrium distance
to the surface adatom. To be sure about the fidelity of
the values obtained here, we have performed the same study
using the PW method. We found that the trend is the
same and that the values are even more pronounced in
favor of FM arrangement, though of the same order of magni-
tude.
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Figure 3: Scattering states at E = Ef of first two dominant eigenchannels for (a,b) majority and (c,d) minority spin components in FM arrangement.
Blue and red indicate the positive and negative sign of the real part of the wavefunction.
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Figure 4: Spin-resolved conductance and transmission spin polarization (TSP) vs Cgg-adatom separation.
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Figure 5: (a) Magnetic exchange energy, (b) conductance for FM and AFM configurations (inset in log-scale) and (c) Fano factor of transmission as a
function of Cgp-adatom separation for the FM and AFM configurations.
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A graph of the total conductance versus Cgp-adatom distance is
shown in Figure 5b. The conductance behavior demonstrates a
magnetic valve, being closed for FM and open for AFM, if we
imagine an external control over the magnetization of tip/sub-
strate. In a typical experiment with a bulk magnetic tip the
magnetization of the tip will be determined by the intrinsic
magnetic anisotropy of the crystalline magnetization, which
fixes the magnetization axes. As the tip molecule approaches
the adatom on the non-magnetic surface, its magnetization will
be determined by the interaction with the tip mediated by the
molecule. In this case the adatom magnetization will align
according to the thermal occupations.

The absolute distance is typically not known in an actual
STM experiment. In principle, a particular conductance could
be realized with both FM or AFM spin configurations — a
conductance of e%/A could result from a single spin-channel
with perfect transmission or two half-transmitting channels.
In combination with measurements of the conductance,
measurements of current shot-noise as characterized by the

Fano factor,

ZTn (EF)<1_Tn (EF ))
F=- ) (@)

;Tn(EF)

can provide further insights into the distribution of transmis-
sions in the conductance channels as demonstrated for molec-
ular contacts [35,36]. In Figure Sc, we observe how the noise is
significantly smaller for the FM configuration and drops already
well before contact (d — deg = 1.5 A) is established. Since the
shot noise in the FM case is low in contact, while the conduc-
tance is close to 2G, it can be inferred from this that the trans-
port is carried by two almost perfectly transmitting channels in
the FM contact configuration.

Conclusion

We have performed first-principles spin-polarized density func-
tional calculations and investigated the electron transport prop-
erties of a Cgp-molecular junction in a setup relevant for STM
experiments. Our results demonstrate how the FM and AFM
configurations can be identified due to their markedly different
conductance and shot noise. Thus, it may allow for the study of
the magnetic coupling between tip and substrate mediated by
the molecule as the contact is being formed. For the FM case
only the majority channels contribute to transport and the
system act as a spin-filter. This is similar to what has been
predicted for vanadium multidecker systems [25,26], but the
STM setup we propose here might be more accessible for

experiments.
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