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Abstract
Background: Co-resonant coupling of a micro- and a nanocantilever can be introduced to significantly enhance the sensitivity of

dynamic-mode cantilever sensors while maintaining the ease of detection. Experimentally, a low-stiffness nanocantilever is coupled

to an easy to read out microcantilever and the eigenfrequencies of both beams are brought close to one another. This results in a

strong interplay between both beams and, hence, any interaction applied at the nanocantilever alters the oscillatory state of the

coupled system as a whole and can be detected at the microcantilever. The amplitude response curve of the microcantilever exhib-

its two resonance peaks and their response to an interaction applied to the sensor depends on the properties of the individual beams

and the degree of frequency matching. Consequently, while an individual cantilever is characterized by its eigenfrequency, spring

constant, effective mass and quality factor, the resonance peaks of the co-resonantly coupled system can be described by effective

properties which are a mixture of both subsystem’s characteristics. These effective properties give insight into the amount of sensi-

tivity of the nanocantilever that can be accessed and, consequently, into the sensitivity gain associated with the co-resonance. In

order to design sensors based on the co-resonant principle and predict their behaviour it is crucial to derive a description for these

effective sensor properties.

Results: By modeling the co-resonantly coupled system as a coupled harmonic oscillator and using electromechanical analogies,

analytical expressions for the effective sensor properties have been derived and discussed. To illustrate the findings, numerical

values for an exemplary system based on experimental sensor realizations have been employed. The results give insight into the

complex interplay between the individual subsystem’s properties and the frequency matching, leading to a rather large parameter

space for the co-resonant system’s effective properties. While the effective spring constant and effective mass mainly define the

sensitivity of the coupled cantilever sensor, the effective quality factor primarily influences the detectability. Hence, a balance has

to be found in optimizing both parameters in sensor design which becomes possible with the derived analytic expressions. Besides

the description of effective sensor properties, it was studied how the thermal noise and, consequently, minimal detectable frequen-

cy shift for the co-resonantly coupled sensor represented by a coupled harmonic oscillator could be derived. Due to the complex
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nature of the coupled system’s transfer function and the required analysis, it is beyond the scope of this publication to present a full

solution. Instead, a simplified approach to estimate the minimal detectable frequency shift for the co-resonant system based on the

effective sensor properties is given.

Conclusion: By establishing a theoretical description for the effective sensor properties of a co-resonantly coupled system, the

design of such systems is facilitated as sensor parameters can easily be predicted and adapted for a desired use case. It allows to

study the potential sensitivity (gain) and detectability capabilities before sensor fabrication in a fast and easy way, even for large pa-

rameter spaces. So far, such an analysis of a co-resonantly coupled sensor was only possible with numerical methods and even then

only with very limited capability to include and understand the complex interplay between all contributions. The outlined calcula-

tion steps regarding the noise considerations in a coupled harmonic oscillator system can provide the basis for a thorough study of

that question. Furthermore, in a broader scope, the investigations presented within this work contribute towards extending and com-

pleting the already established theoretical basics of this novel co-resonant sensor concept and open up new ways of studying the

coupled system’s behaviour.
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Introduction
Dynamic-mode cantilever sensors are used for many different

applications which include the detection of smallest masses

[1,2], in situ observation of the growth of biological films [3],

detection of trace analytes in gases (”artificial nose”) [4] and the

investigation of properties of novel (nano)materials by scan-

ning probe methods or magnetometry [5-7]. In contrast to static-

mode operation, where the static bending of cantilever sensors

is used as a measurement signal, the dynamic mode is based on

exciting the beam to vibrations and monitoring its amplitude,

resonance frequency and phase shift. These properties can be

altered either due to a change of the cantilever’s properties

(spring constant, mass) or an external force gradient. The oscil-

lation detection is usually realized by laser-optical methods

such as interferometry or deflectometry [8].

In many cases, the shift of the cantilever’s resonance frequency

ω0 is measured and, hence, the sensitivity of a cantilever sensor

can be defined as the obtainable frequency shift with respect to

an external interaction. This interaction can either be a force

gradient represented by Δk or a mass change Δm (either point

mass at the beam’s end or distributed mass) which alters the

cantilever spring constant k and/or its effective mass meff. The

frequency shift Δω is then given by:

(1)

Assuming negligible mass change Δm compared to the effec-

tive mass, the frequency shift becomes (see Supporting Infor-

mation File 1 for details):

(2)

and for negligible change of the spring constant Δk and a homo-

geneously distributed mass change:

(3)

Please note that Equation 3 is derived from Equation 1 by a

Taylor series expansion for small Δm (see Supporting Informa-

tion File 1 for details). From Equation 2 and Equation 3 it is

evident that a small spring constant, small effective mass and

high resonance frequency of the cantilever are favorable, espe-

cially for small interactions. Therefore, a common measure to

increase the sensitivity of a cantilever sensor with regard to

force gradients is the use of very soft beams which is typically

achieved by reducing the cantilever dimensions, in particular

the thickness. In this regard, attonewton force sensitivity has

been demonstrated for very thin (≈100 nm) cantilever struc-

tures with a correspondingly low spring constant in the order of

few µN/m [5]. Size reduction is also a favorable approach in

terms of decreasing the effective cantilever mass. Another ap-

proach of reaching femtonewton force sensitivity has been

demonstrated for optomechanical cantilever sensors by optimiz-

ing cantilever design for high quality factors (in the order of

106). Consequently, cantilevers with rather high stiffness

(kN/m) can be used, avoiding the snap-to-contact instability of

very soft beams [9]. However, this experiment requires a highly

specialized setup to drive the cantilever by optical means. In

case of the typically used micromechanical cantilever sensors

with piezo-actuator excitation, the low force sensitivity is

achieved by reducing the beam’s size.

This reduction of the cantilever’s dimensions creates new chal-

lenges, not only for fabrication but also for oscillation detection

[10]. Although sophisticated setups exist which allow the detec-

tion of the oscillatory state of a nanocantilever [11,12], these
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challenge hinders the widespread use of highly sensitive cantile-

vers with state-of-the-art equipment. Therefore, new concepts

which access the high sensitivity of a nanocantilever but at the

same time preserve the ease of oscillation detection need to be

explored.

One approach is a recently introduced co-resonant measure-

ment principle which combines the ease of detection at a micro-

cantilever with the high sensitivity of a nanocantilever. The

co-resonance is introduced by coupling these two beams and

matching of their eigenfrequencies, i.e., they are brought close

to one another, resulting in a strong interplay between both can-

tilevers. Thus, any interaction applied at the highly sensitive

nanocantilever alters the oscillatory state of the coupled system

as a whole and can be detected by measuring the coupled

system’s amplitude response curve at the microcantilever

[13,14]. Details about the basic underlying sensing principle as

well as sensor fabrication with regard to coupling and eigenfre-

quency matching can for example be found in [13] and [15].

The sensor concept was tested experimentally in magnetic mea-

surements. In cantilever magnetometry, individual Co2FeGa

Heusler nanoparticles were studied with respect to their magnet-

ic properties. This led to the first time observation of magnetic

switching of these individual Heusler nanoparticles at room

temperature and with a comparatively simple setup (laser-

deflection detection) [16]. Other experiments in magnetic force

microscopy showed a likewise increase in sensitivity [17,18].

These first proof-of-principle experiments and applications

demonstrate the immense potential of the co-resonant sensor

concept but they also indicate that a further study of the impli-

cations of the co-resonance is necessary.

As Equation 2 and Equation 3 indicate, the frequency shift

response of an individual cantilever to an external interaction

depends on the cantilever’s properties, i.e., its resonance fre-

quency f, spring constant k, effective mass meff and also quality

factor Q (with regard to detectability [19]).

While a single cantilever only exhibits one resonance peak for

each of its oscillation modes, the coupled system’s amplitude

response curve features two resonance peaks which show a

differing frequency shift response to external influences on the

system, depending on the degree of eigenfrequency matching.

Furthermore, the frequency shift is always greater than that of

the individual microcantilever and smaller than that of the indi-

vidual nanocantilever. Consequently, the observation of the

coupled system’s behavior leads to the conclusion that each

resonance peak of the coupled system can be described by a set

of effective sensor properties which are influenced by the char-

acteristics of both individual beams and depend on the degree of

eigenfrequency matching. These effective properties ultimately

define the capabilities of the co-resonantly coupled system in

terms of sensitivity and detectability. It is therefore crucial in

view of sensor design and for evaluating sensor performance to

derive ways of describing these effective properties and their

dependence on the individual beam’s properties and the degree

of eigenfrequency matching. Here, we present the derivation of

simplified analytical formulas for the effective sensor proper-

ties of co-resonantly coupled sensor systems which will allow

an accurate and fast way of determining prospective sensor per-

formance. Furthermore, noise considerations within the coupled

system and implications of the effective properties on the sensi-

tivity and detectability of a co-resonantly coupled sensor are

outlined.

In the following, first the sensitivity definition of a cantilever

sensor will briefly be discussed and it will be evaluated how

this can be used to estimate the sensitivity of a co-resonantly

coupled cantilever system. This will allow to identify which

effective properties of the coupled system are important in addi-

tion to the effective spring constant and effective mass which

are already indicated by Equation 2 and Equation 3. In the next

section, the modelling approach will be introduced. Then, the

derivation of effective properties based on that model as well as

the resulting expressions will be presented. These allow to esti-

mate the potential performance and limitation of the system

(e.g., sensitivity for a given task) before fabricating it and give

new insights into the behaviour of co-resonantly coupled oscil-

lating systems. Additionally, the treatment of thermal noise

within the coupled system will be outlined.

Sensitivity of a Cantilever Sensor
The sensitivity of a cantilever sensor is given by its minimal

detectable frequency shift with respect to an external interac-

tion. It is influenced by various noise contributions which are

due to the cantilever itself (e.g., thermal noise, thermal frequen-

cy drift noise), the measurement principle (e.g., magnetic noise

in case of magnetic measurements) and the excitation and detec-

tion setup (e.g., oscillator noise, detector noise) [8,20]. Howev-

er, the lowest limit for a cantilever’s sensitivity is given by its

thermal fluctuations leading to a thermally induced average fre-

quency shift. This results in a minimal detectable frequency

shift signal that is usually given in terms of a minimal

detectable force gradient [5,8,21,22] or minimal detectable mass

[23]. The following discussion will therefore be focused on the

thermal noise limit and the minimal detectable frequency shift

as a representation for sensitivity.

A cantilever can be described by a harmonic oscillator model

with varying parameters for each of its eigenfrequencies [24]
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Table 1: Numerical values for micro- (1) and nanocantilevers (2) based on experimental implementations of co-resonantly coupled sensors. Please
note that the values are given for the initial state before frequency matching for the individual subsystems (columns 2 and 3). The two right-hand side
columns summarize the values for both resonance peaks (a - left peak, b - right peak) of the coupled system in case of +2% eigenfrequency devia-
tion Δfe between micro- and nanocantilever (f1 = 200 kHz, f2 = 204 kHz) and have been calculated based on the model in Figure 1c.

Individual subsystems Coupled system, Δfe = +2%

Parameter Micro (1) Nano (2) Left peak (a) Right peak (b)

Frequency f 200.0 kHz 400.0 kHz 198.3 kHz 205.8 kHz
Spring constant k 1 N/m 0.001 N/m 0.0044 N/m 0.0013 N/m
Quality factor Q 10000 800 2670 1008
Effective mass meff 6.33 × 10−13 kg 6.09 × 10−16 kg 2.83 × 10−15 kg 7.77 × 10−16 kg

which is the basis used for the sensitivity considerations. The

minimal detectable frequency shift ∂ωth of an individual cantile-

ver represented by a harmonic oscillator is given by [8]:

(4)

with the Boltzman constant kB, temperature T, measurement

bandwidth Bw and the cantilever parameters spring constant k,

quality factor Q, eigenfrequency ω0 and oscillation amplitude A.

Equation 4 is derived based on the equipartition theorem for a

harmonic oscillator with one degree of freedom as outlined in

[25] and [26]. It may also be applied to estimate the minimal

detectable frequency shift and, hence, sensitivity of the coupled

system based on the hypothesis that each of the resonance peaks

of the coupled system can be represented by an effective

harmonic oscillator with effective properties as outlined in [14].

Consequently, that requires the derivation of expressions for

effective spring constant, resonance frequency and quality

factor and a discussion about the oscillation amplitude of the

co-resonant system.

Modelling Approach
The derivation of analytical expressions for the effective prop-

erties of the co-resonant system will be based on a modelling

approach which has been discussed extensively in [13] and [14]

and will therefore only briefly be outlined here. As mentioned

above, the co-resonant cantilever system can be described as a

coupled harmonic oscillator, consisting of a damping element

d1,2, spring k1,2 and effective mass m1,2 for each subsystem.

Please note that m1,2 still denotes the effective mass but the

subscript eff was omitted to keep the descriptions short. The

model furthermore allows to study external interactions on the

coupled system and in Figure 1 a force gradient represented by

an additional spring k3 is exemplarily considered.

By employing electromechanical analogies and the conventions

force F ≡ current I and velocity v ≡ voltage U, the mechanical

model can be transformed into an electric circuit [14]. The

respective models are depicted in Figure 1 together with an

experimental sensor representation. The circuit model gives

the opportunity to utilize analytical (e.g., Laplace-space analy-

sis) and simulation tools (e.g., Spice) to study the system’s be-

haviour.

All following considerations will be based on this model. In

order to present some graphic representations of the analytical

formulas derived below, the exemplary parameters given in

Table 1 for a micro- and a nanocantilever will be used. They are

based on sensor parameters which have been observed for ex-

perimental realizations of the co-resonantly coupled system

such as depicted in Figure 1a.

Furthermore, please note that the following naming convention

will be used to distinguish between the properties of the indi-

vidual subsystems and those of the coupled system. For the

individual subsystem, the indices 1 and 2 indicate micro- and

nanocantilever, respectively. Indices a and b will be employed

for the coupled system’s parameters, where a always refers to

the left resonance peak (the one with the lower resonance fre-

quency) and b to the right resonance peak (higher resonance fre-

quency). To visualize these definitions, Figure 2 shows the

amplitude response curve of the coupled system calculated for

the microcantilever based on the circuit model from Figure 1c

and for the values in Table 1 and +2% eigenfrequency devia-

tion between micro- and nanocantilever. Additionally, most

expressions will be derived in dependence on the angular fre-

quency ω but in some cases this will be recalculated into the

frequency f by ω = 2πf.

Results and Discussion
Derivation of effective sensor properties
The effective sensor properties which characterize each reso-

nance peak are the resonance frequency fa,b, the effective spring
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Figure 1: (a) Scanning electron microscopy image of a sensor realization consisting of a silicon microcantilever and a carbon nanotube nanocan-
tilever. (b) Sensor’s representation by a coupled harmonic oscillator model and (c) corresponding electric circuit model. m1,2 denote the effective
mass, d1,2 the damping and k1,2 the spring constant of each individual beam. The potential external interaction applied at the nanocantilever is
modelled by an additional spring k3 (representing a force gradient) [14]. The system is excited via a periodic force F applied at the microcantilever.

Figure 2: Calculated microcantilever amplitude response curve of the co-resonantly coupled system based on the values in Table 1 and for +2%
eigenfrequency deviation between micro- and nanocantilever. The amplitude has been normalized to the maximum value of the curve.

constant  and effective quality factor . Furthermore, as

described above, the relevant measured amplitude A of the

coupled system has to be defined in order to employ the known

sensitivity definition. This additionally warrants a discussion of

thermal noise in the coupled system and an evaluation of

how the thermally induced amplitude noise may be amplified

due to the co-resonance and how that may affect the detection

limit. In the following, the derivation of the effective properties
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based on the coupled harmonic oscillator model will be outlined

and the implication on sensitivity and detectability will be dis-

cussed.

Resonance frequencies of a co-resonantly coupled
system
To analytically derive the resonance frequencies for the co-reso-

nantly coupled system, the circuit model in Figure 1c is consid-

ered. The resonance frequencies are found by determining the

frequencies where the maxima of the amplitude response curve

for subsystem 1 (microcantilever) A1(ω) = |v1/v0| and/or

subsystem 2 (nanocantilever) A2(ω) = |v2/v0| occur. Previous in-

vestigations have shown that both amplitude response curves

exhibit the same resonance frequencies, hence, only subsystem

1 will be considered in the following. Please note that the

derivations are exactly the same if subsystem 2 is used [14].

Considering the damped coupled harmonic oscillator results in

very complex expressions for the amplitude response curves

(see [14]). Analytical calculation of the resonance frequencies

would involve the derivative of the amplitude response curve to

be zero which results in a sixth degree polynomial expression

that can only be solved numerically.

Consequently, for an estimate of the resonance frequencies, we

consider the model from Figure 1c without the damping ele-

ments d1,2. The validity of this assumption is supported by com-

parison of simulation results for the damped and undamped

circuit model which show that the position of the resonance

frequencies is only minimally influenced, even for high

damping, i.e., low quality factors [14].

This can be understood by following the reasoning of [27]. In

case of viscous damping, one has to distinguish between the

angular natural frequency (eigenfrequency) ω0 and the angular

frequency of damped vibration (resonance frequency) ωd. The

former remains unchanged in case of damping as it only

depends on the properties spring constant k and effective mass

meff of the system itself, i.e.,  = k/meff. The resonance fre-

quency ωd is shifted compared to the eigenfrequency,

depending on damping, hence ωd =  Thereby, n

denotes the ratio between damping coefficient d and effective

mass meff, i.e., n = d/2meff. Employing this together with d =

/Q leads to:

(5)

From Equation 5 it can be concluded that, even for low quality

factors, the assumption from above gives a good approximation

for the resonance frequencies of the coupled system.

In that case, the expressions for the amplitude response curves

of micro- and nanocantilever read:

(6)

(7)

Here, B(ω) denotes an amplification factor between the ampli-

tude of micro- and nanocantilever which is also frequency-de-

pendent.

The corresponding resonance frequencies ωa,b for left a and

right peak b, respectively, are found by determining the poles of

Equation 6, resulting in [13,28]:

(8)

with the squared combined frequencies:

(9)

(10)

Please note that the radical term in Equation 8 is subtracted to

calculate the left resonance peak a and the plus sign refers to

resonance peak b with the higher resonance frequency. This is

to ensure consistency with the definition of the resonance peaks

given above.

By employing the relation ω2 = k/m, Equation 8 can be

expressed by the eigenfrequencies ω1,2 of micro- and nanocan-

tilever:

(11)

with

(12)
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Figure 3: (a) Resonance amplitudes of both resonance peaks of the
coupled system calculated for the microcantilever (index 1) and
(b) resonance frequencies of both resonance peaks of the coupled
system in dependence on the eigenfrequency deviation
Δfeigen = Δωeigen/2π based on Equation 11 for the values given in
Table 1. (c) Magnification of the resonance frequencies of both reso-
nance peaks of the coupled system for small eigenfrequency deviation
with added eigenfrequencies of micro- and nanocantilever to illustrate
the effect of the co-resonance.

(13)

By assuming a constant eigenfrequency of subsystem 1, i.e.,

ω1 = const, and that only the eigenfrequency of subsystem 2 is

varied, the coupled resonance frequencies can be derived in de-

pendence on the degree of eigenfrequency matching Δωeigen

(see Supporting Information File 1 for details):

(14)

Please note that Δωeigen is a dimensionless quantity which will

be used to generate all following graphs. Figure 3 depicts

the resonance frequencies for both resonance peaks of the

coupled system in dependence on the eigenfrequency deviation

Δfeigen = Δωeigen/2π based on Equation 11 as well as the ampli-

tudes of the resonance peaks. In case of negative eigenfre-

quency deviation, i.e., f2 < f1, the lower left branch corresponds

to the left resonance peak a which has a small amplitude and

whose resonance frequency is changing because it corresponds

to the nanocantilever. The upper left branch corresponds to the

resonance peak b which has a high amplitude and is mainly cor-

responding to the microcantilever. For f2 ≈ f1 (see magnifica-

tion in Figure 3c), the resonance frequencies for the coupled

system clearly deviate from the eigenfrequencies of micro- and

nanocantilever, which is also the region where the interplay be-

tween both beams is strongest. Hence, in that region, the effec-

tive properties of the coupled system’s resonance peaks will

have a significant contribution of both individual beam’s prop-

erties. Please note that this is also the region where the so called

”avoided crossing” of the resonance frequencies is clearly

visible which has already been described for coupled oscil-

lating systems [29] and for the co-resonant approach in particu-

lar in [14]. In case of positive eigenfrequency deviation, i.e.,

f2 > f1, the upper right branch in Figure 3a corresponds to the

left resonance peak a which now has the higher amplitude and

is approaching the eigenfrequency of and mainly corresponding

to the properties of the microcantilever. The lower right branch

in Figure 3a corresponds to the right resonance peak b whose

amplitude is decreasing with increasing eigenfrequency devia-

tion and whose properties increasingly correspond to that of the

nanocantilever. Please note that the discussion of the ampli-

tudes is only valid if the amplitude response curve of the micro-

cantilever is studied. If the nanocantilever would be considered,

the amplitude of the smaller resonance peak would be signifi-

cantly increased but the conclusions regarding coupled reso-

nance frequencies and effective properties are the same as for

the microcantilever’s amplitude response curve.

Effective spring constant
Based on the expressions for the resonance frequencies of the

coupled system, the effective spring constants for both reso-

nance peaks  can easily be derived by using Equation 2.

Figure 4 gives an overview of the calculation steps.

Equation 2 is originally given for a single cantilever (harmonic

oscillator) but can be employed for a coupled harmonic oscil-

lator by using the resonance frequencies of the coupled system

and the effective spring constants  instead of k. The first

step is the calculation of both resonance frequencies ωa,b of the

coupled system, with and without an interaction Δk = k3. As

shown in [15], it is crucial to choose k3 to be much smaller (at

least two orders of magnitude) than the smallest spring constant

of the coupled system. Otherwise, the effective spring constant
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Figure 4: This diagram represents the necessary calculation steps to determine the effective spring constant  for both resonance peaks of the
coupled system.

Table 2: Overview of amplitude and effective spring constants of both resonance peaks of the coupled system in dependence on the eigenfrequency
deviation. Seven general sections of the curve depicted in Figure 5 can be identified. Please note that the result for section iv has already been de-
scribed by T. Mühl [31] and in [8].

Section Frequency relation Amplitude relation Left peak Right peak 

i f2 << f1 Aa << Ab = k2 = k1

ii f2 < f1 Aa < Ab ≈ k2 2k2 <  < k1

iii f2 ≈ f1 Aa < Ab k2 <  < 2k2 2k2 <  < k1
iv f2 = f1 Aa ≈ Ab = 2 · k2 = 2 · k2

v f2 ≈ f1 Aa > Ab 2k2 <  < k1 k2 <  < 2k2

vi f2 > f1 Aa > Ab 2k2 <  < k1 ≈ k2

vii f2 >> f1 Aa >> Ab = k1 = k2

will strongly depend on k3 [30]. Please note that this is the case

for any cantilever sensor and not a feature of the co-resonantly

coupled system.

Rearranging Equation 2 results in:

(15)

with

(16)

By substituting ω2 as given in Equation 14, the effective spring

constants for the co-resonantly coupled system can be given as

a function of the degree of eigenfrequency matching (see Sup-

porting Information File 1 for details). Figure 5 depicts the

effective spring constants for left (a) and right (b) resonance

peak of the coupled system based on Equation 15 for the values

given in Table 1.

In Figure 5, different sections can be identified which are sum-

marized in Table 2. These sections are of general nature and not

specific for the exemplary values given in Table 1. However, it

is important to note that the width of the sections depends on

Figure 5: Effective spring constants for both resonance peaks of the
coupled system in dependence on the eigenfrequency deviation
Δfeigen = Δωeigen/2π based on Equation 15 for the values given in
Table 1. Different sections can be identified which are summarized in
Table 2 and sections ii to vi are depicted in the graph.

the properties of both subsystems and that the slope of the tran-

sition region, i.e., sections ii, iii, v and vi is dependent on the

ratio of the individual beam’s spring constants. The greater the

difference between the individual spring constants, the steeper

the slope.

Furthermore, a slight asymmetry can be found in the curve

which is due to the very different properties of the individual

subsystems, and, consequently, leads to an asymmetric energy

distribution in the coupled system which is reflected in the
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effective sensor properties. That is not only the case for the

effective spring constants but also for the effective quality

factor as well as amplitude considerations.

Although the expressions without damping have been used, a

comparison of effective spring constants obtained by Spice

simulations of the damped co-resonantly coupled system and

the undamped analytical calculations based on Equation 15

shows a good agreement, even for rather large damping, i.e.,

low quality factors. For the exemplary values given in Table 1

and with quality factors below 100 for both subsystems, the de-

viation between the effective spring constants for undamped

and damped case was less than 5%. Experimentally, the spring

constant of a cantilever can be determined by various ap-

proaches such as thermal noise, Sader, Cleveland (added mass)

methods [32,33] but they all have an uncertainty of at least 10%

[33]. These comparisons indicates that the simplified expres-

sions based on the undamped case give a good estimate for the

effective spring constants of the coupled system.

Effective quality factor
The quality factor can either be defined as the ratio of total

energy to dissipated energy per oscillation period [34] or as the

bandwidth of the resonance curve. In the latter case, the band-

width is given by the difference of the two frequencies at which

the amplitude has been decreased to 1/  times the resonance

amplitude [35]. Both definitions are equivalent for sufficiently

low damping [36]. However, for the following derivation of the

effective quality factor  for both resonance peaks a, b of the

co-resonantly coupled system, the definition based on energy

dissipation will be used, hence:

(17)

with Ea,b denoting the total energy stored in the system and

ΔEa,b the dissipated energy per oscillation period. Please note

that the absolute value for the dissipated energy (often consid-

ered with a negative sign) is used as only the relation between

total and dissipated energy is relevant for the quality factor.

Based on the coupled harmonic oscillator representation, the

total energy of the system can be approximated by the potential

energy given by [37]:

(18)

depending on the spring constants k1,2 and the amplitudes

A1,2(ωa,b) at the resonance frequencies ωa,b.

The dissipated energy per oscillation cycle is defined by the

damping coefficient d1,2 which contains all intrinsic and

extrinsic damping contributions, and the oscillation speed

v1,2(t):

(19)

Assuming a deflection of u1,2(t) = A1,2·cos(ωt), the velocity of

each oscillator is given by:

(20)

and hence, the dissipated energy is:

(21)

Employing d1,2 = /Q1,2, m1,2 = k1,2/  and the

amplitude relation A2(ωa,b) = Ba,b·A1(ωa,b) results in an effec-

tive quality factor for each resonance peak:

(22)

At this point it is necessary to discuss the factor Ba,b in more

detail. It relates the amplitudes A1 and A2 of both subsystems as

discussed above and for a model with integrated damping

would be a complicated expression, resulting in a complex

formula for the effective quality factor. To give a simplified

estimate for the effective quality factor, the undamped relation

is assumed which has been shown to be a reasonably good esti-

mate. Therefore, Ba,b can be derived from Equation 7 for k3 = 0

and at the two resonance frequencies ωa,b:

(23)

Equation 22 can also be expressed as a function of the eigenfre-

quency deviation Δωeigen by substituting ω2 with the expres-

sion given in Equation 14, leading to:

(24)
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Figure 6 depicts the effective quality factors for both resonance

peaks of the coupled system based on Equation 24 for the

values given in Table 1. It shows a similar behaviour as the

effective spring constants, leading to comparable sections as

identified in Table 2.

Figure 6: Effective quality factor for both resonance peaks of the
coupled system in dependence on the eigenfrequency deviation
Δfeigen = Δωeigen/2π based on Equation 24 for the values given in
Table 1.

In order to better understand the behaviour of the system in

terms of the effective quality factor, it is instructive to make

some assumptions. Two subsystems with the same quality

factor, i.e., Q1 = Q2 = Q, are considered. This results in the

following expression for the effective quality factor 

(25)

with

(26)

(27)

All expressions in that case show a dependence on the ratio of

the individual subsystem’s spring constants k2/k1 and Figure 7

illustrates the general behaviour of the effective quality factor

of the co-resonantly coupled system’s resonance peaks for

varying ratios of k1 and k2 and within an eigenfrequency devia-

tion range of ±100%.

Figure 7: Qualitative behaviour of the effective quality factor for both
resonance peaks of the coupled system in dependence on the eigen-
frequency deviation Δfeigen = Δωeigen/2π for the special case of
Q1 = Q2 = Q and varying ratio of the effective spring constants (see
Equation 25).

The case k2/k1 = 1 results in two different effective quality

factors, one of which is smaller than Q and the other one is

greater than Q:

(28)

(29)
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For k2/k1 < 1 the clearly separated lines from k2/k1 = 1 start to

approach each other for greater frequency deviation but have a

minimum/maximum respectively around zero eigenfrequency

deviation. These extrema vanish for k2/k1 << 1 resulting in

the two effective quality factors being identical and equal to Q.

This particular result has also been described by T. Mühl [31].

For the reversed case of k2/k1 > 1 the same behaviour as for

k2/k1 = 1 is found but with increasing spacing between the two

almost parallel lines when the difference between the two

spring constants increases.

In general, i.e., without any assumptions for the individual

subsystem’s properties, the slope of the curves for the effective

quality factor depends on the ratio of the spring constants as

well as the quality factors of the individual subsystems and dif-

ferent curve shapes can be found by varying the relations be-

tween all these parameters.

Furthermore, the effective quality factors calculated by the

derived analytical expression from Equation 22 have been com-

pared to values obtained by numerical circuit simulations of the

coupled system with the software LTSpice. Thereby, a two step

approach was used where first the amplitude response curve of

the coupled system was simulated for varying properties of the

subsystems and degree of frequency matching. In a second step,

the quality factor of each resonance peak was determined by the

definition based on the bandwidth. A wide range of parameters

was simulated, for both, quality factors and spring constants of

the subsystems and in all cases, a very good agreement was

found between the analytical solution and the simulation.

Although the comparison between an analytical formula and

simulations is somewhat limited by the parameter space covered

in the simulation, the results strongly indicate that the derived

analytical expression gives a very good estimate for the effec-

tive quality factors of a co-resonantly coupled system. Another

conclusion drawn from the above discussion is that a more thor-

ough study of the effective quality factor of co-resonantly

coupled systems based on the obtained analytical expression

will be necessary, especially with regard to tuning parameters

for a sensor application. Here, only the case of Q1 = Q2 was dis-

cussed in detail and other relations will lead to a different be-

haviour compared to what is described above for this specific

case. However, this is beyond the scope of this publication

which aims at giving the basic relations for describing the

coupled system’s effective properties.

Measured amplitude and thermal noise
Equation 4 contains another parameter which is the oscillation

amplitude A of the cantilever. The amplitude response curve of

the coupled system is still measured at the microcantilever as in

the case of an individual cantilever sensor. Therefore, no ”effec-

tive” value is required and the actual oscillation amplitude of

the microcantilever can be used for the coupled system.

At this point, all effective properties of the coupled system have

been derived and can be used to estimate the minimal detectable

frequency shift for each resonance peak of the co-resonantly

coupled system based on Equation 4. The important point which

needs to be stressed here is that this approach is only valid

under the assumption that each resonance peak of the co-reso-

nant system can be modelled as an effective harmonic oscil-

lator with effective properties.

While this is a reasonable assumption as shown in [14], the

sensitivity discussion inevitably leads to the question of how the

co-resonance is actually affecting thermal noise distribution in

the coupled system and how that may affect the minimal

detectable frequency shift. Finding an answer to that requires a

derivation based on the equipartition theorem and transfer func-

tion for the coupled harmonic oscillator in a similar way as it is

outlined in [25] for the individual harmonic oscillator. Howev-

er, for the coupled system it has to be noted that while the com-

plete system has to be considered in the derivation, any oscilla-

tion detection takes place at the microcantilever and therefore

its amplitude is the quantity of interest.

The equipartition theorem states that, in thermal equilibrium,

each independent quadratic term in the system’s total energy

(i.e., each degree of freedom) equals a mean value of thermal

energy 1/2kBT [26]. The coupled harmonic oscillator consti-

tutes a two-degree of freedom system, hence the equipartition

theorem in that case is:

(30)

with the mean square displacement noise amplitudes  and

spring constants k1,2 of subsystem 1 and 2. Rearranging Equa-

tion 30 and substituting  the mean square thermal

noise amplitude of the microcantilever becomes:

(31)

Please note that Λ12 is only equal to the previously used ampli-

tude amplification factor Ba,b between micro- and nanocan-

tilever in case of neglected damping. If the complete coupled

harmonic oscillator model including damping is considered, the

amplification factor becomes more complicated and a deriva-

tion thereof can be found in [14].
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Following the reasoning of [25], the next steps involve the

calculation of the white thermal noise density and the mean

square displacement noise by integrating over the coupled

system’s transfer function G(f) = A1/A0. By using the electric

circuit model from Figure 1, G(f) = v1/v0 which can be found in

[14]. The ansatz to be used for the noise calculation is:

(32)

with the thermal oscillator noise density Nth,osci and the excita-

tion white thermal noise density Nth,exc. This represents the

filtering of the excitation white thermal noise due to the reso-

nance characteristics of the coupled harmonic oscillator system.

Integration of the squared thermal oscillator noise density from

Equation 32 over the complete frequency range [0,∞] and

relating that to the expression for the mean square amplitude

noise obtained from the equipartition theorem (Equation 31 for

the coupled harmonic oscillator) allows to derive the excitation

white thermal noise density according to:

(33)

However, this involves solving the integral for the squared

transfer function G2(f). While an antiderivative exists for the

single harmonic oscillator, no solution is available for the

coupled harmonic oscillator. Hence, numerical treatment is re-

quired and, based on this, it has to be studied if it is possible at

all to find an approximation for an antiderivative for the given

boundary conditions in the coupled case.

Integrating the oscillator noise over the relevant measurement

bandwidth from flow to fhigh finally gives the mean square dis-

placement noise according to

(34)

In case of a dynamic-mode cantilever which is excited at or

close to its resonance frequency f0, the transfer function

becomes G2(f0) = Q2 for a single harmonic oscillator. Again

there is no solution for the co-resonantly coupled harmonic

oscillator available yet.

The final derivation of the minimal detectable frequency shift is

based on the ansatz:

(35)

For a sensor working point close to the resonance frequency,

the inverse slope of the amplitude response curve can be ap-

proximated by ΔA/Δf0 ≈ f0/QA for a single harmonic oscillator

[25]. It has to be studied in more detail but it is likely that this

approximation still holds for the coupled harmonic oscillator

since the resonance peaks in that case are measured in the

same way as for the single harmonic oscillator. However,

in this case Q would have to be replaced by the effective quality

factor for the resonance peak measured and A = A1 since the

amplitude of subsystem 1 (microcantilever) is used. Further-

more ΔA =  and hence:

(36)

As Equation 36 and the above considerations show, two main

questions have to be studied in order to derive an expression for

the minimal detectable frequency shift of a co-resonantly

coupled cantilever sensor represented by a damped coupled

harmonic oscillator:

1. Derivation of an antiderivative or approximation formula

thereof for the coupled system’s squared transfer func-

tion G2(f), including incorporation of the relevant bound-

ary conditions

2. Approximation of inverse slope of the amplitude

response curve close to the resonance frequency for each

resonance peak

By solving these questions and following the steps outlined

above, a complete analytical solution for the minimal detectable

frequency shift and, consequently, the sensitivity of a co-reso-

nantly coupled cantilever sensor may be derived. However, due

to the co-resonantly coupled system constituting a two-degree

of freedom system with a complex transfer function, the actual

solution goes far beyond the scope of this publication which

aims at providing simplified expressions for relevant sensor

properties. The sensitivity calculation of a system represented

by a coupled harmonic oscillator will therefore have to be part

of future work as it will potentially involve numerical solutions

and elaborate approximations and assumptions. Nonetheless,
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Table 3: Minimal detectable frequency shift and related force gradient and mass load for individual micro- and nanocantilever and both resonance
peaks of the coupled system represented by effective properties. For the calculation, Equation 4 has been used, assuming measurement bandwidth
Bw = 1 Hz and room temperature T = 293 K.

Individual subsystems Coupled system, Δfe = +2%

Parameter Micro (1) Nano (2) Left peak (a) Right peak (b)

Amplitude A 100 nm 1000 nm 100 nm 100 nm
Freq. shift Δftherm 1.6 mHz 18.1 mHz 46.6 mHz 142.2 mHz
Min. force gradient kmin 1.6 × 10−8 N/m 1.8 × 10−10 N/m 2.1 × 10−9 N/m 1.8 × 10−9 N/m
Min. mass mmin 1.0 × 10−20 kg 1.1 × 10−22 kg 1.3 × 10−21 kg 1.1 × 10−21 kg

the steps outlined here can provide the basis for such an investi-

gation.

Implications on sensor sensitivity and
detectability
Until a solution for the above open questions is found, the sensi-

tivity based on the minimal detectable frequency shift of the

co-resonantly coupled system can be estimated by using Equa-

tion 4 for each resonance peak based on the derived expres-

sions for effective sensor properties. That furthermore allows to

analyze the sensitivity gain induced by the co-resonant cou-

pling in comparison to an individual cantilever sensor. For the

exemplary values given in Table 1, the minimal detectable fre-

quency shift can be calculated and consequently the minimal

detectable force gradient and mass load for both individual

subsystems as well as the resonance peaks of the coupled

systems, in that case for +2% eigenfrequency deviation. For the

calculations, Equation 2 and Equation 3 have been used with

Δf/f0 being substituted by the expression in Equation 4. The

results are listed in Table 3 and illustrate how the co-resonant

concept allows to access the high sensitivity of the nanocan-

tilever.

Please note that the estimates presented here are very conserva-

tive, as for example a rather high stiffness of the nanocantilever

and room temperature were assumed. A decrease in stiffness,

especially of the nanocantilever, and low temperatures will lead

to much more gain in sensitivity. With the derived expressions

within this work, a fast and easy way to estimate the potential

sensitivity is given.

However, the co-resonantly coupled system’s frequency shift

response to an external interaction is only one aspect. The other

equally important aspect is the detectability, i.e., how well the

oscillatory state of a dynamic-mode cantilever sensor can be

detected. That is limited by the signal-to-noise ratio (SNR) for

frequency, amplitude and phase measurements. It mainly

depends on the cantilever’s quality factor which directly influ-

ences the phase noise and resolution of the resonance peak [19].

With decreasing cantilever dimensions, the quality factor

usually decreases, hence, detectability deteriorates [38]. As the

considerations for the effective quality factor of the co-reso-

nantly coupled system show, this effect is, at least partly, coun-

teracted by the co-resonance. While the high sensitivity of the

nanocantilever is accessible, the usually higher quality factor of

the microcantilever becomes beneficial for detectability. Hence,

if always the resonance peak with the higher amplitude is

measured, the effective quality factor will never be below

approximately twice the smallest individual quality factor of the

system. Furthermore, as the graphs for effective quality factor

and spring constant show, the regions of small eigenfrequency

deviation (not perfectly matched) might be the most promising

in terms of sensor design as the effective quality factor can be

relatively high, i.e., ensure good detectability, while still very

good sensitivity is achieved by a low effective spring constant.

A more detailed study of the relation between detectability and

sensitivity of the co-resonant system based on the derived

expressions is necessary in order to fully understand the behav-

iour of the coupled system in this regard. That will eventually

lead to design criteria with respect to different sensor applica-

tions.

Conclusion
Coupling and eigenfrequency matching of a micro- and

nanocantilever has experimentally been demonstrated to lead to

a significant increase in sensitivity of cantilever sensors while

maintaining the ease of detection. This co-resonant measure-

ment principle allows to access the high sensitivity of a

nanocantilever as it induces a strong interplay between both

individual beams, resulting in an amplitude response curve

comprised of two resonance peaks which can be measured at

the microcantilever. It was found that these two resonance

peaks can be described by effective sensor properties which

depend on the individual beam’s properties and the degree of

eigenfrequency matching. Consequently, a small eigenfre-

quency deviation between micro- and nanocantilever results in

effective properties for both resonance peaks that are strongly

influenced by the nanocantilever’s characteristics. With increas-

ing eigenfrequency deviation, the effective properties of the

resonance peaks start to approach those of the individual beams,
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i.e., one peak is becoming increasingly similar to the single

microcantilever while the other one is approaching the nanocan-

tilever’s characteristics. When measuring the coupled system’s

amplitude response curve at the microcantilever, this secondly

mentioned resonance peak will eventually not be detectable

anymore. For sensor design and evaluation of prospective

sensor performance it is therefore crucial to analyze and under-

stand the effective sensor properties in order to advance the

measurement principle towards sensor implementations for dif-

ferent applications. In this publication, the derivation of analyti-

cal expressions for the effective sensor properties resonance fre-

quency, spring constant and quality factor were presented for

both resonance peaks of the coupled system based on the

coupled harmonic oscillator model. These expressions, in com-

bination with considerations for resonance amplitude amplifica-

tion between micro- and nanocantilever, allow to easily esti-

mate the prospective sensor performance and gain in sensitivity

due to co-resonant coupling based on the parameters of micro-

and nanocantilever. This is a crucial contribution for advancing

the co-resonant measurement principle and can be the basis for

further investigations and applications of co-resonantly coupled

systems. Furthermore, it was studied how the thermal noise and

consequently the derivation of a minimal detectable frequency

shift has to be treated for a co-resonantly coupled system repre-

sented by a coupled harmonic oscillator. While calculation steps

could be outlined, the solutions are rather complicated due to

the complex transfer function of this two-degree of freedom

system and will potentially require numerical treatment and

elaborate assumptions and approximations. This will be the

subject of future investigations and here, a simplified approach

to estimate the minimal detectable frequency shift based on the

effective sensor properties was shown.

Supporting Information
Supporting Information File 1
Details on mathematical derivations.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-9-237-S1.pdf]

Acknowledgements
The author acknowledges Christopher F. Reiche and Thomas

Mühl for helpful discussions and suggestions. Funding for this

project was provided by DFG grant KO5508/1-1.

References
1. Martínez-Martín, D.; Fläschner, G.; Gaub, B.; Martin, S.; Newton, R.;

Beerli, C.; Mercer, J.; Gerber, C.; Müller, D. J. Nature 2017, 550,
500–505. doi:10.1038/nature24288

2. Johnson, B. N.; Mutharasan, R. Biosens. Bioelectron. 2012, 32, 1.
doi:10.1016/j.bios.2011.10.054

3. Gfeller, K. Y.; Nugaeva, N.; Hegner, M. Biosens. Bioelectron. 2005, 21,
528–533. doi:10.1016/j.bios.2004.11.018

4. Baller, M. K.; Lang, H. P.; Fritz, J.; Gerber, C.; Gimzewski, J. K.;
Drechsler, U.; Rothuizen, H.; Despont, M.; Vettiger, P.; Battiston, F. M.;
Ramseyer, J. P.; Fornardo, P.; Meyer, E.; Güntherodt, H.-J.
Ultramicroscopy 2000, 82, 1–9. doi:10.1016/s0304-3991(99)00123-0

5. Stowe, T. D.; Yasumura, K.; Kenny, T. W.; Botkin, D.; Wago, K.;
Rugar, D. Appl. Phys. Lett. 1997, 71, 288–290. doi:10.1063/1.119522

6. Gross, B.; Weber, D. P.; Rüffer, D.; Buchter, A.; Heimbach, F.;
Fontcuberta i Morral, A.; Grundler, D.; Poggio, M. Phys. Rev. B 2016,
93, 064409. doi:10.1103/physrevb.93.064409

7. Gysin, U.; Rast, S.; Aste, A.; Speliotis, T.; Werle, C.; Meyer, E.
Nanotechnology 2011, 22, 285715.
doi:10.1088/0957-4484/22/28/285715

8. Giessibl, F. J.; Pielmeier, F.; Eguchi, T.; An, T.; Hasegawa, Y.
Phys. Rev. B 2011, 84, 125409. doi:10.1103/PhysRevB.84.125409

9. Melcher, J.; Stirling, J.; Cervantes, F. G.; Pratt, J. R.; Shaw, G. A.
Appl. Phys. Lett. 2014, 105, 233109. doi:10.1063/1.4903801

10. Li, M.; Tang, H. X.; Roukes, M. L. Nat. Nanotechnol. 2007, 2, 114–120.
doi:10.1038/nnano.2006.208

11. Gil-Santos, E.; Ramos, D.; Martínez, J.; Fernández-Regúlez, M.;
García, R.; San Paulo, Á.; Calleja, M.; Tamayo, J. Nat. Nanotechnol.
2010, 5, 641–645. doi:10.1038/nnano.2010.151

12. Nichol, J. M.; Hemesath, E. R.; Lauhon, L. J.; Budakian, R.
Appl. Phys. Lett. 2008, 93, 193110. doi:10.1063/1.3025305

13. Reiche, C. F.; Körner, J.; Büchner, B.; Mühl, T. Nanotechnology 2015,
26, 335501. doi:10.1088/0957-4484/26/33/335501

14. Körner, J.; Reiche, C. F.; Büchner, B.; Mühl, T.; Gerlach, G.
J. Sens. Sens. Syst. 2016, 5, 245–259. doi:10.5194/jsss-5-245-2016

15. Körner, J.; Reiche, C. F.; Gemming, T.; Büchner, B.; Gerlach, G.;
Mühl, T. Beilstein J. Nanotechnol. 2016, 7, 1033–1043.
doi:10.3762/bjnano.7.96

16. Körner, J.; Reiche, C. F.; Ghunaim, R.; Fuge, R.; Hampel, S.;
Büchner, B.; Mühl, T. Sci. Rep. 2017, 7, 8881.
doi:10.1038/s41598-017-08340-z

17. Reiche, C. F.; Körner, J.; Büchner, B.; Mühl, T. Bidirectional scanning
force microscopy probes with co-resonant sensitivity enhancement. In
Proceedings of IEEE 15th International Conference on
Nanotechnology, 2015; pp 1222 ff.

18. Körner, J.; Reiche, C. F.; Büchner, B.; Mühl, T.
tm - Technisches Messen 2018, 85, 410–419.
doi:10.1515/teme-2017-0139

19. Lochon, F.; Dufour, I.; Rebière, D. Sens. Actuators, B 2005, 108,
979–985. doi:10.1016/j.snb.2004.11.086

20. Martin, Y.; Williams, C. C.; Wickramasinghe, H. K. J. Appl. Phys. 1987,
61, 4723–4729. doi:10.1063/1.338807

21. Jenkins, N. E.; DeFlores, L. P.; Allen, J.; Ng, T. N.; Garner, S. R.;
Kuehn, S.; Dawlaty, J. M.; Marohn, J. A.
J. Vac. Sci. Technol., B: Microelectron. Nanometer Struct.–Process., M
eas., Phenom. 2004, 22, 909. doi:10.1116/1.1695336

22. Gysin, U.; Rast, S.; Ruff, P.; Meyer, E.; Lee, D. W.; Vettiger, P.;
Gerber, C. Phys. Rev. B 2004, 69, 045403.
doi:10.1103/physrevb.69.045403

23. Ilic, B.; Yang, Y.; Craighead, H. G. Appl. Phys. Lett. 2004, 85,
2604–2606. doi:10.1063/1.1794378

24. Rast, S.; Wattinger, C.; Gysin, U.; Meyer, E. Rev. Sci. Instrum. 2000,
71, 2772–2775. doi:10.1063/1.1150690

https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-9-237-S1.pdf
https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-9-237-S1.pdf
https://doi.org/10.1038%2Fnature24288
https://doi.org/10.1016%2Fj.bios.2011.10.054
https://doi.org/10.1016%2Fj.bios.2004.11.018
https://doi.org/10.1016%2Fs0304-3991%2899%2900123-0
https://doi.org/10.1063%2F1.119522
https://doi.org/10.1103%2Fphysrevb.93.064409
https://doi.org/10.1088%2F0957-4484%2F22%2F28%2F285715
https://doi.org/10.1103%2FPhysRevB.84.125409
https://doi.org/10.1063%2F1.4903801
https://doi.org/10.1038%2Fnnano.2006.208
https://doi.org/10.1038%2Fnnano.2010.151
https://doi.org/10.1063%2F1.3025305
https://doi.org/10.1088%2F0957-4484%2F26%2F33%2F335501
https://doi.org/10.5194%2Fjsss-5-245-2016
https://doi.org/10.3762%2Fbjnano.7.96
https://doi.org/10.1038%2Fs41598-017-08340-z
https://doi.org/10.1515%2Fteme-2017-0139
https://doi.org/10.1016%2Fj.snb.2004.11.086
https://doi.org/10.1063%2F1.338807
https://doi.org/10.1116%2F1.1695336
https://doi.org/10.1103%2Fphysrevb.69.045403
https://doi.org/10.1063%2F1.1794378
https://doi.org/10.1063%2F1.1150690


Beilstein J. Nanotechnol. 2018, 9, 2546–2560.

2560

25. Voigtländer, B. Scanning Probe Microscopy, 1st ed.; Springer: Berlin,
Germany, 2015. doi:10.1007/978-3-662-45240-0

26. Butt, H.-J.; Jaschke, M. Nanotechnology 1995, 6, 1–7.
doi:10.1088/0957-4484/6/1/001

27. Weaver, W. J.; Timoshenko, S. P.; Young, D. H. Vibration Problems in
Engineering, 5th ed.; Wiley: New York, NY, U.S.A., 1990.

28. Novotny, L. Am. J. Phys. 2010, 78, 1199–1202. doi:10.1119/1.3471177
29. Rubbmark, J. R.; Kash, M. M.; Littman, M. G.; Kleppner, D.

Phys. Rev. A 1981, 23, 3107–3117. doi:10.1103/physreva.23.3107
30. Lang, H. P.; Hegner, M.; Gerber, C. Nanomechanical cantilever array

sensors. In Springer Handbook of Nanotechnology; Bhushan, B., Ed.;
Springer: Berlin, Germany, 2007; pp 427–452.
doi:10.1007/978-3-642-02525-9_15

31. T. Mühl, personal communication, 24th August 2017.
32. Pirzer, T.; Hugel, T. Rev. Sci. Instrum. 2009, 80, 035110.

doi:10.1063/1.3100258
33. Gibson, C. T.; Smith, D. A.; Roberts, C. J. Nanotechnology 2005, 16,

234–238. doi:10.1088/0957-4484/16/2/009
34. Morita, S.; Giessibl, F. J.; Wiesendanger, R., Eds. Noncontact Atomic

Force Microscopy; NanoScience and Technology; Springer Berlin:
Berlin, Germany, 2009. doi:10.1007/978-3-642-01495-6

35. Sarid, D. Scanning Force Microscopy - With Applications to Electric,
Magnetic and Atomic Forces, 1st ed.; Oxford Series in Optical and
Imaging Sciences; Oxford University Press: Oxford, United Kingdom,
1994.

36. Blanter, M. S.; Golovin, I. S.; Neuhäuser, H.; Sinning, H.-R. Internal
Friction in Metallic Materials - A Handbook; Springer: Berlin, Germany,
2007. doi:10.1007/978-3-540-68758-0

37. Jazar, R. N. Advanced Vibrations; Springer US: Boston, MA, U.S.A.,
2013. doi:10.1007/978-1-4614-4160-1

38. Yasumura, K. Y.; Stowe, T. D.; Chow, E. M.; Pfafman, T.;
Kenny, T. W.; Stipe, B. C.; Rugar, D. J. Microelectromech. Syst. 2000,
9, 117–125. doi:10.1109/84.825786

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0). Please note

that the reuse, redistribution and reproduction in particular

requires that the authors and source are credited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(https://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.9.237

https://doi.org/10.1007%2F978-3-662-45240-0
https://doi.org/10.1088%2F0957-4484%2F6%2F1%2F001
https://doi.org/10.1119%2F1.3471177
https://doi.org/10.1103%2Fphysreva.23.3107
https://doi.org/10.1007%2F978-3-642-02525-9_15
https://doi.org/10.1063%2F1.3100258
https://doi.org/10.1088%2F0957-4484%2F16%2F2%2F009
https://doi.org/10.1007%2F978-3-642-01495-6
https://doi.org/10.1007%2F978-3-540-68758-0
https://doi.org/10.1007%2F978-1-4614-4160-1
https://doi.org/10.1109%2F84.825786
http://creativecommons.org/licenses/by/4.0
https://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.9.237


315

Nitrous oxide as an effective AFM tip functionalization:
a comparative study
Taras Chutora1, Bruno de la Torre*1,2, Pingo Mutombo2, Jack Hellerstedt2,
Jaromír Kopeček2, Pavel Jelínek1,2 and Martin Švec*1,2

Full Research Paper Open Access

Address:
1Regional Centre of Advanced Technologies and Materials,
Department of Physical Chemistry, Faculty of Science, Palacký
University, Šlechtitelů 27, 78371 Olomouc, Czech Republic and
2Institute of Physics of the Czech Academy of Sciences,
Cukrovarnická 10, 162 00 Prague, Czech Republic

Email:
Bruno de la Torre* - bruno.de@upol.cz; Martin Švec* - svec@fzu.cz

* Corresponding author

Keywords:
atomic force microscopy; Au(111); carbon monoxide;
functionalization; high resolution; nitrous oxide; submolecular
resolution

Beilstein J. Nanotechnol. 2019, 10, 315–321.
doi:10.3762/bjnano.10.30

Received: 24 October 2018
Accepted: 07 January 2019
Published: 30 January 2019

This article is part of the thematic issue "Advanced atomic force
microscopy II".

Guest Editor: T. Glatzel

© 2019 Chutora et al.; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
We investigate the possibility of functionalizing Au tips by N2O molecules deposited on a Au(111) surface and their further use for

imaging with submolecular resolution. First, we characterize the adsorption of the N2O species on Au(111) by means of atomic

force microscopy with CO-functionalized tips and density functional theory (DFT) simulations. Subsequently we devise a method

of attaching a single N2O to a metal tip apex and benchmark its high-resolution imaging and spectroscopic capabilities using FePc

molecules. Our results demonstrate the feasibility of high-resolution imaging. However, we find an inherent asymmetry of the N2O

probe-particle adsorption on the tip apex, in contrast to a CO tip reference. These findings are consistent with DFT calculations of

the N2O- and CO tip apexes.

315

Introduction
Frequency-modulated atomic force microscopy (AFM) has

become the tool of choice for the characterization of molecules

on the atomic scale. Functionalization of a metallic tip apex

with a single carbon monoxide molecule (CO) was the key to

achieve submolecular resolution for the first time, on a

pentacene molecule [1]. This milestone initiated a vigorous de-

velopment of the technique that now serves a variety of

purposes. For example, it can identify molecular structures of

natural and pure compounds [2-5], determine the bond order in

conjugated systems [6], visualize intramolecular charge distri-

butions [7-9], image three-dimensional molecular structures

[10-12], discern complex molecular mixtures [13,14], resolve

the intermediate states of chemical reactions [15-19] or discrim-

inate the spin state of single molecules [20].
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mailto:bruno.de@upol.cz
mailto:svec@fzu.cz
https://doi.org/10.3762%2Fbjnano.10.30


Beilstein J. Nanotechnol. 2019, 10, 315–321.

316

In most of these cases, the functionalized tip is routinely ob-

tained by picking up a single CO molecule from the substrate.

Applying an analogous approach, atomically sharp metal apexes

can be also decorated either by different molecular species such

as C60 [21], naphthalenetetracarboxylic diimide (NTCDI) [22],

NO [23] or single atoms such as Xe [24,25], Br [24], Kr [24], O

[26], and Cl [1,27]. Such tip terminations have proved to be

fairly stable and therefore capable of achieving submolecular

resolution. The characteristics of each type of tip termination,

such as chemical structure or internal charge distribution, are

extremely important for the AFM contrast, distortions in the

molecule images, and spatial resolution [8,27,28]. The tip-

terminating particle also significantly affects the spectroscopy

measurements, i.e., the interaction energy toward different

atomic species in force spectroscopy, the contact potential

difference in Kelvin probe force microscopy (KPFM) [9,29]

and vibrational levels of inelastic tunneling spectroscopy

(IETS) [30,31]. A particular termination of the tip may be

bound to certain types of substrates, and better suited for a

limited range of investigated objects, such as molecules with

specific functional groups or atomic impurities with character-

istic charge distribution. Therefore it is of utmost importance to

search for new potentially practical molecules for tip functional-

ization and describe their unique properties.

Here we present a process in which N2O was deposited on a

Au(111) substrate and characterized. Subsequently we functio-

nalized the Au tip with N2O and benchmarked its capabilities

by imaging a FePc molecule and performing force–distance

spectroscopy. The data is compared to equivalent measure-

ments done with a Au tip functionalized with CO.

Results and Discussion
A clean Au(111) surface was inserted into the microscope head

and cooled to 5 K before exposing it to N2O gas. Figure 1a

shows a characteristic constant-current image of the N2O/

Au(111) system, revealing the formation of small 2D clusters,

preferentially located at the kinks of the characteristic herring-

bone structure. Their variable size is typically a few nanome-

ters in diameter. The estimated average apparent height of the

cluster formations was 70 pm.

After the N2O cluster formation, the metallic tip (pre-treated by

a gentle indentation into the substrate) was functionalized by an

impurity CO molecule, which significantly improved the resolu-

tion in both STM and AFM. We performed high-resolution

AFM/STM measurements on various clusters (comparable to

the inset of Figure 1a), which revealed elongated structures; we

attribute these to individual flat-lying N2O molecules. In a

cluster, typically composed of 5–25 molecules, the N2O mole-

cules have a preferential short-range arrangement of rotation-

Figure 1: Adsorption of N2O molecules on the Au(111) substrate.
(a) Overview STM image (100 mV, 10 pA, 50 × 50 nm2) of a sample
after N2O deposition. Inset: a close-up AFM image (1.5 × 1.5 nm2) of
the N2O cluster adsorbed on the herringbone elbow, scanned with a
CO-functionalized tip. (b) Top view of the calculated adsorption geom-
etry of a N2O trimer. (c) Simulated AFM image (1.5 × 1.5 nm2) of a
N2O trimer on Au (111) using the probe-particle model [32].

ally symmetrical trimers, with intermolecular distances of about

4.3 Å. A DFT calculation of a single N2O molecule on the sur-

face confirms that its adsorption configuration on Au(111) is

primarily driven by a non-covalent dispersion interaction and

prefers to orient its longer axis parallel to the  axis of the

surface. The vertical distance between the single molecule and

the surface was estimated to be 3.5 Å. Based on this finding, we

construct an atomic model of the three flat-lying N2O mole-

cules on Au(111) and optimize it with total-energy DFT calcu-

lations. We find that the trimer is stabilized by electrostatic

interactions between the N and O atoms of adjacent N2O mole-

cules, due to their slightly different polarization. The calcula-

tions reveal that the preferred orientation of the N2O molecules

in the clusters is with the O atoms outward (Figure 1b), being

17 meV more stable than the opposite arrangement.

Using the optimized geometry of the cluster obtained from DFT

calculations, as an input for the probe-particle model [32], we

simulated the AFM images to determine the atomic contrast of

the N2O trimer (Figure 1c). Note that the probe–particle was

mimicking a CO molecule. We found good agreement between

theory and experiment.

We were able to functionalize the tip with a N2O molecule. In

various attempts to adsorb N2O onto the tip, we discovered that

by intentionally reducing the bias to 50–100 mV for several

seconds in constant-current mode while scanning an area con-

taining a cluster of N2O molecules, a sudden improvement of

the resolution occurred (as shown in Figure 2a). This event is

characteristic for the tip picking up a molecule from the surface

[33,34] and therefore can be attributed to a transfer of a N2O
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Figure 2: Tip functionalization with a N2O molecule. (a) STM image (100 mV, 10 pA, 6 × 6 nm2) demonstrating a spontaneous enhancement of the
resolution while scanning over the N2O-covered surface. (b) Schematic representation of the functionalization process (blue arrow indicates the scan
direction). (c) Constant-height AFM image (2 × 2 nm2) of a single N2O cluster obtained with a N2O-functionalized tip.

molecule from the surface to the tip apex, as schematically

shown in Figure 2b. We propose that the N2O molecule is at-

tached to the tip apex through the terminal N (Figure 2b), which

has a more reactive character compared to the O atom [35]. In

this manner, the O atom would be responsible for the majority

of interaction with the substrate.

After functionalization of the tip apex with a single N2O mole-

cule, we obtained a high-resolution AFM image of the N2O

cluster (Figure 2c). The N2O tip exhibits good stability during

the measurement, allowing us to scan at smaller tip–sample sep-

arations and to enter the Pauli repulsion regime. The AFM

image of the N2O cluster Figure 2c shows a remarkably similar

resolution to the images acquired with a CO-decorated tip.

In order to understand the chemical behavior of the N2O tips

and compare them to the CO tips, we carried out DFT calcula-

tions of their electrostatic potential and total densities (see

Methods for more detail). Figure 3 shows the calculated electro-

static potential (ESP) map for CO and N2O attached to a Au

pyramid, projected onto isosurfaces of their respective total

electron densities (cut at 0.03 e/A3). The spatial ESP variation is

an important factor for the determination of the molecular reac-

tivity and can be interpreted as the static distribution of the

charge around the molecule [36].

The ESP maps of the CO and the N2O molecule attached to the

gold tip (Figure 3) possess some similar characteristics. Both

molecules have similar variation of the potential along the

probe molecule, i.e., the regions with negative values around

the C–O and N–O bonds (electron-rich area, colored in blue)

and regions with positive values at the terminal O atoms (elec-

tron-poor area, colored in red). This indicates that the N2O tip is

Figure 3: Comparison of the calculated electrostatic potential projec-
tions of the CO (a) and N2O (b) tips obtained through DFT calcula-
tions.

very similar to the CO tip in terms of spatial charge distribution.

However, the Hirschfeld analysis [37] of atomic charge at the O

apex atom gives −0.077e for the N2O tip, compared to −0.055e

for the CO tip. This can result in a larger electrostatic interac-

tion of the N2O probe with a charged atom or molecule. Also,

the geometry of the probe particles on the tip is remarkably dif-

ferent. The CO molecule is attached to the Au pyramid almost

perfectly on its axis, whereas N2O is bent strongly. The bent

adsorption configuration of the N2O molecule is caused by elec-

trostatic interactions between the molecule and the Au tip,

which arise from the mutual dipole–dipole interaction. Further-

more, the calculated adsorption energies of the two molecules

on the tip differ as well. We have found a value of −0.840 eV

for CO, compared to −0.156 eV for N2O. So while a N2O tip

might still provide the resolution and sensitivity needed for sub-

molecular imaging, an asymmetry is expected in the images

made by the N2O tips and interaction forces may have a larger

electrostatic contribution.
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Figure 5: (a) STM and AFM constant-height images of the FePc on Au(111) (1.7 × 1.7 nm2, Vb = 3 mV) obtained with two different tip terminations,
N2O and CO. The STM scale for N2O ranges from 0.6 to 43 pA and for CO from 3.8 to 410 pA. The AFM gray scale for N2O ranges from −23 to
−12 Hz and for CO from −12 to 10 Hz. (b) Site-specific Δf spectroscopy obtained with N2O and CO tip terminations above the outer C–C bonds (red
dot) and the centers (green dot) of the peripheral benzene rings of the molecule.

To benchmark the performance of the N2O-decorated tip exper-

imentally, we used it to obtain high-resolution STM/AFM

images of a single FePc molecule, which is suitable as a stan-

dard due to its planar shape and the flat adsorption geometry on

Au(111) [31]. A submonolayer coverage of FePc molecules was

deposited on Au(111) at room temperature, and the FePc/

Au(111) surface was subsequently cooled down in the micro-

scope and exposed to N2O. Figure 4 shows an overview STM

image of the obtained sample, where the FePc molecules pre-

dominantly occupy the fcc-stacked Au regions and the kinks of

the Au(111) herringbone reconstruction. The N2O species

adsorbs planarly as in the previous experiment, clustering in the

vicinity of single FePc molecules. To functionalize the tip with

a single N2O molecule on such a sample we used the procedure

described above. We scan a small region around a single FePc

molecule that is surrounded by N2O molecules, at a setpoint of

50 mV and 20 pA until the characteristic change in the contrast,

which is associated with the functionalization, occurs (inset of

Figure 4).

With this functionalized tip, we performed imaging with sub-

molecular resolution on one of the FePc molecules, surrounded

by the N2O species. Figure 5a shows the corresponding set of

constant-height STM/AFM maps, along with the reference data

acquired with a CO tip on a single FePc molecule on Au(111).

Figure 4: Constant-current STM images of the co-adsorption of FePc
and N2O molecules on a Au(111) surface (200 mV, 20 pA,
40 × 40 nm2), imaged with a N2O-functionalized tip. Inset: STM image
(50 mV, 20 pA, 5 × 5 nm2) of a FePc molecule surrounded by N2O
species, demonstrating a tip-functionalization event (on the scan line
marked by the dashed line). The scan direction is indicated by a blue
arrow.
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The observed AFM contrast for both the tips generally corre-

sponds to the FePc backbone structure; it shows the four periph-

eral benzene rings, the inner pyrrole groups and a signature of

the metal atom at the center. In the STM images both tips detect

a dominating electron tunneling contribution of the central Fe

molecular orbital at the Fermi level [31] and also the overall

shape of the molecule.

The AFM image taken with the N2O tip exhibits slightly lower

resolution, in comparison to the CO tip termination, with a

strong directionality of the submolecular features within the

peripheral benzene rings. The tunneling current image also

reveals a significant shadow cast in the same direction as the

asymmetric features in AFM. These features are indicative of a

general probe asymmetry, consistent with the theoretical calcu-

lations, which shows a strongly bent adsorption configuration of

the N2O molecule on the tip apex.

For a quantitative comparison of the interaction energy of the

two tip terminations with FePc, we performed site-specific

frequency-shift spectroscopy Δf(z) measurements on the outer

C–C bonds and centers of the peripheral benzene molecules

indicated by the red and green dots in Figure 5a. In Figure 5b,

the short-range Δf curves recorded with N2O and CO tips are

shown (after subtracting the background measured on clean Au

[38]). The Δf(z) dependence recorded for the N2O tips is

considerably different from the one obtained with a CO

tip, both qualitatively and quantitatively. The value of the

maximum attractive force [39] for the N2O tip (Figure S1,

Supporting Information File 1) on both spectroscopy sites

(outer C–C bond,  ≈ −125 pN, and hollow site,

 ≈ −132 pN) are significantly higher in comparison to the

CO tip (outer C–C bond, FCO ≈ −30 pN, and hollow site,

FCO ≈ −56 pN). Consequently, the interaction energies

(Figure S1, Supporting Information File 1) measured with the

N2O tip (outer C–C bond,  ≈ −156 meV, and hollow site,

 ≈ −167 meV) are substantially greater in comparison

to the values measured by the CO tip (outer C–C bond,

ECO ≈ −43 meV, and hollow site, ECO ≈ −75 meV). This differ-

ence can be understood as a result of stronger electrostatic inter-

action of the molecule with the N2O tip, which is consistent

with the DFT calculations of the two different tip terminations.

Conclusion
We have investigated the behavior of N2O molecules on the

surface of Au(111) and determined that they adsorb parallel to

the surface, forming typical triangular clusters. We were able to

readily functionalize a metallic tip with a single N2O molecule

by picking it up from the Au(111) substrate and demonstrated

that the functionalization of the tip can be achieved even when

N2O is co-adsorbed on the surface with other species, in this

case FePc molecules. We evaluated the performance of the N2O

tips in submolecular imaging of FePc and site-specific Δf(z)

spectroscopies. We reproducibly achieved a resolution qualita-

tively equivalent to the resolution otherwise routinely observed

with CO tips, distinguishable by a noticeable asymmetry and

higher interaction energies, indicative of a bent adsorption ge-

ometry of the N2O on the tip and more electrostatic charge rela-

tive to CO. These observations were corroborated by DFT

calculations.

Methods
Experimental
Experiments were carried out in an ultra-high vacuum STM/

AFM system (Createc) operated at 5 K. The Au(111) sample

(Mateck) was cleaned by repeated cycles of sputtering (1 keV)

and subsequent annealing to 600 °C. FePc molecules (Sigma

Aldrich, evaporation temperature ca. 250 °C) were directly

evaporated onto a clean Au(111) surface at room temperature.

N2O was adsorbed onto the Au(111) surface at temperatures

below 12 K with exposures of 0.5–1.7 L. AFM measurements

were performed with a qPlus sensor (resonance frequency ca.

30 kHz; k ≈ 1800 N/m), using an oscillation amplitude of

50 pm. Prior to functionalization, the Pt tip was repeatedly

indented into the Au(111) substrate several nanometers deep for

sharpening and coating with Au. Experimental data were

analyzed using WSxM software [40]; all models were visual-

ized using Vesta software [41].

DFT calculations
We performed density functional theory calculations using the

FHI-AIMS code [42] to study the interaction of N2O with the

Au(111) surface. We have used a 6 × 6 supercell, composed of

three Au layers to represent the Au(111) surface. Both a single

molecule and trimer clusters were initially placed on the sur-

face according to experimental findings. The structural optimi-

zation of the slab was carried out, except for the two bottom Au

layers, until the remaining atomic forces and the total energy

were found to be below 10−2 eV/Å and 10−5 eV, respectively. A

Monkhorst–Pack grid of 3 × 3 × 1 was used for integration in

the Brillouin zone.

DFT calculations were performed at the GGA-PBE level in-

cluding the Tkatchenko–Scheffler treatment of the van der

Waals interactions [43]. The scaled zeroth-order regular approx-

imation [44] was applied to take into account the relativistic

effects. The total density and the Hartree potential were calcu-

lated to determine the electronic interactions between the sur-

face and the molecules.

AFM images were simulated based on the probe-particle model

[32,45], which takes into account van der Waals (vdW) and
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electrostatic interactions between the tip and the sample. The

calculations were performed varying the effective charge of the

probe particle in order to obtain the best possible agreement be-

tween the experimental findings and the simulated AFM

images. The lateral stiffness was set to k = 0.25 N/m. The corre-

lation of the experimental evidence and theory permit us to

understand the nature and origin of the chemical contrast.

Supporting Information
Supporting Information File 1
Additional computational data.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-10-30-S1.pdf]
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Abstract
Recently, there have been a number of variations of electrostatic force microscopy (EFM) that allow for the measurement of time-

varying forces arising from phenomena such as ion transport in battery materials or charge separation in photovoltaic systems.

These forces reveal information about dynamic processes happening over nanometer length scales due to the nanometer-sized probe

tips used in atomic force microscopy. Here, we review in detail several time-resolved EFM techniques based on non-contact atomic

force microscopy, elaborating on their specific limitations and challenges. We also introduce a new experimental technique that can

resolve time-varying signals well below the oscillation period of the cantilever and compare and contrast it with those previously

established.
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Introduction
Since the inception of the atomic force microscope (AFM) a

variety of techniques have been developed aimed at measuring

local electronic and ionic properties on a wide range of samples.

By carefully controlling the electric field between the tip and

sample many properties can be measured with high spatial reso-

lution including static properties such as local contact potential

difference (which can be used to extract the local work func-

tion) [1] and local piezoelectric response [2], and dynamic prop-

erties such as the charging and decay times of photoexcited

carriers [3-6], and local activation energies for ionic transport

[7,8]. These measurements play a crucial role in understanding

local charge dynamics and composition of numerous materials

with applications across many fields including energy genera-

tion and storage. Capturing time-resolved dynamic processes at

ever-decreasing time and length scales has become of increased

interest in recent years due to the importance of understanding

transport properties of real-world, often heterogeneous materi-

als relevant for energy generation and storage. A number of

AFM techniques have been developed to study relevant materi-

als including time-resolved EFM to measure photoexcited

charge accumulation and charge transfer [6,9-11], time-domain

EFM to measure ionic transport [7,12], time-resolved electro-

chemical strain microscopy (ESM) to measure ionic transport

[8,13], various time-resolved Kelvin probe force microscopy

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:mascaroa@physics.mcgill.ca
https://doi.org/10.3762%2Fbjnano.10.62
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Table 1: Overview of the five techniques explored in this review. Time resolution is the smallest demonstrated value.

technique time resolution limitations strengths

direct
time-domain

above 2 μs – resonance frequency and detection bandwidth
limit time resolution

– simple implementation

voltage-pulse
averaging EFM

ca. 200 ns – significant averaging time – simple implementation

– difficulty in extracting stretched exponential – time resolution not limited by detection
bandwidth

– functional form of C(t) must be known
fast free
time-resolved
EFM [22]

ca. 10 ns – slowly varying relationship between τ and
extracted signal tfp for sub-cycle time constants

– excellent spatial resolution

– difficulty in extracting stretched exponential for
small time constants

– fast imaging times with simultaneous
acquisition and analysis

phase-kick EFM
[23]

ca. 35 ns – requires precisely phase-locked excitation
signals

– strong signal-to-noise ratio due to
averaging

– tip–sample force gradient must be approximately
constant over oscillation cycle

– time resolution not limited by detection
bandwidth

intermodulation
spectroscopy [20]

ca. 30 ns –high Q-factor cantilevers result in lower
signal-to-noise ratio

– time resolution theoretically only
limited by measurement time

– a time dependent capacitance will likely lead to a
complicated analytic representation needed to
extract the time-evolution of the system

– full time-evolution can be captured
using only a single measurement

(KPFM) techniques that utilize either optical pump-probe or ad-

vanced signal processing to measure time-resolved surface

potentials [14-18], and other techniques that exploit non-linear

signal mixing or heterodyning to extract the time evolution of

the tip–sample interaction [19,20]. All of these techniques share

a common goal of furthering the understanding of charge gener-

ation and transport processes to develop a clear picture of the

underlying mechanisms that govern them. This requires an ex-

tensive toolbox of experimental techniques of which EFM-

based ones will most certainly play an essential role.

In this review we explore in detail several techniques that allow

for time-resolved electrostatic force measurements to probe

ionic transport. More specifically, these techniques are able to

capture time-varying changes in the tip–sample coupling due to

the movement of mobile ions within the sample in the sample

volume directly underneath the probe tip. The ionic motion is

initiated by an electric potential applied across the sample; the

movement of mobile ions leads to a change in the tip–sample

capacitance and, thus, to a change in the electrostatic force

acting on the cantilever probe tip. The electrostatic tip–sample

force is proportional to the capacitance gradient ∂C/∂z times the

square of the applied potential V(t)2, i.e.,

In ionic transport measurements it is the time-dependence of the

capacitance C(t) that is to be measured; however, this is not

usually a known quantity. In order to validate a technique for

suitability in measuring this quantitatively, a known time-

varying voltage with the same functional time-dependence that

mimics the expected C(t) can be used instead. This allows for a

quantitative assessment of the extracted parameters and is the

method used to validate each technique discussed herein.

Since there is a multitude of similar techniques, each with their

own clever implementations and analyses, we have restricted

our review to exclude all pump–probe and KPFM techniques as

these are generally unsuitable for probing ionic transport. For a

recent review of all KPFM and related techniques, we refer the

reader to [21].

We begin by describing the direct time-domain method and its

limitations, we then introduce a new technique we refer to as

voltage-pulse averaging EFM, and then continue to explain and

examine three other techniques with applications to ionic trans-

port measurements, specifically fast free time-resolved EFM

[22], phase-kick EFM [23], and intermodulation spectroscopy

[20]. Table 1 lists these techniques along with their respective

time resolutions (smallest value demonstrated), limitations, and

strengths.

Review
Direct time-domain EFM
Background
Direct time-domain EFM measurements are the most straight-

forward methods of measuring time-varying interactions. In the
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Figure 1: Illustration of ionic transport measurements in the time domain. (a) A conducting AFM tip is brought close (typically 1–20 nm) to the surface
of a sample containing mobile ions (Li+ in this case). (b) A step potential (Vdc) is applied between the tip and back electrode, creating an electric field
that extends through the sample. (c) The mobile ions move towards the tip (in the case of a negative tip bias and grounded back electrode), shielding
the internal electric field.

commonly used frequency-modulated AFM configuration, the

resonance frequency of an oscillating cantilever is measured

while the probe tip interacts with a surface [24]. The interac-

tions are purely electrostatic – in other words, the tip and sam-

ple form a capacitor. The oscillation of the cantilever can there-

fore be modulated by the electric field between the tip and sam-

ple, which may vary with time. The first use of an AFM to

measure the time evolution of sample charge carriers was re-

ported by Schönenberger and Alvarado [25]. They first applied

a voltage pulse between the tip and sample to inject charge into

the sample. They subsequently measured the (ac) electrostatic

force as a function of time using a lock-in amplifier where the

observed force decayed over several seconds.

In the case of photovoltaic samples, simply shining light on

them photoexcites charge carriers, which can result in charge

build-up in the sample at the location of the AFM tip if an

appropriate voltage is applied across the tip–sample gap.

Measuring the resonance frequency shift as a function of time

after the light is turned on/off then allows for the charging/

discharging time to be directly acquired, revealing information

about charge generation and transport in the sample. This was

first performed by Krauss et al. who observed charging of pho-

toexcited CdSe nanocrystals by direct frequency shift measure-

ments after illumination [26].

The concept outlined above can be applied to measure ionic

transport in ionic conducting materials as well. To probe ionic

transport a step potential is applied between the AFM tip and a

conducting back electrode, creating an electric field across the

tip–sample gap and through the sample, illustrated in Figure 1b.

The mobile ions inside the sample move in response to this field

over time, resulting in a change in the field (and field gradient)

at the tip as illustrated in Figure 1c. This changing electric field

as a result of screening by the mobile ions leads to a shift of the

cantilever resonance frequency as a function of time, which can

be directly measured, typically by using a phase-locked loop

(PLL). This was first performed by Bennewitz et al. to measure

the mobility of F− vacancies in a CaF2 crystal [27]. Schirmeisen

et al. later improved the technique by performing the measure-

ments at various temperatures to extract the activation energy

for ionic transport in Li+ conducting glasses [7]. To further

expand the power of the technique, Mascaro et al. developed a

real-time averaging system used in conjunction with a fast

(high-bandwidth) PLL to improve the time resolution [12]. This

enabled ionic transport measurements to be performed on lithi-

um iron phosphate (LiFePO4), a relevant lithium-ion battery

cathode material. In this configuration the time resolution (and

thus the fastest ionic conductor that can be measured) is limited

by the time response of the PLL, which depends on many pa-

rameters including the free resonance frequency of the cantile-

ver as well as the various PLL settings.

Limitation: direct frequency detection
A critically damped second-order PLL (i.e., optimized settings)

has an exponentially decaying time response to abrupt changes

in the frequency being tracked (the center frequency, f0) [28].

The response time-constant of the phase detector is determined

directly by the center frequency: τPD = 1/f0. Thus, the theoreti-

cal minimum response time to achieve more than 95% tracking

is three cycles. This is difficult to realize in practice as it

neglects amplification/filtering before and after the phase

detector and other non-ideal effects such as jitter and noise. The

overall response time of the system (τPLL, inversely propor-

tional to the overall bandwidth) serves as a more practical

metric as it takes all contributions into account. This can either

be measured by stepping the frequency of a known signal and

measuring the response time or in the case of some digital PLLs

by a built-in function that models the response [29].

In general, ionic transport in solid ionic conductors follows a

stretched-exponential time response to applied electric fields:
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(1)

where  represents the internal electric field,  is the initial

field strength, β is the stretching factor, and τ* is the collective

(or overall) time constant for the response [30]. Note that this

stretched exponential behaviour is due to the correlated nature

of ion transport, which depends on the atomic and electronic

structure of the material, and not necessarily due to a distribu-

tion of relaxation times [31]. Nonetheless, this complicates

time-domain measurements of ionic transport as the functional

form of the relaxation must be fully captured in order to reli-

ably extract the relevant parameters, namely τ* and β. With

slow ionic relaxation times (longer than milliseconds)

and typical operating (scanning) parameters (bandwidth of

ca. 100 Hz) the PLL response will not affect the extracted

values obtained from directly fitting the data. However, as the

relaxation time approaches the response time of the PLL, the

output signal will become a convolution of the PLL response

function and the ionic relaxation. This makes any quantifica-

tion of the transport properties challenging.

To investigate the effect of τPLL on the ability to extract param-

eters from measured signals, a digitially synthesized voltage

waveform varying in time as a stretched exponential

(Equation 1, β = 0.7) was applied between a Pt-coated AFM tip

and a gold substrate (separated by about 20 nm) under high

vacuum (ca. 10−6 mbar, Jeol JSPM-5200) to simulate ionic

transport in the sample with a known decay time constant. Note

that a separation ≥1 nm is necessary in general to ensure that no

charge is injected into the sample. In this case, the electric field

follows the applied voltage instantaneously on the relevant time

scales. For each programmed time constant (from 0.1 to 10 ms),

the voltage was varied from 0 V initially to 5 V; the measured

response is shown in Figure 2a where the blue curve is the

result of the smoothly varying stretched-exponential applied

voltage. The orange curve is the result of applying an initial in-

stantaneous jump from 0 to 2.5 V followed by a stretched-expo-

nential increase to 5 V. This is intended to mimic experimental

conditions as the step voltage applied causes an initial jump in

the resonance frequency (due to the stepped electric field be-

tween the tip and sample before the ions respond) followed by

the slow sample relaxation (as the ions move to shield the initial

electric field). Since the actual time constant is given by the

synthesized voltage waveform, the percent error can be directly

calculated from the fit results. Note that since the frequency

shift is quadratic in voltage and it is the voltage being changed

here, we must first take the square root of the data before fitting.

The results are shown in Figure 2b where the shaded area is the

region for which τ* < τPLL ≈ 600 μs. To replicate measurement

conditions, 100 waveforms were applied as a pulse train (50%

duty cycle) and the response signals were averaged together

using our realtime averaging system to reduce noise (described

in [12]). In both cases (with and without the initial jump) we are

able to accurately extract the relaxation time constant; the initial

jump only leads to a higher statistical uncertainty, which is due

to the slow initial response of the PLL relative to the fast jump

from 0 to 2.5 V. This becomes especially apparent for

τ* ≈ τPLL. The stretching factor displays exactly the same be-

haviour (not shown).

Figure 2: (a) AFM frequency shift response to stretched-exponential
voltage pulses (from 0 to 5 V) with and without an intial 2.5 V jump.
(b) Percent error of fitted relaxation time constant (τ*) as a function of
relaxation time constant of applied voltage pulse for fixed PLL
response time (τPLL). Shaded region shows where τ* < τPLL.

Clearly the practical limitation for high-fidelity measurements is

determined by τPLL as the percent error increases drastically for

τ* < τPLL. Simply increasing the PLL bandwidth will decrease

τPLL although this will result in higher noise due to the less
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aggressive filtering. By taking a larger number of averages, the

same signal-to-noise ratio can be achieved, however the cantile-

ver resonance frequency will ultimately determine the minimum

τPLL. Empirically we have found that the minimum PLL

response time achievable is τPLLmin ≈ 10 × 1/f0. The highest

resonance frequency cantilevers currently commercially avail-

able have frequencies of f0≈ 5 MHz, thus the realistic minimum

measurable relaxation time of this technique is ca. 2 μs.

Voltage-pulse averaging EFM
Motivation
Improving the time resolution beyond the limitations of direct

time-domain measurements is possible in several ways using

careful instrumentation and signal analysis. The basic concept is

to detect (using a slow detector) the change in average response

of the sample due to a change in the frequency (or, e.g., repeti-

tion rate or delay time) of an excitation signal. This is also the

basis for pump–probe spectroscopy, which is routinely em-

ployed to measure ultrafast dynamics of condensed matter

systems using a variety of pulsed light sources [32-35]. In some

systems the probe pulse is not even necessary as the pump both

excites the response being investigated and engages the probing

behaviour simultaneously. One example of this is in time-

resolved Kelvin probe force microscopy (KPFM) experiments

that measure the surface photovoltage of a sample as a function

of time after a light source is pulsed. This was first imple-

mented by Takihara et al. to measure the photovoltage dynam-

ics of a sample at time scales faster than the KPFM feedback

loop can track [36]. In this measurement mode, the tip–sample

coupling is in an ‘always-on’ state and the time resolution is

achieved by modulating the length of time the system is allowed

to decay (i.e., the pulse-off time). The minimum time resolu-

tion is no longer limited by the detection electronics, but instead

is theoretically limited only by the thermal noise of the cantile-

ver [18]. This principle can be easily extended to ionic systems

(such as those discussed previously) by simply replacing the

pulsed light source with a pulsed voltage. In this case, the elec-

tric field engages the tip–sample coupling and simultaneously

moves the mobile ions in the substrate, which leads to a

changing tip–sample capacitance. Since the applied voltage

controls the tip–sample coupling, turning the voltage off decou-

ples the tip from changes occurring in the sample, thus the ionic

transport is only probed during the pulse-on time, which can be

directly controlled. Finding a relationship between the average

frequency shift  and the relaxation time constant of the

sample τ* as a function of the pulse width T then allows for the

sample transport dynamics to be extracted beyond the time

resolution of the detection electronics. To relate the frequency

shift of a cantilever to the tip–sample forces for FM-AFM, we

turn to canonical perturbation theory using action-angle vari-

ables similar to the work done by Giessibl [37].

Derivation using canonical perturbation theory
Starting with the Hamiltonian for a harmonic oscillator

and using a capacitive force perturbation Hamiltonian

(ΔH = (1/2)CV2), we transform the momentum and position

variables to action and angle variables: (p,q)→(α,β), where the

first-order perturbation solution for the angle variable β1 (not to

be confused with the earlier use of β as the exponential

stretching factor) has the property:

(2)

where the dot denotes the time derivative and the subscript 0 in-

dicates that α and β are to be replaced with their unperturbed,

constant values (α0,β0) after differentiation [38].

Writing q in terms of the action and angle variables explicitly:

(3)

we see that  is the time derivative of the phase change due to

the perturbing force. Taking the average therefore gives us the

steady-state frequency shift , which can easily be

measured. Re-writing:

(4)

it can be easily shown that

(5)

and  where A0 is the oscillation amplitude, k is

the spring constant, and f0 is the resonance frequency of the

oscillator. In the simplest experiment where a time-varying

voltage is applied between a conducting tip and sample, C has

only an explicit dependence on q and V only an explicit depen-

dence on t:

(6)

However, C does have an implicit time-dependence because the

position q is not constant. The capacitance C(q) between a con-

ducting sphere and conducting plane is approximated by [39]:
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(7)

where R is the radius of the sphere and q’ is the sphere-plane

(tip–sample) separation, which changes as the (tip) position, q,

oscillates. In other words: , where

 is the initial cantilever phase, ω0 is the free resonance fre-

quency, A0 is the amplitude, and d is the closest tip–sample sep-

aration of the oscillating cantilever. Assuming this is an accept-

able approximation for an AFM tip and conducting sample, the

average frequency shift can be written as follows:

(8)

with the integral taken over one cycle (1/f0). Thus far we have

only made an assumption regarding the functional form of the

tip–sample capacitance. This relation (Equation 8) is thus valid

for arbitrary oscillation amplitudes and timescales as long as the

tip–sample interaction remains a small perturbation to the

overall mechanical energy of the cantilever oscillation. This

condition is fulfilled for a periodic voltage pulse with its fre-

quency, fV, away from any of the mechanical resonances of the

cantilever (fV < fi+1 and fV ¿ fi where fi is the i-th mechanical

eigenfrequency of the cantilever). This is due to the large

quality factor enhancement present on resonance, which would

lead to a significant contribution to the total mechanical energy

from even a small voltage (and thus field) applied near reso-

nance, invalidating the perturbation approach to derive Equa-

tion 8.

Validation measurement
To demonstrate the time resolution of this technique a valida-

tion measurement was performed using a cantilever with a low

resonance frequency (16.7 kHz) and a conducting tip over a

gold sample. The tip was retracted a short distance (ca. 20 nm)

with the z-feedback turned off and a train of exponential voltage

pulses was applied, resulting in a change in the average fre-

quency shift as a function of the width of the voltage pulse (T),

illustrated in Figure 3a. The frequency shift was averaged over

several seconds for each value of T, and T was then stepped as

illustrated in Figure 3b. This full measurement was repeated

20 times with the z-feedback turned on and then back off be-

tween each measurement to minimize drift. Each pulse had the

form V(t) = V0 + ΔV(1 − exp[−t/τ)] during the pulse-on period

and V(t) = V0 during the pulse-off period with a duty cycle of

20%. To fit the data, the integral in Equation 8 was performed

piecewise over the corresponding on and off time periods for

one full cantilever oscillation: (0→T/5, T/5→T), (T→6T/5,

Figure 3: (a) Schematic illustration of the voltage-pulse averaging
EFM technique: the top shows the applied voltage pulses with differ-
ent pulse width (T), while the bottom shows the (simulated) instanta-
neous (Δf) and average ( ) frequency shift due to an exponentially
varying sample response. (b) Measured average frequency shift
response as a function of the pulse width (T) for exponential voltage
pulses with 1 μs (blue), 500 ns (red) and 200 ns (purple) time con-
stants (τ), cantilever f0 = 16.7 kHz, 2 s averaging per measurement,
20 measurements per point. Error bars are the standard deviation of
20 measurements, and the black lines show fits to Equation 8.
(c) Extracted time constant, (τ), as a function of the programmed time
constant for the three measurements in (b); the solid gray line has a
slope of unity to illustrate where points would lie for a perfect 1:1 rela-
tionship. Measured values: τ = 1.05 ± 0.03 μs, τ = 633 ± 20 ns,
τ = 192 ± 3 ns. Note that a decay time of 190 ns is ca. 300-times faster
than the cantilever oscillation period.
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6T/5→2T), … , (…, (5N − 4)T/5→NT), where NT ≈ 1/f0 (note

that NT ≠ 1/f0 because the pulse width cannot be an integer

multiple of the oscillation period as discussed above). This inte-

gral has no closed-form solution and therefore must be com-

puted numerically in order to fit the data. Since the phase be-

tween the applied pulses and the cantilever oscillation is arbi-

trary, the integral must be computed for many oscillation cycles

(starting with an arbitrary phase) and then averaged to mini-

mize the effect of the initial relative phase.

The results are shown in Figure 3 along with the fits to Equa-

tion 8 where we set: V(t) = A + B·exp(−t/τ), giving three fit pa-

rameters: A, B, and the time constant τ. The effect of the finite

number of oscillation cycles appears in the fitted curves (black

lines in Figure 3) as small deviations from a perfectly smooth

function. This can be minimized by integrating over more

cycles at the expense of increased computation time, which can

be significant and has a negligible effect on the extracted fit pa-

rameters. The extracted time constants are plotted as a function

of the programmed time constants in Figure 3c.

Extending this technique to ionic transport systems requires

only the insertion of an explicit time dependence of the capaci-

tance C(t) in place of the time-dependent voltage in Equation 8.

The capacitance follows the time dependence of the system

after a bias is applied, which is typically a stretched exponen-

tial as in Equation 1. Although this is in principle feasible, the

main challenge is to perform the fitting. We attempted to fit the

data in Figure 3 to a stretched exponential with an additional

parameter, β, which should result in an extracted value of β = 1

since this is a ‘pure’ exponential decay. The fitting was very

problematic due to the dependence of the fit results on the

chosen initial conditions. This is a general challenge when using

functions with numerous fit parameters, in accordance with the

famous quote about fitting an elephant by John Von Neumann

[40].

Assumptions and limitations
As shown by this validation measurement, this technique can be

used to measure transport processes occurring faster than the

period of the cantilever. Fundamentally, the time resolution

should only be limited by the minimum electrical pulse width

that can be reliably applied to the sample (which is likely much

larger than the theoretical limit [18]). The only assumption used

that may not be true for all cases is the functional form of the

tip–sample capacitance (Equation 7). To test the accuracy of

this assumption we investigated both a conducting sample and a

thick dielectric sample (200 μm thick sapphire, εr = 11.3) by

measuring the frequency shift as a function of the distance with

a constant applied bias. The force was then extracted from the

frequency shift using the Sader–Jarvis method [41] while taking

Figure 4: Measured tip–sample force as a function of the distance for
a gold-coated tip over a grounded gold substrate (red) and a grounded
200 μm thick sapphire substrate (blue) with 4 V applied to the tip. Can-
tilever parameters: f0 = 295.621 kHz, k = 27 N/m, A = 6 nm (Mikro-
masch NSC15/CR-AU).

care to ensure that the inversion procedure is mathematically

well-posed for this particular experiment [42,43].

The results are shown in Figure 4 where the black lines are fits

to the approximate force between a conducting sphere held at a

constant potential and a conducting plane:

(9)

where  and  are fit parameters. Theoretically, ,

where ε is the permittivity and V is the applied voltage, and  is

the effective tip radius. The oscillation amplitude for both ex-

periments was 6 nm, thus the x-axis is the average tip–sample

separation and the zero-point was chosen as the point when the

oscillation stopped due to contact with the sample. The result-

ing values for  were 0.6 nN for gold and 38.5 nN for sapphire

and the effective tip radii obtained were  = 4.3 nm and

0.23 nm for gold and sapphire, respectively. The  value ob-

tained for gold is very close to the theoretical value of 0.53 nN,

but the value for sapphire is off by approximately a factor of 5,

while the tip radii are significantly smaller than the true tip

radius (ca. 30 nm). These results are not surprising as there are

many potential sources of error that can affect the absolute

value of the force including the calibration of the cantilever

spring constant, background forces from the conical probe and

the cantilever itself, and uncertainty in the zero-point for both

the tip–sample separation and the force itself, which are typical-

ly chosen arbitrarily [44-49]. Note that this experiment aims



Beilstein J. Nanotechnol. 2019, 10, 617–633.

624

only to demonstrate the validity of the functional form of the

relationship and not as a quantitative measurement of these pa-

rameters. Better approximations than the simple sphere–plane

one used here have been developed, but would introduce signif-

icant challenges in computing the integral in Equation 8. Using

this simple approximation for both gold and sapphire substrates,

the residuals are normally distributed to within experimental

uncertainty (i.e., the χ2 goodness of fit test performed on the

residuals does not reject the null hypothesis to 0.05 signifi-

cance [50]). This demonstrates that the functional form of this

approximation is valid with this particular probe type on sam-

ples of two extremes (a smooth conductor and a thick dielectric

material). However, it is not necessarily valid in all cases and

should therefore be verified through spectroscopy measure-

ments such as this on a case-by-case basis.

Sapphire was chosen for its high dielectric constant (εr > 10),

which is similar to those found in many solid ionic conductors

such as LiFePO4 and LiCoO2, and for its low electronic

conductivity and lack of mobile ions. This experiment is there-

fore a reliable validation of the z-dependence of the tip–sample

capacitance expected for actual ionic transport measurements on

relevant samples.

Fast free time-resolved EFM
Motivation
It is clear that there are challenges in using time-averaged AFM

signals to extract fast sample dynamics, namely a priori know-

ledge or assumptions of the specific temporal functional form of

the dynamics. Some techniques have sought to avoid this by

directly capturing the deflection signal using high-speed data

acquisition systems and performing offline analysis to recon-

struct the sample response. One such technique is fast free time-

resolved electrostatic force microscopy (FF-trEFM), first pro-

posed by Giridharagopal and co-workers [22]. FF-trEFM

captures the full dynamics of an oscillating cantilever when an

interaction force between the tip and sample is turned on. An

overview of this technique is shown in Figure 5 (reproduced

from [51]).

Description and implementation
To implement FF-trEFM requires the addition of a high-speed

data acquisition system to a standard AFM, which is not overly

expensive or onerous. Acquiring the raw deflection signal in the

time-domain precludes the necessity for expensive detection

electronics that are commonly used to acquire and demodulate

the oscillation of the cantilever. The only limitation on standard

AFM systems are the photodetectors, which typically have

bandwidths of 1–2 MHz, although faster photodiodes are avail-

able. The raw signal can then be filtered and postprocessed

using a Hilbert transform to extract the analytical signal and

what is known as the ‘instantaneous frequency’ (the time deriv-

ative of the instantaneous phase). Examining the extracted in-

stantaneous frequency after applying a voltage with an expo-

nential rise time τ (shown in Figure 5b for simulated data), it is

clear that the response shows observable differences as a func-

tion of τ. Since the cantilever is continuously driven throughout

the experiment, the instantaneous frequency shows a fast tran-

sient response to the applied pulse, followed by a slow relaxa-

tion towards a new steady-state value. This leads to a clear

initial peak in the frequency shift, which is defined as the ‘time

to first frequency shift peak’ (tFP) by Giridharagopal and

co-workers [22]. The authors demonstrated that simulated

results (both numerical simulations of a damped-driven

harmonic oscillator and finite element simulations) and their ex-

perimental results show excellent agreement given the same pa-

rameters and subject to the same postprocessing (windowing,

filtering, and analytical signal extraction).

It is instructive to note that the extracted instantaneous frequen-

cy contains a time delay introduced by the bandpass filter used

in the processing to smooth the response, which cannot be com-

pletely corrected for. This leads to the attenuation of high-fre-

quency components, especially for decay times faster than the

oscillation period. Because of this attenuation, the extracted

signal is a representation of the true ‘instantaneous frequency’,

leading to difficulties in determining the full functional form of

the time-dependent tip–sample interaction.

Application to ionic transport measurements
To accurately quantify ionic transport requires the capability to

fully resolve the functional form of a stretched exponential

response to extract the two main parameters of interest, τ and β.

To test the suitability of FF-trEFM for these measurements, we

performed numerical simulations (of a damped driven harmonic

oscillator, see Supporting Information File 1 for MATLAB

code) similar to those performed by Karatay and co-workers

[51], using instead a resonance frequency varying in time as a

stretched exponential and a stretched exponential electrostatic

force term:

(10)

and

(11)

The parameters employed were ω0  = 2π  × 277 kHz,

Δω = 2π × 277 Hz, and Fe0 = 3 nN, similar to those used in

[22]. The results after windowing, filtering, and performing the
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Figure 5: “(a) Schematic of the experimental setup: (i) Computer requests a trigger at a defined phase of the oscillation, (ii) trigger circuitry triggers
the digitizer and the excitation source accordingly, and (iii) the digitizer transfers the acquired signals to computer. (b) Flow diagram of the data analy-
sis procedure after the acquisition: (iv) signals are averaged together, (v) windowed and filtered, and (vi) demodulated via Hilbert transform to find the
instantaneous frequency of the cantilever (instantaneous frequency curves for excitations with time constants of 25 ns and 100 μs are shown).”
Reproduced with permission from [51], copyright 2016 AIP Publishing.

Hilbert transform are shown in Figure 6. The colours denote

different time constants and the β values are shown by different

line styles. For slower time constants (τ ≥ 10 μs) the different

values of β are visually distinct; however, at much smaller

timescales these distinctions are no longer visible, making ionic

transport measurements using FF-trEFM challenging and

possibly no more advantageous than direct time-domain EFM.

Demonstration of spatial resolution
In more recent work by Karatay and co-workers, they analyzed

how a variety of factors including noise and the phase differ-

ence between the cantilever oscillation and the applied pulses

affect the achievable time resolution [51]. They presented

guidelines for implementation of their technique, in particular

the use of photothermal excitation to reduce other sources of

mechanical noise. To study the relationship between the system

dynamics and the measured tFP response they mapped tFP as a

function of true exponential time constant τ to generate a cali-

bration curve (Figure 7a). They observed statistically signifi-

cant differences in the measured signal in differences in τ down

Figure 6: Extracted FF-trEFM signals from numerical simulations of
tip–sample interactions with a stretched-exponential time response
(Equation 1) with various relaxation time constants, τ, and stretching
factors, β.
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Figure 7: “(a) Calibration curve for a range of characteristic times of
exponential decay (τ) (inset shows a zoom-in for shorter times).
(b) Topography and (c) inverse τFP (τFP

−1) images of a 1:4 ratio
MDMO-PPV:PCBM thin film photovoltaic device cast from toluene. Ex-
citation wavelength is 488 nm and intensity at the tip is ~290 W/cm2.
Data are acquired at 10 nm lift height, 10 V bias between the cantile-
ver and the sample, with 60 averages per pixel.” Adapted with permis-
sion from [51], copyright 2016 AIP Publishing.

to 10 ns, which they designated as the minium attainable time

resolution. The authors then utilized tFP to study differences in

local charging times of an organic photovoltaic thin film

(MDMO-PPV:PCBM), shown in Figure 7, and demonstrated

the ability of the technique to spatially resolve heterogeneities.

Due to the difficulty in quantitatively extracting τ from the

measured τFP, spatially resolved measurements are limited to

relative charging rates presented as spatial mapping of τFP.

These results can still provide useful insight into sample dy-

namics (in this case the quantum efficiency of the photovoltaic

material) even though direct quantitative measurements of

decay time constants may not always be possible.

Phase-kick EFM
Background and implementation
Another technique recently developed by Dwyer and

co-workers, referred to as “phase-kick” EFM (pk-EFM), uses an

indirect measurement of the cumulative change of a cantilever

parameter (phase or amplitude) in order to reconstruct a time-

varying signal [23]. One implementation of pk-EFM utilizes a

carefully timed voltage pulse applied between tip and sample

that controls the tip–sample coupling while a light pulse is also

applied, as illustrated in Figure 8 (reproduced from [23]).

Initially, the cantilever is driven on resonance at a steady-state

amplitude and a voltage is applied. The voltage engages the

tip–sample coupling and leads to an initial frequency shift,

which can be seen at t = −50 ms in Figure 8F. A short time later

the drive is turned off so that the cantilever is freely oscillating;

practically, this removes the drive signal as a source of noise in

the experiment. At t = 0 a light pulse is then applied and the ca-

pacitance varies temporally as the sample charges due to the

photoexcitation. By then abruptly turning off the tip–sample

coupling (by setting the voltage back to 0) the total photocapac-

itance change measured by the cantilever can be controlled. The

applied voltage therefore acts as a gate that controls the cumula-

tive sample response that is captured in the cumulative change

in the cantilever oscillation. The total phase shift  from the

time the light pulse is applied (t = 0) to the time when the

voltage is returned to 0 (t = tp) is then proportional to the inte-

grated photocapacitance since the voltage is held constant over

this time:

(12)

where  is the is the second derivative of the tip–sample ca-

pacitance with respect to vertical separation, f0 is the resonance

frequency, and k0 is the spring constant. This result is derived

from the relationship between the frequency shift and the capac-

itive force between the tip and sample:

(13)

which is a valid approximation in the limiting case of small

oscillation amplitudes [37]. More specifically, this approxima-

tion is only valid if the force gradient is constant over one full

oscillation of the tip [52]. This can be achieved under typical

experimental conditions (1–5 nm oscillation amplitude) by

simply performing the measurement with a larger tip–sample

separation, but this comes at the cost of degraded spatial resolu-

tion. Achieving smaller oscillation amplitudes (much smaller

than 1 nm) is possible using more sensitive detection methods

(interferometry, for example [53]) and cleaner excitation

schemes such as photothermal excitation [54]. Using probes of

higher stiffness, however, is not expected to be advantageous

due to the inverse relationship between the measured phase shift

and cantilever spring constant.
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Figure 8: “For three representative pulse times, we plot (A) cantilever amplitude; (B) cantilever drive voltage, turned off at t = −10 ms; (C) tip voltage,
with the pulse time tp indicated; (D) sample illumination intensity, turned on at t = 0; (E) sample capacitance; and (F) cantilever frequency shift.
(G) Timing of applied voltages and light pulses. The voltage and light turn off simultaneously at t = tp. After a delay td (typically 5 to 15 ms), the cantile-
ver drive voltage is turned back on. Next, we illustrate how the phase shift  is calculated using the tp = 10.3 ms data. We process the cantilever dis-
placement data using a software lock-in amplifier. (H) The software lock-in amplifier reference frequency changes at t = tp. The software lock-in ampli-
fier outputs (I) the in-phase (solid) and out-of-phase (dashed) components of the cantilever displacement; (J) cantilever amplitude; (K) frequency shift;
and (L) phase shift. The total phaseshift  is equal to the highlighted area under the cantilever frequency shift curve. (M) The voltage- and light-in-
duced phase shift  is measured as a function of the pulse time tp. We show only every other data point for clarity. The tp = 10.3 ms data point is
denoted with a star. Experimental parameters: PFB:F8BT on indium tin oxide (ITO) film, h = 250 nm, Vt = 10 V, Ihν = 0.3 kW m−2, delay time between
pulses = 1.5 s.” The cantilever used had a resonance frequency of 62 kHz. Reproduced with permission from [23].

Validation measurement
To demonstrate the sub-cycle time resolution of this technique,

Dwyer et al. used the Magnus expansion in order to solve the

system of linear differential equations describing the cantilever

motion [23]. Modelling the photocapacitance as a single expo-

nential with a risetime of τ,

resulted in two expressions relating the cumulative amplitude

(ΔA) and phase shifts ( ) to the time constant:

(14)

(15)

where  (δxhν is the dc deflection due to

the photocapacitive force). This result is valid for very short

times after the voltage is abruptly returned to 0. It is especially

interesting as it relates the change in amplitude and phase with

the phase of the cantilever when the voltage is turned off,

. By tuning tp, a phase shift, an amplitude change,

or a combination of both can be induced. The technique is fully

illustrated in Figure 9 where the amplitude data in Figure 9E

(ΔA) was obtained by voltage pulses alone. The voltage pulses

resulted in charging/discharging of the sample (PFB:F8BT on

ITO), which was also modelled as a single exponential in time:

Vt(t) = V[1 − exp(−t/τc)]. This allowed for the amplitude to be

written as a function of tp and τc where it again displayed a

sinusoidal dependence on . Note that tp in Figure 9 refers to

the width of the voltage pulse, whereas tp used in the derivation

was the time at which the voltage was returned to zero.

Relabelling the width of the voltage pulses as , this yields

; in other words the tp  in Equation 14 and

Equation 15 can be tuned by changing the delay time td. This is

shown in Figure 9E where the sinusoidal behaviour of ΔA as a
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Figure 9: “Experiments and simulations demonstrating subcycle time resolution in pk-EFM. (A) Subcycle voltage-pulse control experiment (PFB:F8BT
on ITO, h = 250 nm). A voltage pulse of length tp is applied to the cantilever tip (top) at a delay of td relative to the cantilever oscillation (middle) for
100 consecutive cantilever oscillations. (B) The pulses shift the cantilever amplitude by ΔA.(C) Measured frequency shift and (D) phase shift, demodu-
lated with a 3-dB bandwidth of 4.8 kHz (blue) and 1.5 kHz (green). (E) The amplitude shift ΔA versus delay time td for three representative pulse
lengths. (F) The normalized response ΔAmax/tp obtained by fitting data in (E) shows the cantilever wiring attenuating the response at short pulse
times. The gray line is a fit to a single-exponential cantilever charging transient.” Adapted with permission from [23].

function of td is clear. Figure 9F shows the maximum ampli-

tude change ΔAmax as a function of the inverse pulse width

. An exponentially decreasing amplitude change at smaller

pulse widths is clearly visible, which the authors explain by the

charge being unable to get in and out of the sample on these fast

timescales. The extracted time constant for the charging time,

τc, was 34 ± 5 ns.

Application to ionic transport measurements
From this voltage-pulse measurement it is clear that this tech-

nique can easily be extended to measure ionic transport. In fact,

it may even be best suited to this application as it requires only

a precisely timed voltage pulse instead of phase-locked voltage

and light pulses. This technique operates in much the same way

as the voltage-pulse averaging method previously described: A

parameter of the cantilever oscillation (be it phase, frequency

shift, or amplitude) is averaged over a long time period while a

coherent (i.e., phase-locked with respect to cantilever oscilla-

tion) repeating signal is applied over a much smaller time

period that induces a change in the measured parameter. By

changing the length of time that the ‘fast’ signal is allowed to

interact with the cantilever it can then be reconstructed by

relating the slowly varying parameter to the fast dynamics. Al-

though similar to pump–probe style measurements, these tech-

niques are unique in that they operate by changing the cumula-

tive interaction time between the probe and the sample instead

of simply capturing ‘snapshots’ of the evolution of the sample

dynamics as a function of time. This allows for sample dynam-

ics that are driven only while the tip–sample coupling is

engaged to be measured, such as ionic transport, for example.

Directly applying this technique to measure ionic transport,

however, would require the addition of a stretching factor, β,

into the exponential as previously discussed. The main compli-

cation in this case is performing the time-integral over the

capacitive gradient, which was assumed to be a simple expo-

nential in Equation 14 and Equation 15. The integral will not

have a closed-form solution, which would require either a series

expansion approximation or a numerical approximation in order

to extract useful information from the data. This will likely

result in the same challenge as we encountered with the voltage-

pulse averaging technique where the least-squares fitting has

many local minima for the fit parameters resulting in a strong

dependence of the fit results on the initial conditions. Nonethe-

less, this technique is promising in terms of achieving better

time-resolution in EFM-based measurements.

Intermodulation spectroscopy
Background and implementation
Significant progress has clearly been made in measuring elec-

trostatic force microscopy signals in the time domain. The main

challenges of the techniques discussed thus far have been the

detection methods (specifically, bandwidth limitations) and

various assumptions and approximations that have been made,

which limit the useful parameter space of some experiments.
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Figure 10: Synthetic data of cantilever deflection spectrum around the fundamental resonance frequency, ω0 =2π × 247 kHz, with:
(a) δ = 2π × 500 Hz and a quality factor typical for ambient measurements, Q = 200; (b) δ = 2π × 500Hz and Q = 5000, typical of vacuum measure-
ments; (c) δ = 2π × 50 Hz and Q = 200; and (d) δ = 2π × 50 Hz and Q = 5000.

Looking instead in the frequency domain, one very recent

method of extracting fast sample dynamics appears to be a

promising alternative to many of these challenges. Intermodula-

tion spectroscopy, developed by Borgani and Haviland [20],

utilizes the spectral response of a cantilever near resonance due

to an applied pulse train (optical or electrical) in order to probe

sample dynamics. This technique exploits the non-linear

tip–sample interaction due to the applied pulse train that results

in a spectrum of peaks at various sum and difference frequen-

cies, illustrated in Figure 10. Each of these frequency compo-

nents (referred to as intermodulation products, or IMPs)

contains information about the interaction, which can be

extracted by looking at the Fourier series expansion of the

tip–sample interaction. Since the interaction is purely capaci-

tive, the force is given by

which contains two separate variables each with their own peri-

odicity: the capacitive gradient ∂C/∂z, and the voltage V. Since

V is controlled by the applied excitation, it is periodic in ωE, the

repetition rate of the applied pulses. The Fourier series for V2(t)

is therefore given by:

(16)

In the case where the sample capacitance remains constant (in a

conducting sample, for example), the capacitance gradient has

the same periodicity as the cantilever oscillation since the canti-

lever sweeps through the gradient as it oscillates. The Fourier

series expansion for

can then be written as

(17)
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Figure 11: “Results from simulations and from the experimental validation for the proposed excitation schemes: (a) resonant, (b) sub-resonant and
(c) super-resonant. The cantilever has a resonance frequency of about 2π × 250 kHz, a value of δ = 2π × 500 Hz is used in the sub-resonant scheme
and δ = 2π × 50 Hz in the resonant and super-resonant schemes. The fittted values τF are plotted versus the value programmed in the simulation and
in the MLA. The gray dashed lines have slope unity and indicate where a perfect data point would be. For the experimental data, a series of
256 measurements is performed at each value of programmed τF: the blue dots indicate the median of the reconstructed values, and the error bars in-
dicate the inter-quartile range. The vertical red dashed lines mark the time resolution calculated in Sec. IV.” of [20]. “(a) in the resonant scheme, both
simulations without noise (green dots) and experiments fail to reach the predicted time-resolution, due to the violation of Eq. (7). (b) in the sub-reso-
nant scheme, simulations with detector and force noise (orange dots) and experiments show the predicted time resolution. (c) in the super-resonant
scheme, simulations without noise approach the predicted time resolution, while experiments are limited to about 50 ns. Simulations with detector and
force noise reproduce the experimental data.” Reproduced with permission from [20], copyright 2019 AIP Publishing.

The authors proposed three distinct excitation schemes based on

the frequency of the applied pulses, ωE, relative to the mechani-

cal drive frequency ωD: resonant excitation, where ωE = ωD + δ,

with ; sub-resonant excitation, where ; and

super-resonant excitation, where ωE = 2ωD + δ. For each excita-

tion scheme they showed the Fourier coefficients for the first

six IMPs, which have the form

For resonant excitation, they determined that taking the ratio

and product of certain pairs (  and ) yields quantities

that depend only on the electrical response, which completely

eliminates the dependence on the capacitance gradient. Thus, to

extract information about the system using these quantities does

not require any assumptions about the functional form of the ca-

pacitance gradient. The only (major, and possibly limiting)

assumption is that the sample is metallic (see discussion

below). The authors also derived similar ratios for both the sub-

resonant and super-resonant schemes, allowing them to

directly compare the time resolution and signal-to-noise ratio of

each.

Validation measurement
As a validation measurement, they applied electrical pulses with

known exponential charging times between a conducting tip and

sample and extracted the rise and fall time constants, τr and τf,

using an analytical model for V2(t). This allows for a high-

fidelity reconstruction of the true signal using only a few

Fourier coefficients. Using the resonant excitation scheme, they

accurately extracted the time constants down to ca. 20 ns,

approaching the theoretical limit they derived for the technique.

Their results are shown in Figure 11 for each of the three excita-

tion schemes. Both the resonant and super-resonant schemes

allowed signals more than an order of magnitude faster than the

oscillation period of the cantilever to be extracted.

They report that mapping of system dynamics can be done even

at standard imaging speeds due to the simultaneous acquisition

at multiple frequencies using a multi-frequency lock-in ampli-

fier. This is a drastic improvement over many other time-

resolved EFM variations that require lengthy averaging times,

which makes spatial mapping difficult and time consuming.

Challenges and application to ionic transport
measurements
Thus far, measurements using this technique have only been

performed under ambient conditions and on a conducting sam-

ple with known voltage pulses. One foreseeable challenge will

be in performing measurements under vacuum conditions,

which is typically beneficial due to the large increase in quality

factor that leads to a greater force sensitivity. However, for

intermodulation spectroscopy measurements, this will lead to a

smaller frequency window in which quality factor enhancement

will be available to boost the relative amplitudes of the IMPs.

This is illustrated in Figure 10 where panel (a) shows synthetic

data for a standard cantilever in ambient (Q = 200) with several

IMPs clearly visible above the noise. Figure 10b shows the

exact same simulated experiment with a much higher quality
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factor (Q = 5000), which is typical for vacuum applications. In

both cases δ = 2π × 500 Hz. Reducing δ to 50 Hz, as was done

for the resonant and super-resonant experiments, yields many

more IMPs above the noise level as shown in Figure 10c. Si-

multaneously demodulating several of these components allows

for accurate reconstruction of the time-varying voltage. Howev-

er, in the case of high Q, we see that many of the peaks are now

well below the noise level due to the size of the resonance peak

compared to the IMP spacing (δ). The signal-to-noise ratio is

significantly lower in this case, requiring a much smaller value

of δ and, in turn, longer averaging times. Note that since the

time resolution is proportional to δ (Equations 15 and 16 in

[20]), using a smaller δ values actually results in better time

resolution, at the expense of longer measurement times.

Another complication that may be encountered will be ob-

served when performing measurements on samples with non-

static capacitance gradients. For the analysis performed in this

case the capacitance was assumed to have only the periodicity

of the cantilever oscillation, ωD, which is, of course, valid

because the sample is a conductor. This will not be the case

when the capacitance gradient has an explicit time-dependence,

as with many photovoltaic and ionic conductors. In these sam-

ples, the tip–sample capacitance gradient will evolve with time

after the application of the pulse (be it optical or electronic) and

will therefore have a frequency component matching that of the

applied pulses, ωE. This is due to sample dynamics such as pho-

toexcitation or ionic transport [12,23,55]. This may make ex-

tracting the time response of the sample much more difficult if

the capacitive Fourier coefficients cannot be eliminated by

taking ratios of certain components. There may be methods of

minimizing this effect, especially in the case of optical pulses

for measuring time-resolved photocapacitance similar to the

pk-EFM method discussed previously [23]. In this implementa-

tion, Dwyer et al. applied a large bias between the tip and sam-

ple to engage the coupling, having the fortunate side-effect of

rendering the measurement insensitive to small variations in

surface potential as the sample charges. This results in a

response that is only sensitive to the time-varying capacitance,

simplifying the analysis significantly. Similar techniques may

be required to extract information from samples where large

time-dependent changes in capacitance and surface potential are

expected.

Conclusion
We have reviewed several established techniques that achieve

time resolution using EFM and examined their assumptions,

limitations, and potential applications. Direct time-domain EFM

is the most straightforward to implement, but is limited to

measuring on timescales much slower than the cantilever oscil-

lation. The new technique we have demonstrated – voltage-

pulse averaging EFM – allows for time resolution much faster

than the cantilever oscillation period, but requires a priori

knowledge of the time-evolution of the signal and the func-

tional form of the tip–sample capacitance. FF-trEFM, which

uses post-processing to extract the instantaneous frequency of

the cantilever, allows for rapid data acquisition while scanning

and high spatial resolution, but suffers from a nonlinear varia-

tion of the measured signal with the time constant of the sam-

ple response for fast responses. Phase-kick EFM provides a

pathway to extract sample dynamics indirectly by observing

cumulative changes in the cantilever oscillation, but relies on

the assumption that the oscillation amplitude is small with

regards to the capacitance gradient, which can be violated for

large amplitudes and/or small tip–sample separations. Finally,

we have looked in detail at intermodulation spectroscopy,

which exploits the non-linear signal mixing of the cantilever

oscillation and an applied pulse train by recording the various

frequency components corresponding to specific Fourier coeffi-

cients. This technique may encounter difficulties in extracting

information for measurements where the tip–sample capaci-

tance also changes as a result of the applied pulse train.

Despite many of these assumptions and potential limitations, all

of these techniques represent great strides in the advancement

of time-resolution in EFM. With the need for measurements of

faster and faster dynamics with higher spatial resolution, the

role of time-resolved EFM as a key tool is more significant than

ever.

Supporting Information
Supporting Information File 1
MATLAB code to simulate FF-trEFM measurements with

a stretched exponential response.
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Abstract
Properties of metal oxides, such as optical absorption, can be influenced through the sensitization with molecular species that

absorb visible light. Molecular/solid interfaces of this kind are particularly suited for the development and design of emerging

hybrid technologies such as dye-sensitized solar cells. A key optimization parameter for such devices is the choice of the com-

pounds in order to control the direction and the intensity of charge transfer across the interface. Here, the deposition of two differ-

ent molecular dyes, porphyrin and coumarin, as single-layered islands on a NiO(001) single crystal surface have been studied by

means of non-contact atomic force microscopy at room temperature. Comparison of both island types reveals different adsorption

and packing of each dye, as well as an opposite charge-transfer direction, which has been quantified by Kelvin probe force micros-

copy measurements.

874

Introduction
With regard to its use in dye-sensitized solar cells (DSSCs), the

wide-bandgap n-type semiconductor TiO2 has become one of

the most extensively studied metal oxides, especially in the

context of scanning probe microscopy (SPM) [1]. The working

principle of an n-type DSSC, which is shown in Figure 1a,

relies on the functionalization of TiO2 surfaces with dye mole-

cules enabling the absorption of light in the visible region of the

sun spectrum. The photons are absorbed by the dye molecules

leading to the excitation of an electron from the highest occu-

pied molecular orbital (HOMO) to the lowest unoccupied mo-

lecular orbital (LUMO) of the dye and subsequent injection into

the conduction band (CB) of the semiconductor [2]. This charge

transfer, which occurs from the dye molecules towards the sur-

face of the semiconductor, offers the possibility of designing

specific hybrid devices with photoactive anodes consisting of

functionalized TiO2.

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:thilo.glatzel@unibas.ch
https://doi.org/10.3762%2Fbjnano.10.88
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Figure 1: (a) Principle of n- and p-type DSSCs showing opposite
charge transfer directions. (b) Structures of Cu-TCPP and C343.

In contrast to TiO2 [3-11], wide-bandgap p-type semiconduc-

tors, such as NiO, and their functionalization with sensitizers,

have been less extensively studied by using SPM [12-15]. NiO

was the first reported p-type wide-bandgap semiconductor [16],

and can be used for the fabrication of p-type DSSCs with

photoactive cathodes, a first step towards the design of tandem

solar cells with two photoactive electrodes [17,18]. In p-type

DSSCs, the charge transfer is in the opposite direction to that in

n-type devices. Holes are injected from the highest occupied

molecular orbital (HOMO) of the dye to the valence band (VB)

of the semiconductor after photon absorption [17,19,20], result-

ing in an electron transfer from the surface of the semiconduc-

tor towards the dyes (see Figure 1a).

In other terms, the direction of charge transfer relies on the elec-

tron affinity of the dyes and on their HOMO and LUMO levels

compared to the CB and VB of the semiconductor. Typically,

dyes are specifically designed to be compatible with one or the

other type of device. Consequently, the careful choice of the

dye is crucial for the optimal function of n- or p-type DSSCs.

Because of its electron-donor character, copper(II) meso-

tetrakis(4-carboxyphenyl)porphyrin (Cu-TCPP) has been

studied for the fabrication of n-type DSSCs [21,22]. In contrast,

Coumarin 343 (C343) is an electron acceptor and is used for the

design of p-type devices [23,24]. Both molecules structures are

shown in Figure 1b.

In this paper, non-contact atomic force microscopy (nc-AFM) is

used at room temperature (RT) to compare the properties of the

two dyes deposited on a NiO(001) single-crystal surface. Under

ultrahigh vacuum (UHV) conditions, the adsorption modes of

both molecules on the surface of NiO(001) are studied and their

charge state upon adsorption are investigated by Kelvin probe

force microscopy (KPFM) [25]. This technique is used to

observe and quantify the contact potential difference (CPD)

changes between the metal oxide surface and the molecular

layers and to determine the corresponding dipole moments.

Results and Discussion
Atomically clean NiO surfaces, mandatory for reliable SPM

studies, are difficult to prepare because of the hardness of the

material and its high reactivity [12-15,26-34]. Figure 2a shows

a topographic image measured by nc-AFM of the bare

NiO(001) surface that was prepared by in situ cleavage and

annealing. The surface shows extended terraces separated by

monoatomic steps that are 210 pm in height. Additionally, some

line-shaped defects are observed all over the terraces. These

defects, thought to be due to segregation of bulk impurities,

were not further investigated in the present study and do not in-

fluence the reported results.

Figure 2: The surface of NiO(001). (a) Large-scale topographic image
of the NiO(001) crystal showing clean terraces running along the [110]
direction of the surface (scan parameters:  = 4 nm, Δf1 = −9 Hz).
(b) Frequency-shift (Δf1) signal of the same surface at atomic resolu-
tion, recorded in the second line scan of the multipass technique with
following scan parameters:  = 4 nm, Δf1 = −42 Hz) and
zoffset = −700 pm.

Figure 2b shows the frequency-shift signal acquired using the

multipass imaging technique [14,15,35,36] clearly showing

atomic resolution of the NiO(001) surface. Employing this

method, the crystallographic directions of the substrate are
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Figure 3: (a) Large-scale topographic image showing that Cu-TCPP molecules form islands on the surface of NiO(001) (scan parameters:  = 7 nm,
Δf1 = −7 Hz). (b, c) Close-up topographic images recorded on a type-1 and a type-2 island, respectively (scan parameters:  = 4 nm, Δf1 = −38 Hz
and  = 7 nm, Δf1 = −8 Hz); (d, e) Models corresponding to (b) and (c).

resolved with atomic accuracy, and upon comparing them with

the large-scale image, one can deduce that the step edges of

NiO(001) as well as the observed defects run along the [110]

direction (see violet dotted lines in Figure 2). With this physi-

cal image of the atomically resolved structure of the clean

NiO(001) surface in mind, the adsorption properties of the

Cu-TCPP and the C343 dye molecules were investigated.

Cu-TCPP islands formed on NiO(001)
In a first experiment, Cu-TCPP molecules were deposited at RT

on a freshly cleaved NiO(001) surface. Figure 3a shows a large-

scale topographic image of the molecules adsorbed on the sub-

strate, where it can be seen that Cu-TCPP exhibits either the

tendency to aggregate in small clusters at step edges and

defects, or to form large molecular islands (up to 70 nm in

width). The fact that the island formation takes place at RT indi-

cates a relatively high diffusion rate of the molecules on

NiO(001). The emergence of numerous clusters is related to the

presence of various defects on the surface that act as anchoring

sites for the dyes.

Concentrating on the islands and measuring their heights

(250–300 pm), we can conclude that the molecules are lying flat

on the substrate. Interestingly, only two types of islands (type 1

and type 2) were found on the sample surface. In both types,

molecular rows are aligned with two distinguishable angles (α

and β) with respect to the [010] direction of the substrate (see

red and blue dotted lines in Figure 3a–c.

Both molecular alignments are shown in more detail in the

close-up topographic images displayed in Figure 3b,c recorded

on type-1 and type-2 islands, respectively. The angles α and β

are measured to be 10 ± 1° and 20 ± 1° with respect to the [010]

direction, respectively. The lattice parameters were measured

and it was observed that a1, b1, a2 and b2 are similar in the

range of 1.5 ± 0.1 nm, while the angles θ1 and θ2 of the

unit cells clearly differ (88 ± 1° and 82 ± 1°, respectively).

The molecular densities of both types are measured to be

D1 = D2 = 0.46 ± 0.02 nm−2.

Based on these high-resolution images and on the measured

mesh parameters, the corresponding models in Figure 3d,e can

be established. Knowing that Cu-TCPP has a fourfold symmet-

rical structure with four equivalent anchoring groups, it is

assumed, that Cu-TCPP lies flat and is commensurate with the

surface of NiO(001). Considering the partial charge distribu-

tion of the surface (Ni is δ+ and O is δ−), it is thought that the

metallic core of the molecule is likely to be located above an

O atom. In addition, it is expected, that the molecules adopt the

same adsorption configuration, independent of the island type,

triggered by the formation of H-bonds between the carboxylic

groups of adjacent molecules. This results in model values for

all the parameters that have been calculated and are presented in

Table 1. These values are in very good agreement with the ex-

perimental results.

C343 islands formed on NiO(001)
In a second experiment, the absorption of C343 on a clean

NiO(001) surface was studied. In the large-scale topographic

image shown in Figure 4a, it can be seen that C343 also forms

molecular islands on the clean terraces of NiO with a typical

size of 20–40 nm. The height of the C343 islands (250–300 pm)
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Table 1: Experimental values and model parameters of both types of Cu-TCPP islands.

island type mesh parameters molecular density

experiment model experiment model

type 1 a1 = 1.5 ± 0.1 nm a1 = 1.47 nm D1 = 0.46 ± 0.2 nm−2 D1 = 0.46 nm−2

b1 = 1.5 ± 0.1 nm b1 = 1.47 nm
θ1 = 88 ± 1° θ1 = 90°

type 2 a2 = 1.5 ± 0.1 nm a2 = 1.62 nm D2 = 0.46 ± 0.2 nm−2 D2 = 0.48 nm−2

b2 = 1.5 ± 0.1 nm b2 = 1.32 nm
θ2 = 82 ± 1° θ2 = 85.2°

Table 2: Experimental and model parameters, respectively measured and calculated on C343 islands.

mesh parameters molecular density

experiment model experiment model

a3 = 3.5 ± 0.1 nm a3 = 3.44 nm D3 = 0.74 ± 0.2 nm−2 D3 = 0.79 nm−2

b3 = 1.5 ± 0.1 nm b3 = 1.47 nm
θ3 = 86 ± 1° θ3 = 84.1°

Figure 4: (a) Large-scale topographic image showing that C343 mole-
cules form islands on the surface of NiO(001). (b) Close-up topo-
graphic image taken on top of one of these islands. One unit cell corre-
sponds to four molecules arranged in two different pairs of molecules
shown in green. (c) Corresponding model reproducing the mesh
motive (scan parameters:  = 7 nm, Δf1 = −7 Hz).

is comparable to the height of Cu-TCPP islands suggesting,

again, flat lying adsorbed dye molecules. In contrast to the

Cu-TCPP islands, the molecular rows are aligned only along

one angle ±(15 ± 1°) with respect to the [010] direction. More

precise information, including the mesh parameters a3 and b3

and the angle θ3 between these vectors can be determined from

the close-up high-resolution nc-AFM topographic image shown

in Figure 4b. In this image it can be seen (in green) that the

mesh motive is composed of two different pairs of dyes,

implying that a unit cell is composed of four molecules. The

first pair of molecules has the molecular axis aligned along

vector a3, whereas the second pair is oriented along b3 and an

angle θ3 of 86 ± 1° is measured between these vectors. The

lattice parameters a3 and b3 lie in the range of 3.5 ± 0.1 nm and

1.5 ± 0.1 nm, respectively and the molecular density is

measured to be D3 = 0.74 ± 0.2 nm−2.

The model depicted in Figure 4c reproduces the mesh motive

observed in the topographic image. It can clearly be seen that

the pairs are composed of two molecules facing each other,

stabilized via H-bonds between the carboxylic acid groups. This

model delivers values for the mesh parameters that are com-

pared to the experimental results in Table 2. The data demon-

strate that the parameters correspond nicely, highlighting the

accuracy of the model.

Charge-transfer direction studied by KPFM
KPFM is an analytical method that can be applied to examine

the change of the work function induced by the adsorption of

organometallic complexes on surfaces at the nanoscale. Using

this method, the CPD between the surface of NiO and the dif-

ferent molecular islands was measured. Depending on the tip, it

has been observed, that the absolute CPD values recorded on
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Figure 5: (a, b) CPD measurements of Cu-TCCP and C343 islands on the NiO(001) substrate, respectively (scan parameters:  = 7 nm;
Δf1 = −7 Hz, Vac = 800 mV, and fac = 1 kHz or fac = 250 Hz, respectively). (c, d) Profiles recorded in (a) and (b), respectively, and models highlighting
the direction of the dipole moment p and the corresponding charge transfer.

NiO can vary by roughly ±100 mV. Therefore, in order to facil-

itate the comparison between Cu-TCPP and C343, the CPD of

NiO was set as reference (0 V) and all CPD values given

below are relative values. The values of the CPD between the

surface and the molecular islands measured by using KPFM

[25] are given in Figure 5a and Figure 5b. These large-scale

KPFM images were acquired simultaneously with the topo-

graphic images presented in Figure 3a and Figure 4a, respec-

tively.

In Figure 5a, as well as in the profile recorded along the red line

present in this image and displayed in Figure 5c, it can be seen

that the CPD, and hence the work function, is decreased above

the islands in comparison to the surface of NiO. This effect can

be related to a more positively charged island compared to the

substrate. This is attributed to the creation of a surface dipole

moment p (see Figure 5c). In the present case, the positive end

of the dipole moment is pointing towards the molecular layer.

Consequently, this results in an electron transfer from the mole-

cules to the surface of NiO, which is expected for a dye such as

Cu-TCPP originally designed for an n-type semiconductor. The

value of the dipole moment as well as the partial charge transfer

can be calculated from the measured CPD values [37,38] (see

Supporting Information File 1). On type-1 and type-2 islands,

the average CPD difference between the molecular layer and the

surface is ΔVCPD = −400 ± 50 mV. Considering a flat-lying

adsorption geometry of the molecules and knowing that the mo-

lecular densities of both types of islands are in the same range,

this is attributed to an average dipole moment of −2.2 D/mole-

cule independent of the island type. This, in turn, corresponds to

a partial charge transfer of +0.35e−/molecule. Calculated as a

function of the active area, this corresponds to a value

+0.16e−/nm2.

The adsorption KPFM measurement of C343, which is de-

signed to be implemented in a p-type device, is shown in

Figure 5b. In this image it can be seen that, at a large scale, the

CPD contrast is slightly modulated. This is attributed to varia-

tions of surface charges resulting from the cleavage process. To

get a clear and unambiguous CPD contrast one has to focus on

smaller areas where long-range charge variations do not inter-

fere with the determination of the relative CPD between NiO

and molecular islands (see Supporting Information File 1).

Nevertheless, Figure 5b, as well as the profile recorded along

the green line and displayed in Figure 5d, show that the CPD,

and therefore also the work function, is locally increased above

the molecular layer compared to the surface of NiO. Thus, in

contrast to Cu-TCPP, the electron transfer occurs from the sub-

strate towards the molecules (see schematic in Figure 5d). The

average CPD change between the islands and the surface is

measured to be ΔVCPD = +150 ± 30 mV. Based on a flat-lying

adsorption geometry of the molecules, an average dipole

moment of +0.5 D/molecule is calculated. This corresponds to a

partial charge transfer of −0.08e−/molecule occurring in the

opposite direction to Cu-TCPP, and that C343 is compatible

with application in a p-type device. Furthermore, this also

implies that, in terms of charge transfer, C343 is about four

times less efficient than Cu-TCPP. However, because C343 has
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Table 3: Comparison between Cu-TCPP and C343 adsorbed on NiO(001).

molecules ΔVCPD dipole moment partial charge transfer

molecule−1 molecule−1 nm−2

Cu-TCPP −400 ± 50 mV −2.2 D +0.35e− +0.16e−

C343 +150 ± 30 mV +0.5 D −0.08e− −0.06e−

a larger molecular density than Cu-TCCP, the charge transfer

intensity appears to be roughly equal to −0.06e−/nm2 when

calculated as a function of active area instead of single mole-

cules. Consequently, if we think about building a DSSC device,

this implies that C343 will result in active electrodes that would

be 2.5-times less efficient in terms of charge injection com-

pared to Cu-TCPP.

To summarize the results, a comparison of Cu-TCPP and C343

is given in Table 3.

Conclusion
The adsorption of Cu-TCPP molecules on the surface of

NiO(001) was investigated by nc-AFM and compared to that of

C343 molecules. Using high-resolution topographic measure-

ments, it was shown that both molecules lie flat on the surface

and form islands. Different types of islands, where molecules

are aligned with different angles with respect to the crystallo-

graphic directions of the surface, are observed. Using these

topographic measurements as well as appropriate models repro-

ducing accurately the mesh motives, the molecular densities

from both molecules could be estimated. By combining these

results with KPFM measurements, the average dipole moment

of both molecular assemblies were determined. Comparing the

two molecules adsorbed on NiO, their charge transfer direc-

tions are found to be opposite: Cu-TCPP is observed to be an

electron acceptor whereas C343 is an electron donor, meaning

that the latter is effectively more suitable for the design of

p-type DSSCs. However, it has also been shown that, active

areas composed of Cu-TCPP molecules are about 2.5-times

more efficient in terms of charge transfer compared to C343

domains (+0.16e−/nm2 vs −0.06e−/nm2).

Experimental
Sample preparation
The NiO(001) crystals used in this study were purchased from

SurfaceNet. They consist of a rectangular rod with dimensions

2 × 2 × 7 mm3 and a long axis in the [001] direction. The

NiO(001) surface was prepared by in situ cleavage with

prior and subsequent annealing (at 600 °C and 500 °C,

respectively) resulting in an atomically clean surface. Mole-

cules were then thermally evaporated, from commercially avail-

able molecular powders, at RT and under UHV conditions

(p < 1 × 10−10 mbar) on the clean surface of NiO. Different

deposition parameters were used for Cu-TPP and C343.

Cu-TCPP: Tevaporation = 315 °C, tdeposition = 5 min and a rate of

0.5 Å/min; C343: Tevaporation = 150 °C tdeposition = 5 min and a

rate of 0.5 Å/min. After C343 deposition, the sample was

annealed for 30 min at 80 °C.

Scanning probe microscopy
All measurements were carried out in dark using a custom-built

atomic force microscope operating under UHV at RT. All AFM

images were recorded in the non-contact mode, using silicon

cantilevers (Nanosensors PPP-NCL, stiffness k = 20–30 N/m,

resonance frequency f1 ≈ 165 kHz, quality factor Qf1 ≈ 30000)

with compensated contact potential difference. Kelvin probe

force microscopy was performed in frequency-modulation

mode using a voltage modulation applied together with the

dc compensation voltage to the sample (Vac = 800 mV and

fac = 1 kHz or 250 Hz).

Supporting Information
The Supporting Information discusses the determination

method of the average CPD difference and shows that the

CPD can be determined locally when C343 is adsorbed on

NiO.

Supporting Information File 1
Additional experimental data.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-10-88-S1.pdf]
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Abstract
Magnetic force microscopy (MFM) has become a widely used tool for the characterization of magnetic properties. However, the

magnetic signal can be overlapped by additional forces acting on the tip such as electrostatic forces. In this work the possibility to

reduce capacitive coupling effects between tip and substrate is discussed in relation to the thickness of a dielectric layer introduced

in the system. Single superparamagnetic iron oxide nanoparticles (SPIONs) are used as a model system, because their magnetic

signal is contrariwise to the signal due to capacitive coupling so that it is possible to distinguish between magnetic and electric force

contributions. Introducing a dielectric layer between substrate and nanoparticle the capacitive coupling can be tuned and minimized

for thick layers. Using the theory of capacitive coupling and the magnetic point dipole–dipole model we could theoretically explain

and experimentally prove the phase signal for single superparamagnetic nanoparticles as a function of the layer thickness of the

dielectric layer. Tuning the capacitive coupling by variation of the dielectric layer thickness between nanoparticle and substrate

allows the distinction between the electric and the magnetic contributions to the MFM signal. The theory also predicts decreasing

topographic effects in MFM signals due to surface roughness of dielectric films with increasing film thickness.

1056

Introduction
MFM has become an important tool for studying magnetic

properties of surface structures with submicrometer resolution

[1-8]. Although the MFM signals in the so-called interleave

mode are taken at a certain distance (lift height) from the sam-

ple, following the topography of the sample measured in a first

scan, a total force is measured with unknown contributions from

different forces. Therefore, the quantitative analysis of magnet-

ic properties is still an issue especially because of contributions
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from electrostatic forces leading to topographic features in the

MFM phase images [7,9-14]. Yu et al. [9] explained the topo-

graphic artifacts by electrostatic interactions. Origin of these

artifacts is the work-function difference between tip and sam-

ple material. Yu et al. [10] demonstrated that topographic fea-

tures can be avoided by combining MFM with electrostatic

force microscopy (EFM) compensating the contact potential

difference by an appropriate tip bias. Kim et al. [11] used a

capacitive coupling of electrostatic force modulation to sepa-

rate the magnetic from the topographic signal. In our previous

paper [14], we demonstrated that Kelvin force probe microsco-

py (KPFM) measurements as proposed by Jaafar et al. [13]

show no difference between measurements above SPIONs and

measurements above the substrate. The combination of KPFM

and MFM can only eliminate the electrostatic contributions for

structures larger than the tip size [13]. Measuring structures

with dimensions similar or smaller than the tip size KPFM does

not reduce the capacitive coupling effect. During the imaging of

nanoparticles a mirroring of the topography is often observed in

MFM phase images [15-18]. Neves et al. [15] distinguished be-

tween magnetic and nonmagnetic nanoparticles by applying an

external bias to the tip minimizing the topographical influence

of the sample. Without an external tip bias a positive phase shift

in the MFM image was reported for the nonmagnetic nanoparti-

cles. Passeri et al. [19] also observed a positive phase shift for

nonmagnetic niosomes in the MFM phase image. Angeloni et

al. [16] discussed the topography-induced positive phase shift

for small SPIONs aggregates by capacitive coupling effects. In

order to distinguish electrostatic and magnetic forces Angeloni

et al. [18] employed a controlled change of the tip magnetiza-

tion. They demonstrated this new method by measuring super-

paramagnetic nanoparticles but also discussed current limita-

tions of this technique such as artifacts in the magnetic image

due to instrumental parameters as well as incomplete demagne-

tization of the probe. In our previous work, we theoretically ex-

plained and experimentally proved that the positive phase shift

above nanoparticles derives from capacitive coupling between

tip and substrate [14]. The increase of the tip–substrate distance

in the interleave mode above the nanoparticle leads to a reduc-

tion of the electrostatic forces resulting in a positive phase shift.

Furthermore methods to reduce the capacitive coupling were

discussed, e.g., measurements on substrates with a minimized

work-function difference between tip and substrate or the usage

of a tip with smaller radius. In [20] we demonstrated that capac-

itive coupling effects vanish investigating nanoparticles embed-

ded in a polymer matrix.

In this work we show that capacitive coupling effects can be

reduced by using a dielectric layer between substrate and nano-

particles. Magnetic nanoparticles in the superparamagnetic state

are used in this work in order to distinguish between electro-

static and magnetic signal. The magnetic vector of the super-

paramagnetic nanoparticle is aligned along the field of the

probe resulting in an attractive force. In contrast, the electro-

static force due to topography changes is a repulsive force.

Simulations as well as experiments show that an increase of the

dielectric layer thickness between nanoparticle and substrate

leads to a decrease of the capacitive coupling.

The theoretical model described in this paper also predicts de-

creasing topographic effects in MFM signals due to surface

roughness of dielectric films with increasing film thickness.

Theory
Capacitive coupling effects in MFM on
nanoparticles
In our previous work we proposed a theory of a capacitive cou-

pling between tip and substrate explaining the mirroring of the

topography in MFM phase images, and thus a positive phase

shift, when measuring nanoparticles [14]. While measuring in

interleave mode the distance z between the probe and the sub-

strate increases above the nanoparticles (z + d, with d nanopar-

ticle diameter) resulting in a positive phase shift:

(1)

with A being the effective capacitive area, z the lift height, d the

nanoparticle diameter, VCPD the contact potential difference be-

tween tip and substrate, Q the quality factor, k the spring con-

stant of the cantilever, and ε0 the dielectric constant of vacuum.

The effective area of the capacitor is calculated taking the

curvature of the tip into account [14].  represents the differ-

ence in phase shift above and beside the nanoparticle. As the

effective interaction area of the tip and the single nanoparticle is

less than 2% of the interaction area between tip and substrate

the contribution of the capacitance between tip and SPION and

the self-capacitance of the SPION can be neglected [14]. The

capacitive coupling significantly increases the phase shift for

small lift heights as shown in Figure 1.

The capacitive coupling is decreasing with increasing lift height

(Figure 1). However, in order to measure the magnetic signal of

single SPIONs, the distance between nanoparticle and tip has to

be in the range of 10 to 30 nm in order to get a magnetic inter-

action above the detection limit [14]. At this range the attrac-

tive magnetic interactions of SPIONs are often hidden by repul-

sive electrostatic interactions due to the changes in capacitive

coupling. In [14] possibilities are discussed to minimize the
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Figure 1: Phase shift as a function of the tip–substrate distance z;
calculated for a silicon substrate with VCPD = 0.35 V, a tip radius of
84 nm and a nanoparticle diameter of 10 nm on a flat substrate.

capacitive coupling, e.g., by using a substrate with minimized

work-function difference between tip and substrate or by using

a sharper tip.

Another possibility to minimize the capacitive coupling is the

use of a dielectric layer between substrate and nanoparticle, as

shown in Figure 2. This results in a reduction of capacitive cou-

pling due to the larger distance between tip and substrate even

for small lift heights above the nanoparticles assuring a strong

magnetic interaction between nanoparticle and tip.

Figure 2: Substrate without dielectric layer and with dielectric layer.
The dielectric layer allows the tip to get closer to the nanoparticle with-
out disturbing capacitive coupling due to interaction of tip and sub-
strate.

Taking into account a dielectric layer the formula for capacitive

coupling can be modified as follows:

(2)

The effective film thickness teff of the dielectric layer is

included in the distance between tip and substrate to calculate

the capacitive coupling of the tip with the substrate beneath the

dielectric layer. The effective thickness is calculated as follows:

(3)

εR represents the dielectric constant and tl the real film thick-

ness of the dielectric layer. The dielectric constant for the layer

used in this work is 3.1 [21].

Figure 3 compares the phase shift due to capacitive coupling of

a nanoparticle lying on a flat substrate with the phase shift for a

nanoparticle lying on dielectric layers with different layer thick-

nesses. All simulations were carried out assuming the absence

of trapped charges on the dielectric layer.

Figure 3: Phase shift due to capacitive coupling as a function of the lift
height for nanoparticles with 10 nm diameter on a silicon substrate with
dielectric layer. The thickness of dielectric layer is 0 nm (silicon sur-
face), 10 nm, 20 nm, 25 nm and 50 nm; calculated for a tip radius of
84 nm, VCPD = 0.35 V and a dielectric constant of 3.1.

Introducing a dielectric layer in the system the capacitive cou-

pling effect is significantly reduced for lift heights below

40 nm. It can therefore be concluded that dielectric layer thick-

nesses larger than 100 nm allow the detection of weak magnet-

ic signals with reduced overlaying electrostatic effects.

Capacitive coupling effects in MFM on
rough surfaces
The considerations about capacitive coupling effects on nano-

particles can be generalized assuming rough surfaces depicted

in Figure 4a.

The distance changes between tip and substrate in the inter-

leave mode due to the surface roughness (measured in the first

scan) also lead to capacitive coupling effects and positive phase
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Figure 4: a) Sketch of a MFM measurement of a dielectric layer with defined roughness (Rmax); b) Simulation for rough surfaces using a sine wave
depicting the roughness and assuming a peak to peak distance, Rmax in Figure 4a, of 2 nm; calculated for a silicon substrate with VCPD of 0.35 V, tip
radius of 84 nm, 20 nm lift height and dielectric constant of the dielectric layer of 3.1.

shifts in the MFM image as shown in Figure 4b. For dielectric

layer with a thickness on the silicon substrate in the range of

10 nm the capacitive coupling due to the roughness leads to

topographical mirroring in the MFM signal whereas the rough-

ness of layers of several 100 nm thickness has no influence on

the MFM phase signal. Although the idealized calculations

neglect trapped charges on the dielectric layer the simulations

reveal a significant reduction of capacitive coupling using a

dielectric layer.

Magnetic forces between tip and SPION
Single SPIONs are chosen as a model system to investigate the

superposition of magnetic and electrostatic contributions in the

MFM phase shift. Theoretical estimates based on vibrating sam-

ple magnetometer (VSM) measurements (Figure S2, Support-

ing Information File 1) reveal that the magnetic field of the

probe with a magnetic moment of 3·10−16 A·m2 is sufficient to

induce a magnetic moment at lift heights up to 150 nm in super-

paramagnetic nanoparticles with 10 nm diameter. This results in

attractive forces and, thus, negative phase shifts in MFM mea-

surements. Therefore the magnetic signal is contrariwise to the

signal of capacitive coupling described above.

The magnetic point dipole–dipole approximation is used to

calculate the magnetic force gradient acting on the tip due to the

interaction between a spherical superparamagnetic nanoparticle

and the tip, approximated by a uniform magnetized sphere

[20,22,23]:

(4)

where Q is the quality factor of the cantilever, k is the spring

constant, µ0 is the vacuum permeability, mp is the magnetic

moment of the nanoparticle, mtip is the magnetic moment of the

tip, and a is the distance between the two dipoles and is shown

schematically in Figure 5. The position of the tip dipole is

assumed to be at the half radius of the tip [17].
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Figure 6: Simulation of the MFM phase for a single SPION using a Gaussian topographic profile corresponding to a SPION with a diameter of 12 nm
and a lift height of 20 nm. VCPD for the electrostatic force is 0.35 V. A tip volume magnetization of 4.5·10−15 A·m2 and a specific magnetization of the
SPION of 80 A·m2·kg−1 were used for calculations of the magnetic force.

Figure 5: Schematic representation of the distance between tip and
nanoparticle dipole during the interleave measurements.

Cross section simulation of MFM phase
The first scan of MFM measurements provides a topographic

image displaying a convolution of the tip and the nanoparticle

[24]. The topographic cross section is simulated by using a

Gaussian profile at the position of the nanoparticle (black line in

Figure 6). The width of the Gaussian profile is much broader

than the width of the nanoparticle (assumed to be 12 nm)

because of the convolution with the tip with a radius of 84 nm.

Both magnetic and electric forces for a single SPION can be

calculated as a function of the horizontal position of the tip cor-

responding to a cross section of the MFM image. The vertical

distance changes in the second scan (interleave scan with a

certain lift height following the topography of the first scan)

lead to a positive phase shift due to capacitive coupling and can

be calculated by Equation 1 for each horizontal position of the

tip. In order to determine the negative phase shift due to the

magnetic interaction between tip and nanoparticle according to

Equation 4, the distance a between the point dipole repre-

senting the tip and the point dipole representing the nanoparti-

cle can be calculated for each horizontal position of the tip as

follows:

(5)

where a is the distance between the dipoles, h is the height of

the topography and z is the lift height. Figure 6 shows a simula-

tion of both forces, capacitive (dotted purple line in Figure 6)

and magnetic (dashed light blue line in Figure 6), for a single

nanoparticle with 12 nm diameter on a silicon substrate. The

dashed-dotted dark blue line presents the overall signal com-

prising electrostatic and magnetic interaction.

Electrostatic forces are stronger than the magnetic forces result-

ing in a positive phase shift above the nanoparticle. However,

weak attractions are expected in a ring around the nanoparticles

because the magnetic signal is broader than the topographical

signal (the half width of the magnetic signal is ca. 100 nm and

that of the electric signal is ca. 60 nm in this simulation).

When a dielectric layer is introduced the capacitive coupling

can be reduced so that the overall phase signal becomes nega-

tive. Thus, tuning the phase shift due to capacitive coupling by

introducing a dielectric layer suppresses the electrostatic inter-

action and allows the visualization of magnetic contributions to

the MFM phase signal.

Results and Discussion
Minimization of capacitive coupling through
dielectric layer
According to theory the capacitive coupling can be reduced by

increasing the distance between tip and substrate. This can be

achieved by adding a dielectric layer between substrate surface

and SPION. Figure 7 shows the phase shift as a function of lift

height for substrates with different dielectric layer thicknesses

ranging from 0 nm (no layer) up to 380 nm. The measurements
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Figure 7: Phase shift above nanoparticles (10 ± 2 nm) on dielectric layers of various thicknesses as a function of the lift height. The measurements
were carried out using a tip with high magnetic moment (ASYMFM-HM) to assure magnetic sensitivity.

Figure 8: Calculated ( ; black line) and measured phase shift for single nanoparticles with 10 ± 2 nm diameter on silicon substrates with dielectric
layers of different thicknesses of 0, 90, 165 and 380 nm; calculated for a silicon substrate with VCPD of 0.35 V, and a tip radius of 84 nm taking into
account the dielectric constant of 3.1 of the dielectric layer. The effective distance is determined by lift height z, particle diameter d and teff.

are carried out with a tip with high magnetic moment

(ASYMFM-HM tip) in order to obtain a strong magnetic inter-

action between tip and SPIONs. In case of SPIONs lying

directly on the silicon substrate the capacitive coupling is domi-

nant and completely hides the magnetic signal. Adding a dielec-

tric layer between silicon substrate and the nanoparticle, the

capacitive coupling is reduced. The capacitive coupling is sig-

nificantly decreasing with increasing layer thickness of the

dielectric layer. For a dielectric layer with 380 nm layer thick-

ness the magnetic interaction is dominating the phase signal for

small lift heights resulting in attraction and, therefore, negative

phase shift for lift heights of 15 and 20 nm.

Figure 8 shows the phase shift as a function of the effective

tip–substrate distance, (z + teff, Figure 2) for samples with layer

thicknesses varying from 0 to 380 nm. For each layer thickness

the phase shift above the nanoparticle has been measured as a

function of the lift height z (Figure 2). The black line shows the

theoretical phase shift for capacitive coupling with a silicon

substrate indicating the decrease of the capacitive coupling with

increasing dielectric layer thickness as discussed above.

We observe a significant decrease of the capacitive coupling be-

tween tip and substrate with increasing layer thickness. The

positive phase shift above the nanoparticles can be reduced by a
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Figure 9: Measurement of a single SPION with 10 ± 2 nm diameter on a silicon substrate with a dielectric layer (380 nm layer thickness) recorded
with an ASYMFM-HM tip at a lift height of 20 nm.

Figure 10: Measurement of a single SPION with 12 ± 1 nm diameter on a silicon substrate recorded with an ASYMFM-HM tip. a) Topography image,
b) phase image at 20 nm lift height and c) cross section of topography image (black line) and of phase image (red line).

factor of about seven introducing dielectric layers with thick-

nesses of 90 nm and more. Trapped charges on the surface of

the dielectric layer might limit the minimization of the capaci-

tive coupling and result in a weak capacitive coupling between

tip and dielectric layer. Figure 9 shows magnetic nanoparticles

on a silicon substrate with a spin-coated dielectric layer of

380 nm thickness. The repulsive force of capacitive coupling is

reduced significantly. However, an increase of the phase shift

can still be observed directly above the nanoparticles indicating

a remaining weak capacitive coupling.

Figure 10 shows a cross section of the topography image as

well as of the phase image for a single SPION on a silicon sub-

strate. For the single SPION lying directly on the silicon sur-

face a strong repulsion indicated by a positive phase shift is

measured for lift heights of 50 nm or less. Additionally, a nega-

tive phase shift is observed around the nanoparticle indicating

an attractive magnetic force. This magnetic aureole around the

nanoparticle is due to the broader magnetic signal compared to

the electrostatic signal from capacitive coupling. This behavior

is in accordance with our simulations combining magnetic and
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electrostatic interactions resulting in a ring of negative phase

shift (Figure 6).

Hence, MFM measurements on single SPIONs reveal contribu-

tions of electrostatic forces in form of a positive phase shift

above the nanoparticles as well as contributions of magnetic

forces observed as a ring, a magnetic aureole, of negative phase

shift around the nanoparticle.

Conclusion
In summary we could explain the specific MFM phase charac-

teristic often seen in measurements of SPIONs. The phase

image arising due to interplay of electrostatic and magnetic

forces could be explained. We showed that capacitive coupling

effects can be reduced by including a dielectric layer between

substrate and nanoparticle. The capacitive coupling decreases

with increasing layer thickness since the distance between tip

and substrate is increased. The theoretical model described in

this paper also predicts decreasing topographic effects in MFM

signals due to surface roughness of dielectric films with increas-

ing film thickness.

Experimental
The MFM measurements in this work were carried out under

ambient conditions using a Bruker Dimension Icon atomic force

microscope. The topography of the samples was measured in

tapping mode and the phase images in interleave mode at a

certain lift height. The changes in amplitude indicate the topog-

raphy changes in tapping mode. The amplitude of the tip oscil-

lation is 50 nm in order to increase the signal-to-noise ratio. The

resolution of the images is 254 measuring points per line, and

the scan speed is 0.9 Hz. The force gradient is detected by phase

shifts in interleave mode. A magnetic ASYMFM-HM tip was

used for all measurements in order to assure a high magnetic

sensitivity. The ASYMFM-HM tip has a resonance frequency

of 75 kHz, a radius of 84 nm and a magnetic moment of

3·10−16 A·m2 due to the magnetic CoCr coating. The MFM

measurements were processed using the NanoScope analysis

software. A flatten command of 1st order was used on topogra-

phy and phase images shown in this paper to remove offset and

slope of the measured data.

The SPIONs with 10 ± 2 nm diameter with oleic acid as stabi-

lizing ligand were used as received (Merck). A single-crystal

silicon substrate with <100> orientation (Siegert Wafer) was cut

in 2 cm2 squares. The dielectric layers were spin-coated on

silicon substrates at 3000 rpm using a closed-system spin-coater

with rotating lid (BLE). Bisphenol A-epichlorohydrin resin was

used as dielectric layer. The resin is the hard component of

AR-P 5910 resist (Allresist) with a dielectric constant of 3.1

[21]. The thickness was varied by different dilutions of the

resist using the AR 300-12 thinner (Allresist). The layer thick-

ness and the degree of dilutions are shown in Table S1 (Sup-

porting Information File 1). The thickness of the layers was

measured using the AFM tip-scratch method.

Supporting Information
Supporting Information File 1
Additional experimental details.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-10-106-S1.pdf]
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Abstract
Controlling the work function of transition metal oxides is of key importance with regard to future energy production and storage.
As the majority of applications involve the use of heterostructures, the most suitable characterization technique is Kelvin probe
force microscopy (KPFM), which provides excellent energetic and lateral resolution. In this paper, we demonstrate precise charac-
terization of the work function using the example of artificially formed crystalline titanium monoxide (TiO) nanowires on stron-
tium titanate (SrTiO3) surfaces, providing a sharp atomic interface. The measured value of 3.31(21) eV is the first experimental
work function evidence for a cubic TiO phase, where significant variations among the different crystallographic facets were also
observed. Despite the remarkable height of the TiO nanowires, KPFM was implemented to achieve a high lateral resolution of
15 nm, which is close to the topographical limit. In this study, we also show the unique possibility of obtaining work function and
conductivity maps on the same area by combining noncontact and contact modes of atomic force microscopy (AFM). As most of
the real applications require ambient operating conditions, we have additionally checked the impact of air venting on the work func-
tion of the TiO/SrTiO3(100) heterostructure, proving that surface reoxidation occurs and results in a work function increase of
0.9 eV and 0.6 eV for SrTiO3 and TiO, respectively. Additionally, the influence of adsorbed surface species was estimated to con-
tribute 0.4 eV and 0.2 eV to the work function of both structures. The presented method employing KPFM and local conductivity
AFM for the characterization of the work function of transition metal oxides may help in understanding the impact of reduction and
oxidation on electronic properties, which is of high importance in the development of effective sensing and catalytic devices.
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Introduction
Transition metal oxides are viewed today as some of the most
promising materials in various fields, ranging from (photo)ca-
talysis [1], hydrogen production [2], resistive switching [3] and
organic electronics [4,5] to so-called thermoelectric power
generators [6]. The performance of all of the abovementioned
applications is extremely sensitive to the work function (WF) of
the active oxide layer. As a vast majority of applications are
nowadays based on oxide heterostructures, not only is macro-
scopic information of the work function needed (which may be
provided by averaging techniques such as ultraviolet photoelec-
tron spectroscopy (UPS)) but also spatial resolution on the
nanoscale. Driven by its remarkable lateral and energetic reso-
lution, Kelvin probe force microscopy (KPFM, also known as
scanning Kelvin probe microscopy, SKPM) is the tool of choice
for the precise measurement of the WF across oxide hetero-
structures, which is a technique that has not been fully exploited
to date. In recent years, KPFM has proved to be superior for
many cases in both fundamental research and applications, such
as the identification of adsorption geometries of molecules on
oxide surfaces [7], probing energetics of electron transfer within
single molecules [8] and operation of prototypical electronic
devices, such as perovskite solar cells [9] or Ti/TiOx/Ti memris-
tive devices [10]. Of the two KPFM operation modes, frequen-
cy modulation (FM) has proven to be more suitable for the in-
vestigation of oxide nanostructures (due to the higher lateral
resolution) as compared to amplitude modulation (AM) [11].
Therefore, in our study, we present the advantages and limita-
tions of the FM-KPFM technique using the example of a newly
discovered TiO/SrTiO3(100) (metal/insulator) heterostructure,
which has potentially high technological relevance [12].

Now it would be justified to introduce both TiO and SrTiO3
oxides, highlighting the differences and similarities between
those two structures. Based on the electronic conduction, most
transition metal oxides could be classified as insulators or semi-
conductors. However, due to the plethora of available valence
states in which a cation can be, many transition metal oxides
may also exhibit metallic conductivity. Here, a huge advantage
over other materials is the possibility of oxides that self-dope
via the introduction of oxygen vacancies [13], which is also a
reason why there are not many reliable experimental studies on
the work function of transition metal oxides (with one notable
exception [14]). Strontium titanate, SrTiO3, is a perfect exam-
ple of a semiconductor with a wide bandgap of 3.2 eV and also
a model perovskite oxide. Ti4+ cations provide no electrons for
the d-band, which can participate in conductivity. Strontium
titanate finds many applications as a dielectric ceramic material
[15] but also in various heterostructures, with exotic electronic
states, e.g., a two-dimensional electron gas (2DEG) on the inter-
face with LaAlO3 [16,17]. On the other side of the transition

metal oxides spectrum lies titanium monoxide, TiO, in which
the titanium atoms adopt the valence state 2+, contributing to
the formation of d2 electrons. Hence, TiO is a d-band conduc-
tor with a room temperature conductivity of 3500 Ω−1 cm−1,
which slowly decreases with temperature [18]. There is a
growing interest in such metallic oxides, not only as oxide elec-
trodes but also in medicine, since reduced TiO nanostructures
exhibit a strong absorbance of light over a broad spectrum,
which is of potential use in novel tumor therapy [19]. In addi-
tion, in the previous year, a profound interest was focused on
the superconductivity of various TiO structures [20,21]. Ac-
cording to those, rock-salt TiO is a type-II superconductor with
a superconductivity transition temperature (Tc) of 5.5 K, which
is higher than previously reported results [22]. As a result of its
electronic structure, titanium monoxide nanoparticles find
further application in heterogeneous catalysis, e.g., for the
hydrogenation of styrene [1].

Here we show the properties of a bulk-like crystalline rock-salt
TiO phase, unlike previous studies on the crystallography and
electronic structure of TiO, which were based on defective thin
films formed on various surfaces, e.g., TiC(100) [23] or
TiO2(110) [24]. γ-TiO is the high-temperature phase with a
NaCl-type (rock-salt-type, B1) cubic structure (Fm−3m,
a = 4.184 Å), displaying a wide range of nonstoichiometric
values [25]. Our study contains first measurements of electrical
conductivity and the work function of crystalline TiO and its
response to the ambient air reoxidation. This is all compared to
the work function of another relevant oxide, SrTiO3(100),
showing similarities and differences.

The present manuscript is organized as follows: after the intro-
duction of our TiO/SrTiO3(100) system, a combined conduc-
tivity and work function study from the same surface area is
presented, showing the possibility of obtaining full information
on the electronic properties when the KPFM technique is
accompanied by local conductivity atomic force microscopy
(LC-AFM). This is followed by a discussion of the significant
variations of the WF within cubic TiO nanowires, the estima-
tion of the KPFM resolution and the differences between TiO2
and SrO terminations of SrTiO3(100). The last part of the study
is dedicated to the discussion of the work function response of
both TiO and SrTiO3 surfaces upon oxidation via ambient air
exposure, in order to provide insight into the effect of oxygen,
water, and carbon dioxide interaction and therefore mimic the
operation conditions in real life applications.

Results and Discussion
The thermal reduction of a SrTiO3(100) crystal under reduced
oxygen partial pressure (UHV conditions + an oxygen getter),
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assured by the extremely low oxygen partial pressure (ELOP)
process, results in the formation of a network of ordered TiO
nanowires on the (100) surface as shown in Figure 1. Heavily
reducing conditions enable not only the removal of oxygen
from the crystal but additionally trigger an incongruent subli-
mation of strontium, resulting in the titanium enrichment of the
surface [26]. This general process has also been observed for
the broader class of transition metal oxides, such as CaTiO3 or
BaTiO3. The titanium monoxide surface layer crystallizes in the
form of nanowires oriented along the main crystallographic
directions of SrTiO3(100), with a length of up to 10 µm, a width
of a few hundred nanometers and a height of tens of nanome-
ters – see Figure 1. Their size could be easily tuned either by
the temperature or time of reduction [12]. The perfect crystallo-
graphic order of TiO nanostructures is confirmed by the trans-
mission electron microscopy (TEM) measurements in the high-
angle annular dark-field imaging scanning transmission elec-
tron microscope (HAADF-STEM) mode as we have recently
shown in [12]. A closer look at TiO reveals the γ-TiO structure
in a Fm-3m space group and 2.1 Å unit cell, which stands in
perfect agreement with subject literature values [27]. The high
level of crystallinity of these nanowires is the result of the for-
mation mechanism, which comprises incongruent strontium
effusion from SrTiO3 and then a TiO structure growth via crys-
tallographic shearing and diffusion (more details can be found
in [12]). The abrupt TiO/SrTiO3 interface and the Ti2+ to Ti4+

transition thereof make such a transition metal oxide hetero-
structure a promising candidate for various electronic proper-
ties and charge transfer investigations.

Figure 1: SEM images of an oriented network of titanium monoxide
(TiO) nanowires on SrTiO3(100). In between the terrace structure of
SrTiO3(100) can be seen.

Despite the similarities (both structures have a cubic crystallo-
graphic phase), there are profound differences in the electronic

structure between the band insulator SrTiO3 and metallic TiO.
Here there are two 3d electrons per one Ti2+ divalent titanium
ion, partially filling the metallic d-band in the energy diagram.
From the orbital perspective, high conductivity is a conse-
quence of the d-orbital overlap from the neighboring Ti sites. In
the case of cubic TiO, the Ti–Ti distance is slightly above 2 Å,
which is enough to have a significant overlap given the
d-orbital extension. On the other hand, in the ideal SrTiO3
perovskite there are no d-electrons on Ti sites. Thus a TiO
network on SrTiO3 constitutes a metallic nanowire array em-
bedded in an insulator matrix, and to properly disentangle the
electronic properties of both structures a technique with nano-
scale resolution is needed. Indeed with the use of the LC-AFM
technique, the conductivity of the developed nanostructures at
the nanoscale can be characterized, providing the possibility of
obtaining current maps as well as I–V characteristics at a given
spot. Figure 2a and Figure 2b show the topography and current
maps of the TiO nanowire network on SrTiO3(100). TiO has a
higher conductivity than the surrounding SrTiO3 (STO) surface
(the no current areas at nanowire edges are due to technical
artefacts, such as wear of the coating of the conductive probe).
To better illustrate the differences, I–V characteristics of TiO
and STO were collected and are presented in Figure 2c. Given
the ohmic behavior at the TiO nanowire, the conductance of the
whole system (tip + contact + TiO nanowire + interface + STO
bulk + bottom electrode) can be estimated to GLCAFM = 10 µS.
In contrast, the STO surface exhibits a one order of magnitude
lower current of a rather semiconducting nature. It is note-
worthy that the STO(100) surface had been thermally reduced
up to 1150 °C in UHV beforehand, resulting in the formation of
a high concentration of oxygen vacancies. Therefore, the
conductivity is much higher than that of a pristine single crystal,
which has been estimated via a comparable LC-AFM study to
be around 10−16 S [28]. Here the observed changes of conduc-
tivity on the surface correlate directly with the work function
differences as provided by the KPFM measurements taken at
the very same area. This was possible by forcing the same
conductive contact AFM tip to oscillate at higher harmonics to
enter the FM-KPFM mode (more details can be found in [29]).
Figure 2d,e presents the topography and work function of the
same area. Differences in the WF are as high as 900 meV be-
tween TiO and SrTiO3, in favor of TiO. However, there is also
a certain variation within the TiO and SrTiO3 structures, which
will be discussed later. The bias sweep measurements presented
in Figure 2f show reproducible Kelvin parabola with negative
curvature for both structures. As up and down bias sweeps
appear to follow the same curve, and there is no sign of
charging or charge transfer. A comparative study of LC-AFM
and KPFM of the TiO/SrTiO3 structure enables a clear distinc-
tion between two materials of comparable conductivity but
notably different work functions. The reason behind this is that
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Figure 2: Electrical properties of TiO/SrTiO3(100) heterostructures. a), b) LC-AFM topography and current (PtIr-coated PPP-ContPt tip, +1 mV sam-
ple bias), c) I–V characteristic (up and down sweeps) of marked areas on a TiO nanowire and SrTiO3 (STO) surface, d,e) KPFM topography and work
function measurement of the very same area, and f) Kelvin parabola at the same TiO and STO structures.

Figure 3: TiO facets influence the work function (WF) on the nanoscale. a) 3D view of the combined topography and the WF of TiO/SrTiO3. b,c) To-
pography and work function profiles of two areas on the same TiO nanowire.

although undoped SrTiO3(100) is a band insulator, it could be
easily self-doped with oxygen vacancies upon thermal reduc-
tion [28,30]. Reduction preferentially occurs at the surface, re-
sulting in the reconstruction transformation from (1×1) to
(√5×√5)R26.6°, and in the vicinity of extended defects in a
crystal (dislocations) which act as easy conduction paths for
electrons. Oxygen vacancy formation, and therefore Ti3+

valence, results in the appearance of new t2g electron states
within Ti 3d, which are below the conduction band of
SrTiO3(100) [31]. Consequently, a decrease of the WF is ex-
pected, as it was previously reported for 900 °C thermal

annealing under UHV, where the WF of SrTiO3(100) yielded
3.478(64) eV [30]. Hence, here a high conductivity of the
reduced SrTiO3(100) is measured and a work function of
3.12(18) eV, which is almost 1 eV lower than previous X-ray
photoemission electron microscopy (XPEEM) and UPS studies
(4.13 and 4.2 eV) for untreated oxide [32,33].

As stated before, KPFM investigations reveal certain variations
in the work function value of TiO nanostructures. To illustrate
this properly a 3D topography overprinted image with color
scale representing the WF is shown in Figure 3a. The WF of
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Figure 4: KPFM lateral resolution on high TiO/STO structures. a) Topography and b) work function of TiO nanowire array on SrTiO3(100). c) Height
(black line) and work function (green line) profiles of two adjacent TiO nanowires, showing high KPFM contrast. d) Dependence of the CPD resolution
(estimated as ΔCPD/CPD, see c) on the separation between TiO nanowires, with A + B/X asymptote fit. Insets show the SEM images of the actual
PtSi cantilever used in the experiments with a tip radius of 15 nm.

titanium monoxide varies to as high as 300 meV, even within
one nanowire. This is not an imaging artifact but rather a mor-
phological-related feature, which is proved by the two profiles
obtained for the same nanowire and shown in Figure 3b,c. The
edges of the nanowires have a different work function from the
top surface. This could be a consequence of the different facets
of the cubic TiO crystal being exposed. Such an effect of facets
having different WFs has to date been observed for many struc-
tures – the differences could be as high as 255 meV measured
in the case of  and (110) surfaces of CuGaSe2 [34]. For
the case of transition metal oxide crystals, XPEEM studies have
proved that the WF of the SrTiO3(111) face is higher than that
of the (100) face by no less than 210 meV [32]. Smaller differ-
ences in the range of 70 meV were reported in the case of tita-
nium dioxide (110) and (100) faces [35]. In the present case, the
differences could be higher because the whole sample with TiO
nanostructures was annealed up to 1150 °C and thus a possible
reduction-driven non-stoichiometry occurs. From a geometrical
perspective, the low index faces of cubic TiO, like (100), (110)
or (210), have an equal number of protruding oxygen and tita-
nium atoms, in contrast to the (111) face, where a whole plane

is formed by either titanium or oxygen. To our knowledge,
there are no subject literature studies on the stability or work
function on such faces, but it is justified to assume certain
differences may be present between those facets, which are also
influenced by the preferential removal of oxygen during ther-
mal reduction. As TiO nanowires have a height of tens of nano-
meters and tip convolution may play a role, a precise evalua-
tion of the steep facets of a higher WF, as seen in Figure 3, is
difficult. Based on the relative slope of a TiO surface it seems
that the top surface typically adopts a (100) plane, though this
requires further investigation.

An overlay of the work function on the topography map shown
in Figure 3a provides additional information on the high lateral
contrast of KPFM. The WF and morphology match almost
completely, although height variations are of tens of nanome-
ters. To investigate the resolution limits of KPFM imaging of
oxide heterostructures with a complex topography, a set of
images of parallel TiO nanowires was investigated, and the
results are presented in Figure 4. As a measure of the potential
resolution, we have used the ratio between the measured con-
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tact potential difference (CPD) decrease in between the TiO
nanowires and the full CPD of TiO with respect to STO. For an
ideal case, when the CPD reaches the value of STO in the gap
between parallel nanowires, this measure adopts 1, and 0 if
there is no drop in CPD. The dependence of this value on the
TiO nanowire separation (plotted in Figure 4d) provides infor-
mation on the resolution limit. It follows an asymptotic behav-
ior, with the correct CPD values measured when TiO nano-
wires are separated by more than 40 nm. This stands in perfect
agreement with the real tip radius of 15 nm, which was
measured for the same cantilever in high-resolution SEM (see
Figure 4d insets). Here, the use of uniformly PtIr-coated tips
enables topography correlated artifacts to be avoided, unlike
with some previous studies [36]. Taking into account the
opening angle of about 40° and the average nanowire height of
18(8) nm, the tip diameter at the level of the top surface of the
nanowire would be about 40 nm, meaning that the CPD resolu-
tion approaches the topography resolution, which is the ulti-
mate physical limit of the FM-KPFM technique [11]. Similar
results were obtained for the resolution estimation for KBr
nanoislands of monoatomic thickness, where a resolution of 0.5
was obtained for 20 nm separation, as is the case in the
following study [37]. The CPD resolution at the TiO/SrTiO3
transition is insensitive to the nanowire height, following the
same asymptotic behavior (see Figure 4d), unlike the situation
for C60 islands on HOPG, where a spread of 50 nm was re-
ported, while the topography resolution was 10 nm [38]. From
our results, we can set the limit of the smallest separation of
oxide nanostructures at 15 nm to obtain any CPD difference. As
for the CPD resolution, the estimated value would be below
5 meV, due to the high mechanical stability and good conduc-
tivity of both platinum silicide and PtIr-coated tips.

Apart from the work function difference between the TiO and
STO materials, we also found that the CPD/WF mapping of the
STO(100) itself exhibits a nonuniform nature. This could be as-
sociated with two different exposed surfaces, as SrTiO3(100)
perovskite structure has two stable nonpolar terminations, SrO
and TiO2, which both are present on the pristine surface, al-
though TiO2 is more stable [39]. When annealed under reducing
conditions, the TiO2 termination is promoted. Upon heavy
reduction, there is further oxygen depletion which results in the
formation of the (√5×√5)R26.6° reconstruction, which we
recently proved to be a Ti-enriched layer on TiO2-terminated
SrTiO3(100) [30,40]. The electronic structures of both termina-
tions are much different – the DFT calculated work function
values are 1.92 eV and 4.48 eV for SrO and TiO2, respectively
[14], obtained for the pure surfaces without vacancies.

In the present case of thermally reduced SrTiO3(100), the domi-
nant reconstruction is (√5×√5)R26.6°, which forms on the TiO2

termination, as proved by the scanning tunneling microscopy
(STM) and low-energy electron diffraction (LEED) investiga-
tions (see Figure 5g,h). The surface is composed of two
equiprobable orientations of (√5×√5)R26.6° domains, both
rotated with respect to the (1×1) surface by 26.6 degrees. Those
two domains are labeled A and B, both in LEED and STM
images. Bright protrusions seen in the STM picture, which also
decorate domain boundaries, are either oxygen vacancies/
vacancy clusters or Sr adatoms, according to the model [30].
The KPFM map reveals a non-homogeneous landscape of the
work function – higher values are measured on terraces, where-
as areas near the edges a reduced work function is observed (see
Figure 5b). This could be directly represented by the histogram
shown in Figure 5c. A clear difference of ≈23 meV could be
measured between the two areas. This effect is not purely topo-
graphical, since the WF differences are similar in the cases of a
single step and multistep (12 atomic layers), as shown in
Figure 5d–f. Three possible mechanisms are possible to cause
such difference: termination-, reconstruction- or reduction-
related. The first would be the termination variation within one
terrace, with the higher WF values related to the TiO2 termina-
tion, which is dominant, and the lower to the SrO-enriched
terrace edges, as previous KPFM studies showed the difference
between air-annealed SrTiO3 terminations of ≈10 meV [41].
However, for the case of heavily reduced SrTiO3(100) the only
observed termination is TiO2, given the step uniform heights of
≈4 Å. The second possible origin of the observed variation is
the presence of multiple surface reconstructions, notwith-
standing that the recorded LEED patterns and STM maps do not
support such claims, showing clear (√5×√5)R26.6° surfaces,
even near the step edges (see Figure 5h). Finally, this differ-
ence is not likely to be caused by the electronic layer at step
edges since it stretches away from the edges up to 100 nm,
which is too far to be attributed to local dipoles [42].
Simultaneously the oxygen removal is likely to be initiated at
step edges, as it was as postulated by Martinez et al. [43] for a
similar TiO2(110) oxide. Hence for the severe reduction of
SrTiO3(100) a gradient of the average cation valence across
one terrace may be expected, which can contribute to
the observed small decrease in the WF near the step edges. In
terms of the absolute work function of TiO2-terminated
SrTiO3(100), the obtained value of 3.12(18) eV, averaged
across a number of images, is close to this postulated by DFT
(3.39 eV) for TiO2 termination with oxygen vacancies in the
surface layer [14]. The difference is most likely caused by the
higher density of oxygen vacancies, due to the heavy thermal
reduction.

Ambient air reoxidation of TiO and SrTiO3
As the vast majority of applications of transition metal oxides is
related to the oxygen activity and redox reactions on surfaces,
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Figure 5: Characterization of the SrTiO3(100) surface by KPFM. a) Topography of a TiO/SrTiO3 structure (Δf = −20 Hz), b) corresponding work func-
tion map from KPFM, c) work function histogram from the selected area in b), d) and e) topography and work function of a different TiO/STO network
(Δf = −20 Hz), showing the WF correlation with step edges. f) Topography and work function line profiles, extracted from d) and e). g) LEED pattern
(100 eV beam energy) indicating the perfect (√5×√5)R26.6° reconstruction with two equiprobable domains A and B. h) STM topography showing the
concurrent presence of A and B domains, with defects marked in black.

the next experiment was aimed to study the work function de-
pendence upon controlled reoxidation of reduced oxides.

Transition metal oxide nanostructures find manifold applica-
tions, especially in various (photo)catalytic processes, e.g.,
water splitting [1,44]. For industrial uses, the samples have to
be exposed to ambient conditions, therefore it is necessary to in-
vestigate the impact of air exposure on electronic surface prop-
erties. Moreover, transition metal oxides are often regarded as
promising materials for sensing applications, due to the strong
response to gaseous pressures, especially oxygen and water
[45]. The tool of choice that provides information on the subtle
changes in the work function is KPFM, which has been em-
ployed for research on the photocatalytic activity of TiO2-based
doped and undoped nanofibers [46,47] and for the under-
standing of the operation of nanostructure electrochemical
sensors [48].

Thus, we have focused on the systematic approach of the influ-
ence of ambient air on the work function of TiO and
SrTiO3(100). Figure 6a shows the topography and work func-
tion of representative TiO nanowire networks before and after
ambient air exposure. Additionally, the impact of low tempera-

ture annealing (230 °C) in UHV is presented. After the venting
of the vacuum chamber, the TiO nanowires still had a much
higher work function than the SrTiO3(100) surface; however,
the absolute values for both materials increased. It is widely
known that water molecules present in the ambient air form a
dipole layer, which can give rise to an effective surface poten-
tial [49].

To reduce the impact of weakly interacting adsorbates, in the
next step, the sample underwent in situ UHV annealing, which
implicated a WF decrease of both TiO and SrTiO3 by about
0.2–0.4 eV. To illustrate the experimental findings better, three
histograms of reduced, air-oxidized and outgassed work func-
tions are plotted in Figure 6b. It is immediately visible that the
general three-peak nature of STO and lower and higher TiO
values of the WF are preserved, however the offset changes, as
illustrated in Figure 6c. The STO(100) work function increases
by 0.9 eV due to air exposure, similar to the case of oxygen
reoxidation [30]. A conclusion can be drawn that the main
contribution of the work function increase is related to oxygen,
which refills vacancies of the reduced (√5×√5)R26.6° surface
and locally oxidizes titanium cations to regain the 4+ valence
state.
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Figure 6: Influence of air exposure on the TiO/SrTiO3 work function. a) KPFM topography and work function of a TiO/SrTiO3 heterostructure
(Δf = −40 Hz) after reduction (first row), exposed to ambient air (second row) and after annealing up to 230 °C (third row). b) Work function
histograms of the presented cases. c) Evolution of the work function value for the SrTiO3(100) surface (black), lower TiO facets (red) and higher
(blue).

Vented TiO nanowires have a work function that is higher by
0.65 eV, independent of the face, which is almost 0.5 eV higher
than in the case of pure oxygen (not shown). This is a footprint
of the high catalytic activity of the TiO surface, which was pre-
viously postulated in the case of TiO/TiO2 nanoparticles [44].
Reduced titania TiO1.23 proves also to be a promising candi-
date for electrochemical water splitting [50]. As the catalytic
activity of a crystalline rock-salt TiO phase has yet to be
studied, this is a first indirect observation of the high potential
of such a structure.

After in situ annealing to 230 °C, the work function of TiO
nanowires drops by 0.2 eV, in contrast to the 0.35 eV decrease
for the SrTiO3(100) surface. A temperature of 230 °C was
chosen to enable desorption of the most abundant adsorbates,
also mimicking the typical operating temperatures of metal
oxide gas sensors [51]. Numerical calculations suggest that H2O
and CO2 species present in air saturate almost all free adsorp-
tion sites on TiO2-terminated SrTiO3(100) [52]. The low
Redhead desorption temperature of H2O (CO2) of 233–283 K
(428–523 K) calculated by Baniecki et al. [52] suggests that our

surface, which is predominantly TiO2-terminated, is cleaned of
those adsorbates after annealing, hence the 0.35 eV difference
in the WF.

The lower response of TiO to annealing is a hint of the higher
adsorption energy of the interacting gases. It suggests the
chemisorption of H2O and CO2 and dissociation of their prod-
ucts, stemming from the high catalytic activity of the TiO
phase.

To wrap up our experimental findings of the KPFM study of
TiO and SrTiO3(100) crystals, a comparison between the ob-
tained work functions as well as the subject literature values is
presented in Table 1. The first direct work function measure-
ment of the cubic γ-phase of TiO yields 3.31(21) eV for the
as-grown (reduced in UHV at 1150 °C) and 3.75(11) eV for
vented and outgassed material, which is most likely close to the
value for the pristine TiO crystal. To date, the only values for
the TiO WF come from polycrystalline samples (films, nano-
particles) and from the laterally averaging method of UPS, thus
this cannot be reasonably compared with our findings. The WF
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Table 1: Comparison between the literature values and the obtained experimental results of TiO and SrTiO3 work functions (WF).

Material Sample WF [eV] Method Ref.

TiO TiO nanoparticles (14 nm) 3.01 UPS [44]
TiO thin polycrystalline film ≈4.5 UPS [53]
TiO cubic γ-phase (nanowires):
· reduced (UHV, 1150 °C)
· air-exposed
· air-exposed and annealed

3.31(21)
3.92(17)
3.75(11)

KPFM this study

SrTiO3 SrTiO3(100)
SrTiO3(110)
SrTiO3(111)

4.13
4.32
4.34

XPEEM [32]

SrTiO3(100) 4.2 UPS [33]
SrTiO3(100) reduced at 900 °C 3.478(64) KPFM [30]
TiO2-terminated SrTiO3(100)
SrO-terminated SrTiO3(100)

4.2–4.3
2.5–3.0

macroscopic Kelvin probe [54]

SrTiO3(100) (single crystal):
· reduced (UHV, 1150 °C)
· air-exposed
· air-exposed and annealed

3.12(18)
3.835(72)
3.41(11)

KPFM this study

SrTiO3(100) BHF-etched, air-annealed (1000 °C)
· ϕTiO2 − ϕSrO difference

≈10 meV KPFM [41]

SrTiO3(100) BHF etched, air annealed (1300 °C)
· ϕTiO2 − ϕSrO difference

≈0.5 eV LEEM [55]

value obtained for the reduced SrTiO3(100) surface of
3.12(18) eV follows the trend of a decreasing work function
upon reduction and an increasing one due to reoxidation [30]. It
is worth mentioning that substantial discrepancies between the
measured WF for transition metal oxides, besides the different
quality of the samples, could stem from the suboptimal condi-
tions during preparation, e.g., holder materials can act as
oxygen getters, influencing the reduction state of a sample [12].

Conclusion
We have presented a thorough study of the Kelvin probe force
microscopy investigations on the electronic properties of cubic
TiO formed on a SrTiO3(100) single crystal surface. To our best
knowledge, this is the first measurement of the crystalline TiO
work function and its dependence on the gaseous pressure of air
in comparison to the SrTiO3(100) response. The rock-salt cubic
γ-phase, with a high crystallographic order, has a work func-
tion of 3.31(21) eV with significant variations on the surface,
which are related to the different facets exposed. The higher
work function of TiO compared to STO(100) is accompanied
with a higher conductivity, with an ohmic behavior, which was
checked by simultaneous LC-AFM measurements. Full ambient
venting results in a 0.6 eV increase in the TiO work function
and is a hint of the ongoing catalyzed dissociation of CO2 and
H2O present in ambient air. The work function of TiO decreases
by 0.2 eV as a result of 230 °C UHV annealing, being a
measure of the amount of weakly adsorbed species. Air expo-
sure of the (√5×√5)R26.6° TiO2-terminated SrTiO3(100) sur-

face results in a 0.9 eV increase in the work function, which is
similar to the increase observed for reoxidation in pure oxygen.
Annealing induces a decrease of 0.4 eV as a result of the de-
sorption of weakly bonded species.

Our study also contains an estimation of the FM-KPFM lateral
resolution, which enabled reliable measurements of TiO nano-
wires separated by 40 nm, proving the suitability of the KPFM
technique for the investigation of transition metal oxide struc-
tures, even with remarkable topographical variations.

In conclusion, the presented results acquired for crystalline TiO
and SrTiO3 phases provide important information on the work
function values themselves but also on their interaction with air
and operation upon elevated temperatures.

Experimental
We investigated Verneuil-grown epitaxy-ready-polished
SrTiO3(100) crystals, provided by the Crystec company. The
crystals were mounted onto Omicron direct heating holders and
introduced into the UHV chamber, with a base pressure of
5 × 10−10 mbar, maintained by the use of turbo-molecular, ion
and sublimation pumps. In order to produce a TiO nanowire
network on the surface of STO(100), the extremely low
oxygen partial pressure (ELOP) method of perovskite decompo-
sition was adapted (for more information see [12,26]). The
SrTiO3(100) single crystal (10 × 3 × 0.5 mm3) sample was
mounted on an n-doped Si(111) single crystal, which acted as
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an oxygen getter, allowing extremely low effective oxygen
partial pressures to be reached on the STO surface (below
10−20 mbar). As a result of the high-temperature reduction
(1150 °C, 1 h) under such conditions, a macroscopic network of
nanowires was formed. After slow cooling down to room
temperature, the samples were transferred in situ to the micro-
scope chamber of an Omicron RT STM/AFM system, where
KPFM, LC-AFM and STM measurements were performed.
KPFM, operating in FM mode, was used with a single-pass
method, with three feedback loops maintaining the oscillation
amplitude, phase and frequency shift [56]. The real oscillation
amplitude was in the range of 10 nm. In order to obtain the CP
D signal, an AC-modulated bias was applied to the bottom of
the electrode, where a sample was mounted. The modulation
frequency and amplitude were set to 315 Hz and 500 mV, re-
spectively.

In order to ensure reproducible FM-KPFM results, two differ-
ent types of AFM cantilevers were used: PPP-ContPt (PtIr-
coated) and PtSi-FM (platinum silicide tips), both from
Nanosensors. Such cantilevers are widely used as conducting
tips in a contact mode AFM, allowing for a high lateral resolu-
tion in conductivity measurements. The remarkable mechanical
stability of the selected cantilevers allowed for the noncontact
mode measurements (with a Kelvin loop) using the very same
tip, maintaining oscillations at the higher harmonics of the
fundamental frequency (≈75 kHz). Hence, in order to record
current and CPD maps from the very same sample area, KPFM
measurements were first performed with the soft cantilever
forced to oscillate at higher harmonics, then the tip was
retracted tens of nanometers from the surface, all feedback
loops were turned down and a contact mode AFM scan was per-
formed when approached with a single loop maintaining a
deflection set point of 10–30 mV. The high conductivity of both
TiO and STO materials enabled a low sample bias of +1 mV for
the LC-AFM measurements to be used.

Real work function values were calculated from recorded CPD
maps after calibration against a material of known work func-
tion, here highly oriented pyrolytic graphite (HOPG), which
was annealed in situ up to 300 °C in order to remove water
and other adsorbates. After each set of KPFM measurements,
the HOPG surface was scanned employing the same experimen-
tal parameters and a VCPD(HOPG) was obtained. Assuming
a HOPG work function of ϕHOPG = 4.5 eV (subject literature
values: 4.6 ± 0.1 eV [57], 4.4 ± 0.1 eV [58]), a work function
of TiO/STO was evaluated by applying the equation:
ϕTiO/STO = VCPD(TiO/STO) – VCPD(HOPG) + ϕHOPG.

Ambient air exposure was realized by venting the sample in the
load-lock and then introducing it again into the UHV system.

Subsequent annealing up to 230 °C for 1 h hour enabled the
estimation of the content of the weakly adsorbed species at the
surface.
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Abstract
Surfaces exposed to air can change their structure due to external influences such as chemical reactions or material exchange and
movement. The adsorbed water layer that is present under ambient conditions plays an important role especially for highly soluble
materials. Surface atoms can easily diffuse into the thin water layer and, when surface conditions are favorable, they can re-attach
to the surface. We collected atomic force microscopy images of KBr surfaces in a humidity-controlled glove box at various relative
humidities below 40%. By scratching and poking the surface with the AFM tip, we constructed energetically unfavorable holes or
scratch sites and material accumulations and recorded the evolution of these defects as a function of the time. We observed an
exponential decay of the size of the defects and material accumulations, and from this data we determined energy barriers to disso-
lution and aggregation of approximately 0.9 eV.

2084

Introduction
Defining surface properties under ambient conditions is chal-
lenging as they are heavily influenced by the environment. In
general, there are various contributing factors such as tempera-
ture, air pressure and air composition. Typically, air is
composed of different gases, a small fraction of aerosols and
water vapor. The relative humidity (RH) usually ranges from
about 25% to 70%, depending on weather and season. A thin
film of water molecules adsorbs on every surface exposed to
humid gases [1-3].

The thickness of these water layers depends on many factors in-
cluding the relative humidity, surface roughness, hydrophilicity
or hydrophobicity, meniscus formation (as described later) and
also air pressure and temperature [2]. In the case of freshly
cleaved or dried surfaces the amount of adsorbed water also
relates to the time of exposure to the humid air. The layer thick-
ness ranges from partial coverage at very low humidities
(RH < 10%) up to several nanometers near saturation. Arima et
al. performed XPS measurements on potassium bromide (KBr)
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thin films under UHV conditions (4·10−10 mbar) in order to de-
termine the thickness as a function of the relative humidity [4].
They observed an increase of the coverage up to one mono-
layer at RH = 30%. This thickness remained constant up to a
relative humidity of about 60%. A small increase up to
RH = 80% and large increase up to 2 nm for higher humidities
was recorded. It has to be taken into account that measure-
ments at such low pressure rather relate to the outer atmosphere
than to ambient conditions. However similar observations have
been made by Asay et al. under ambient conditions, who
showed on silicon oxide the growth of three monolayers up to
RH = 30%, an additional layer forming by increasing RH to
60% and further growth of the water film up to 2.7 nm
(ca. 10 monolayers) thickness at higher humidities [1].

On the atomic level, water and adsorbed molecules can arrange
according to the surface structure and form ordered hydration
layers that are also referred to “ice-like” [1,5-8]. The presence
of water can have a large influence on the surface, especially
for salt crystals. Investigations suggest that the presence of
water and, as a consequence, the relative humidity have a direct
influence on material transport and step movement [3,7]. The
relationship between humidity, water coverage and movement
speed, however, is complex.

In this study we investigated the surface of KBr, a salt crystal,
by using frequency-modulation atomic force microscopy (FM-
AFM) using a qPlus sensor [9-11]. The aim of our experiments
is a qualitative and quantitative observation of the change and
evolution of the KBr surface as a function of the relative
humidity. Therefore, several artificial defects in the range of
some to tens of nanometers were created and observed over a
period of a few hours up to a few weeks while the relative
humidity was kept within a certain range for each experiment.

Experimental
For the experiments we used a custom-designed AFM
equipped with a qPlus sensor. The qPlus sensor is a stiff
(k = 1800 N/m) self-sensing quartz sensor with a resonance fre-
quency around f0 = 32 kHz. It has enabled unprecedented
results in low-temperature AFM, such as the imaging of single
pentacene molecules by Gross et al. [12], intramolecular resolu-
tion of PTCDA at room temperature by Huber et al. [13], as
well as the capability to perform non-destructive measurements
on sensitive biological samples in air and in a liquid [14]. More-
over, it has been shown that a qPlus AFM is capable of
observing material dissolution [7,15].

These studies show that the high stiffness is beneficial and
allows one to use larger tips built from any appropriate tip ma-
terial and to operate the AFM at small amplitudes without

risking jump to contact [7,16-19]. A small and sharp splinter of
a smashed sapphire bulk crystal was used as a tip. Sapphire is a
very hard material, it is hydrophobic with a contact angle to
water above 80°[20], and it is chemically inert [21]. The high
hardness allows us to create large artificial defects in our sam-
ple (as described later) without damaging the tip. Moreover, the
hydrophobicity reduces capillary formation at the tip–sample
contact area. Capillary condensation causes a locally enhanced
presence of condensed water molecules [22], which might cor-
respond to a much higher relative humidity near the apex.
Furthermore, the water film and the water meniscus that forms
around the tip–sample contact cause damping forces on the
probe, which result in higher noise [7]. The hydrophobicity of
sapphire reduces the meniscus effect. The impact that hydro-
phobicity or hydrophilicity of the tip material can have is
demonstrated by Wastl et al. in [23], by comparing the rip-off
distance of the meniscus for a sapphire and a silicon tip.

In order to observe a significant temporal evolution of the sam-
ple surface we chose KBr, a soft and easily soluble salt (650 g/L
in H2O at 20 °C) [24]. KBr crystallizes in the rock-salt struc-
ture with a lattice constant of a = 660 pm [25]. A clean and dry
surface can be generated by cleaving the bulk crystal with a
knife along the [100] direction. The surface shows large atomi-
cally flat terraces with heights ranging from one to a few atom
layers. Steps, screw dislocations, small holes and islands can be
observed. However, it was not possible to observe single atomic
defects, as their life time is too short for the AFM imaging
process [7].

The soft sample material allows us to generate large and deep
artificial defects on the scale of some tens of nanometers in
length and some nanometers in depth. We deliberately created
two types of defects: poking holes and scratching holes. Poking
holes are deep and narrow holes, created by poking the tip
several nanometers into the surface. This results in a steep hole
with a shape similar to the tip apex. The removed material
mainly accumulates around the hole but partially attaches to the
tip. Scratching holes are larger defects, created by poking the
tip into the surface and then scanning quadratic or rectangular
areas with a freely determined edge length, of typically some
tens of nanometers. The result is an almost rectangular hole
with the removed material accumulated around the defect and to
a small extent attached to the tip. Most of the material accumu-
lates at the turnaround points of the tip. The scratching tech-
nique creates larger and more reproducible holes than the
poking of single points, since the shape of the tip becomes less
important.

AFM enables high lateral resolution, although the imaging of
structures with rough topographies is challenging. When scan-
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ning rugged surfaces the back structure of the tip apex becomes
more important. As the tip follows the surface while keeping
the tip–sample interaction constant, side effects of the tip
become more important for steep edges. The depicted struc-
tures show a convolution between the tip and sample. This may
result in smeared out step edges in the images and, conse-
quently, an amplification of convex structures such as material
accumulations, as well as a reduction of concave structures
[26,27] such as holes as shown in Figure 1. These artifacts can
be minimized by using sharp tips with small tip angles ϕ, as
defined in Figure 1. If we consider the apparent size of a sur-
face feature with width w and height h, for a two-dimensional
case, the measured cross-sectional area A of the elevation (+) or
hole (−) is given by:

(1)

and the measured volume V for circular structures having the
real volume of πh(w/2)2 is given by:

(2)

Thus, even if only the material from a hole ends up forming an
elevation, the measured volume of the elevation is apparently
larger than the volume of the hole.

Figure 1: 1D schematic of the tip–sample convolution at islands and
holes. Due to the tip geometry step edges appear smeared out.
Consequently, accumulations appear to be larger and holes smaller.
The red hatched areas show the misassigned volumes at step edges.
This effect is more pronounced for large tip angles (blunt tips) com-
pared to small angles (sharp tips).

The relative humidity in laboratories without air conditioning
usually ranges from 25 to 60%. In order to provide a stable rela-
tive humidity for time periods up to some weeks, the micro-
scope was placed into a glove-box. The humidity inside the box
can be increased by evaporating water or decreased by using the
drying effect of silica gel. With this setup, RH values below 2%

can be obtained. The desired humidity can be reached within a
time scale ranging from some minutes up to a few hours. With-
out active influence the air humidity remains quite constant
with a maximum rate of change of less than one percent per
hour. The humidity was continuously measured and, if needed,
adjusted during the measurement process.

All AFM experiments were performed in the frequency-modu-
lation mode with a qPlus sensor with a resonance frequency of
29 to 33 kHz and a stiffness of k = 1.8 kN/m. Typical image pa-
rameters were an amplitude A = 500 pm and a frequency-shift
set point of Δf = +10 to +25 Hz. Data and image processing was
performed with MATLAB (The MathWorks, Inc.) and WSxM
[28].

Results and Discussion
Initial experiments with poking holes
This experiment shall investigate qualitatively how the material
transport rate changes with humidity RH in a range of
18.8% < RH < 35.1%. Several holes and accumulations of dif-
ferent size and shape were induced by poking the tip several
nanometers into the surface. The defects initially have a conical
shape with depths ranging from 1 to 18 nm and diameters be-
tween 100 and 200 nm. The depth of the defects is defined by
the height difference between the lowest point of the defect and
the surrounding terrace. The removed material aggregates
around the artificial defect. The accumulations do not attach
symmetrically but irregularly around the holes. This can be ex-
plained by the shape and angular orientation of the tip towards
the surface. The consecutive images displayed in Figure 2 are
1.5 μm × 1.0 μm sections of the continuously scanned area and
show the time evolution of the shape of the holes.

During this experiment the humidity changed over time. We
can devide the experiment into three sections, defined by the
relative humidity. The time evolution of the first section,
20.5% < RH < 25.0% for the first 27 h can be seen by
comparing Figure 2a to Figure 2b. The first period shows a
slow erosion of the accumulated material and a filling of the
defects from the bottom. The accumulated material around both
top structures and the middle left structure slightly decreases.
For the other three structures a slight spread of the accumulated
material can be observed. The lowest levels of the middle and
bottom left defects get filled.

In the second section the relative humidity ranges from 25.0%
to 35.1% within a time period of 46 h. Figure 2b and Figure 2c
show the surface topography directly before and after this
period. It can be observed that the accumulated material around
the top right and the middle left structure has completely
eroded. Also, for the other structures only a fraction of the
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Figure 2: 1.5 μm × 1.0μm sections showing the time evolution of artifi-
cial defects and accumulations in three ranges of relative humidity. (a
to b) 1st range: 20.5% < RH < 25.0%, t = 0–27 h); (b to c) 2nd range:
25.0% < RH < 35.1%, t = 27–73 h; (c to d) 3rd range:
18.5% < RH < 23.0%, image (c) was recorded directly after decreas-
ing the humidity at t = 76 h). In image (a) the holes are denominated
from A to F for depth comparison below in Figure 3. Measurement pa-
rameters: f0 = 32893 Hz, A = 500 pm, Δf = 20 Hz.

initial volume is left. All holes appear to be less deep and show
an increased diameter. This increase can be understood by
considering a simple picture in which the additional energetic
cost of a hole can be described by the length of its edge. This
model is based on the Terrace Step Kink model as described in
Ref. [29]. If we were to start with a defect that has the first layer
removed in a circle with radius R1 and a second (deeper) layer
removed in a circle with radius r1< R1, this would yield an
energy term for the edge E1 ∝ 2πR1 + 2πr1. The defect now
evolves, maintaining the total volume of the hole to a single-
layer circular defect with radius R2. Conservation of volume
requires

but now the corresponding energy of the edge is smaller,

An illustrative drawing can be found in Supporting Information
File 1, Figure S5. The material that is filling the smaller hole in
the second layer is removed from the edge of the first layer.
Therefore the dissolved volume per time vt is proportional to
the edge length 2πR1 with Vt = 2πR1cVt, where [cVt] = m2/s is
the material transport coefficient. This results in a depth change
dΔz/dt:

(3)

with Asub−hole being the area of the layer being filled. The 
relation shows why small and steep holes fill up faster than
larger and shallow structures. For steep accumulations this
results in a spreading of the material from the higher levels into
the surrounding area, which can be observed in the experiment
described in the next section.

In the third section the relative humidity ranges from
18.5% < RH < 23.0%. Figure 2c and Figure 2d show the time
evolution within the next 145 h. The amount of accumulated
material of the bottom right and the middle right structure has
further decreased, yet less significant compared to the previous
section. Only the lowest level of the middle and bottom holes
have partially filled. The time evolution of the maximum depth
is displayed in Figure 3. During the first period the steep holes
(especially D and F) show significant a decrease in depth that
continues (see D and F) or is enhanced (see E) for the second
period. The third section only shows small changes.

Figure 3: Maximum depth of the observed holes over time. The poking
holes to which the letters correspond is displayed in Figure 2 a). The
blue highlighted area shows the second time period with RH > 25%.
Only holes (B,C,F) are displayed, the full graph is displayed in Sup-
porting Information File 1.

This experiment indicates that the material transport for steep
structures is significantly enhanced driven by the energetically
unfavorable form (large surface-to-volume ratio). A contribu-
tion of the relative humidity cannot be derived readily from this
experiment. The tip–sample-convolution effect described above
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appears to be a dominant factor. For that reason, further experi-
ments were performed by scratching holes into the substrate.

Scratching holes at RH < 6%
In this experiment the surface was exposed to very dry air
below RH < 6%. Therefore, a low coverage of the surface with
water molecules is expected. When probing the surface at such
low humidity, the mobility of ions is expected to be reduced.

A large rectangular defect with an edge length of about
80 nm × 60 nm with a depth of up to 4.3 nm (see Figure 4) was
created with the scratching technique described above. The re-
moved material accumulated in several nanometer thick and up
to 7.0 nm high walls around the hole. The area was scanned
only once every few days to minimize the effects of tip-in-
duced material transport. In the seven days of observation the
relative humidity was kept between 3.0% ≤ RH ≤ 5.5%.

Figure 4: 200 nm × 200 nm 3D profile image of the generated
scratching site directly taken after generating, after two, three and
seven days at 3.0 < RH < 5.5%. The lowest levels of the hole fill until
the second measurement, yet the maximum depth remains constant
afterwards. The higher levels accumulated material erodes more
quickly. A spread of the material around the defect can be observed.
Measurement parameters: f0 = 31785 Hz, A = 500 pm, Δf = 25 Hz.

In order to evaluate the size of the accumulation and the defect
every measurement point that differs more than 165 pm (half an
atomic step height) from the average height of the surrounding
plain (z = 0) is referred as part of the hole or the accumulation.
The volume is obtained by adding up the height of all corre-
sponding measurement points multiplied with the size per point.
The total volume of the hole or accumulation therefore can be
expressed by

Figure 5: Volume of the hole and accumulation at 3.0% < RH < 5.5%
within seven days. No significant change in the volume of the hole can
be observed in this time period. The accumulation appears to be larger
and show a higher material transport than the hole. However, these
values are influenced by the tip–sample convolution.

(4)

where Ascan is the size of the total scan area and Np is the num-
ber of measurement points.

Over a period of seven days significant changes of the studied
structure can be observed. The accumulation erodes quite fast at
the beginning and spreads out to the surrounding area. Initially,
the defect was surrounded by walls which were up to 35 nm
thick and up to 7 nm high. After two days the maximum height
decreased to 4 nm and a single atom layer is spreading around
the structure. At the defect a rounding of the corners can be ob-
served. These processes continue over time.

Figure 5 shows the size and change rate for each image. It can
be seen that the change of the material accumulation is much
larger than that of the defect. This would mean a loss of materi-
al as the total change rates do not match. This can be due to the
amplification/reduction effect of steep convex/concave struc-
tures as described above. Furthermore, this scan area is not a
closed system and allows for material exchange with the
surroundings. Also material gets removed by the tip. However,
there is one important observation to be made: Slow material
movement still takes place despite the very low humidity. The
observed slower filling of the defect compared to the erosion of
the accumulated material could be either a measurement arti-
fact (assisted mobility) or a real physical effect. While in this
example it is difficult to differentiate, further examples shown
in this work all show a similar pattern that the accumulated ma-
terial erodes quicker than the defect fills. This makes us con-
clude that it is indeed a real physical effect.
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Figure 6: 250 nm × 250 nm images of the time evolution of both defect and accumulation at different consecutive times. It can be observed that both
hole and accumulation turned in a round shape. For better visibility the first image at t = 0 shows a different color scale.

Scratching holes at 12% < RH < 20%
In this experiment material transport was investigated at rela-
tive humidities from 12% ≤ RH ≤ 16% for 15 days and then it
was linearly increased by about ΔRH = 1% per 19 h to investi-
gate whether this affects the transport rate. The temperature was
20 ± 1 °C. A rectangular defect with edge lengths of about
95 nm × 80 nm and a maximum depth of 7.0 nm was created.
The accumulation has an apparent initially volume of approxi-
mately 136000 nm2 and the defect has an approximate volume
of 72000 nm2. The time evolution of the structure is shown in
Figure 6 and Figure 7 (graph). It can be seen that after an initial
settling time the accumulation, as well as the defect, get expo-
nentially smaller, until the size drops below a certain value.

The phenomenon of an enhanced material transport directly
after creating a structure can be explained by the sample materi-
al being ripped out of the crystal structure during the scratching
process. Now, the material is likely no longer in a monocrys-
talline configuration like the bulk material. The material accu-
mulation therefore is less stable and more mobile. This hypoth-
esis explains the increased volume change during the first hours
compared to the exponential decrease afterwards. Conversely,
this results in an increased availability of material and a quicker
filling of the hole.

The accumulated material erodes faster than the hole is filled.
The accumulation completely eroded after about 12.5 days. At
this time the volume of the hole has shrunk to 17% of its initial
volume. About 2.5 days later we started to increase the relative
humidity, marked by the blue dashed vertical line. The expo-

Figure 7: Time evolution of both defect and accumulation volume.
After an initial settling time the logarithmically scaled size values show
a linear behavior, which corresponds to an exponential decrease (see
solution of differential Equation 5). The dashed blue vertical line corre-
sponds to the point after which the relative humidity was increased
linearly from RH = 12.9% to 19.9% until complete filling. The exponen-
tial behavior is not affected. When the structure volumes fall below a
certain size (accumulation: t > 250 h, hole: t > 510 h) the transport rate
increases and now corresponds to Eqaution Equation 10. Measure-
ment parameters: f0 = 29302 Hz, A = 500 pm, Δf = 10 Hz.

nential decrease of the hole did not significantly change with
the increase of humidity, but rather when it fell below a certain
size at approximately t = 510 h, when the humidity reached
RH = 17.9%. When the hole completely filled, the relative
humidity had reached 19.9%.

For a quantitative description of this behavior we consider the
sample material to be able to take two different states: (1) In the
bound state the K+/Br−-Ions are immobilized on the surface.
This state is observed by the AFM technique as the surface to-
pography. (2) In the second state the ions are dissolved in the
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hydration layer or in a physiosorbed or precursor state [30],
which shows a high mobility and cannot be imaged. The materi-
al from the accumulation over time changes from the first state
into the second state and from the second state into the first
state, attaching to the hole. These transitions require each atom
to overcome an energy barrier Eb. The change rate can be
expressed by

(5)

with N being the size of the observed structure, ν the attempt
frequency to overcome the energy barrier, kB the Boltzmann
constant and T the temperature. We assume an attempt rate of
ν = 1013 s−1, which is in the order of magnitude of a KBr
phonon [31], equal for both transitions. This differential equa-
tion can be solved by an exponential decaying function of the
form N(t) = N0·exp(−t/τ), with N0 being the structure size at the
time t = 0 (in this case the time after the initial enhanced trans-
port) and 1/τ the exponential decay rate. This allows us to
calculate a value for the energy barrier from the recorded data,
given by

(6)

As we consider the exponential decay rate to be constant we
obtain a value for the energy barrier of Eb,acc = 875 meV for the
accumulation and Eb,def = 895 meV for the defect. The calcu-
lated values vary by less than 6.8% when ν is altered by one
order of magnitude. If we calculate the barrier for the defect
before and after the point of increasing the relative humidity
separately our results differ by less than 2.6%.

To explain the non-exponential behavior as the accumulation
and defect get smaller, a different model is required. In the
model described above the ions dissolve or adsorb at any posi-
tion of the interface of the structures, which then rearranges into
the energetically more favorable round shape. For smaller sizes
a further effect becomes dominant. As the step edges make up
the highest energy cost of the surface configuration they are
more reactive than the rest of the surface. The ions face a lower
energy barrier and if the ratio between edge length and struc-
ture size is large enough the material transport is mainly driven
by adsorption and dissolution at the step edges. To understand
why that would lead to higher material transport, we consider a
circular accumulation or defect with a total number of atoms N.
With a radius r and interatomic spacing of a:

(7)

The number of atoms at the step edge Ne can be described by

(8)

If material transport is confined to the edges, then (see Equa-
tion 5):

(9)

with Eb,e being the energy barrier height at the step edge. This
yields a solution of the form

(10)

with , and explains the increased
decay of the structure volumes as their size decreases.

Further measurements at a relative humidity in a similar range
of 14.5% < RH < 18.5% are shown in Figure S6 in Supporting
Information File 1. Several structures of different volumes were
observed and show a similar behavior. The accumulated materi-
al erodes faster than the holes fill. Slow material transport
(compared to the experiment at RH = 28%, next section) is
taking place. The smallest structure fills within less than 200 h
whereas no significant change in volume for the largest struc-
tures can be observed. These measurements are not included to
this manuscript as they were created by poking but not with
scratching. The measurement of the exact volumes therefore
may be imprecise.

Scratching a hole at RH = 28%
In this experiment a scratching defect at RH= 28.1% and
T = 22 °C was observed. A coverage between one and three mo-
lecular water layers is expected [1,4]. A quick first image was
taken immediately after creation of the defect (see Supporting
Information File 1, Figure S1). Already in this first image, the
hole does not appear as a square, as it did in Figure 4, but rather
it is already rounded.

The sample was then continuously scanned with a period of
t = 1050 s = 17.5 min per frame, shown in Figure 8. Each mea-
surement point was assigned to a certain atom layer and repre-
sents an area of 1 nm2. For a quantitative analysis of the materi-
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Figure 8: 200 nm × 200 nm sections of the time evolution of the scratching site at RH = 28.2%. Each image is measured within 17.5 min starting
about 5 min after the creation. The initial rectangular scratching site adopts in a few minutes a circular form. Similarly the material accumulation
erodes faster on the sharp margins and also adopts a circular form. The small second layer erodes after some minutes. The hole, already after a few
minutes is largely two atomic layers deep. The accumulation completely erodes some minutes faster than the deepening. Measurement parameters:
f0 = 32873 Hz, A = 500 pm, Δf = 20 Hz.

al movement, the topographic images of this experiment were
converted from the continuous height scale into a discrete scale.

The volume of the defect and the accumulation are shown as a
function of time in Figure 9 and in Table S1 in Supporting
Information File 1. Again, there is an exponential relationship
until approx. minute 100. Regarding this time period, we
applied the same analysis as we did earlier, and obtained the
values for the transition energy barrier of Eb,acc = 867 meV for
the accumulation and Eb,def = 874 meV for the hole.

The experiment at a relative humidity of 14.5% < RH < 18.5%
in Figure S6 in Supporting Information File 1 (described in the
previous section) show structures of different volumes, larger as
well as smaller than the defect in this experiment. However,
even the smallest hole (smaller than here) is filled in a time
period that is one to two orders of magnitude longer. This ob-
servation supports the interpretation that in this experiment the
material transport is dominantly affected by the relative
humidity and is significantly increased compared to values
below RH < 20%.

Conclusion
Our studies of defect healing and erosion of accumulations in
various ranges of relative humidity have shown that the speed
of the material movement depends on several factors including
the relative humidity, and size and shape of the accumulation or
defect. Directly after the scratching process the material that is
ripped out of the crystal structure does not fully realign. There-
fore, it is less stable and more mobile or more likely to dissolve
in the water film. This leads to a short time period where the

Figure 9: Time course of the size and change rate of the observed
defect (upper position) and accumulation (lower position) at
RH = 28.2%. For larger structures the total size shows an (approxi-
mately) linear decrease on a logarithmic scale. The relative change de-
scribes the ratio between the transported material and the previous
structure volume per each timestep of 1050 s. For larger structures this
value stays roughly constant.
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transport rate is strongly enhanced. The relative humidity is one
of the most important factors, but it has a non-linear effect on
material transport. It has been shown that material transport is
still possible at very low relative humidities. It also has been
observed that artificially generated material accumulations are
less stable than holes. Furthermore, small structures show a
large surface compared to the volume and are, therefore, ener-
getically less favorable. This results in the healing of small
defects within a few hours to a few days, whereas larger defect
may remain without significant changes over a period of some
weeks.

Supporting Information
Supporting Information File 1
Additional experimental data.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-10-203-S1.pdf]
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Abstract
Employing polymer cantilevers has shown to outperform using their silicon or silicon nitride analogues concerning the imaging
speed of atomic force microscopy (AFM) in tapping mode (intermittent contact mode with amplitude modulation) by up to one
order of magnitude. However, tips of the cantilever made out of a polymer material do not meet the requirements for tip sharpness
and durability. Combining the high imaging bandwidth of polymer cantilevers with making sharp and wear-resistant tips is essen-
tial for a future adoption of polymer cantilevers in routine AFM use. In this work, we have developed a batch fabrication process to
integrate silicon nitride tips with an average tip radius of 9 ± 2 nm into high-speed SU8 cantilevers. Key aspects of the process are
the mechanical anchoring of a moulded silicon nitride tip and a two-step release process. The fabrication recipe can be adjusted to
any photo-processable polymer cantilever.

2357

Introduction
Atomic force microscopy (AFM) cantilevers have been de-
veloped for numerous applications since the invention of scan-
ning probe microscopy (SPM) [1]. Quality and accuracy of an
AFM image strongly depend on the tip geometry since the
image topography is the convolution of the surface topography
and the cantilever tip geometry [2]. More precisely, the result-
ing images suffer from the effect of dilation [3]. AFM images
with tip artefacts are of reduced quality and can seriously

mislead users [4]. New fabrication methods have enabled in-
creased tip sharpness and uniformity, so that commercial AFM
cantilevers now have a standard tip quality. A range of special-
ized AFM techniques require custom tip designs, including
high-speed AFM [5,6], high-resolution electrochemical and
nanoelectrical imaging [7,8], Raman spectroscopy [9], nanoin-
dentation [10], nanomechanical machining [11], plasmonic ap-
plications [12,13] and microscale grapping [14].
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Figure 1: Batch fabrication process of LSNT-tip SU8 cantilevers. (a) Summarized process flow. (b) SEM image of the LSNT and the silicon oxide
layers where the silicon underneath has been etched (step iv). (c) SEM image of a single cantilever. The pyramidal tip consists of four {111}-planes
and has a half-cone angle of 35°. It is aligned with the cantilever. (d) Optical photograph of the released cantilevers.

In parallel with the development of AFM cantilevers made out
of traditional materials (e.g., silicon, silicon nitride and silicon
oxide), polymer cantilevers have gained attention due to their
ease of fabrication, their versatility [15-19] and their potential
for fabricating low spring constant cantilevers [20]. For
instance, the microfabrication process of SU8 cantilevers
has a high fabrication yield and an easy bottom-up recipe.
Genolet et al. have shown AFM images of DNA-plasmid
molecules using SU8 cantilevers [21]. SU8-based Hall effect
sensor cantilevers have also been presented by Mouaziz and
co-workers [22].

In addition, SU8 cantilevers have shown a performance of high-
speed amplitude modulation AFM (HS-AM-AFM) enhanced by
up to one order of magnitude due to their low mechanical
quality factor (Q-factor) and hence their high mechanical band-
width [23]. A tip made of SU8 or other structural polymers can
be integrated into a polymer cantilever by moulding. Such tips
have been prepared with acceptable radii for many imaging
purposes [20]. However, the wear rate of SU8 is very high [24],
which makes this and other polymers a nonideal tip material.
Some attempts to coat SU8 cantilevers and tips with a more
wear-resistant material (such as graphene) have been made [25],
but yielded blunt tips (the tip radius increased by an order of
magnitude).

Lee et al. have shown that hydrogel AFM cantilevers fabricated
by replica moulding and UV curing have great potential for
tuning the mechanical properties of the tip, its shape and the
surface functionalization [26]. However, the fabrication of

hydrogel probes requires processes that involve individual
alignment and bonding [27].

The present work aims to overcome the primary limitation of
polymer AFM cantilevers, namely the poor wear rate of
polymer tips, by integrating a tip element made of a traditional
tip material. The main concept of this work is to partially
embed the tip into the cantilever body, such that the attachment
between the tip and the polymer is of a mechanical nature. We
have developed a batch fabrication process to integrate silicon
nitride tips into SU8 cantilevers. The whole structure, except for
the tip, is made of SU8 to benefit from the ease of fabrication
and the high-speed imaging capability of cantilevers made of
this polymer, while oxide-sharpened silicon nitride tips provide
tip sharpness and tip wear-resistance. The tip is anchored
securely by being partially embedded in the polymer cantilever.
These probes therefore have the advantage of a fast mechanical
response, and the tip is made from a material that is known and
accepted in the field as suitable for high-quality tips.

Cantilever Fabrication
The cantilever is made of SU8 and the tip is entirely covered
with low-stress silicon nitride (LSNT). Pyramidal tips are made
based on an indirect tip fabrication process [28] by etching a
mould into a 380 µm thick single-side polished silicon (100)
wafer. Figure 1a shows the summarized process flow, outlining
the important steps.

(i) A 20 nm LSNT thin film is layered onto a silicon (100)
wafer by low-pressure chemical vapor deposition. Circular
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openings (20 µm diameter) are then cut into the layer by elec-
tron-beam lithography. The LSNT mask is dry-etched before
the moulds are structured by anisotropic KOH (40% at 60 °C)
etching. The formation of {111} facets results in four-sided
pyramidal pits. The diameter of the circular openings defines
the final height of the tips and can be tuned. (ii) The LSNT
mask is removed in HF 50%. Afterwards, a 400 nm wet silicon
oxide layer and a 100 nm LSNT layer are deposited on the
wafer. The 400 nm silicon oxide layer improves the tip sharp-
ness by oxidation sharpening [29]. Studies report a 30% de-
crease of the oxide thickness along the sharp silicon ridges after
wet oxidation at 900–950 °C [30]. This decrease is due to an
increase of the activation barrier of the interfacial reactions in-
duced by the stress build-up in these areas [31]. Due to the non-
linear growth of the silicon oxide, the oxide layer becomes
thinner at the inside corner of the pyramidal moulds than at the
mould faces. The silicon oxide layer forms a concave curvature
on each face of the four-sided pyramidal moulds, which is then
projected onto the subsequent LSNT layer. (iii) The silicon
oxide and the LSNT layers are patterned by photolithography to
cover only the etched pits. (iv) Deep reactive ion etching
(DRIE) is used to etch the silicon vertically and laterally (4 and
1 µm, respectively) in order to provide access for the SU8
polymer to fill the base of the tips in the subsequent steps.
Figure 1b shows the SEM image of this step. (v) All SU8
(GM1050, GM1060 and GM1075, Gersteltec, Pully, Switzer-
land) structural layers, the cantilever beam and the three layers
of the chip body are patterned by photolithography. A three-
layer chip body with an offset between the successive layers is
required especially for shorter cantilevers, so that the chip body
does not obstruct the path of the laser for the optical readout.
The thicknesses of the chip body layers are, from bottom to top,
30, 120 and 150 µm. The geometry of the SU8 beam defines the
resonance frequency of the cantilever (f0) and the spring con-
stant (k). (vi) The process is designed for top release, so the
wafer is treated with DRIE to create a freestanding SU8 beam
with the embedded silicon nitride tip encased in a protective
oxide. (vii) The release process is finalized by placing the wafer
in KOH (23% at 90 °C) to separate the SU8 cantilevers from
the wafer. The silicon oxide layer on the tips is then stripped
using buffered hydrofluoric acid. The process is completed by
titanium–gold (5–20 nm) sputtering on the chip-body side of the
cantilevers. This layer serves as the reflective metal coating re-
quired for the optical beam deflection read out. Figure 1c and
Figure 1d show the SEM and the optical images of the released
cantilevers fabricated by this process.

Results
The primary goals of the fabrication of AFM cantilevers for
general imaging purposes are to enhance the tip sharpness,
improve the tip durability and to increase the detection speed

and sensitivity. The detection speed in amplitude-modulation
mode is determined by the amplitude response time of the canti-
lever. The tapping-mode bandwidth is given by BW = πf0/Q,
where f0 is the resonance frequency and Q is the Q-factor [32].
The resonance frequency for a rectangular cantilever with
homogenous material properties and no external load is given
by

where E is the elastic modulus, I the second moment of area, ρ
the density and A the cross-sectional area of the cantilever
beam. Thus, the resonance frequency depends on the properties
of the cantilever material, which are presented as . On
the other hand, 1/Q is strongly influenced by the intrinsic
damping  of the cantilever material. Therefore, optimizing
the ratio πf0/Q translates into optimizing the ratio ,
which has been defined as material bandwidth product [23].
SU8 cantilevers have shown a high imaging speed due to the
high material bandwidth product, which mainly results from
the high intrinsic damping properties of the polymer. Such
cantilevers have high resonance frequencies and low Q-factors
for a given size and stiffness [23]. However, SU8 tips wear
down quickly and become blunt when they encounter hard
surfaces with high aspect ratio features [24]. The SU8
cantilever fabrication process that we have developed has over-
come this issue by incorporating hard LSNT-tips into the
process without sacrificing the high detection bandwidth of the
polymer levers.

To quantify the tip sharpness, 20 randomly chosen LSNT-tip
SU8 cantilevers have been tested with a polycrystalline tita-
nium roughness sample. The images were taken using a
NanoScope-V controller and a Multi-Mode-V AFM with a J
scanner (Bruker) in tapping mode. The imaging conditions were
as follows: scan size 2 µm, number of pixels 512 × 512, scan
rate 1 Hz, free amplitude 123 nm and setpoint at 95% of the
free amplitude.

With these parameters, we estimated the tip–sample forces
using the Virtual Environment for Dynamic AFM (VEDA,
nanohub.org/tools/veda) and obtained mean forces of 10 nN.
Figure 2a shows an AFM image taken with one of the LSNT-tip
SU8 cantilevers.

To evaluate the tip sharpness, the blind tip estimation algorithm
[33] as implemented in the Gwyddion program [34,35] has been
used. The blind tip estimation algorithm is used to estimate the
sharpness of the tip from the image of a polycrystalline tita-
nium tip characterizer sample of unknown geometry, with fea-
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Figure 2: Tip sharpness and durability assessment of the LSNT-tip SU8 cantilevers using a polycrystalline titanium roughness sample in tapping
mode. (a) The AFM image of the polycrystalline titanium roughness sample, used for the tip radius measurement. The average tip radius of 20
randomly chosen cantilevers is 9 nm. The image size is 2 × 2 µm at 512 × 512 pixels while the array dimension for the tip estimation is 55 × 55 pixels.
The inset shows the result of the Gwyddion partial tip blind estimation extracted from the full image. (b, c) the tip radius evolution over 16 mm travel-
ling distance shows negligible tip degradation.

tures significantly sharper than the tip under evaluation. The
Gwyddion partial blind tip estimation algorithm iterates over
the surface of the image to find the high points with the steepest
slopes on the image. These points are subsequently used to esti-
mate the radius of the tip 5 nm away from its apex by taking the
average width of the tip along the two orthogonal axes, using
the assumption that the evaluated tip must be sharper than the
sharpest feature on the image of the specimen. To guarantee
that the dilation of the specimen surface results exclusively
from the tip geometry, the noise suppression threshold is set at
100 pm which is superior to the measured image noise of
40 pm. Additionally, borders of the image are also excluded
from the estimation to prevent edge artefacts. The inset of
Figure 2a shows the result of the Gwyddion partial tip estima-
tion, which uses a limited number of the highest points on the
image to estimate the sharpness of the tip. For the 20 cantile-
vers we evaluated, we obtained an average tip radius of 9 nm
with a standard deviation of 2 nm.

We evaluated the tip durability in our work by uninterrupted
imaging of the polycrystalline titanium roughness sample
(tapping mode, scan size 2 µm, 512 × 512 pixels and scan rate
1 Hz). Figure 2b shows the partial blind estimation of the tip
shape for the first and last images after 16 mm tip travel. No
obvious degradation occurred. Figure 2c shows the evolution of
the tip radius for more than 16 mm of tip travel (8 images).

To investigate the detection speed of the LSNT-tip SU8 cantile-
vers, we measured the detection bandwidth of the cantilever in
tapping mode by measuring the 3 dB decrease of the tracking
amplitude similar to the protocols described by Kokavecz et al.
and Sulcheck and co-workers [36,37]. Figure 3a shows a com-
parison of the bandwidths of the individual cantilevers, namely
the commercial RTESPA (Bruker AFM probes, Camarillo, CA,
USA) with f0 = 339 kHz, k = 48 N/m, Q = 592, planar dimen-
sions of 125 × 40 µm and a thickness of 3.4 µm, and our LSNT-
tip SU8 cantilever with f0 = 328 kHz, k = 15 N/m, Q = 23,
planar dimensions of 80 × 20 µm and a thickness of 7 µm. The
detection bandwidth is 750 Hz and 50 kHz for the RTESPA and
SU8 cantilevers, respectively.

Both cantilevers were designed for tapping-mode AFM imaging
in air. We want to point out that based on our choice of planar
geometries and thickness of the cantilevers, these two cantile-
vers were the most similar in terms of resonance frequency,
however, their parameters are not an ideal match. Nevertheless,
the drastically higher bandwidth of the SU8 cantilever is to be
primarily attributed to the change in the materials properties.
The LSNT-tip SU8 cantilever is more than 50 times faster than
its silicon cantilever counterpart for a given resonance frequen-
cy. In order to evaluate the link between the tapping bandwidth
and the image quality, an AFM calibration grating (1 µm pitch,
100 nm depth) was imaged with the RTESPA cantilever
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Figure 3: Comparison of the tapping bandwidth between our tip-integrated SU8 cantilever and a commercial silicon cantilever (RTESPA). (a) The
3 dB drop of the surface tracking in tapping mode for RTESPA and the SU8 cantilever happens at 750 Hz and 50 kHz, respectively. RTESPA has
f0 = 339 kHz and Q = 592, and the LSNT-tip SU8 cantilever has f0 = 328 kHz and Q = 23. (b) Amplitude error images of a 1 µm pitch reference sam-
ple taken by the RTESPA silicon cantilever and the LSNT-tip SU8 cantilever at scan rates of 1, 10, 20 and 30 Hz. The SU8 cantilever shows a better
topography tracking ability compared to the RTESPA cantilever due to its higher tapping bandwidth. The scale bar is 500 nm.

(f0 = 331 kHz, Q = 586) and the LSNT-tip SU8 cantilever
(f0 = 347 kHz, Q = 25) at scan rates of 1, 10, 20 and 30 Hz. The
imaging was conducted with a Bruker Dimension FastScan
AFM system at a scan size of 2 µm and a number of pixels of
512 × 512. Figure 3b shows the amplitude error images taken at
different scan rates for these two cantilevers. A lower ampli-
tude error contrast corresponds to a better tracking performance.
While the silicon cantilever clearly tracks the sample poorly at a
scan rate of 30 Hz, the SU8 cantilever detects the sample topog-
raphy significantly better.

Discussion
The critical feature of any AFM cantilever is the tip. For
general imaging, the quality of the tip is primarily determined
by the tip radius and the wear rate of the tip. We need to
comment that our tips have a decent sharpness compared to
other silicon nitride moulded tips, but they are less sharp than
the typical silicon tips that are commercially available with tip
radii of less than 2 nm. However, even for the ultra-sharp tips,
tip wear is unavoidable and a great concern for AFM users. The
tip wear problem has been reported as early as 1991 [38]. By
assuming that all of the imaging parameters are set correctly, tip
wear can still occur due to abrasive wear, fracture and adhesive
wear [39,40]. The presented cantilevers have proven a good tip
sharpness, and provide the well-established wear-resistance of
silicon nitride tips, supplemented with their good tracking band-
width. We should also mention that our tips have a relatively
large opening angle of 35°. On the one hand, the large opening
angle limits the imaging capabilities on very rough samples. On
the other hand, our tips are symmetric and have a clearly

defined geometry, which can be beneficial, for example for
nanomechanical mapping of biological samples.

In general, SU8 cantilevers suffer from residual mean stress and
residual stress gradients in the beam. These residual stresses can
bend the cantilevers and cause issues with aligning the laser and
approaching the sample. Keller et al. have shown that intro-
ducing a long hard bake after the SU8 development, and a mod-
ification of the SU8 photolithography baking profiles make it
possible to fabricate 500 µm long cantilevers with less than
20 µm initial bending for 2 µm thick SU8 cantilevers [41]. Al-
though our cantilevers are already relatively straight (due to
their shorter length), a similar optimization of the process pa-
rameters could improve this issue further.

The cantilevers shown in Figure 1c have a peculiar shape with
SU8 residues sticking out in a cross at the free end of the SU8
cantilever. This is due to the scattering of the light during
photolithography of the cantilever patterning. Light travels
through the SU8 polymer and reaches the bottom surface
(LSNT) and is then reflected back to the parts of the non-
exposed SU8. Except for its unusual shape, it does not bring
any prominent problem in general AFM uses unless the cross is
so large that it touches the sample, which we have not observed
so far. One way to reduce this problem could be adjusting the
exposure dose to values not higher than absolutely required.

The increased detection bandwidth of the SU8 cantilevers arises
from the viscoelastic nature of the SU8 polymer resulting in a
low Q-factor. This low Q-factor however comes at the price of
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a low mechanical excitation efficiency when shaking the canti-
lever at resonance with a dither piezo. Hence the drive ampli-
tude for these cantilevers has to be higher than that of tradi-
tional cantilevers. This gives rise to parasitic resonance peaks in
the cantilever tune, which is well known for tapping-mode
AFM in low-Q environments such as liquids. As with imaging
in fluids, acquiring a thermal tune prior to the mechanical tune
helps to find the correct resonance peak to use. The poor me-
chanical tune caused by the low Q-factor of the cantilever is
aggravated by the fact that the chip body is also made of SU8
instead of a stiff conventional material. One technique to ap-
proach this challenge would be to make the cantilever chip
body out of a SU8 nanocomposite with higher Young’s
modulus instead of pure SU8. For instance, M. Kandpal et al.
[42] have shown that embedding ZnO nanoparticles into a pure
SU8 matrix increases its Young’s modulus from 8 to 30 GPa.
The stiffer cantilever chip body will probably yield better me-
chanical tuning properties and hence an improved ease of use.

Conclusion
In this article, a batch fabrication process of LSNT-tip SU8 can-
tilevers has been presented. Tip sharpness measurements have
been performed for 20 cantilevers, and reveal an average tip
sharpness of 9 ± 2 nm. The tips are made of LSNT, a material
known for its wear resistance, and no clear wear was observed
after more than 16 mm of tip travel during the AFM imaging of
a polycrystalline titanium roughness sample.

A suitable tip sharpness and a high wear resistance have been
achieved along with a high tracking bandwidth of the fabri-
cated LSNT-tip SU8 cantilevers. A comparison between a com-
mercial silicon cantilever and the LSNT-tip SU8 cantilever
reveals that the detection speed is improved by a factor of more
than 50.
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Abstract
This article compares the performance of traditional and recently proposed demodulators for multifrequency atomic force micros-
copy. The compared methods include the lock-in amplifier, coherent demodulator, Kalman filter, Lyapunov filter, and direct-design
demodulator. Each method is implemented on a field-programmable gate array (FPGA) with a sampling rate of 1.5 MHz. The
metrics for comparison include the sensitivity to other frequency components and the magnitude of demodulation artifacts for a
range of demodulator bandwidths. Performance differences are demonstrated through higher harmonic atomic force microscopy
imaging.
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Introduction
Atomic force microscopy (AFM) [1] has enabled innovation in
nanoscale engineering since it was invented in 1986 by Binnig
and co-workers. Atomic-scale topographical resolution is
achieved by sensing the interaction between a sharp microcan-
tilever probe and the sample [2]. Initial operation was in con-
stant-force contact-mode, where a static deflection is main-
tained through a constant contact force [3].

In dynamic imaging modes [4], the cantilever is driven at, or
near, a resonance frequency, which establishes the requirement
for demodulation in AFM. In intermittent-contact constant-

amplitude AFM [5], a constant cantilever oscillation amplitude
is maintained by feeding back the demodulated fundamental
amplitude of the deflection signal. The imaging of delicate bio-
logical samples [6-8] is particularly suited to intermittent-con-
tact AFM [9] when tip–sample contact is gentle.

Environmental damping has a large effect on the quality factor
(Q) of the cantilever. Values can range from as low as Q ≈ 1 in
liquid [10], up to Q ≈ 10,000 in ultra-high vacuum [11]. This
affects the mechanical bandwidth of the cantilever according to
the expression f−3dB = f0/2Q, where f0 is the fundamental reso-
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nance frequency. Assuming all other components in the z-axis
feedback loop are also working at high speed [3], a low quality
factor can demand a fast demodulator [12].

Multifrequency AFM (MF-AFM) is a major field within
dynamic mode AFM. It involves studying multiple frequency
components in the cantilever oscillation during tip–sample
interactions [13]. Observing higher eigenmodes of the cantile-
ver [14], higher harmonics of the fundamental resonance [15]
and intermodulation products [16] have been shown to provide
further nanomechanical sample information. These include
properties such as sample elasticity, stiffness and adhesiveness
[17], which are mapped simultaneously with the topography.
Acquiring these observables requires the accurate demodula-
tion of amplitude and phase of multiple frequency components.

Small interaction forces associated with higher-harmonic AFM
have been imaged in free air [18] as well as liquid [19]. This
has lead to relatively large biological objects being imaged in-
cluding viruses [20] and cells [21]. Multimodal AFM, where
two or more resonance frequencies are driven, has theoretical
foundations for determining secondary sample properties such
as Young’s modulus [13,22]. Applications include the imaging
of secondary properties of proteins [23] and polymers [24].
Intermodulation AFM actively drives the cantilever slightly
below and above resonance with a two-tone drive. Compared to
higher-harmonic AFM, this technique has more enhanced non-
linear interactions [25]. Intermodulation products present in the
cantilevers motion have been shown to be sensitive to material
and chemical contrast [16,26], leading to enhanced nanome-
chanical insights [27]. Regardless of which MF-AFM tech-
nique is performed, the demodulator is an essential component
for acquiring observables to characterize the sample.

Previously, the authors conducted an in-depth comparison of
conventional and novel demodulation techniques for single-fre-
quency amplitude-modulation atomic force microscopy [28]. It
was found that conventional high-speed non-synchronous
demodulators are incompatible with MF-AFM, due to the lack
of robustness against unwanted frequency components [28].
These include the peak-hold [12], peak detector [29] and RMS-
to-DC [30] conversion demodulators. In contrast, synchronous
demodulators have been shown to provide accurate estimates in
the presence of other frequency components [28]. As a result,
MF-AFM experiments usually employ multiple lock-in ampli-
fiers in parallel. However, this introduces an inherent band-
width limitation as high-frequency mixing products must be
low-pass filtered [28,31].

Motivated by improving high-speed MF-AFM demodulation
capabilities, a multifrequency Kalman filter was developed

[32]. It outperformed a commercially available lock-in ampli-
fier in terms of both tracking bandwidth and noise performance.
However, a major disadvantage of the Kalman filter is its
implementation complexity. This heavily limits the achievable
sampling rate and ability to track a large number of signals. To
alleviate this issue, the Lyapunov filter [33] was established,
which is computationally more efficient than the Kalman filter
while achieving similar performance [34]. This was extended to
a multifrequency Lyapunov filter, which has seen success in
higher-harmonic AFM for both amplitude and phase-contrast
imaging [35,36]. A limitation, common to both the Kalman and
the Lyapunov filter, is a fixed 1st-order response, which has
motivated the development of techniques for the direct design
of the demodulator frequency response [37,38].

This article aims to provide a rigorous experimental compari-
son of MF-AFM demodulation techniques. This includes the
conventional lock-in amplifier and coherent demodulator, as
well as the recently proposed Kalman filter, Lyapunov filter and
direct-design method. For a fair comparison, each system is
implemented on the same FPGA platform with a common sam-
ple rate. The sensitivity to unwanted frequency components for
both low and high bandwidths is assessed along with implemen-
tation complexity. A final experimental comparison is con-
ducted through higher-harmonic AFM imaging for both low
and high tracking bandwidths.

Multifrequency AFM Modulation and
Demodulation Fundamentals
Cantilever deflection signal model
A single component of the cantilever deflection signal is
modeled as a sine wave with carrier frequency fi, time-varying
amplitude Ai(t) and phase ϕi(t), that is of the form

(1)

For a better readability, explicit time-dependencies on the
amplitude A(t) and phase ϕ(t) are dropped from this point
onward. By extension, a deflection signal consisting of multiple
frequencies is given by

(2)

where i = 1, 2, …, n denotes the i-th modeled frequency. An al-
ternative representation of a single signal component is of the
linearly parameterized form
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(3)

where x2i−1 and x2i represent quadrature and in-phase compo-
nents respectively. This is convenient for MF-AFM, as the
time-varying amplitude and phase of each frequency can be
recovered by the output equations

(4)

Modulation
An amplitude-modulated signal (double-sideband full carrier) is
obtained by mixing a modulating signal ym(t) at a frequency
ωm = 2πfm with a carrier signal yi(t). The modulating signal
oscillates at a frequency that is significantly slower than the
carrier frequency ωi. Figure 1a illustrates a cantilever driven at
multiple frequencies being amplitude-modulated by a sample
topography. In MF-AFM, the cantilever deflection signal
contains frequency components originating from the funda-
mental resonance mode, as well as from higher eigenmodes
and/or harmonics. If for simplicity we assume unity amplitudes,
then amplitude-modulation of a distinct frequency component at
ωi is described by

(5)

Here, M is the modulation index, which for AM signals is the
ratio of the peak value of the modulated signal relative to the
carrier. Equation 5 shows that the modulation process creates
distinct frequencies components at fi and fi ± fm. The latter com-
ponents are termed the upper and lower sidebands and are
centered symmetrically around the carrier frequency as illus-
trated in Figure 1b. As the modulating frequency increases, the
sidebands move away from the carrier up until the limit where
the left sideband is at DC and the right sideband is at 2fi. The
scenario where fm > fi is not of practical interest, as the ampli-
tude changes would need to be faster than the cantilever oscilla-
tion frequency.

Demodulation
Demodulation is the process of estimating the modulating
signal (sample) associated with a carrier frequency. Demodula-
tors can be classified as either synchronous or non-synchronous.
Non-synchronous methods do not require a reference oscillator.

Figure 1: (a) Schematic diagram of sample topography amplitude-
modulating a cantilever the oscillation of which consists of multiple
frequencies. (b) Double-sided amplitude frequency spectrum of a can-
tilever oscillating at multiple frequencies Σyi(t) while being amplitude-
modulated by the sample topography ym(t).

However, these methods are incompatible with MF-AFM, due
to their inability to reject unwanted frequency components [28].
For this reason, these techniques are not discussed in this
article. Synchronous demodulation techniques employ a refer-
ence oscillator and can be categorized as either open-loop or
closed-loop, depending on whether they use feedback to esti-
mate parameters. Open-loop demodulators include the lock-in
amplifier and coherent demodulator, while closed-loop methods
include the Kalman filter, Lyapunov filter, and direct-design
demodulator.

Performance metrics
In a previous work [28], the performance of single-frequency
AFM demodulators was assessed by measuring the magnitude
of demodulation artifacts and the sensitivity to measurement
noise. However, multifrequency AFM applications require an
additional metric due to the large number of potentially closely
spaced frequencies. For example, higher-harmonic imaging
with single-frequency excitation results in small harmonic
amplitudes that must be estimated in the presence of both noise
and much larger fundamental and/or harmonic components
[19,36]. The performance of the demodulator in this regard can
be quantified by a metric herein referred to as the off-mode
rejection (OMR).

OMR is defined as the gain ratio between a modeled carrier fre-
quency fi and another frequency fj as visualized in Figure 2. It
can be evaluated by
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(6)

where G(2πf) is the demodulator frequency response. Addition-
ally, implementation complexity is qualitatively discussed. It is
assessed according to the maximum achievable sampling rate,
timing requirements and computational scalability when
modeling additional channels.

Figure 2: Visualization of off-mode rejection in the frequency domain
for a demodulator magnitude frequency response |G(2πf)| at fi with
respect to fj.

Review of Multifrequency
Demodulation Methods
Lock-in amplifier
The multifrequency lock-in amplifier (LIA) [28,39-41] oper-
ates by multiplying an input signal described by Equation 2
with parallel in-phase and quadrature sinusoids tuned to
frequencies the amplitude and phase of which are of interest.
For simplicity, consider an ideal input signal consisting of a
single sinusoid with a frequency ωi, applied to a lock-in ampli-
fier tuned to ωi. During the mixing process, the following inter-
mediate signals are generated

(7)

and

(8)

From Equation 7 and Equation 8 it can be seen that in addition
to the desired amplitude and phase, mixing products are gener-
ated at twice the carrier frequency 2ωi. If the input contains
more than one sinusoid and/or a noise process, further unde-

sired frequency components are present in the intermediate
signals. These high-frequency mixing components and noise
terms are removed by employing a low-pass filter, the cut-off
frequency of which is determined by making a trade-off be-
tween tracking bandwidth and 2ωi ripple suppression [28]. Ad-
ditionally, lock-in amplifiers should always be AC-coupled as
any residual DC offset in the input signal (Equation 2) will
generate a mixing component at ωi.

The functional block diagram of the multifrequency lock-in
amplifier is shown in Figure 3. Here, it can be seen that
multiple frequencies are tracked by running several lock-in
amplifiers in parallel, with each oscillator tuned to a specific
frequency ωi. The required components for digital implementa-
tion of each lock-in amplifier are a direct digital synthesizer
(DDS) to generate the sine and cosine mixing signals, two
multipliers, two low-pass filters and an output block. The output
block, which calculates amplitude and phase, is described by
Equation 4, meaning the square-root and arctan functions are
required. Typically the phase is calculated by using either a
polynomial approximation [42] or the CORDIC algorithm [43].

Figure 3: Functional block diagram of the multifrequency lock-in ampli-
fier implementation. The zoom-box displays the functional block
diagram of a single lock-in amplifier.

Coherent demodulator
The multifrequency coherent demodulator is a digital demodu-
lation method based on mixing and precise integration over a
fixed time window [28,44-47]. Conceptually, it is a digital lock-
in amplifier that utilizes mixing with in-phase and quadrature
sinusoids
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Figure 4: Functional block diagram of the multifrequency coherent
demodulator implementation. The zoom-box displays the functional
block diagram of a single coherent demodulator.

(9)

and implements low-pass filtering of mixing products and any
other additional unwanted frequency components through
precise fixed-length numerical integration [45]. If the input
signal is a pure sinusoid (Equation 1) and the integration period
T is chosen to be an integer multiple of the drive signal period,
T = mTi, the integrals over yI(t) and yQ(t) evaluate exactly to the
in-phase and quadrature states

(10)

The functional block diagram of the multifrequency coherent
demodulator is shown in Figure 4. It requires the same compo-
nents as the lock-in amplifier, although the method in which the
low-pass filter is implemented is different. Advanced imple-
mentation details can be found in the literature [28,45].
Practitioners should pay strong attention to timing considera-
tions, otherwise the desired low-pass filtering effect will not
occur.

For Equation 10 to hold, the integration period must be an
integer multiple of the sampling period, nTs = mTi, where n is
the number of samples in the integration. Since an arbitrary
sample-to-carrier frequency ratio Fs/fi is rarely an integer, this
condition is hard to meet. Therefore, a practical solution is to
find the smallest n such that nTs ≤ mTi ≤ (n + 1)Ts and perform
a partial integration over the last sampling interval [45]. Such
precise control over the integration period is achievable in
digital systems, although the implementation of this method is
still challenging.

The discrete-time integration in Equation 10 yields a very use-
ful finite impulse response (FIR) filter, the frequency response
of which is a sinc(·) function with zeros occurring at integer
multiples of the oscillation frequency [28]. Unlike the lock-in
amplifier, this allows the coherent demodulator to achieve low-
noise output estimates at high tracking bandwidths since it
strongly rejects 2fi mixing products [28]. In addition, this
zeroing characteristic can provide strong attenuation of
unwanted harmonics and intermodulation products. This has
lead to the multifrequency coherent demodulator being success-
fully applied to intermodulation AFM [26,27].

Kalman filter
The Kalman filter [48] has seen practical application in many
fields including inertial navigation [49], robotics [50], and
economics [51]. The Kalman filter uses a recursive algorithm to
minimize the error between modeled and measured information
to estimate an unknown process variable. Specifically, if the
modeling and measurement noise processes have a Gaussian
distribution, the Kalman filter produces an optimal estimate of a
variable in the least-squares sense by minimizing the variance
[52]. Fundamental to its operating principle, the Kalman filter
utilizes a linear model of system dynamics and feedback of the
state variables to update the Kalman gains, which controls the
tracking bandwidth.

When the time-varying system is discretized for t = kTs, where
Ts is the sampling period, the process model of the Kalman
filter is established as

(11)
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Figure 5: Functional block diagram of the Kalman filter implementa-
tion.

where wk and vk are the process noise and measurement noise
with respective covariance matrices Qk and Rk. The state and
output matrix are described by

(12)

where I2n+1 is the identity matrix of dimension 2n + 1, n is the
number of modeled frequencies, θi,k = ωikTs. In this representa-
tion, quadrature x2i−1,k and in-phase x2i,k states are assumed to
be random variables describing the states of Equation 3.

The parameters Qk and Rk dictate the amount of uncertainty in
the model and the measurement noise, respectively. To simplify
tuning of the filter during operation it is recommended to fix Rk
such that it reflects the standard deviation σ of the Gaussian
noise in the input signal from the sensor y(t) (R = σ2). This
leaves Qk as the only tuning variable that directly influences the
Kalman gains and sets the tracking bandwidth.

The functional block diagram of the Kalman filter implementa-
tion is shown in Figure 5, it follows the standard recursive algo-
rithm equations [53,54]. The prediction step is computed as

(13)

where Pk|k−1 denotes the predicted covariance matrix. This is
followed by the Kalman gain and state measurement updates

(14)

Lastly, the covariance matrix is updated according to

(15)

which is in Joseph form, i.e., it is naturally symmetric and posi-
tive definite. These properties can be exploited in the imple-
mentation to reduce memory and computation requirements. In
addition, it is the most numerically stable form of the covari-
ance matrix and remains convergent and non-deterministic for
any selection of Qk and Rk[53].

Specific amplitude and phase of a modeled frequency ωi are
shown to be recovered by employing the output equations in
Equation 4. Although this method is simple to tune in real-time,
a disadvantage is the fixed 1st-order response. Also, the Kalman
filter equations have a complexity of  for n modeled
frequencies resulting in significant computational requirements
beyond three modeled frequencies. This system representation
has seen success in tracking power system voltage phasors [55]
and more recently high-speed AFM [31,32].

Lyapunov filter
The Lyapunov filter [33,35,36] also uses a model-based feed-
back approach to obtain amplitude and phase of signals at
desired frequencies. Under certain conditions, the Lyapunov
filter has been shown to be equivalent to the Kalman filter [33].
However, the Lyapunov filter uses a tunable scalar gain γ
instead of updating covariance matrix and Kalman gain equa-
tions. This gives the Lyapunov filter a computational complexi-
ty of  as additional frequencies are modeled, a significant
improvement over the Kalman filter.

A key property of the Lyapunov filter is exponential conver-
gence of the estimated states [56], with the tunable loop gain γ
governing the speed of convergence. The multifrequency
Lyapunov filter is implemented as parallel linear observers
tuned to a particular frequency ωi, as depicted in Figure 6. An
error signal is generated by feeding back an estimate of the
input signal as per Equation 2, obtained from the parameterized
states of each individual filter. Regulation of this error through
feedback leads to the much desired suppression of the high-fre-
quency mixing components.

The update law for the Lyapunov filter [33,36] for multiple
frequencies is written as

(16)
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Figure 6: Functional block diagram of the multifrequency Lyapunov
filter implementation. The zoom-box displays the functional block
diagram of a single Lyapunov filter.

where

(17)

and

(18)

In this form,  represents the estimated input signal and the
amplitude Ai and phase ϕi estimates are found by applying
Equation 4 to each quadrature and in-phase pair of . A key
property to ensure exponential convergence of  to x is to guar-
antee that C is persistently excited [56]. Convergence is shown
for the single-frequency filter in [33] and can easily be extend-
ed for the multifrequency case. Furthermore, exponential
convergence of  means that  and  also converge. This
system representation has been shown to perform similarly to
the Kalman filter [28], which is advantageous given its imple-

Figure 7: Functional block diagram of the multifrequency direct-design
filter implementation. The zoom-box displays the functional block
diagram of a single direct-design filter.

mentation simplicity. Recently, it has been used for higher-
harmonic AFM for both amplitude and phase-contrast imaging
[35,36].

Direct-design method
The direct-design method [37] also utilizes model-based feed-
back to obtain the amplitude and phase of signals at desired
frequencies. However, intrinsic to its design methodology is the
ability to implement an arbitrary filter response with a speci-
fied filter order and linearity in the bandpass region. For exam-
ple, a demodulator can be implemented the frequency response
of which resembles a Butterworth or Chebyshev filter with a
desired filter bandwidth and order. This alleviates the limited
1st-order response of the Kalman and Lyapunov filters, creating
stronger rejection of unwanted frequency components. This
occurs while maintaining benefits such as low noise and low
computational complexity.

In order to obtain an arbitrary demodulator response, consider
the functional block diagram in Figure 7, where the integrator
of the Lyapunov filter is replaced by the transfer function F(s).
In this form, the direct-design demodulator follows a modu-
lated–demodulated control loop [57] with a unity plant. This
method differs from the Lyapunov filter as it does not set the
pre-filter to W(s) = 1, instead it utilizes W(s) as part of the
design of a desired closed-loop response. In the original work
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Table 1: Summary of multifrequency demodulation estimation methods.

method tuning configuration order references

lock-in amplifier low-pass filter open-loop specified n [28,39-41]
coherent demodulator number of hold cycles open-loop specified n [28,44-47,58]
Kalman filter Qk closed-loop 1st [28,31,32,48,53]
Lyapunov filter Γ closed-loop 1st [28,33,35,36,59]
direct-design method desired poles closed-loop specified n [37,38]

[37] on the direct-design method, a useful and relatively simple
design methodology is detailed. Firstly, F(s) is set as

(19)

meaning the closed-loop equivalent transfer function is

(20)

The pre-filter W(s) = P(s)/L(s) is then found according to the
pole-assignment equation

(21)

to achieve a specified closed-loop response.

For example, to implement a 2nd-order bandpass Butterworth
prototype, the closed-loop transfer function is

(22)

Here, b2 and Ai are the filter coefficients the values of which are
calculated based on the chosen filter order and bandwidth
around the modeled frequency ωi. As the desired closed-loop
polynomial has five coefficients, the coefficients of the pre-
filter W(s) are of the form

(23)

and are able to be obtained by solving Equation 21.

The existing literature on direct-design demodulation tech-
niques [37,38] is concerned with single-frequency applications.

However, this article demonstrates the performance advantages
that can also be achieved in multifrequency applications.

Summary
Table 1 compares the multifrequency demodulation techniques
discussed in this section. Two distinct categories of synchro-
nous demodulators can be seen; those that employ low-pass
filtering of mixing products in open-loop configurations and
those that use closed-loop model-based feedback to regulate the
error. As shown in a previous work [28], the closed-loop
methods are able to maintain very high tracking bandwidths,
achieving single-cycle convergence (f−3dB ≈ fi) with optimal
noise performance.

Results and Discussion
Experimental setup
The multifrequency demodulation techniques detailed in the
previous section were implemented on a Xilinx Kintex-7
KC705 evaluation board (model: XC7K325T) paired with a
DC-coupled high-speed 4DSP input/output (I/O) card (model:
FMC151). The FPGA clock is synchronized with the
high-speed I/O card at 240 MHz. The I/O card has a two-
channel 14-bit analog-to-digital converter (ADC) and a
two-channel 16-bit digital-to-analog converter (DAC), which
sample at 250 MHz and 800 MHz, respectively. All demodula-
tion methods were run at a nominal sampling frequency of
Fs = 1.5 MHz.

Implementation
Because of the high complexity, the sampling rate off the
Kalman filter implementation was set to Fs = 1.5 MHz, which
was the maximum achievable for three modeled frequencies
employing floating point precision to ensure covariance
matrix stability and a computationally optimized implementa-
tion [32].

The Lyapunov filter and direct-design method achieve sampling
rates of Fs = 7 MHz for three modeled frequencies. This is due
to the reduced complexity compared to the Kalman filter,
floating point precision was also used to implement these
methods.
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Table 2: Channel-to-channel off-mode rejection for the f3 = 300 kHz channel.

method Bandwidth 0.1%fi Bandwidth 1%fi Bandwidth 10%fi Bandwidth 50%fi

(dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)

lock-in amplifier −43.8 −44.0 −42.2 −42.8 −39.5 −29.0 −14.2 −3.1
coherent demodulator −45.6 −46.3 −40.5 −40.0 −36.4 −27.8 −14.3 −4.6
Kalman filter −44.0 −44.1 −53.0 −52.1 −47.8 −49.7 −42.6 −47.0
Lyapunov filter −41.7 −40.5 −52.8 −53.1 −44.8 −46.2 −46.1 −47.4
direct-design method −41.6 −46.7 −42.3 −43.5 −47.2 −46.0 −51.7 −52.3

The open-loop methods include the lock-in amplifier and
coherent demodulator, which are able to achieve Fs = 120 MHz
for three modeled frequencies. In contrast to the closed-loop
methods, the open-loop methods are compatible with pipelined
fixed-point implementation, which results in significantly in-
creased maximum sampling rates and reduced FPGA resource
usage. A large number of modeled frequencies are possible.

In addition to processing requirements, the implementation
complexity may also be increased by timing requirements. For
example, the fixed-length numerical integration of the coherent
demodulator results in sinc(·) frequency responses the zeros of
which are related to Fs/fi. This results in a limited number of
possible high-bandwidth configurations. At low bandwidths,
there is much more flexibility in achieving a desired bandwidth
as the (N + 1)-FIR filter is longer. Here, the group delay (N/2)
introduced should be considered with respect to the phase
margin of the z-axis feedback loop.

Off-mode rejection
Each multifrequency demodulator was assessed by applying a
single-tone sine sweep of the carrier frequency ωi on an input
signal described by Equation 1. For each demodulator, an
amplitude magnitude frequency response of all three channels
was recorded as the input carrier frequency was swept from DC
to 750 kHz with a constant amplitude A i .  The three
channels were configured to model carrier frequencies of 50,
150, and 300 kHz. In this experiment, the noise floor is dictated
by a residual DC offset, which is present due to the finite reso-
lution of the DAC. However, as each demodulation technique
was analyzed by using the same hardware, the relative
OMR differences are a good indication of each methods perfor-
mance.

The open-loop methods have the benefit of being easily config-
ured to a desired filter order. For this experiment they are of
4th order, which for low-bandwidth settings in Figure 8 creates
very steep roll-offs for the lock-in amplifier (Figure 8a,b) and
coherent demodulator (Figure 8e,f). When compared to the

fixed 1st-order Kalman filter (Figure 8i,j) and Lyapunov filter
(Figure 8m,n), the open-loop methods achieve stronger attenua-
tion around the modeled carrier frequency.

The difference between the lock-in amplifier and coherent
demodulator is the method used to employ the low-pass filter
for suppressing mixing products. In this experiment, the lock-in
amplifier utilizes a Butterworth filter, which generates a maxi-
mally flat frequency response around the modeled carrier fre-
quency. Conversely, the coherent demodulator employs fixed-
length numerical integration resulting in a sinc(·) envelope in its
frequency response [28]. This leads to strong OMR at regular
intervals at sinc(·) zero locations. However, there is less rejec-
tion in-between zeros compared to the Butterworth response.

In contrast to the open-loop methods, the Kalman and
Lyapunov filters operate in a closed-loop configuration result-
ing in state cross-coupling during feedback. As seen in Figure 8
for the Kalman filter (Figure 8i–l) and the Lyapunov filter
(Figure 8m–p), this leads to each channel zeroing frequency
components corresponding to the other modeled channels. The
direct-design method alleviates the fixed 1st-order frequency
response of the Kalman and Lyapunov filters. In Figure 8, the
direct-design method (Figure 8q–t) performance is shown when
configured to a 2nd-order Butterworth filter. The higher filter
order results in greater suppression of broadband noise and
other frequency components around the modeled carrier fre-
quency when compared to the other closed-loop methods.

Table 2 examines the channel-to-channel OMR performance of
each multifrequency demodulator for the 300 kHz channel. It is
clear that the open-loop demodulators have a significant perfor-
mance decrease as the tracking bandwidth increases. The poor
OMR is caused by insufficient roll-off of each frequency
response with respect to the other modeled frequencies f1 and f2.
This occurs despite the coherent demodulator rejecting its own
2fi mixing products. In contrast, the closed-loop Kalman filter,
Lyapunov filter and direct-design methods benefit from cross-
coupling zeros across all bandwidths allowing them to maintain
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Figure 8: Experimental off-mode rejection results. Here each multifrequency demodulator is on a single row and the tracking bandwidths are adjusted
per column with settings of 0.1%fi, 1%fi, 10%fi and 50%fi. For each system the three modeled carrier frequencies are f1 = 50kHz (blue), f2 = 150 kHz
(red) and f3 = 300 kHz (yellow).

a strong OMR. The ability to precisely resolve the zeros is
limited by the DAC resolution. However, the performance
distinction between open-loop and closed-loop methods is clear.

Time-domain estimation analysis
Amplitude estimation performance of the three-channel multi-
frequency demodulators was investigated when a three-tone
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sinewave was applied as an input signal described by
Equation 2. Here, A1 = 500 mV, A2 = 100 mV, A3 = 50 mV,
f1 = 50 kHz, f2 = 150 kHz, and f3 = 300 kHz. Figure 9 shows the
amplitude estimation error ( ) in the time-domain
and amplitude estimate power spectral density (PSD) for both
low (1%fi) and high (50%fi) tracking bandwidth settings.

When the three-tone sinewave is applied, the performance of
each demodulator at low bandwidths is shown to be similar.
Each channel is able to estimate the amplitude of its modeled
frequency, while strongly attenuating the other frequency com-
ponents present in the input signal.

At high bandwidths, closed-loop demodulators benefit from
cross-coupling zeros at the modeled frequencies. Compared to
the open-loop methods, this results in significantly less estima-
tion error as seen in Figure 9. In Figure Figure 9a, the lock-in
amplifier 50 kHz estimate contains mixing products at
2fi = 100 kHz in the time-domain, shown as distinct peaks in the
PSD. In contrast, the coherent demodulator in Figure 9b
strongly attenuates the mixing products. The performance
difference is due to the Butterworth filter not sufficiently atten-
uating the mixing products, while the sinc(·) envelope contains
a zero at 2fi. However, both open-loop methods poorly estimate
the 150 kHz and 300 kHz input signals at high tracking band-
widths due to weak OMR. The PSD reveals that the large esti-
mation errors consist of intermodulation products, which arise
from the input multiplying stage.

AFM imaging
The lock-in amplifier and Lyapunov filter were compared
through an MF-AFM imaging experiment where they estimate a
signal in the presence of undesirable frequency components.
These demodulators were chosen as they are the most simple
methods to implement in their respective configurations. This
experiment further investigated open-loop and closed-loop
demodulator performance at low and high tracking bandwidths.

When compared to bimodal AFM, higher-harmonic AFM
[15,60] has inherently greater demodulation challenges. Strong
OMR is required as higher harmonics are separated by nf0,
much closer than the approx. 6f0 second eigenmode spacing
[61]. In addition, harmonic content from tip–sample interac-
tions scales with approx. 1/n2[13]. Therefore, the signals of
interest are detected in the presence of a much larger funda-
mental resonance frequency, emphasizing the need for strong
noise sensitivity from the demodulator.

Higher-harmonic AFM imaging was performed using an
NT-MDT NTEGRA AFM on the second harmonic amplitude.
The chosen cantilever (Budget Sensor TAP190G) has a funda-

mental resonance frequency of 156.75 kHz. The sample is a
blend of polystyrene (PS) and polyolefin elastomer (LDPE)
available from Bruker (PS-LDPE-12M). Due to the different
elastic moduli of the PS and LPDE regions, the sample is used
for evaluating imaging methods that are sensitive to elasticity.

Higher-harmonic amplitude images were obtained by the lock-
in amplifier and Lyapunov filter on the second harmonic. Each
demodulator was configured to track 313.50 kHz. In addition,
the Lyapunov filter contained a channel modeling the funda-
mental resonance frequency. Although the cantilever is actively
driven at its fundamental resonance frequency, during imaging
its deflection signal contains additional frequency components.
These include higher harmonics and intermodulation products
excited by non-linear tip–sample forces during contact.

Second-harmonic amplitude images captured by both demodu-
lators at low (1 kHz) and high (60 kHz) tracking bandwidths are
shown in Figure 10. At low bandwidths, the lock-in amplifier
(Figure 10e) and the Lyapunov filter (Figure 10c) perform
comparably as demonstrated in a previous work [36]. However,
at high bandwidths the lock-in amplifier image has large arti-
facts when compared to the Lyapunov filter. This is due to the
different OMR achieved by each system with respect to the
fundamental resonance frequency. Through channel cross-cou-
pling, the Lyapunov filter is guaranteed to contain a zero at the
desired location of 156.75 kHz.

In contrast, the lock-in amplifier insufficiently attenuates the
fundamental resonance frequency. The PSD of the raw data
from a single scan line (Figure 10g), taken from the image in
Figure 10f, reveals that the estimate contains large intermodula-
tion products. These signal components are aliased due to the
low AFM sampling frequency (Fs = 256 Hz), resulting in the
low-frequency artifacts seen in Figure 10f.

Conclusion
This article compares the performance of traditional and
recently proposed demodulators for MF-AFM. These include
conventional open-loop methods such as the lock-in amplifier
and coherent demodulator, and closed-loop methods such as the
Kalman filter, the Lyapunov filter and the direct-design method.
The sensitivity of each demodulator to unwanted frequency
components was assessed for low and high tracking band-
widths. Additionally, higher-harmonic AFM imaging was con-
ducted for both low and high tracking bandwidths to further
compare demodulator performance.

Open-loop demodulation schemes attenuate the high-frequency
mixing component at 2fi by employing a low-pass filter. The
lock-in amplifier provides flexibility to implement a desired
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Figure 9: Experimental amplitude estimation error and power spectral density of amplitude estimation for the (a) lock-in amplifier, (b) coherent
demodulator, (c) Kalman filter, (d) Lyapunov filter and (e) direct-design method for low (1%fi) and high (50%fi) tracking bandwidths. The input signal is
described by Equation 2, where A1 = 500 mV, A2 = 100 mV, A3 = 50 mV and f1 = 50 kHz, f2 = 150 kHz and f3 = 300 kHz.
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Figure 10: Higher-harmonic amplitude AFM imaging performed with the fundamental mode of a TAP190G cantilever on a PS/LPDE polymer blend.
Images shown are the (a,b) topography in nanometers at 3 kHz, with parallel second-harmonic amplitude estimates from the (c,d) lock-in amplifier
and (e,f) Lyapunov filter at tracking bandwidths of 1 kHz and 60 kHz. The PSD (g) is shown for the raw data of a single scan line from the image in (f).

filter response and order. Conversely, the coherent demodu-
lator contains a sinc(·) envelope as it performs numerical inte-
gration over a fixed-length time window. Both demodulators
excel at low bandwidths due to steep roll-offs, while having
poor OMR at high tracking bandwidths. Although the lock-in
amplifier implementation is simpler, the coherent demodulator

sinc(·) lobes are advantageous for higher harmonic and inter-
modulation AFM.

The closed-loop Kalman filter, Lyapunov filter and direct-
design method employ internal feedback of the estimated states
to reject the mixing products. This allows them to maximize the
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Table 3: Summary of MF-AFM applications and required demodulator properties. Note: f0 is the fundamental resonance frequency and fi is the
demodulated frequency.

MF-AFM application application characteristics demodulator properties
frequency spacing number of channels tracking bandwidth off-mode rejection

intermodulation very small 40+ very low very important
(fi/f0 ≪ 1) (≪1%f0)

higher harmonic medium 10+ low important
(fi/f0 ≈ 1) (1%f0)

higher mode large 1–5 user choice less important
(fi/f0 ≫ 1) (≥1%f0)

tracking bandwidth without introducing additional noise in the
amplitude estimate [28]. An added benefit of this approach is
cross-coupling zeros occurring at modeled frequencies, which
was demonstrated to reduce estimation artifacts. The direct-
design method alleviates the limited 1st-order response of the
Kalman and Lyapunov filters. When configured to a 2nd-order
Butterworth response, it achieved an increased roll-off which
increases broadband noise suppression while still maintaining
strong OMR performance.

Table 3 is provided as a reference of MF-AFM application
characteristics and required demodulator properties. A recom-
mendation for which demodulator is most suited to three major
MF-AFM applications is given as follows:

Intermodulation AFM: This MF-AFM application tracks a
large number of closely spaced intermodulation products [16].
As each signal of interest has a frequency separation of the
order of 100 Hz, a very low bandwidth and a very strong OMR
are essential. The requirement to track up to 40+ signals is most
suited to a computationally inexpensive open-loop method. The
coherent demodulator is recommended for intermodulation
AFM, since the sinc(·) response of each channel can be config-
ured to zero other intermodulation products [58].

Higher-harmonic AFM: This MF-AFM application tracks
integer multiples of the cantilever fundamental resonance fre-
quency, resulting in frequency spacing of the order of the
fundamental resonance frequency, which ranges between 100
and 300 kHz. Since each harmonic is in the presence of a much
larger fundamental resonance frequency, a low tracking band-
width and a strong OMR is required. The open-loop lock-in
amplifier and coherent demodulator are recommended at low
tracking bandwidths. While the closed-loop Lyapunov filter and
direct-design method are recommended if a higher tracking
bandwidth is desired. This is because the closed-loop methods
have the added benefit of zeroing the large fundamental reso-
nance frequency and other harmonics.

Higher-mode AFM: This MF-AFM application tracks the
fundamental resonance frequency and higher resonance modes.
Frequency content of interest is typically separated by 500 kHz
or more, depending on the cantilever geometry. This provides
flexibility to the user to operate at either a low or high tracking
bandwidth. At low tracking bandwidths, the lock-in amplifier is
recommended, as it is of lower complexity than the coherent
demodulator, which offers little benefit for widely spaced
signals. At high tracking bandwidths, a closed-loop method is
recommended as they achieve single-cycle convergence
(f−3dB ≈ fi) with optimal noise performance. Also, each channel
has the added benefit of zeroing other resonant modes. The
Lyapunov filter and direct-design method are preferred over the
Kalman filter, as they are significantly easier to implement.
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Abstract
An implementation of pump–probe Kelvin probe force microscopy (pp-KPFM) is reported that enables recording the time-resolved
surface potential in single-point mode or over a 2D grid. The spectroscopic data are acquired in open z-loop configuration, which
simplifies the pp-KPFM operation. The validity of the implementation is probed by measurements using electrical pumping. The
dynamical photoresponse of a bulk heterojunction solar cell based on PTB7 and PC71BM is subsequently investigated by recording
point-spectroscopy curves as a function of the optical power at the cathode and by mapping 2D time-resolved images of the surface
photovoltage of the bare organic active layer.
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Introduction
Many emerging photovoltaic technologies rely on the use of
thin film materials displaying structural and/or chemical hetero-
geneities at the μm or nm scale. This is the case for solution-
processed organic donor–acceptor blends called bulk hetero-
junctions (BHJ), for polycrystalline direct bandgap semiconduc-
tors such as CdTe, CuInxGa(1−x)Se2 and Cu2ZnSnS4 and for
hybrid organic–inorganic perovskite solar cells. Whatever mate-
rial used, improving the performance of the solar cell requires a
precise understanding of the relationship of the structural,

chemical and optoelectronic properties of the device. Espe-
cially, a universal problem in third-generation photovoltaics
consists in identifying the sources of carrier loss by the recom-
bination of photogenerated charge carriers.

This has prompted the development of new time-resolved
extensions of electrostatic force microscopy (EFM) and Kelvin
probe force microscopy (KPFM). Time-resolved EFM (trEFM)
has been used to map photoinduced charging rates (i.e., the time
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needed to reach an electrostatic equilibrium after illumination)
in organic donor–acceptor blends with sub-ms time resolution
[1]. Subsequent works have shown that sub-μs time resolution
can be achieved by acquiring the full information on the cantile-
ver oscillation, leading to the development of fast trEFM [2]
and general-mode KPFM [3].

Contrary to feedback-free electrostatic methods [4,5], conven-
tional KPFM relies on a closed feedback loop that compensates
the tip–sample contact potential difference (CPD). It is thus
inherently a rather “slow technique”. Kelvin controllers typical-
ly operate with time constants of a few to tens of ms. To imple-
ment time-resolved KPFM, a first method consists in increas-
ing the detection bandwidth by using the so-called heterodyne
mode [6-9] or dissipative electrostatic force modulation [10,11].

To probe the photocarrier lifetime in photovoltaic materials,
another option consists in analyzing the dependence of the time-
averaged KPFM compensation potential (or surface potential
(SP)) on the frequency modulation (fmod) of an illumination
source. The first demonstration of light intensity-modulated
KPFM (IM-KPFM) was carried out in 2008 by Takihara et al.
on polycrystalline Si solar cells [12], and it has been recently
applied to organic [13,14] and nanocrystal-based [15] solar
cells. However, there are some disadvantages to using this tech-
nique. First, at specific frequencies, the excitation signal used to
generate charge carriers can interfere [16] with the cantilever
oscillation or the ac voltage applied for the detection of the
CPD. Errors in the surface photovoltage (SPV) measurement
caused by photoinduced changes in the capacitance gradient
[17] can also be a problem. Upon modulated illumination, the
KPFM loop indeed measures the time-averaged value of the in-
stantaneous SP weighted by the capacitance gradient [17]
instead of the time-averaged SP. This may lead to a frequency-
dependent overestimation of the average SP and consequently
generate errors in the mathematical fit performed on the
SP(fmod) curves, which is done to calculate the SPV decay-time
constants. Last, the analysis of IM-KPFM data becomes a com-
plex matter when the photocharging time is not negligible com-
pared to the light pulse duration. In this case, numerical simula-
tions are necessary to properly analyze the spectroscopic
SP(fmod) curves [18].

When investigating organic donor–acceptor (D–A) blends, both
capacitive effects and photocharging dynamics shall be taken
into account, which renders the interpretation of IM-KPFM data
even more difficult. Upon illumination, the capacitive junction
formed by the cantilever tip and the conducting substrate onto
which the organic layer is deposited is indeed reduced due to
photogenerated carriers [19]. As a first approximation, this
effect can be understood by assuming that there are no perma-

nent charges in the “dark” (i.e., unilluminated) state of the
organic layer considered as an undoped semiconductor. In
“real” samples trapped carriers and electrostatic dipoles at the
donor–acceptor interfaces contribute to the global electrostatic
landscape probed by KPFM in the dark state [20]. The
photocharging dynamics can be understood as follows. After
exciton splitting and dissociation of the charge transfer states at
the D–A interfaces, the photogenerated carriers experience a
drift-diffusion limited by the carrier mobility [21]. Internal elec-
tric fields due to band bending at the D–A interfaces and at the
organic/substrate interface play a key role in this process. In an
open-circuit configuration occurring in KPFM experiments, the
charges will move until the internal electric fields are compen-
sated. Then the charge motion stops and the charge recombina-
tion balances the photogeneration. At this stage, the electro-
static landscape probed by KPFM reaches an equilibrium state.

Pump–probe Kelvin probe force microscopy (pp-KPFM) is a
promising alternative to IM-KPFM. It is a priori not prone to
capacitive artefacts, and it offers the possibility to probe
directly and independently both the photocharging rate and
the SPV decay. As introduced by Murawski et al. [22], in
pp-KPFM the modulated bias voltage, which is used for the
detection of electrostatic forces with a lock-in amplifier (LIA),
is restricted to a finite time window (w, Figure 1a). Conse-
quently, the counter potential generated by the KPFM loop
compensates only the CPD that exists during this time window.
By recording the KPFM signal as a function of the delay time
Δt between the time window during which the ac modulation is
applied (i.e., the probe) and the signal used to generate SP tran-
sients (the pump), one can track the SP evolution as a function
of time.

The pump can be either an electrical (voltage pulse) or an
optical (light pulse) signal. The first configuration was used by
Murawski et al. to demonstrate the ability of pp-KPFM to probe
the charge dynamics in organic field effect transistors (OFETs)
at a µs temporal resolution [23]. For that purpose, they re-
corded successive images of the SP in the active channel of an
OFET device, each of them being acquired at a different delay
between the probe and a voltage pulse applied to the drain elec-
trode of the transistor. In a later study, Schumacher et al. [24]
used optical pumping in a pp-KPFM approach to probe the
photocarrier lifetime in GaAs samples grown at low tempera-
ture.

In organic BHJ solar cells, electron donor and acceptor materi-
als are processed to form two interpenetrated networks phase-
segregated at the 10 nm scale. Consequently, if one aims at in-
vestigating the interplay of the morphology and the photocar-
rier dynamics in BHJs (and by extension in other nanostruc-
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Figure 1: (a) Principle of pump–probe KPFM (pp-KPFM). In conventional KPFM, a sinusoidal ac voltage Vmod of frequency ωmod is applied to the tip,
and the electrostatic forces are detected with a lock-in amplifier (LIA). In pp-KPFM, the tip voltage consists of pulses with the same sinusoidal enve-
lope of ωmod, which is used by the LIA as the reference for the detection of the electrostatic forces. Consequently, the KPFM loop compensates only
the tip–sample contact potential difference (CPD) that exists during the pulse of width w. The time-evolution of the CPD is monitored by recording the
voltage at the output of the KPFM loop (VKPFM) as a function of the delay Δt between the probe and pump pulses. (b) Scheme (top middle and bottom
left-middle) of the signal processing by the scanning probe microscope (SPM) controller, the LIA and the arbitrary waveform generator (AWG). The
electrostatic forces are detected by feeding the frequency-shift signal (Δf) from the SPM phase-lock loop to the LIA input (KPFM operated in frequen-
cy-modulation mode). Using the SPM unit (block 1), the reference bias modulation voltage (Vmod, ωmod) is added to the compensation voltage gener-
ated by the KPFM feedback loop. The sum is multiplied by the output of the first channel of the AWG dedicated to the probe signal, which delivers a
continuous voltage level or continuous voltage pulses. The setup can be automatically switched from standard KPFM to pp-KPFM configuration. The
second AWG channel generates the pulses that are used for electrical pumping of the sample or for optical pumping by digitally modulating a laser
unit, which is used for sample illumination. Transistor–transistor logic (TTL) signals synchronized with the spectroscopic ramps are generated by the
SPM unit to trigger the generation of sequences of probe and pump pulses with predefined delays. (c) Spectroscopic curves of the KPFM potential
VKPFM as a function of the pump–probe delay time Δt can be acquired at selected locations or on a predefined 2D grid (data-cube mode).

tured photovoltaic materials), it is necessary to probe SP tran-
sients upon pulsed illumination at a high spatial resolution.
Similar to the study of OFETs [23], a first option may consist in
recording successive sequences of pp-KPFM images of the
same sample area using a variable pump–probe delay time.
However, at room temperature, as usually defined for studies of
solar cells, it is hardly possible to record a stack of images
while keeping exactly the same tip–sample relative positioning
because of thermal drift and piezo creep. To avoid lateral
misalignment artefacts, a better option is to record a matrix of
spectroscopic curves of the pp-KPFM signal on a 2D grid. In
this work, we explore the performance of such a spectroscopic
pp-KPFM approach in data-cube mode. We show how topo-
graphic artefacts can be avoided by implementing an auto-
mated sequence that allows for performing the scan with a stan-
dard KPFM configuration and acquiring the spectroscopic
pp-KPFM curves with an open z-loop. The implementation is
validated by carrying out test measurements by electrical
pumping of reference substrates. Moreover, the technique is
applied to characterize BHJ solar cells by optical pumping. To

this end, point-spectroscopy curves are recorded on the device
cathode as a function of the optical power using various values
of the pump–probe time delay. Furthermore, the mapping of 2D
time-resolved images of the bare active organic layer is em-
ployed. The results demonstrate that the SPV dynamics are
dominated by trap-delayed processes in the investigated system.
Current limitations and upcoming improvements of the chosen
approach for pp-KPFM are finally discussed.

pp-KPFM Implementation
The experiments were performed on the basis of noncontact
AFM (nc-AFM) under ultrahigh vacuum (UHV) with a beam
deflection setup operated in frequency-modulation (FM) mode
at room temperature. In the following, we only describe the
general setup that has been used to implement data-cube
pump–probe-KPFM (Figure 1b and Figure 1c). Additional tech-
nical information is provided in the experimental section.

We kept the standard SPM controller configuration for frequen-
cy-modulation KPFM (FM-KPFM). Here, the electrostatic
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Figure 2: (a) Detail of the spectroscopic sequence implemented for the acquisition of the pp-KPFM signal as a function of the pump–probe delay Δt.
The topographic scan is performed by closed-loop z-regulation simultaneously with “conventional” FM-KPFM imaging. Before recording each spec-
troscopic pixel, the tip is stopped. The z-regulation is kept during an initial stabilization delay prior to spectroscopy (Tinit), and then the z-loop is frozen
during the spectroscopic ramp. The KPFM configuration is changed to pp-KPFM by the first TTL pulse, and each subsequent TTL pulse changes the
pump–probe delay. The last TTL pulse resets the setup configuration in conventional KPFM. The z-regulation is reactivated, and nc-AFM/KPFM scan-
ning resumes after a final stabilization delay (Tend). (b) Illustration of a spectroscopic curve acquired in the case of optical pumping. The instanta-
neous surface potential SP(t) is symbolized by the black line. VKPFM(Δt) curves are acquired for a predefined number of discrete pump–probe delays.
Note that the Δt values can be either evenly or irregularly distributed. The time-resolution is fixed by the width (w) of the probe pulses. The horizontal
red bars represent the pp-KPFM potential. It is equal to the time-integral value of SP(t) normalized by w over the interval Δt − Δt + w.

forces are detected by demodulating the modulated component
(ωmod) of the frequency-shift signal (Δf) with the LIA. The
reference bias modulation voltage (Vmod, ωmod) and the
compensation voltage generated by the KPFM feedback loop
(VKPFM) are internally summed by the SPM unit.

To generate the modulated bias for pp-KPFM, a pseudo multi-
plication is performed on this voltage sum by using a fast
analog switch, the TTL input of which is driven by one of the
two outputs of a programmable AWG. In pp-KPFM, the CPD is
only detected during the time window defined by the probe
pulses. Murawski et al. have shown that this can generate arte-
facts in the z-regulation [22], since for any given pump–probe
delay, the time-averaged CPD differs from the one probed and
compensated by the KPFM loop. In our case, a similar issue
occurs since the compensation bias is only applied during the
probe-time window, keeping in mind that the multiplication by
the pump train pulses is applied to the sum of Vmod and VKPFM.
As a result, the electrostatic forces are not compensated during
the time interval between the probe pulses, and the z-feedback
can be affected by the time-variable electrostatic force field. To
minimize topographic artefacts, a first option may consist in
using a dual set of KPFM compensation loops operated at dif-
ferent modulation frequencies [22]. The first loop would be
used for pp-KPFM and the second to compensate the time-aver-
aged component of the electrostatic potential.

In this work, we propose an alternative method that consists in
operating the KPFM in standard mode (closed-loop z-regula-
tion and sinusoidal bias modulation) for the topographic analy-

sis and in switching the setup configuration to pp-KPFM with
an open z-loop for the spectroscopic acquisition of VKPFM(Δt)
curves (Figure 1b and Figure 2). Great care was taken to stabi-
lize the setup before spectroscopic acquisition in open-loop
configuration in order to minimize the impact of the z-drift on
the KPFM potential. The residual z-drift less was smaller than
0.4 nm over a time lapse of 40 s, see Figure S1 in Supporting
Information File 1. Switching the controller configuration from
standard KPFM to pp-KPFM was done by synchronizing the
AWG unit with the spectroscopic ramps of the SPM controller
by means of TTL pulses and by using predefined sequences of
pulses and continuous-wave (cw) dc signals stored in the
memory of the AWG. Note that in this configuration, the
KPFM potential probed during the topographic acquisition
yields a time-averaged value of the SP since the pump signal is
permanently applied to the sample. A further refinement, not
shown in Figure 2, consists in switching also the pump signal to
a cw level during the topographic acquisition, basically given
by an “on” or “off” state. This can be done for the purpose of
specific tests described hereafter. However, for optical
pumping, it is preferable to keep the pump permanently in a
modulated configuration as shown in Figure 2 to maintain a
continuous time-averaged optical power on the cantilever to
avoid thermal detuning effects.

Finally, one must keep in mind that pp-KPFM does not exactly
probe the instantaneous SP but its time-averaged value over the
time window defined by the probe pulse. This point is illus-
trated in Figure 2b. Moreover, we underline that in our ap-
proach the series of discrete pump–probe delay values used for
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Figure 3: (a) Top: chemical structures of PTB7 (electron donor, D) and PC71BM (electron acceptor, A). Bottom: illustration of the type-II energy level
alignment between the electron donor and the electron acceptor. The open-circuit voltage (VOC) is determined by the splitting of the quasi-Fermi
levels of holes and electrons upon illumination, symbolized by dotted lines. (b) Organic BHJ solar cell and experimental configuration. The sample is
illuminated in backside geometry. The transparent anode, the hole collecting electrode made of indium tin oxide coated with PEDOT:PSS, is
grounded. The modulation and compensation bias are applied to the tip. The pp-KPFM measurements are performed either on top of the cathode
(1: single-point spectroscopy) or on top of the bare organic layer (2: data-cube spectroscopy).

the spectroscopic acquisition can be distributed either uniformly
or irregularly within the time window defined by the pump
period (see Figure 2b). The second configuration can be used to
reduce the spectroscopic acquisition time by using less data
points to probe the parts of the time-domain where the SP
evolves more slowly.

Organic BHJ Solar Cells
In this work, PTB7:PC71BM BHJ photovoltaic thin films have
been used as test samples (Figure 3) for pp-KPFM experiments.
In the following, a few concepts of organic photovoltaics are
presented. For a comprehensive introduction to this field, the
reader may refer to [25].

Solution-processed organic solar cells [25] rely on the combina-
tion of electron donor (D) and acceptor (A) π-conjugated poly-
mers and/or molecules that display a type-II energy offset be-
tween their highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO) levels. These
energetic offsets enable to dissociate singlet excitons into
Coulomb-bound electron–hole pairs also called charge transfer
states (CTs). These can either recombine in pairs at the D–A
interfaces or split up into free charges. The latter can eventu-
ally reach the collection electrodes of the device. Here, the low-
bandgap polymer PTB7 was used as the donor and the fuller-
ene derivative PC71BM as the acceptor.

In the BHJ configuration [26], the D and A materials should
form two interpenetrated networks phase-segregated at the

10 nm scale, to maximize the donor–acceptor interfacial area
where the excitons are dissociated and to overcome the short-
exciton diffusion length. The vast majority of solution-
processed D–A blends actually display more complex morphol-
ogies. For instance, they can feature a three-component organi-
zation in two (relatively) “pure” phases (i.e., donor-enriched
and acceptor-enriched sub-networks), and a third one where
donor and acceptor molecules are finely intermixed at the sub-
10 nm scale [27]. Further complexity is added by the fact that
radically different morphologies can be obtained depending of
the solvent and additives used for the film deposition from solu-
tion.

The use of PTB7:PC71BM is widely documented. It is now well
established that films of good morphology, namely with a nano-
scale phase separation, can be obtained from solutions contain-
ing 1,8-diiodooctane (DIO) as solvent additive [28-30]. Adding
a small amount of DIO indeed prevents the formation of large
PC71BM aggregates and favors the formation of an intermixed
morphology at the scale of a few tens of nm during film casting
and drying.

In BHJs, the photogenerated carriers recombine in a nongemi-
nate manner by electron–hole annihilation at the D–A inter-
faces. Here, we do not discuss the losses by exciton relaxation
or by pairwise recombination of the CT state. The free carriers
can also be trapped in tail states [25] before recombining with
free unpaired counter charges. This slower recombination
process is called a trap-assisted or trap-delayed recombination.
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Figure 4: (a, b) pp-KPFM single-point spectroscopy of an electrical square-wave signal of 10 µs (pump, amplitude 200 mV, period 20 µs). (a) Plot of
the pump and probe signals as a function of time for Δt = 2 µs. The pump signal was recorded using the oscilloscope. NB: the y-scale is shown for the
pump only. The probe-time window was set to 500 ns. (b) KPFM compensation potential as a function of Δt. 40 delay values evenly distributed within
the time window of 20 µs as defined by the pump signal period were used to record that spectrum. The integration time per pixel was 4 s.
(c, d) pp-KPFM single-point spectroscopy measurement of a “surge pulse” of 5 ms (pump, amplitude 500 mV). (c) Plot of the pump and probe signals
as a function of time for Δt = 1 ms. The probe window was set to 100 µs. (d) KPFM compensation potential (average of 5 spectra) as a function of Δt
(filled circles). 17 delay values irregularly distributed within the time window of 5 ms were used. The integration time per pixel was set to 1 s, preceded
by a pre-integration time of 2 s. The open circles represent calculated values obtained by integrating the pump signal over the probe-time window and
by applying a correction factor to correct the impedance mismatch. The calculated data have been shifted along the y-axis to ease the comparison
with the experimental results. This y-shift with respect to the zero baseline results from the difference of the tip–substrate work function.

Results and Discussion
pp-KPFM upon electrical pumping
The ability to perform time-resolved measurements using this
pp-KPFM implementation was validated by a series of single-
point spectroscopy measurements applying electrical pumping
on a highly oriented pyrolytic graphite (HOPG) substrate. The
sample was electrically connected to the AWG by mounting the
HOPG substrate onto a sample holder designed with in situ
electrical contacts. The pump signal generated by the AWG was
transmitted through a coaxial cable (air side) connected to a
twisted pair (vacuum side) through an intermediate UHV
feedthrough.

Figure 4 presents the results of two measurements carried out
with different pump and probe signals (note that two different
cantilevers were used for these two tests). In the first example

(Figure 4a and Figure 4b), a 50 kHz square-wave signal with a
200 mV amplitude and a 50% duty ratio was used for the pump.
The probe width was set to 500 ns, and the pump–probe delay
was incremented 40 times by steps of 500 ns during the spec-
troscopic acquisition. The pp-KPFM spectrum reproduces fairly
well the shape of the pump signal, demonstrating that a time-
resolution at least as good as 1 µs can be achieved with this
setup. The slight overestimation of the pulse amplitude
(213 mV instead of 200 mV) originates from an impedance
mismatch effect. This has been confirmed by comparing the
KPFM loop response (in standard mode) to the dc bias applied
from the AWG or internally added to the tip by the SPM unit
(see Figure S2 in Supporting Information File 1).

A pulse signal of 200 Hz and an amplitude of 500 mV featuring
a sub-ms potential rise and a slower decay were used as the
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(1)

pump for the second test (Figure 4c and Figure 4d). Also here,
an excellent agreement was obtained between the pump and
pp-KPFM signals. More precisely, the pp-KPFM spectrum
(filled circles in Figure 4d) matches the values calculated by
integrating the pump signal over the time windows defined by
the probe (open symbols in Figure 4d).

Here, we stress that to achieve a proper pp-KPFM measure-
ment, it is crucial to set a suitable time constant for the KPFM
feedback loop and an adequate integration time per pixel. The
signal-to-noise (S/N) ratio dramatically decreases when
switching from KPFM to pp-KPFM due to a reduction of the
bandwidth [22]. This effect demands a reduction of the loop
gain and an increase of the integration time. Namely, the KPFM
loop needs sufficient time to adapt and track the SP changes
that occur when changing the pump–probe delay. A pre-
integration time during which the KPFM potential is not re-
corded shall precede the acquisition of each spectroscopic pixel.
The pre-integration time can be set by repeating several times
the same pump-probe delay in the probe’s pulse sequence (ex:
Δt1 = Δt2 = Δt3 in Figure 2a). This procedure was used to
process the data shown in Figure 4d, and it has been systemati-
cally applied for pp-KPFM measurements using optical
pumping.

pp-KPFM upon optical pumping of the
organic solar cell
The PTB7:PC71BM blend forming the active layer of the solar
cell was processed from a chlorobenzene/DIO (CB/DIO) mix-
ture (see Experimental section) with the aim to obtain an opti-
mized nanoscale morphology [28]. The global performance
deduced from macroscopic electrical characterization (Figure
S3 in Supporting Information File 1) remains however below
the state-of-the-art for PTB7:PC71BM-based devices. We will
describe later that an imperfect morphology may be the origin
of the reduced performance.

In a first step, the dynamic photoresponse of the device upon
optical pumping was investigated by point spectroscopy at the
cathode. This experimental configuration is labeled “1” in
Figure 3b. It was chosen for an initial examination of the
pp-KPFM operation using optical pumping, because the S/N
ratio could be increased at will by averaging several successive
spectroscopic curves. In this configuration, the cathode defines
an equipotential level. In other words, the dynamic SP photore-
sponse is not position-dependent. Furthermore, here, the SPV

can be directly compared to the open-circuit voltage deduced
from the macroscopic electrical characterization.

Figure 5a shows a measurement of the SPV performed by
applying a long cw light pulse (515 nm) to the sample. The
calculated SPV of about 650 mV at 48 mW∙cm−2 and 515 nm is
close to the open-circuit voltage of 680 mV upon one sun illu-
mination as deduced from the electrical characterization. The
SPV approximately displays a logarithmic dependence on the
illumination intensity (Figure 5b), with a slope equal to ca.
1.5 kBT∙q−1 (kB: Boltzmann constant, q: electron charge). This
suggests that trap-delayed processes constitute a significant
pathway for photocarrier recombination in this sample [31].
These measurements were also performed to confirm the
validity of pp-KPFM operations on this system. More precisely,
we probed the ability of pp-KPFM to yield a proper SP mea-
surement. For that purpose, the setup configuration was
switched from standard KPFM to pp-KPFM mode within the
spectroscopic ramp (Figure 5a), and two successive light pulses
were applied. The first and the second light pulse occurred
during KPFM and pp-KPFM, respectively. For clarity, we
underline that there is no variable pump–probe delay. The pump
channel is only used to apply dc levels corresponding to the on
and off states of the illumination source. In other words, in this
test, pp-KPFM is not used to perform a time-resolved measure-
ment as a function of Δt. It is rather used to monitor a SP at two
different levels of illumination, namely in a dark state and under
cw illumination. Neglecting noise, both configurations yielded
identical SP levels in the dark and upon cw illumination. How-
ever, as expected, the noise level increases for pp-KPFM, and a
much longer time delay is needed to stabilize the compensation
potential upon turning on and off the illumination. As noted
above, this urged us to use pre-integration delays when per-
forming measurements of the pp-KPFM signal as a function of
Δt.

Time-resolved pp-KPFM measurements were carried out at the
cathode (Figure 6) as a function of the illumination intensity
and by using two different pump–probe delay sequences. The
operating parameters are detailed in the caption of Figure 6. The
experimental data were analyzed by modeling the SPV decay
after light pulse extinction with a stretched exponential func-
tion (time constant: τd, stretch exponent: β) and by integrating
over the probe-time window (w). It can be shown that for given
Δt, the pp-KPFM potential in the “decay part” of the curve can
be expressed as (see Supporting Information File 1):
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Figure 5: (a) Plot of the KPFM compensation potential measured at the solar cell cathode as a function of time (spectroscopic sequence of
320 pixels, 125 ms per pixel). The probe signal configuration is automatically switched from standard KPFM to pp-KPFM (pulses of 250 µs, repetition
frequency of 200 Hz) at t = 12 s and set back to standard KPFM at t = 36 s. The illumination state is switched twice from dark to cw illumination. First
illumination sequence: 4 s < t < 8 s, second sequence: 20 s < t < 28 s, Popt = 48 mW∙cm−2 at 515 nm). (b) Plot of the surface photovoltage (SPV) as a
function of the optical power Popt. The SPV is calculated as the difference between the KPFM potential values measured (standard KPFM configura-
tion) at cw illumination and in the dark. Inset: plot of the SPV (in absolute value) as a function of the natural logarithm of the optical power.

Here, VD and VI correspond to the dark-state SP and the SP
value at the end of the light pulse (t = t0), respectively. If the
pulse duration exceeds the photocharging time, VI will be equal
to the SP value measured upon cw illumination (Vcw). γ repre-
sents the unnormalized lower-half Euler gamma function (see
Supporting Information File 1).

Obviously, a trade-off between the time-resolution (limited by
the probe-time window) and measurement of the full SPV dy-
namics must be found. In Figure 2a, a pump pulse of 40 ms is
applied. Here, several tens of ms are needed to recover com-
pletely the dark-state SP after pulse extinction. Using a pump
signal with a shorter period (5 ms instead of 40 ms, Figure 2b)
increases the temporal resolution, but does not allow the system
to return fully to its initial electrostatic state between the light
pulses. However, it is important to note that the data acquired
using these two different sequences display an excellent consis-
tency. At the irradiance maximum (Popt = 193 mW∙cm−2,
Figure 6a and Figure 6b), the decay-time constants, stretch
exponents and dark-state SP values extracted from both curves
are identical within the error bars. The agreement between both
data sets is unambiguous when plotting the two data sets in the
same graph with a common normalized origin (Figure S5 in
Supporting Information File 1).

As expected, the magnitude of the SPV decreases when
reducing the optical power (Figure 6). However, the decay-time
constant is barely fluence-dependent, which indicates that the
underlying dynamics originate from trap-delayed processes
[25]. Most likely, a broad distribution of states exists in which
the photocarriers are trapped for longer or shorter periods as in-

dicated by stretch exponents lower than 0.7 required for fitting
of the spectroscopic curves (with the exception of the data in
Figure 6f). These traps can be partially filled by applying a con-
tinuous white light background in addition to the pump pulse,
which results in a significant reduction of the effective decay-
time constant (see Figure S6 in Supporting Information File 1).
However, these experimental conditions do not fulfil the
requirements of a small perturbation measurement [32], and the
SPV dynamics remain most likely dominated by trap-release
processes.

Due to the limited time-resolution, the photocharging dynamics
could not be addressed as accurately as the SPV decay dynam-
ics. Aquiring all information at once would require using
smaller probe-to-pump duty ratios. This could be done by
keeping the same pump period while reducing the probe-time
window. This was not possible in practice because of an insuffi-
cient S/N ratio. Some interesting observations can nevertheless
be made. The photocharging time, i.e., the time needed to
reach an electrostatic equilibrium upon illumination, appears
to depend strongly on the pump fluence. More precisely,
the photopotential builds up more slowly when decreasing
the optical power. At the lowest fluence applied (Popt =
2.4 mW∙cm−2), the photocharging time even exceeds the pulse
duration within the second sequence (Figure 6f). The physics of
the photocharging dynamics are based on a drift-diffusion
process limited by the carrier mobility. Hence, our data
(Figure 6) indicate that the effective carrier mobility strongly
depends on the photocarrier concentration, which is inversely
proportional to the optical power. Such a situation has been re-
ported for different organic blends [33-35]. In some models,
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Figure 6: (a–f) Spectroscopic curves (average of 5 acquisitions) of the pp-KPFM compensation potential as a function of Δt measured at the solar cell
cathode. The data were acquired using three different illumination intensities (peak power of the pump pulses): (a, b)193 , (c, d) 18.5 and
(e, f) 2.4 mW∙cm−2. Two different pump–probe delay sequences were used. Open squares and open circles represent data of the first and second se-
quence, respectively. (a, c, e) First sequence: 4 ms pump pulses repeated at 25 Hz, 1 ms probe-time window, post-data acquisition delay of 2 s, inte-
gration time 1 s. (b, d, f) Second sequence: 600 µs pump pulses repeated at 200 Hz, 100 µs probe-time window, post-data acquisition delay of 2 s, in-
tegration time 1 s. The time intervals corresponding to the pump (a–f) and the probe (a, b) signals (shown only for one given delay) are highlighted by
half-transparent green and red rectangles, respectively. Note that the time (t) and delay (Δt) scales coincide since the delays are defined with respect
to the time origin t = 0 s. However, each data point represents a measurement of the SP integrated during the pump–time window. The solid blue lines
represent the results of the numerical curve fits performed to extract the SPV decay-time constants (τd). For the fit, the VI values were fixed at the
value reached upon illumination. VD, τd , β were free variables, with the exception of the data in (d) and (f), that were adjusted with fixed VD values.
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Figure 7: (a) Topographic (nc-AFM, UHV, 300 K) and (b) KPFM compensation potential images (1 μm × 1 μm, 300 × 300 pixels) of the
PTB7:PC71BM blend recorded in the dark (standard KPFM configuration). (c) Histogram of the KPFM potential values.

traps are the source of this concentration-dependent mobility of
the photocarriers [36].

We now focus on the photoresponse of the phase-segregated
organic blend, i.e., the photoactive layer of the device without
the cathode electrode, given by configuration 2 in Figure 3b.
The surface morphology of the PTB7:PC71BM blend
(Figure 7a) is consistent with that reported for samples
processed under similar conditions [37,38].

The nc-AFM topographic images (Figure 7a) display a rather
uniform contrast indicating that the donor and acceptor species
have been finely mixed. However, specific contrasts in the
KPFM potential images recorded in the dark (Figure 7b) reveal
compositional and/or morphological variations at the 100 nm
scale. In BHJ blends, the dark-state electrostatic contrast
reflects permanent charge distributions [20], which originate
from unevenly distributed electrostatic dipoles at the D−A inter-
faces [39] or from permanently trapped charge carriers. Obvi-
ously, if the blend composition or the morphology of the donor
and acceptor sub-networks vary, the interface dipoles fluctuate
as well (in direction and magnitude).

Prior to pump–probe KPFM spectroscopy, the BHJ photore-
sponse was investigated by differential SPV imaging (Figure 8)
[40]. Here, a 2D matrix of spectroscopic curves of the KPFM
potential is recorded as a function of time in a standard KPFM
configuration with an open z-loop. During the spectroscopic
ramp, the cw illumination is switched on. Images of the SP in
the dark and upon illumination, as well as their difference (i.e.,
the SPV) can be reconstructed by simple data processing. The
results are presented in Figure 8. The topographic and dark-
state potential images reproduce fairly well the ones observed
by the standard imaging process (compare in particular the

histograms in Figure 7c and Figure 8d). The SPV is in average
equal to −370 mV (Figure 8h), which is less than the SPV
measured on the cathode using the same optical power
(−625 mV for Popt = 18.5 mW∙cm−2, see Figure 5b). This
difference is not surprising, other reports [13] have already
shown that the SPV probed by KPFM on the bare surface of
BHJs is smaller than the open-circuit voltage [20]. More
remarkable is the existence of strong correlations between the
contrast in the dark-state SP and SPV images (compare
Figure 8c and Figure 8g). This confirms that the local phase
composition (and/or morphology) varies and has a deep impact
on the opto-electronic properties of the D–A blend.

Time-resolved pp-KPFM measurements in data-cube mode
were performed at roughly the same sample area using two dif-
ferent pump–probe sequences. Spectroscopic pp-KPFM curves
and 2D images recalculated from these are presented in
Figure 9. To facilitate a comparison to the differential SPV
images, dashed contours indicating the same sample area have
been drawn in Figure 8 and Figure 9b, Figure 9d and Figure 9f.
These contours correspond also to the scan area shown in
Figure 9i, Figure 9k and Figure 9m.

Compared to the single-point spectroscopy measurements, 2D
pp-KPFM spectroscopic imaging presents an additional degree
of difficulty, especially in terms of acquisition time. To main-
tain a reasonable S/N ratio, higher probe-to-pump duty ratios
were used (4% and 5% for the first and the second sequence, re-
spectively). The pump–probe delays were set to focus on the
SPV decay regime. Note that even under these conditions,
several tens of hours were needed to acquire each set of images.
The data shown in Figure 9a–g were acquired with pump pulses
of 500 µs (Popt = 18.5 mW∙cm−2) repeated at 200 Hz and a
probe-time window of 200 µs. Figure 9a shows two spectros-
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Figure 8: (a, c, e, g) nc-AFM/KPFM images of the PTB7:PC71BM blend (1 μm × 1 μm, 90 × 90 pixels) acquired during a differential SPV imaging ex-
periment (Popt = 18.5 mW∙cm−2). (a) Topographic image. (b) Spectroscopic curve of the KPFM potential as a function of time (30 pixels, each 6 ms
long), recorded at the location indicated by a cross in (a). The dark-state SP and SP upon cw illumination are calculated by averaging the data points
for 0 < t < 144 ms and 192 < t < 288 ms, respectively. These time windows are highlighted by red dotted lines. (c) Calculated dark-state SP (Vdark)
image. (d) Histogram of the Vdark values. (e) Calculated image of the SP under illumination (Vlight). (f) Histogram of the Vlight values. (g) Calculated
image of the SPV. (h) Histogram of the SPV values. The white solid contours in (c) and (g) highlight the existence of strong correlations between the
contrast in the dark-state potential and the SPV images. The dotted rectangles in (e) and (g) indicate the sample area highlighted in Figure 9a–c and
displayed in Figure 9e–g.

copic curves acquired with this sequence at different points on
the surface highlighted by a square and a circle in the related
spectroscopic images.

Figure 9b displays the spectroscopic image of the compensa-
tion potential for a delay Δt = 300 µs, which falls within the
light pulse. The contrast and the potential levels (histogram in
Figure 9c) are in excellent agreement with the ones obtained by
differential SPV imaging under cw illumination (compare
Figure 8e, Figure 8f and Figure 9b, Figure 9c). This confirms
that the photocharging time is smaller than the pulse duration,
in line with the results of point spectroscopy on the cathode. In
a second step, one can also map a “pseudo surface photo-
voltage” (SPV*) image by calculating the difference between
the signals measured for Δt = 300 and 4.7 ms. It turns out that
the SPV* (Figure 9d) and the SPV images (Figure 8g) display a
similar contrast. The SPV* image however has a smaller mag-
nitude (in average −214 mV instead of −370 mV). According to
single-point spectroscopy, the potential cannot fully return to its
dark-state level within a pump period of 5 ms. However, we
also note that the decay-time constants obtained from the curves
recorded at the bare layer are reduced by one order of magni-
tude compared the values acquired at the cathode. The 2D map
of the SPV decay-time constants is presented in Figure 9f, and

the corresponding histogram is shown in Figure 9g. At this
stage, the existence of correlations between the dynamical
contrasts and the ones in the dark-state SP and SPV channels
seems rather unclear.

The pp-KPFM spectroscopic mapping using a longer pump
periodicity yields further insights (Figure 9). The contrast of the
potentiometric images (Figure 9i and Figure 9k) matches
perfectly the one obtained before. Furthermore, the values of
the SPV decay-time constant are consistent, although slightly
higher, with the ones deduced from the measurement with the
shorter pump period. A correspondence can be established be-
tween the contrast in both dynamical images. A closer examina-
tion reveals that the areas where the SPV decays the fastest cor-
respond mainly to the ones were the SPV is more negative. The
rather slow SPV decay is similar to the lifetime of long-lived
trap populations reported for other BHJs [41]. The measure-
ments on the cathode already indicated that the SPV decays
reflect the trap-release dynamics. Thus, it is likely that the
compositional and/or morphological heterogeneities generating
the dark-state SP and SPV contrast play also a key role in the
photocarrier trapping process. A reasonable (yet to be defi-
nitely confirmed) scenario could invoke the existence of non-
percolating PC71BM clusters acting as trapping centers. Such
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Figure 9: pp-KPFM spectroscopic imaging of the PTB7:PC71BM blend in data-cube mode. Popt = 18.5 mW∙cm−2 (pulse peak power). (a–g) Data were
acquired on a 90 × 90 grid using a first pump–probe sequence with pump pulses of 500 µs repeated at 200 Hz, a probe-time window of 200 µs, a data
acquisition delay of 2 s and an integration time of 1 s. (h–n) Data were acquired on a 75 × 75 grid using the second pump–probe sequence with pump
pulses of 1 ms repeated at 50 Hz, a probe-time window of 1 ms, a data acquisition delay of 2 s and an integration time of 1 s. (a, h) Spectroscopic
curves acquired applying the first (a) and the second (h) sequence at two distinct points on the surface, which are highlighted by a circle and a square
in the images. (b, d, f) Reconstructed images (first sequence) (b) of the pp-KPFM potential for a delay of 330 µs, (d) of the pseudo photovoltage SPV*
(see text) and (f) of the SPV decay-time constant. (c, e, g) Corresponding histograms. (i, k, m) Reconstructed images (second sequence) (i) of the
pp-KPFM potential for a delay of 0 ms, (k) of the pseudo photovoltage SPV* and (m) of the SPV decay-time constant. (j, l, n) Corresponding
histograms. To reduce the fit error, all curves were adjusted by using a fixed stretch exponent β of 0.5.

an imperfect morphology would be consistent with the relative-
ly low macroscopic performance of this device compared to
established PTB7:PC71BM devices (Figure S3, Supporting
Information File 1).

Finally, some questions remain open and will require further in-
vestigations. Firstly, the origin of the difference between the
SPV decay-time constants determined in the bare layer and the
cathode measurements remains unclear. To address this point,
statistical measurements at several sample areas would be
needed to check if the sample properties are homogeneous or if

they display strong variations at the mesoscopic scale. Indeed,
sample parts with longer trap-release times may exist, which
would contribute to the global SPV decay dynamics probed on
the cathode. Secondly, the difference between the SPV magni-
tudes probed by differential and pp-KPFM 2D imaging is still
unexplained. This difference decreases significantly when in-
creasing the pump period (see the histograms in Figure 9).
However, even at the longest pump period, the dark-state level
is not recovered completely. This is puzzling since such an
effect was neither observed for the point-spectroscopy measure-
ments on the cathode, nor for the pp-KPFM measurements
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using electrical pumping. A comparison of the differences of
these three experimental configurations may yield further
insights. Optical pumping of the bare organic layers presents a
specificity. Both the tip–sample capacitance and the KPFM S/N
ratio are susceptible to significant changes with varying
illumination state. Upon illumination, the charge carrier density
increases leading not only to a reduction of the tip–sample
capacitive junction but also to an increase in the KPFM S/N
ratio. Regarding the basic operating principles of pp-KPFM, it
is unclear why photoinduced capacitive changes shall affect
the measurement of the dark-state potential only. An illumina-
tion-dependent S/N ratio may be a better explanation similar
to previous observations by Murawski et al., who have shown
[22] that the electrostatic contrast cannot be fully measured for
very small electrical pumping cycles. Here, the S/N ratio
becomes too low to perform stable pp-KPFM experiments at a
useful bandwidth. To verify this hypothesis, further experi-
ments and developments are needed. In particular, we plan to
increase the S/N ratio by using a heterodyne scheme [6] instead
of the standard frequency-modulation mode for the KPFM
operation.

Conclusion
We have introduced an alternative approach to pp-KPFM based
on the acquisition of spectroscopic curves of the KPFM
compensation potential as a function of the pump–probe delay
using an open-loop configuration. This configuration simplifies
the operation of pp-KPFM, since it allows for avoiding topo-
graphic artefacts without the need to use a second compensa-
tion loop. Single-point spectroscopy measurements performed
on HOPG (under electrical pumping) and on an organic solar
cell cathode (under optical pumping), confirmed the validity of
this implementation. In addition, we demonstrated that spectros-
copic pp-KPFM can be used in data-cube mode enabling the
acquisition of 2D images of the SPV dynamics of organic BHJs.
In the investigated PTB7:PC71BM blend, the SPV decay dy-
namics were found to be dominated by trap-release processes at
the time scale of a few hundreds of µs to a few ms. The resolu-
tion of this pp-KPFM approach is however not limited to these
slow dynamics. A temporal resolution as good as 1 µs was
already obtained using electrical pumping, and further develop-
ments are in progress to perform ns-resolved measurements.
This will be done by implementing a multiplication stage gener-
ating the probe signal and by modifying the electric circuit for
fast operation upon electrical pumping with a correct circuit
impedance matching.

Last, by comparing the results of pp-KPFM and of differential
SPV imaging performed on the bare organic layer, an underesti-
mation effect in the measurement of the SPV has been evi-
denced. These results stress the need to quantify properly the

dependence of the S/N ratio of the pp-KPFM potential on the
illumination state when investigating photovoltaic materials.
For that purpose, future works will be devoted to increasing the
sensitivity of spectroscopic pp-KPFM, for instance by using a
heterodyne or a side-band detector. Further insights will also be
gained by comparing different kinds of photovoltaic materials,
for which the illumination-dependence of the S/N ratio may be
different. In particular, we plan to investigate silicon-based
devices, hybrid perovskite thin films and single crystals as well
as type-II van der Waals heterojunctions based on transition
metal dichalcogenides.

Experimental
Nc-AFM and pp-KPFM
Noncontact-AFM (nc-AFM) experiments were performed with
a ScientaOmicron VT-AFM setup in UHV at room temperature
(RT) driven by a Matrix SPM control unit. Pt/Ir-coated silicon
cantilevers (EFM, Nanosensors, resonance frequency in the
45–115 kHz range) were annealed in situ to remove atmos-
pheric contaminants. Topographic imaging was realized in FM
mode (FM-AFM) with negative frequency shifts of a few Hz
and vibrational amplitudes of a few tens of nm. KPFM mea-
surements were carried out in single-pass mode using FM (FM-
KPFM) with a peak-to-peak modulation bias Vac of 0.9 V at
1140 Hz. The compensation voltage Vdc was applied to the can-
tilever (tip bias Vtip = Vdc). The CPD is therefore the negative of
Vdc, hence Vtip = Vdc = −CPD [39]. The KPFM data are
presented as Vdc images also referred to as KPFM potential or
SP images for simplicity. A lock-in amplifier (Signal Recovery
7280) was used to measure simultaneously the modulation of
the frequency shift at the electrostatic excitation frequency. The
‘in-phase’ amplitude of the first harmonic is fed into the KPFM
bias feedback loop of the SPM controller. A fast radiofre-
quency analog switch (ZASWA-2-50DRA+, Mini-circuits,
switching time rated to 20 ns) was used to apply a “pseudo
multiplication” on the sum of the KPFM compensation bias and
the ac bias generated by the LIA output. The switch driver TTL
input was connected to the first output channel of a program-
mable AWG (Keysight 33622A). That channel was dedicated to
the generation of the probe signal. Note that in the “open state”
the switch output is grounded.

Both probe and pump signals were generated by a program-
mable dual channel AWG (Keysight 33622A), which was
synchronized with the scanning probe microscopy (SPM) unit
by its external trigger input. The pulse sequences were
programmed using the Keysight BenchLink Waveform Builder
Pro software. Basically, the pulses consisted in a series of dual
waveforms, each of them featuring a different delay between
the two channels, which were repeated until a trigger event was
sent to the AWG. The two channels are initially synchronized
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after downloading the sequence to the unit by using the “sync
arbs” function of the 33622A unit.

In optical pumping configuration, the second channel of the
AWG was used to drive the digital-modulation input of a fiber-
coupled PhoxXplus laser module operated at 515 nm (Omicron
Laserage GmbH). Sample illumination was performed in back-
side geometry using custom sample holders with on-board mir-
rors through an optical viewport of the UHV AFM chamber.
The wavelength of 515 nm was selected since it falls within the
UV–vis absorption bands of both PC71BM and PTB7. For each
measurement, the optical power Popt corresponding to the
maximum pulse intensity during the modulated illumination is
indicated in the corresponding figure caption (Figure 5,
Figure 8, Figure 9). Popt is defined per unit of surface by taking
into account the laser beam diameter.

Image processing and processing of the
spectroscopic data
The WsXM software [42] was used to process the SPM images.
Semi-automated data processing routines were also developed
using the batch processing options of the OriginPro software
(OriginLab Corp.). These routines were employed to import the
2D spectroscopic data and to perform automated curve fit
adjustments on the VKPFM(Δt) curves. A Gaussian smooth
filter was applied to the spectroscopic images. The processed
data display the same features as the raw data however at a
slightly lower noise level.

Organic BHJ thin films processing, solar cell
fabrication and characterization
The PTB7:PC71BM BHJ thin film was deposited on an indium
thin oxide (ITO) substrate coated with PEDOT:PSS (a hole-
conducting polymer) following the procedure published by
Liang et al. [28]. PTB7 (Ossila, Mw = 85 kDa, PDI = 2.0) and
PC71BM (Solenne BV, 99% purity) were used as received. A
thin layer of filtered (0.45 µm) PEDOT:PSS (Baytron A14083,
Clevios) was spin-coated onto the activated ITO surface at
5000 rpm for 25 s, 4000 rpm for 60 s and 4000 rpm for 1 s
(≈30 nm) and annealed at 120 °C for 10 min under ambient
conditions. The substrate was then transferred into an argon-
filled glovebox for spin-coating of an active layer of the
PTB7:PC71BM solution (1:1.5 weight ratio, 25 mg∙mL−1 total
concentration) in anhydrous chlorobenzene. The blend was
stirred overnight at 50 °C for complete dissolution and cooled
down to RT. Then, 3 vol % of 1,8-diiodoctane were added
2 min before deposition at 1500 rpm for 120 s and 1000 rpm for
1 s on a substrate preheated to 50 °C (110 ± 10 nm). The sam-
ple was finally loaded into a secondary vacuum deposition
system (Kurt J. Lesker) for deposition of Ca (20 nm, 1.0 Å∙s−1)
and Al (100 nm, 2.0 Å∙s−1) top electrodes (10.18 ± 0.1 mm2).

The electrical characterization was performed in a glovebox.
Current-density–voltage (J–V) curves were measured using a
Keithley 2400 source measure unit. The photocurrent was
measured under AM 1.5G illumination at 1000 W∙m−2 using a
Newport Thermal Oriel 91192 1000W solar simulator. The light
intensity was calibrated using a monocrystalline silicon Oriel
Newport 91150v VLSI reference solar cell certified by the
National Renewable Energy Laboratory (NREL).

Supporting Information
Supporting Information File 1
Further experimental measurements, details of the
pp-KPFM experiment, characterization of the solar cell
device and derivation of the formula used to fit the
pp-KPFM spectroscopy.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-11-24-S1.pdf]
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Abstract
The structure of the rutile TiO2(110)-(1 × 2) reconstructed surface is a phase induced by oxygen reduction. There is ongoing debate
about the (1 × 2) reconstruction, because it cannot be clarified whether the (1 × 2) structure is formed over a wide area or only
locally using macroscopic analysis methods such as diffraction. We used non-contact atomic force microscopy, scanning tunneling
microscopy, and low-energy electron diffraction at room temperature to characterize the surface. Ti2O3 rows appeared as bright
spots in both NC-AFM and STM images observed in the same area. High-resolution NC-AFM images revealed that the rutile
TiO2(110)-(1 × 2) reconstructed surface is composed of two domains with different types of asymmetric rows.

443

Introduction
Titanium dioxide (TiO2) is a well-known photocatalyst and has
been studied for applications in water splitting and the coating
of materials [1]. To optimize the photocatalytic function, it is
important to understand the reaction process, hence investiga-
tions of chemical and physical surface characteristics and the
structure of the photocatalyst are necessary.

The rutile TiO2(110) surface has often been the subject of
atomic-level studies in the field of photocatalysis since the

preparation of a clean surface is relatively easy. A well-known
rutile TiO2(110) surface is the (1 × 1) structure [2]. The (1 × 1)
surface has been studied using low-energy electron diffraction
(LEED) [3,4], surface X-ray diffraction [5], non-contact atomic
force microscopy (NC-AFM) [6-9], scanning tunneling micros-
copy (STM) [10-12], transmission electron microscopy [13,14],
and density functional theory (DFT) [15-19]. These studies
have determined many surface properties such as structure,
local defects, and adsorption sites.

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Figure 1: Structural models of rutile TiO2(110)-(1 × 2) reconstructed surface: (a) Symmetric Ti2O3 model [10] and (b) asymmetric Ti2O3 model [24].
Structural models were made with VESTA [39]. STM images and LEED patterns of the (1 × 2) structure is formed over a local area (c) and a wide
area (d). Sample bias voltage and tunneling current were 1.5 V and 10 pA, respectively. LEED patterns were obtained with an energy of 100 eV.

The (1 × 1) surface transforms to the (1 × 2) surface by oxygen
reduction in ultra-high vacuum (UHV) [2,20]. Several struc-
tural models for the (1 × 2) surface have been proposed [10,21-
24]. Onishi and Iwasawa proposed a symmetric Ti2O3 model
(Figure 1a) based on STM measurements [10], while Wang et
al. proposed an asymmetric Ti2O3 model (Figure 1b) similar to
the symmetric Ti2O3 model based on DFT calculations [24].
These two structural models have been widely accepted.
Mochizuki et al. reported total reflection high-energy positron
diffraction results for the (1 × 2) surface, which supported the
asymmetric Ti2O3 model [25]. In contrast, our previous study
using LEED and STM has revealed that the (1 × 2) LEED
pattern was observed even if the (1 × 2) structure is formed only
partially as shown in Figure 1c [20]. This indicates that real-
space imaging with atomic resolution, i.e., STM and NC-AFM,
would be helpful for a careful determination of the surface
structure. It is necessary to observe the surface directly in order
to find out whether the (1 × 2) structure is formed over a wide
area. In real-space analysis at the atomic level, simultaneous
NC-AFM and STM measurements in UHV at low temperature
have revealed that the (1 × 2) chain on the (1 × 1) surface has an
asymmetric structure [26]. However, in previous studies on the
(1 × 2) surface formed over a wide area of a rutile TiO2(110)
surface, the periodic line structure of the (1 × 2) surface was

considered to be a symmetric structure [10,22,27,28]. There-
fore, it is still controversial whether or not the periodic (1 × 2)
surface is a symmetric structure. The determination of the sur-
face structure is crucial to understand the surface phenomena,
such as adsorption, absorption, and decomposition in photocata-
lytic reactions.

In this study, we characterized the periodic structure of the
rutile TiO2(110)-(1 × 2) reconstructed surface using NC-AFM
at room temperature. We confirmed by LEED and STM mea-
surements that the (1 × 2) surface forms over a wide area of the
rutile TiO2(110) surface. Ti2O3 rows were visualized as bright
lines in both STM and NC-AFM images and were observed in
the same area. High-resolution NC-AFM imaging revealed that
the Ti2O3 rows are asymmetric structures.

Experimental
All experiments were conducted using our custom-built
system combining NC-AFM, STM, and LEED operated in
UHV at room temperature [29]. Nb-doped (0.05 wt %) rutile
TiO2(110) substrates (Shinkosha Corp.) were used. A rutile
TiO2(110)-(1 × 2) reconstructed surface was prepared by iter-
ating a surface cleaning process of Ar+ sputtering (2 keV, Ar
partial pressure of 3.0 × 10−4 Pa, ion current of ca. 1.1 µA,
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Figure 2: (a) LEED pattern of rutile TiO2(110)-(1 × 2) reconstructed surface. The electron beam energy was 100 eV. (b), (c) STM image of rutile
TiO2(110)-(1 × 2) reconstructed surface (200 × 200 nm2 for (b), 20 × 20 nm2 for (c)). The sample bias and current set point were 1.5 V and 10 pA, re-
spectively.

10 min) and annealing (substrate temperature of ca. 1000 °C,
30 min). STM and NC-AFM imaging was performed using
Pt-coated Si cantilevers (Budget Sensors, ElectriTAP190G). All
cantilevers were cleaned by Ar+ sputtering (0.6 keV, Ar partial
pressure of 1.0 × 10−5 Pa, ion current of 0.05 µA, 5 min) before
scanning. STM imaging was performed in constant-current
mode without cantilever oscillation. NC-AFM feedback control
was applied in frequency-modulation mode [30] with constant
amplitude oscillation. The cantilever deflection was detected
using an optical interferometer [31]. Since the electrostatic
force due to the contact potential difference (CPD) between the
tip and sample prevents high-resolution NC-AFM imaging, a
bias voltage was applied to the sample to minimize the CPD.

Results and Discussion
Figure 2a shows a LEED pattern of a rutile TiO2(110)-(1 × 2)
reconstructed surface. The pattern shows two-fold spots in the

 direction, confirming the formation of a (1 × 2) structure.
However, in our previous study [20], we reported that a (1 × 2)
LEED pattern also appears when the (1 × 2) chain is localized
on the (1 × 1) surface. Thus, the surface was observed using
STM to confirm that the (1 × 2) reconstructed structure was
formed over a wide area of the rutile TiO2(110) surface
(Figure 2b,c). It can be clearly seen that the (1 × 2) structure
was formed over a wide area (200 × 200 nm2) of the surface.
Some local structures such as single links, double links, and
line defects, which have been reported in previous studies
[22,27,28,32], are evident on the (1 × 2) surface in Figure 2c.
These results confirmed that the (1 × 2) surface prepared in
this study is the same surface as in the previous studies
[22,27,28,32].

Figure 3 shows STM and NC-AFM images and the height
profiles obtained from the same surface area. Since STM and

NC-AFM use different feedback signals (interaction force for
NC-AFM and tunneling current for STM), the surface structure
sometimes results in different contrasts in both images. In
Figure 3, white squares and circles indicate line defects and
protrusions, which are considered to be adsorbates or contami-
nation. A line defect was imaged as a likely vacancy by STM
and a protrusion by NC-AFM. By using these defects as
markers, the height profiles from STM and AFM along the
same lines are compared in Figure 3c and Figure 3d (A–A′ in
Figure 3c and B–B′ in Figure 3d, respectively). For each profile,
the positional relationship between the periodic lines and the
defect is the same. Previous studies have reported STM imaging
visualizing Ti2O3 rows with a bright contrast [22,24,26,28].
Based on these earlier results, the periodic lines with bright
contrast in the NC-AFM image can be identified as Ti2O3 rows.
STM and NC-AFM provided different geometry information on
the line defect. The line defects could be due to be sub-surface
defects because of the geometry of the reflected top surface ob-
tained in NC-AFM imaging using the interaction between the
tip and the sample surface as a feedback signal. To identify the
line defects, it is necessary to combine DFT and STM and to in-
vestigate the bias dependence of simultaneous NC-AFM and
STM images. This will be discussed elsewhere since the main
subject of this article is the periodic line structure on the rutile
TiO2(110)-(1 × 2) reconstructed surface.

Our NC-AFM and STM imaging in the same area identified the
Ti2O3 rows on the rutile TiO2(110)-(1 × 2) reconstructed sur-
face. However, the NC-AFM and STM images in Figure 3
could not reveal whether or not the Ti2O3 rows are symmetric
because the tip was too dull to resolve inside the Ti2O3 rows.
To investigate the structure of the Ti2O3 rows, the rutile
TiO2(110)-(1 × 2) reconstructed surface was observed with
high-resolution NC-AFM imaging using a sharp tip. Figure 4
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Figure 3: (a) STM and (b) NC-AFM images of a rutile TiO2(110)-(1 × 2) reconstructed surface. (c, d) Height profiles along black (STM) and blue (NC-
AFM) lines in the images. The STM and NC-AFM images were obtained using a Pt-coated Si cantilever with a resonance frequency of f0 = 154.1 kHz
and a spring constant of k = 27.05 N/m. In (a), STM imaging was performed without cantilever oscillation and the parameters sample bias and current
set point were 1.5 V and 50 pA, respectively. In (b), the measurement parameters were Δf = −7.9 Hz, A = 16.5 nm, and Vs = 500 mV. The white
circles and rectangles in (a) and (b) indicate the same structure at the same position.

Figure 4: (a) High-resolution NC-AFM image of a rutile TiO2(110)-(1 × 2) reconstructed surface. The height profiles in (b) and (c) correspond to the
black and blue lines in (a), respectively. The NC-AFM image was obtained using a Pt-coated cantilever with a resonance frequency of f0 = 154.1 kHz
and a spring constant of k = 27.05 N/m. The measurement parameters were Δf = −38.1 Hz, A = 9.8 nm, and Vs = 350 mV. The asymmetric Ti2O3
model is included with the height profile in (d) for comparison of the surface geometry and the model.
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Figure 5: Area exhibiting two types of asymmetric Ti2O3 rows. (a) High-resolution constant height mode NC-AFM image (raw data) of rutile
TiO2(110)-(1 × 2) reconstructed surface and (b) averaged line profile corresponding to the blue square in the NC-AFM image. The NC-AFM image
was obtained using a Pt-coated cantilever with a resonance frequency of f0 = 154.9 kHz and a spring constant of k = 27.05 N/m. The measurement
parameters were A = 10.9 nm, and Vs = 850 mV. The green and yellow regions in (b) indicate Ti2O3 rows with the left side and the right side in higher
positions, respectively.

shows a high-resolution NC-AFM image and height profiles.
In the NC-AFM image in Figure 4a, twin resolved Ti2O3 rows
are confirmed. From the height profiles (Figure 4b,c), the
pitches of Ti2O3 in the [001] and  directions were evalu-
ated to be ca. 0.3 nm and ca. 1.3 nm, respectively. These dis-
tances correspond to the lattice constant of the (1 × 2) structure.
These results confirm that Ti2O3 rows were observed with
atomic resolution. The height profile in Figure 4c shows that
Ti2O3 twin rows are asymmetric, with the left-side rows being
higher. These results show that the Ti2O3 rows of rutile
TiO2(110)-(1 × 2) reconstructed surface have an asymmetric
structure, and thus support the structural model by Wang et al.
(Figure 1b) [24].

The image contrast in NC-AFM and STM depends on the struc-
ture and the state of the tip apex [7,9,33,34]. Also, deformation
of the surface structure sometimes occurs due to interactions be-
tween the tip apex and the sample surface [35]. To address the
possibility that the asymmetric contrast in the NC-AFM image
in Figure 4a is caused by these artifacts, we confirmed the sur-
face asymmetry by changing the AFM tip. By repeating the
measurements, NC-AFM images with two types of the differ-
ent domains were obtained at several times. Figure 5 shows a
constant-height mode NC-AFM image (raw data) of a rutile
TiO2(110)-(1 × 2) reconstructed surface and a height profile.
There is a case in which the tip apex asymmetry causes an
unexpected local image pattern, i.e., dimers of the same height
would be imaged at different heights due to the tip apex asym-
metry. We obtained NC-AFM images with two types of asym-
metric contrast for during repeated NC-AFM imaging. Two
types of Ti2O3 rows, with either the left side or the right side in
a higher position, are shown in the NC-AFM image and height
profile in Figure 5, indicating that the asymmetric image is not

caused by an asymmetric tip apex structure. The other possibili-
ty to be considered is interactions between the tip and the sam-
ple surface that cause a deformation of the surface structure. In
this case, a non-conservative force induced by surface structure
deformations acts between the tip and the sample surface
[36,37] and the signal should be observed as an energy dissipa-
tion. In the case of surface deformation, a dissipation signal
range of 0.3–0.4 eV/cycle on the deformation site has been re-
ported [37,38]. However, our dissipation images showed almost
no contrast variation within a range of 0.12 ± 0.11 eV/cycle.
This means that the effect of the tip-induced surface deforma-
tion is negligibly small, and that the high-resolution NC-AFM
images reflect the intrinsic surface structure. These results
clearly suggest that the observed asymmetric contrast in the
NC-AFM images are attributed to the asymmetric structure of
the periodic Ti2O3 rows. Additionally, the (1 × 2) surface has a
multi-domain structure with either the left or the right side in a
higher position.

Conclusion
In summary, we characterized the rutile TiO2(110)-(1 × 2)
reconstructed surface using NC-AFM, STM, and LEED at room
temperature. In NC-AFM imaging, Ti2O3 rows on the (1 × 2)
surface were imaged with high contrast, as confirmed by STM
and NC-AFM images obtained in the same area. High-resolu-
tion NC-AFM imaging revealed that the Ti2O3 rows of the
rutile TiO2(110)-(1 × 2) reconstructed surface have an asym-
metric structure. Additionally, we found two domains of asym-
metric rows with either the right side or the left side in a higher
position. We believe information on the geometry of the rutile
TiO2(110)-(1 × 2) reconstructed surface is useful for under-
standing surface phenomena, such as adsorption, absorption,
and decomposition in photocatalytic reactions.
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Abstract
Atomic force microscopy (AFM) is an important tool for measuring a variety of nanoscale surface properties, such as topography,
viscoelasticity, electrical potential and conductivity. Some of these properties are measured using contact methods (static contact or
intermittent contact), while others are measured using noncontact methods. Some properties can be measured using different ap-
proaches. Conductivity, in particular, is mapped using the contact-mode method. However, this modality can be destructive to deli-
cate samples, since it involves continuously dragging the cantilever tip on the surface during the raster scan, while a constant
tip–sample force is applied. In this paper we discuss a possible approach to develop an intermittent-contact conductive AFM mode
based on Fourier analysis, whereby the measured current response consists of higher harmonics of the cantilever oscillation fre-
quency. Such an approach may enable the characterization of soft samples with less damage than contact-mode imaging. To
explore its feasibility, we derive the analytical form of the tip–sample current that would be obtained for attractive (noncontact) and
repulsive (intermittent-contact) dynamic AFM characterization, and compare it with results obtained from numerical simulations.
Although significant instrumentation challenges are anticipated, the modelling results are promising and suggest that Fourier-based
higher-harmonics current measurement may enable the development of a reliable intermittent-contact conductive AFM method.

453

Introduction
Conductive atomic force microscopy (C-AFM), a contact-mode
technique, has been extensively utilized to investigate local
electrical properties of nanoscale systems, such as organic solar
cells [1-7], semiconductors [8-10], and metals [11-13]. C-AFM

has been used to characterize local charge transport characteris-
tics [4,6] and to obtain detailed information about local charge
mobility [5,7]. However, contact-mode AFM techniques, where
the probe continuously interacts with the surface in a repulsive
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manner, can be destructive to soft samples [14-16]. In fact,
C-AFM has been deliberately used as an imprinting tool in the
past [17,18]. For the cases where the sample is rather delicate,
intermittent-contact mode (ICM) imaging, where the tip and the
sample interact briefly at the bottom of each cantilever oscilla-
tion, can be a less destructive technique [16,19,20], and this
could be advantageous also for performing current measure-
ments on such samples. Additionally, scanning tunnelling
microscopy (STM) applications may also benefit from current
measurements during which the tip oscillates above the surface,
although in the noncontact regime. Specifically, STM measure-
ments are modulated based on the observed tunnelling current,
which has an exponential dependence on the tip–sample dis-
tance [21]. Therefore, any unexpected contact with the surface
may lead to a current spike and severely perturb the controller
for a period of time, during which the tip apex structure could
be damaged further due to additional tip–sample impacts. How-
ever, if a noncontact oscillatory current measurement mode is
used, where the control variable is not the instantaneous value
of the current, these unexpected tip–sample impacts may be
more benign and may not perturb the measurement as drastical-
ly as in traditional STM approaches.

Intermittent-contact current measurement within AFM has
already been discussed in the literature. A notable example is
the work by Fein et al. where injected voltage pulses were in-
vestigated using a custom-made, low-frequency, high-stiffness
cantilever [22]. Another example is the work of Vecchiola et al.
where a “pulsed force” microscopy approach was implemented,
rather than traditional ICM-AFM [23]. Although the end result
was intermittent-contact characterization, due to the nature of
the force pulses the probe jumped from contact point to contact
point rather than exhibiting a constant, nearly resonant intermit-
tent-contact oscillation (the oscillation frequencies used were
much smaller than the resonance frequency of the cantilever).

In this paper, we propose the use of Fourier analysis to imple-
ment ICM current measurements. Fourier analysis is common-
ly used in ICM-AFM experiments due to the periodic nature of
the cantilever excitation and response. For example, in ampli-
tude-modulation AFM (AM-AFM), the most common ICM-
AFM method, a lock-in amplifier is used to track the cantilever
response near the fundamental frequency [20]. Similarly,
bimodal AFM, which involves the excitation of the cantilever at
two frequencies, also uses lock-in amplifiers or phase-locked
loops to control or observe each frequency response [24,25].
More elaborate Fourier analysis techniques have also been
implemented [26], such as in the work of Stark et al. where
time-resolved transient forces between the AFM probe and the
sample were obtained from the experimental data [27]. This ap-
proach was enhanced by Sahin et al. through a “torsional

harmonic cantilever” [28], which combined flexural and
torsional oscillations in a way that reduced cross-contamination
of the signals used to reconstruct the tip–sample force. We have
also reported numerical simulations of this method, providing
analysis software that enables estimations of the accuracy of the
method under different conditions [29]. Fourier analysis has
also been implemented for AFM force reconstructions within
the so-called intermodulation AFM method, developed by
Haviland and co-workers, where the cantilever is typically
excited simultaneously at two different frequencies, while
various intermodulation products are recorded with a collection
of lock-in amplifiers [30,31]. More recently, Borgani et al. used
Fourier analysis to investigate non-linear conductance in
C-AFM measurements, acquiring current–voltage responses at
every scan point without sacrificing scanning speed [32].

In order to explore the various phenomena involved in dynamic
current measurements, this manuscript discusses three different
cases: (i) a noncontact dynamic current measurement where the
cantilever follows an ideal sinusoidal trajectory, (ii) a similar
case, but considering a more realistic trajectory where the tip
oscillation is perturbed by the presence of the sample, and (iii)
an intermittent-contact case where a Hertzian contact interac-
tion is established with the sample and interrupted again during
each cantilever oscillation. In the Results section, these three
cases are simulated and the results are compared with the equa-
tions derived later in the current section. Practical and instru-
mentation challenges for the proposed methods in the context
of real SPM experiments are summarised in the Discussion
section, such as data acquisition difficulties when multiple weak
signals at high frequencies are measured. Possible solutions are
also discussed in some cases, although some of these chal-
lenges are significant and have not yet been overcome. In the
remainder of this section we will derive Fourier space expres-
sions for the measured current for each case analysed.

Case 1: Dynamic noncontact current
measurement with ideal sinusoidal tip
trajectory
Consider an AFM tip oscillating over a surface with a perfect
cosine trajectory, without impacting the surface (Figure 1). In
this case the distance between the AFM tip and the surface can
be written as

(1)

where d is the instantaneous tip–sample distance, h is the equi-
librium tip position, A is the oscillation amplitude, f is the oscil-
lation frequency and τ is time. Since there is no tip–surface con-
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tact, we consider a tunnelling current between the tip and the
surface, which we approximate with an exponential function of
the distance [21],

(2)

where σ is a linear scaling parameter and K provides the rate of
exponential decay.

Figure 1: Illustration of a tip trajectory with a perfect sinusoidal shape
in the noncontact dynamic AFM mode. The blue line represents the tip
motion about the equilibrium position of the cantilever, while the solid
black line represents the surface position, fixed at reference point zero.
h is the cantilever rest position and d is the instantaneous tip–sample
distance.

Inserting Equation 1 into Equation 2 we obtain an expression
for the tunnelling current with respect to time:

(3)

We expect to have maximum tunnelling current at the bottom of
the oscillation, where the cosine is at its minimum (this is where
the tip and sample are closest). Likewise, the lowest value of
the current occurs when the cosine reaches its maximum value.
Since the oscillation phase reference is arbitrary, it is conve-
nient to replace the time variable as follows:

(4)

(5)

Note that the left-hand side of Equation 4 depends on the vari-
able τ, whereas the right-hand side depends on t. Expressions
such as the right-hand side of Equation 5 can be expanded with
a Fourier cosine series using the modified Bessel functions of

the first kind (of different orders) as the Fourier coefficients
[33]:

(6)

We apply this expansion to our current equation and obtain:

(7)

In order to be able to more intuitively analyse the result, we
take the Fourier transform of the series in Equation 7:

(8)

We will return to this expression in order to analyse and visu-
alize it in the Results section.

Case 2: Dynamic noncontact current
measurement with realistic tip trajectory
A real AFM tip trajectory exhibits perturbations due to the
tip–sample forces, which have been treated analytically by
Dürig [34-36] and investigated further by several other re-
searchers [37-39]. The perturbed tip trajectory can be expressed
as a Fourier cosine series:

(9)

Here the cantilever response consists of the principal frequency
oscillation plus its higher harmonics, with the an values repre-
senting the amplitudes of those harmonics. For instance, a1 cor-
responds to the fundamental frequency of the cantilever
response, which is typically tracked using a lock-in amplifier
and modulated during a standard dynamic AFM experiment. As
outlined in the work of Hembacher and co-workers [37], the an
values correspond to higher harmonics of the cantilever oscilla-
tion, as indicated in Equation 10, where the tip–sample interac-
tion force exhibits short range compared to the full cantilever
oscillation:

(10)
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The an values decrease rapidly with increasing n in conven-
tional dynamic mode applications [note that in Equation 10 the
an values are proportional to the inverse of (1 − n2)]. The analy-
sis of the cantilever trajectory and its higher harmonic responses
are discussed in detail in [34-39]. The higher harmonics (i.e.,
a2, a3,…) have also been measured in dynamic AFM experi-
ments [40,41].

For our cantilever trajectory we will use Equation 9, since a
tip–sample force perturbation is present. Since we are still
considering a noncontact case, we will use the tunnelling cur-
rent model from Equation 3. The tip–sample distance is:

(11)

We treat this expression in a similar manner as for the previ-
ously analysed ideal case and obtain the following current
expression in the time domain:

(12)

We can again easily apply the Fourier transform to find the fre-
quency-domain representation of the tunnelling current. In this
case, however, although it is trivial to obtain the Fourier trans-
form of the Fourier series, we have an infinite number of differ-
ent Fourier series multiplied with one another. These multipli-
cations in the time domain correspond to convolutions in the
frequency domain:

(13)

This infinite number of convolutions between infinite series
may look intimidating at first glance. However, we note that the
infinite series in Equation 13 consist of delta functions at differ-
ent frequencies, multiplied by their respective coefficients.
Convolution of a given function with a delta function yields

only a time shift in the convolved function, without changing
the original shape of the function. For instance,

Furthermore, we know that the coefficients of the aforemen-
tioned delta functions correspond to modified Bessel functions
of the first kind, which increase in order with every consecu-
tive term in the infinite series. The zeroth-order modified Bessel
function of the first kind approaches unity when its argument
approaches zero. Higher-order modified Bessel functions of the
first kind approach zero when their argument approaches zero
(see Figure 2). Combining this knowledge with the knowledge
of rapidly decreasing values of an, we can conclude that the
higher harmonics of the current will approach a delta function
with a coefficient equal to unity at 0 Hz, which has no effect on
convolution operations:

(14)

Thus, we can conclude that only the first few harmonics will
contribute significantly. Intuitively, it is also expected that the
higher harmonics should not contribute significantly to the final
convolution based on their an values approaching zero with in-
creasing n.

Figure 2: Modified Bessel functions of the first kind of different orders.
While the zeroth-order function approaches unity at the origin, higher-
order functions approach zero quite steeply. Higher-order functions
converge to zero more quickly than their lower-order counterparts as
the origin is approached from the right.
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(18)

Case 3: Dynamic intermittent-contact
current measurement with realistic tip
trajectory
Here we consider a tip trajectory such that intermittent tip–sam-
ple repulsive contact occurs, for which a much larger current is
expected from the conduction (contact) sections of the trajec-
tory than from the tunnelling (noncontact) sections of the trajec-
tory. During the conduction phase, we will treat the current as
being proportional to the contact area, as a first approximation,
as in an Ohmic contact, and will neglect the small tunnelling
current for simplicity. Using the Hertzian contact model [42]
for the repulsive interaction and considering surface indenta-
tion, we can write the current as:

(15)

where d is the tip–sample distance, C is a conduction propor-
tionality constant, and R is the AFM tip radius. The overall
setting we have described is represented in Figure 3.

Although frequency-domain analysis has provided useful
insight and mathematical convenience for the previous two
cases considered, it is more challenging to perform here due to
the piecewise expression for the current. We can address this
issue using the square wave function (sq) to represent the inden-
tation, In, as follows:

(16)

Figure 3: Illustration of the intermittent-contact interaction case. The
blue line represents ψ, the trajectory of the tip about the equilibrium
position of the cantilever, while the solid black line represents the sur-
face position, fixed at reference point zero. h is the cantilever rest posi-
tion, T is the fundamental period of the tip trajectory, d is the indenta-
tion, and  is the contact time.

where ψ is the tip trajectory, and sq(τ,T) is the square wave
function with period T and duty cycle τ, ranging from zero to
unity and with a duty cycle centred around zero time [43]. It is
clear that τ, the duty cycle of the square wave function, corre-
sponds to the effective interaction time between the tip and the
sample. Upon introduction of sq(τ,T), which has a well-defined
Fourier transform, our indentation will automatically be zero
whenever there is a positive tip–sample distance (see Figure 4).
We can now define the current as

(17)

and take its Fourier transform:
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In the above equation, two terms (in brackets) are being convo-
luted. The first term corresponds to the tip trajectory and the
second term comes from the introduction of the square pulse.
One can see that the contribution coming from the square pulse
function has a sinc-shaped envelope on the coefficients of the
delta functions, (1/nπ)·sin(πfnτ). Examination of the term
coming from the trajectory reveals that it can be separated into
two components: a zero frequency (DC) contribution and a
harmonics contribution. The DC contribution corresponds to the
term containing δ(w) and the harmonics contribution corre-
sponds to the terms containing δ(w ± nf) inside the summation.
Due to the additive property of the convolution, this operation
can be performed one component at a time. This means that
individual components of the motion can be convolved with the
term originating from the square wave function and summed up
afterwards. The zero-frequency contribution will yield a comb
of delta functions with a sinc envelope on their coefficients,
coming from the square wave function, while each of the delta
functions deriving from the harmonics of the motion will lead
to a shifted comb of delta functions with rescaled coefficients
governed by a sinc envelope. This is demonstrated in
Equation 19 and Equation 20. Equation 19 shows the expan-
sion of the term coming from the DC contribution in the trajec-
tory. As the equation shows, convolving the contribution of the
rectangular pulse with the 0 Hz part of the trajectory only
rescales the former. Equation 20 illustrates the convolution of
the square pulse contribution with the first harmonic coming
from the trajectory. This operation both rescales and shifts the
square pulse contribution by the frequency of the first
harmonic.

(19)

(20)

Based on the above, we conclude that the current will consist of
a linear combination of shifted combs of delta functions with a
sinc envelope governing the coefficients of each comb. With
rapidly decreasing an values, higher-frequency harmonics will
become negligible quite rapidly. However, unlike in the
noncontact (tunnelling) case, the an values are directly involved
in the current expression, without being “processed” inside of a

modified Bessel function (in this case they are coefficients of
delta functions). Therefore, the contribution of the higher
harmonics is expected to be more significant in this case.

Figure 4: Illustration of the derivation of the indentation. The upper
blue line represents the tip–sample distance. Multiplying that function
with a square pulse function (black line) with duty cycle equal to the
contact time, and changing sign, yields the indentation, represented by
the lower blue line.

One can see from Equation 18 that the effective interaction time
between the tip and the sample, τ, has a significant effect on the
current profile. The consideration of the role of τ in Equation 18
leads to the conclusion that increasing τ increases the current
magnitude and narrows the sinc envelope. Narrowing of the
sinc envelope suggests more quickly decaying harmonics. This
is reasonable, since increases in the contact time should lead to
smoother variations in the current, which would reduce the need
for very high frequency components in its Fourier transform.
More quickly decaying harmonics suggest that it would be more
difficult to measure a large number of them accurately, but due
to the above reasons, fewer harmonics should be necessary for a
proper reconstruction of the current. One can also conclude that
knowledge of the tip–sample contact time would be useful in
the characterization of the current profile, while, similarly,
knowledge of the current as a function of time would aid in
understanding the effective tip–sample contact time, which may
also provide useful information regarding the mechanics of the
interaction [44].

Results
In order to visualise the analytical results derived for the first
case considered, we evaluate Equation 8 for a cantilever fre-
quency of 70 kHz and an amplitude of 100 nm, with the lowest
point of the trajectory being 1 nm above the surface. A
tunnelling current in the form of Equation 2 is considered, with
1000-fold decay between a distance of 0 and 1 nm from the sur-
face. As can be seen from Figure 5, the calculated frequency
peaks on the power spectrum (calculated using the derived
equation) match those calculated by taking the Fourier trans-
form of the current.
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Table 1: Simulation parameters for the spring–mass–dashpot AFM model in the attractive imaging regime (i.e., without tip–sample contact). The
tip–sample interaction forces are modelled using the Hamaker equation for the case of a sphere interacting with a flat surface [42]. The imaging pa-
rameters are selected to resemble day-to-day large-amplitude experiments. The cantilever properties are similar to those of commercial cantilevers
(e.g., BudgetSensors, ElectriMulti75-G conductively coated KPFM cantilevers). The Hamaker constant is chosen within the range appropriate for ma-
terials used in AFM experiments [46].

quality factor spring constant natural
frequency

tip radius Hamaker
constant

free oscillation
amplitude

resting tip
distance

100 3 N/m 70 kHz 90 nm 60 × 10−20 J 100 nm 98 nm

Figure 5: Normalised power spectrum of the current obtained for the
noncontact, ideal-trajectory case. The blue lines indicate the power
spectrum obtained via Fourier transform of the current, while the
orange dots correspond to the predicted peaks from Equation 8. The
first 50 elements of the infinite sum in Equation 8 were used for evalu-
ating the equation. The results are in agreement with each other. Both
the power spectrum and the predicted peaks are normalized. The
figure also shows that the first harmonic (70 kHz), is the strongest peak
in the spectrum, although the decay of the higher harmonic values is
not rapid. Our calculations show that the peaks diminish to ca. 20% of
the maximum peak value at a frequency of approximately 3.2 MHz,
which roughly corresponds to the 46th harmonic.

In order to demonstrate the second case, we performed a numer-
ical simulation for a dynamic AFM experiment that operates in
the attractive tip–sample interaction regime. For this we have
integrated the equation of motion of a spring–mass–dashpot
model (Equation 21), customarily used to model dynamic AFM
[45], where meff is the effective mass of the cantilever, f0 its
natural frequency, k its stiffness and Q its quality factor:

(21)

Fexcitation is the sinusoidal driving force and the tip–sample
interaction force, Finteraction, is based on the Hamaker equation
[42]. The simulation parameters are provided in Table 1.

Figure 6: a) Power spectrum of the cantilever trajectory. The higher
harmonic amplitudes are very small compared to the first harmonic
amplitude, and their peaks are not visible in the spectrum with linear
vertical axis. However, they are ever present and can be seen in a
logarithmic plot (b), where the second harmonic is almost 1000 times
smaller than the first harmonic.

In the power spectrum of the cantilever response (Figure 6), one
can observe that the an values decrease rather rapidly, such that
only the first peak contributes significantly. Therefore, the fre-
quency representation of the tunnelling current obtained for the
numerical simulation is very close to the representation based
on including only one cosine term in Equation 12 (Figure 7).
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Table 2: Simulation parameters for the spring–mass–dashpot AFM model in the intermittent-contact imaging regime. For simplicity, no attractive
forces are considered. The repulsive interaction is modelled using the Hertzian contact model. The simulation parameters are selected to resemble
those of day-to-day intermittent contact AFM experiments. The cantilever parameters are the same as given in Table 1.

quality factor spring constant natural
frequency

tip radius effective elastic
modulus

free oscillation
amplitude

resting tip
distance

100 3 N/m 70 kHz 90 nm 10 GPa 100 nm 80 nm

A calculation based on including two cosine terms in
Equation 12 (that is, considering the first two harmonics of the
cantilever response), also predicts the power spectrum of the
current accurately, and the result is only negligibly different
from the single-cosine calculation, due to the rapid decrease of
the higher harmonics in the tip trajectory (also plotted in
Figure 7). In contrast, the magnitude of the higher harmonics of
the current does not decrease rapidly. Figure 7 shows that the
magnitude of the first few harmonics is very close to the magni-
tude of the fundamental harmonic. This suggests that a signifi-
cant number of harmonics should be detectable in an experi-
mental setting (provided that the fundamental harmonic is
detectable), and that they need to be included in order to have a
valid reconstruction of the current.

Figure 7: Power spectrum of the current from analytical calculations
and numerical cantilever simulations for a noncontact case with attrac-
tive tip–sample forces. The blue lines correspond to the calculated
power spectrum from the numerical simulation and the orange crosses
correspond to the prediction from Equation 13, for the case where only
one cosine term is included in Equation 12. The agreement between
the two results is very good, as expected, since the higher harmonics
of the tip trajectory decrease very rapidly. Pink dots are used to repre-
sent the two-cosine analytical prediction. Due to the rapid decrease of
the higher harmonic amplitudes of the tip trajectory, the single- and
two-cosine results fall almost on top of each other and are visually
indistinguishable. The average difference between the single- and two-
cosine calculations for the first 50 harmonics is 0.18%. Both calcula-
tions are normalised.

The numerical simulation for case 3 is similar to that of case 2,
except that only repulsive forces are considered, which are
based on the Hertzian contact model (for simplicity, the attrac-
tive forces are not included). The simulation parameters can be
found in Table 2. Here we first consider (i) an unperturbed can-
tilever trajectory, whereby the cantilever indents the surface
without experiencing any tip–sample forces, and (ii) a more
realistic oscillation based on the spring–mass–dashpot model of
Equation 21. For a proper comparison we use the same oscilla-
tion amplitude in both cases. Figure 8 depicts the power spec-
trum of the realistic cantilever trajectory (Figure 8a), along with
a comparison of the power spectrum of the current for the two
oscillation trajectories (Figure 8b). As explained in the Intro-
duction section, unlike the first two cases considered, here the
higher harmonics of the cantilever trajectory play a more promi-
nent role, and there are clear differences in the current calcu-
lated for the ideal and for the more realistic case. Additionally,
as expected, a sinc-shaped envelope can be observed in the
power spectrum of the current, whereby the amplitude of the
harmonics does not follow a monotonic trend.

Reconstruction of the tip–sample current should be possible if
one can record its power spectrum. It is of course desirable to
be able to record as many harmonics as possible, although this
may not always be possible, in part due to signal-to-noise ratio
limitations for very high frequencies or for frequencies near the
nodes in the power spectrum (see Figure 8), and in part due to
the fact that recording additional harmonics also requires addi-
tional instrumentation (i.e., lock-in amplifiers). Figure 9 illus-
trates the reconstruction of the current for the intermittent-con-
tact simulation for one tip–sample impact, for different numbers
of harmonics included in the reconstruction. As expected, in-
cluding a larger number of harmonics leads to a current trace
that is closer to the actual current. As can be seen in the figure,
inclusion of 25 harmonics, whereby the 25th harmonic would
still be within the range of frequencies that can be typically ob-
served in AFM with relatively standard instrumentation (for
sufficiently strong signals), already provides a very good recon-
structed current (for reference, consider that the 4th eigenmode
of a rectangular cantilever, which has been included in previous
multifrequency AFM experiments [47], falls in the same range
as the 30th harmonic). Furthermore, improvements in the recon-
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Figure 8: a) Power spectrum of the tip trajectory for the realistic simulation with the Hertzian repulsive interaction (the simulation parameters are pro-
vided in Table 2). The higher harmonic amplitudes of the tip oscillation are much smaller than the first harmonic amplitude but do nonetheless influ-
ence the current response. b) Comparison of the power spectrum of the current for the realistic numerical simulation with the power spectrum of the
unperturbed, single-cosine trajectory. The single-cosine trajectory is designed to have the same frequency and maximum indentation as the realistic
trajectory. Although the higher-harmonic amplitudes in the realistic tip trajectory are quite small compared to the first harmonic amplitude (a), the
spectra of the current differ for the two trajectories considered. Both spectra exhibit the expected sinc envelope shape, with the envelope being wider
when the realistic tip trajectory is considered.

Figure 9: Current output obtained from the intermittent-contact simula-
tion (black trace) and reconstruction of the current from different
numbers of harmonics. As expected, inclusion of a larger number of
harmonics in the reconstruction yields more accurate results. In this
particular example, inclusion of 25 harmonics already leads to a very
good reconstruction of the current. Since the behaviour of the
harmonics coefficients as a function of frequency is not arbitrary, but
rather expected to exhibit a sinc-shaped envelope, it may be possible
to estimate a large number of higher harmonic amplitudes from a
sparse collection of harmonics measured over a wide frequency range,
such that a more accurate reconstruction is achieved.

struction may be possible due to the fact that the shape of the
power spectrum envelope may be known, as is the case for
Equation 13 and Equation 18, or could be approximated from
the experimental data. Specifically, during an experiment it may

be possible to approximate the shape of the envelope if one has
knowledge of the amplitude of a sparse collection of harmonics
over a wide frequency range. With this information, one could
predict the amplitude of the harmonics that have not been re-
corded and carry out a more accurate reconstruction of the cur-
rent. It should be noted that this is possible due to the fact that
all Fourier coefficients in the reconstructions discussed are real,
such that if the fundamental harmonic is assigned a phase of
zero, then all other harmonics should have a phase of either
zero or π (see Equation 18).

Discussion
In the previous sections we have presented a Fourier descrip-
tion of tunnelling and conduction current in noncontact and
intermittent-contact dynamic AFM scenarios, in the context of
the development of an intermittent-contact conductive AFM
technique. For the noncontact case, the exponential dependence
of the current with respect to the tip–sample distance led to a
power spectrum for the current which contained a collection of
increasing orders of modified Bessel functions of the first kind.
When a repulsive interaction was considered, we again ob-
tained a collection of harmonics in the power spectrum, al-
though this time their coefficients were characterized by a sinc-
shaped envelope, which emerges from the intermittent-contact
nature of the interaction, whereby only the conductive current
was considered to be significant and the tunnelling current was
neglected. In all cases we obtained good agreement between the
analytical expressions derived and the numerical simulations
conducted, which suggests that a Fourier-based reconstruction
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of the current may be feasible. Nevertheless, it is important to
point out anticipated challenges in the experimental implemen-
tation of the proposed method, which can be significant. We
expect these challenges to arise from probe-related phenomena,
data acquisition limitations, noise, the electrical nature of the
sample, or some combination of all these factors.

With regards to probe challenges, it is well known that conduc-
tive tips can wear out rather easily, especially at the very apex
and most especially in the case where coated tips are used, as
opposed to solid conductive tips. In conventional C-AFM, small
wear of the tip coating may not be as detrimental as it would be
in an intermittent-contact experiment, because in the former
case electrical tip–sample contact may also be established on
the sides of the tip apex, particularly if indentation is signifi-
cant during the experiment. However, indentation during an
ICM-AFM experiment may be smaller and thus the tip contact
region may be much smaller, especially under low-impact
conditions. For example, in our Hertzian model simulation, the
indentation is only around 0.6 nm, which limits the tip–sample
contact area. In the noncontact case, the contrast is governed by
the very apex of the tip, such that damage in that region may be
even more problematic. Of course, the use of solid metallic tips
is an alternative, although they may be more costly and the
variety of parameters and geometries for which they are avail-
able is not as wide as for coated tips. In fact, coated tips can be
easily fabricated starting with any non-conductive tip.

Electrical noise is anticipated to also introduce challenges. Al-
though classical C-AFM can be affected by noise as well, the
expected current magnitude in this mode of imaging should be
larger than for ICM-AFM for the reasons described above, such
that the current signal-to-noise ratio for the latter may be
smaller. Furthermore, the current oscillations in C-AFM are of
very low frequency. In contrast, ICM-AFM would involve the
measurement of small currents at much higher frequencies,
which would require an amplifier suitable for those conditions.
Suitable instruments for experiments with relatively high
conductance materials do exist (e.g., FEMTO DHPCA-100,
trans-impedance amplifier [48]), which could, for example,
record currents in the nanoampere regime at frequencies near
1 MHz. For experiments conducted on materials with signifi-
cantly lower conductivity, different approaches need to be
taken. It is possible that the use of several amplifier stages, in
contrast to the use of a single trans-impedance amplifier in most
conventional C-AFM setups, could improve time resolution
[49]. Since the current spectrum is not expected to exhibit arbi-
trary frequencies, additional lock-in amplifiers can also be used.
Previous researchers have provided creative examples of mea-
surements performed on very small currents at high frequencies.
For example, radio-frequency systems have been used in STM

applications, such as in the work of Manassen et al. who report
measurements of ca. 0.25 nA tunnelling currents at 500 MHz
[50]. Such RF-STM measurements are described in detail in the
work of Kemiktarak and co-workers [49]. Generally speaking,
the above examples suggest that the proposed measurements
could be feasible, although the equipment requirements may be
considerable, since the systems would need to be replicated for
each Fourier component measured simultaneously.

Creative signal processing strategies may also be necessary. For
example, one possible partial solution may be the use of comb-
filtering approaches similar to the implementation used by
Legleiter et al. in their scanning probe acceleration microscopy
(SPAM) method [51], although this would only be beneficial
for harmonics that rise significantly above the noise floor, and
not for those that are near the nodes of the sinc envelope.
Another possible solution is the use of time averaging of the
peak magnitudes at the expected harmonic frequencies, as is
done in some spectroscopy procedures, for random noise to
cancel itself out while physical peaks persist. Additional algo-
rithms and smoothing could also be implemented here [52-54].
As can be seen in Figure 8b, the maximum signal intensity
decreases to around 20% of the highest harmonic amplitude at
close to 2 MHz in our intermittent-contact realistic example,
which corresponds to the 30th harmonic. Therefore, even with a
20% noise floor, a significant number of frequency peaks may
still be available for a reasonable signal reconstruction (see
Figure 9). Furthermore, since the overall shape of the power
spectrum is not expected to be arbitrary, it may be possible to
approximate its envelope shape from a sparse collection of
harmonics, as described in the Results section.

An interesting source of electrical noise, which we have ob-
served during our initial experiments, is shaker-piezo noise. In
most AFM setups, the shaker piezo is located in very close
proximity to the AFM cantilever, in order to be able to perform
its duties and provide the required excitation to drive the canti-
lever. However, a shaker piezo with a relatively high voltage
amplitude (up to 10 V in our case) acts like an antenna and
creates a clear peak at the oscillation frequency in the measured
current. This noise is not trivial to filter out due to its location
being right at the principal frequency, where we also expect our
strongest current peak. This noise may also cause high-gain cur-
rent amplifiers to overload and may dominate all other current
signals, and this issue would be ever present regardless of the
application and regardless of the type of tip used. This might be
eliminated through alternate cantilever excitation methods, such
as laser-based thermal excitation, although existing commercial
devices with this type of excitation cannot always provide reli-
able and sufficiently strong excitation suitable for all types of
AFM probes. This has, in fact, been the case when we have
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attempted to drive solid platinum probes in our laboratory, for
which our thermal excitation did not impart a sufficiently large
oscillation amplitude for a proper application of intermittent-
contact AFM methods. Addressing this challenge may require
either developments in excitation systems or probe develop-
ments. Other excitation approaches, such as magnetic excita-
tion, may also be problematic due to the use of alternating cur-
rent to drive the cantilever, which would also lead to antenna
effects.

The electrical properties of the sample may play an important
role in the feasibility of the proposed method. For example, in
this introductory theoretical work we have treated the conduc-
tive properties of the sample as those of an Ohmic material,
where the carrier response to the electric field is “immediate”.
However, many materials exhibit responses that depend on the
timescales of the application of the electrical interactions (e.g.,
on the timescale of the contact time in our case). The characteri-
zation of such materials may lead to additional challenges,
where for some frequencies the carriers may not be able to
respond fast enough to the intermittent interaction. Examples of
such materials, which are often characterized with C-AFM,
are those used in photovoltaics, which have very particular
capacitive, dielectric, and impedance properties, such that the
timescale of the applied bias voltage can strongly influence the
result [55,56]. One additional material-related challenge, is that
in some materials the measured current is already very small
(this is also the case in tunnelling experiments, regardless of the
material). For example, in our experiments with conductive
polymers we often observe current magnitudes on the order of
tens of picoamperes in C-AFM measurements. Frequency-
based, amplified data acquisition systems for measurements in-
volving a large number of harmonics have already been de-
veloped, such as for the intermodulation AFM method, which
uses a battery of lock-in amplifiers [30,31], but the amplifica-
tion in that case is much smaller than what would be required
for ICM-AFM.

In addition to the above challenges, which may not represent an
exhaustive list, there are challenges that stem from the dynam-
ics and mechanics of an intermittent-contact operation. Besides
the fact that electrical contacts would be intermittent, the nature
of the contact would also be time-dependent within the contact
time. This is because the indentation is constantly varying.
Furthermore, the approximation of the contact area (in order to
be able to make estimates of conductivity) can be very chal-
lenging for hard materials, where constant evolution of the
probe geometry may occur, as well as for soft (e.g., viscoelastic
[57,58]) materials, for which the indentation depends very
strongly not only on the tip–sample force, but also on the rate of
application of that force.

Clearly the challenges are numerous and addressing them
requires significant developments and investigations, but never-
theless, we believe this is an important and potentially fruitful
area of research that we have begun to explore experimentally
and for which we expect to report relevant results in the near
future. We also encourage related developments by other re-
searchers.

Conclusion
We have presented a possible method to obtain electrical prop-
erty information from a sample surface using the intermittent-
contact mode of AFM and Fourier analysis, considering also
noncontact dynamic AFM cases. We have derived the expected
current response in the frequency domain, which is in the form
of harmonics of the principal frequency and discussed its shape
and the significance of the various contributing terms. With the
proposed models, non-measured spectral components may also
be approximated. This may enable parameter-based estimation
rather than model-free current reconstruction. The results
suggest that reconstruction of the tip–sample current from such
harmonics response is in principle feasible. However, we have
also pointed out important anticipated experimental challenges
that need to be addressed before realising the proposed goal.
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