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Abstract
Carbon materials for electrical energy devices, such as battery electrodes or fuel-cell catalysts, require the combination of the

contradicting properties of graphitic microstructure and porosity. The usage of graphitization catalysts during the synthesis of

carbide-derived carbon materials results in materials that combine the required properties, but controlling the microstructure during

synthesis remains a challenge. In this work, the controllability of the synthesis route is enhanced by immobilizing the transition-

metal graphitization catalyst on a porous carbon shell covering the carbide precursor prior to conversion of the carbide core to car-

bon. The catalyst loading was varied and the influence on the final material properties was characterized by using physisorption

analysis with nitrogen as well as carbon dioxide, X-ray diffraction, temperature-programmed oxidation (TPO), Raman spectrosco-

py, SEM and TEM. The results showed that this improved route allows one to greatly vary the crystallinity and pore structure of the

resulting carbide-derived carbon materials. In this sense, the content of graphitic carbon could be varied from 10–90 wt % as esti-

mated from TPO measurements and resulting in a specific surface area ranging from 1500 to 300 m2·g−1.
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Figure 1: The schematic of graphitic CDC production via immobilization of transition-metal graphitization catalyst on CDC/carbide core–shell precur-
sors.

Introduction
Carbon is a versatile material that has been widely utilized in

many applications such as adsorption [1-3], catalysis [4,5], cata-

lyst support [6-8], molecular sieves [9,10] and energy storage

[11-13], owing to its large specific surface area and distinct

pore character. For applications in which electrical conduc-

tivity plays an important role, e.g., battery electrodes, fuel-cell

catalysts or supercapacitors [14-16], it is necessary for carbon to

not only show porosity but also to feature a graphitic structure.

The reason is that graphitic carbon consists of crystalline sp2-

hybridized fractions that induce high electron conductivity.

Moreover, an enhanced crystallinity is favorable in terms of

chemical stability, which is required especially when working

under harsh conditions.

Many synthetic approaches were employed to produce carbon

combining porosity and graphitic structure [17-19]. Among

them, the carbide-derived carbon (CDC) is a promising route.

CDC can be synthesized through the selective extraction of

metals or metalloid atoms from metal carbides (MexC, e.g., TiC,

SiC, VC, and Mo2C) by using halogen gases at elevated temper-

atures. Depending on the carbide and parameters employed

during the synthesis, CDC can be varied from extremely

amorphous to highly crystalline microstructures and from ultra-

micro- to mesoporous pore structures. Therefore, CDC is

known as material with tunable microstructure and pore struc-

tures [20].

To produce CDC with a high content of graphitic structure,

there are two possibilities that can be applied (neglecting a post-

synthesis treatment after CDC synthesis). The first is very high

synthesis temperatures (ca. 1500 °C) [4], which is, however, as-

sociated with a pronounced energy consumption for the reactor

heating as well as with challenges to handle chlorine at such

high temperatures. The second approach is using catalytic

graphitization during the material synthesis. It typically requires

only moderate temperatures (typically starting from 800 °C,

depending on types of carbides [19]). Commonly used graphiti-

zation catalysts are transitions metals such as Fe, Ni, and Co

[18,21,22]. The conventional method for catalytic graphitiza-

tion is to mix the non-porous carbide and metal catalyst precur-

sor prior to the selective etching at high temperature. Indeed,

the graphitic content is present, but the overall material is rather

inhomogeneous [18,23]. Most likely the physical powder mix-

ture or the simple dip coating of the powder carbide precursor

with the transition-metal catalyst lead to a very inhomogeneous

starting mixture, which is responsible for the final heterogen-

eous combination. Immobilizing the transition metal-catalyst at

each particle would ensure a homogeneous catalytic graphitiza-

tion of the whole powder samples.

We recently introduced the possibility to obtain core–shell par-

ticles in which a nanoporous carbon shell is covering a carbide

core [14,15,24,25]. The porosity of this shell could suit for the

immobilization of the transition-metal catalyst, as capillary

forces would suck the impregnation solution within the shell

and only excess solution would go into the voids between the

particles. Subsequent chlorination of the carbide core to obtain

carbide-derived carbon would be influenced by the transition-

metal catalyst in the shell of each particle. This work studies the

use of core–shell carbon/carbide hybrids to immobilize differ-

ent amounts of graphitization catalyst as illustrated in Figure 1.

The resulting microstructure and pore structure of the carbon

material is characterized by X-ray diffraction (XRD), tempera-

ture-programmed oxidation (TPO) and physisorption analysis.

Results and Discussion
Properties of CDC-shell/carbide core starting
material
First of all, the properties of the hybrid starting material

(Figure 1, left) were studied. A partial conversion to obtain

30% shell and 70% core was set and confirmed by the mass loss

recorded. Figure 2a shows a TEM image where clearly a porous

carbon shell covering a carbide core is seen, which originates

from the shrinking core like conversion mechanism in combina-

tion with the partial conversion [15,26].

Figure 2b shows the pore structure of the partially converted

carbide at 800 °C characterized by N2 sorption analysis. The

adsorption–desorption curve shows a similar shape compared to

a typical fully CDC material synthesized at 800 °C but features

a lower uptake due to the mass of the non-porous carbide core

[15]. According to the IUPAC classification, the isotherm can
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Figure 2: (a) TEM analysis of partially chlorinated carbide (CDC-shell) showing transparent CDC covering the carbide core; (b) N2-sorption isotherm
of the CDC-shell and inset of its QSDFT pore size distribution.

be classified as type Ia suggesting a highly (ultra-)microporous

material [27]. The pore size distribution (PSD) of the material

was evaluated by using the quenched solid density functional

theory (QSDFT) method (result displayed as inset in Figure 2b).

CDC-shell contains mainly micropores (95 vol %) with a high

peak of differential pore volume centered at ca. 0.8 nm. The

surface area of CDC-shell is 160 m2·g−1 per total mass of mate-

rial (shell and core). It can be concluded from the pore analysis

that the porous CDC was obtained by the partial chlorination of

carbide. For more details, the pore textural parameters are sum-

marized below in Table 1.

To study whether the shell of partially converted carbide influ-

ences the distribution of the nickel precursor after the impregna-

tion step, the impregnation of untreated titanium carbide was

compared with the same loading (30 mg of nickel per gram

of equivalent carbide). EDX mapping (see Figure S1 in Sup-

porting Information File 1) of the impregnated core–shell mate-

rial shows clearly the remaining core in the Ti K edge signal,

while the Ni K and Cl K edges show that nickel chloride is

homogeneously immobilized within the shell. A clustering on

top of the particle seems not to take place. In contrast, the SEM

image of the untreated titanium carbide shows nickel chloride

crystals covering the particles. This is further corroborated

through the EDS mapping (Figure S2 in Supporting Informa-

tion File 1).

Influence of nickel loading on the
microstructure of the final carbon material
The porous-carbon-on-carbide-core material (CDC-shell) was

impregnated with different amounts of nickel chloride hexahy-

drate (Figure 1, middle) and further chlorinated at 1200 °C to

obtain the final material (Figure 1, right). The amount of nickel

added was varied from 5 up to 60 mg of nickel per gram of

equivalent carbide. The effect of nickel catalyst on the micro-

structure of final carbon was investigated using XRD, tempera-

ture-programmed oxidation (TPO), HRTEM and Raman spec-

troscopy.

The XRD patterns for the different catalyst loadings are given

in Figure 3a. The CDC-Ni0 reference material shows no

reflexes indicating an amorphous character, which is in agree-

ment with the literature [15]. Once adding graphitization cata-

lyst (CDC-Ni5 to CDC-Ni60) clearly graphitic reflexes of

C(002) and C(100/101) at 2θ ≈ 26° and 2θ ≈ 43° and even of

C(004) and C(110) are observable. Figure 3a also depicts that

the diffraction peak intensity increases with higher nickel

loading, indicating a larger portion of crystalline carbon with

rising nickel content. To investigate further the effect of nickel

loading to the crystallite dimension, the parallel and in-plane

symmetry crystallite sizes corresponding to C(002) (2θ ≈ 26°)

and C(100) (2θ ≈ 43°) were evaluated using the Scherrer equa-

tion (peak deconvolution, see Experimental section). It is noted

that the Scherrer equation provides an only rough estimation of

crystal dimensions but can serve as basis for the discussion of

microstructural trends. The evaluation reveals that the crystal-

lite dimensions, i.e., width (La) and height (Lc) for final CDC

are largely independent of the amount of employed nickel cata-

lyst (see Figure 3b). Despite the relative constant crystal sizes,

the increasing intensity of the XRD reflexes indicates that the

amount of crystalline carbon compared to amorphous phase is

increasing with higher nickel loading.
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Figure 3: (a) XRD pattern and (b) the crystallite dimension for the in-plane (La) and cross section of multi-layer carbons (Lc) of final CDCs.

Figure 4: (a) Temperature-programmed oxidation profile of final CDC; (b) the calculated fraction of Area II representing content of more graphitic car-
bon.

TPO was employed to probe the ratio between of amorphous

and crystalline carbon, based on the different oxidation stability

[4,28]. Differential mass-loss curves from the TPO analysis of

materials with varying nickel loading are displayed in

Figure 4a. It can be seen that CDC-Ni0 shows only a single oxi-

dation peak with a maximum at approx. 596 °C. The CDC-Ni5

reference with the smallest amount of graphitization catalyst

added, exhibits also a large signal with an oxidation peak of

595 °C and shows a second peak rising at approx. 700 °C. With

even higher nickel contents (CDC-Ni10 and higher) clearly two

oxidation peaks can be distinguished, where the first peak corre-

sponds to the more amorphous carbon obtained without adding

catalyst (CDC-Ni0). It can therefore be speculated that the

second peak at higher oxidation temperatures belongs to the

graphitic domains generated with the nickel catalyst.

As there is a distinct separation of both peaks at 610 °C, the

TPO signal is divided into two areas, i.e., “Area I” in the region

below 610 °C and “Area II” in the region above 610 °C. From

integrating both regions the ratio between amorphous and

graphitic carbon can be roughly estimated. Figure 4b plots this

ratio as a function of the Ni catalyst loading. It can be clearly

seen that the portion of crystalline carbon increases to 67%

when adding 5 and 10 mg of nickel per g of carbide. Adding

more nickel (30 mg·g−1) increases the ratio up to approx. 90%

while a further increase to 60 mg·g−1 shows no additional

improvement.

TEM images of crushed particles of CDC-Ni0 and CDC-Ni60

are given in Figure 5 and support the findings. Clearly CDC-

Ni0 exhibits an amorphous character. The CDC-Ni60 exhibits
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Figure 5: TEM images of CDC-Ni0 (a) and CDC-Ni60 (b,c).

Figure 6: (a) N2-sorption isotherm of final CDC material (closed and open symbols show the adsorption and desorption branches, respectively);
(b) Pore size distribution of final CDC evaluated by QSDFT method.

graphitic character indicated by the formation of graphitic

ribbons (Figure 5b). The stacking height corroborates the XRD

diffractogram evaluation. Parallel fringes are seen in the magni-

fication of the graphitic ribbons (Figure 5c). From the TEM

study it seems that also for CDC-Ni60 some amorphous carbon

is homogeneously distributed among the graphitic domains

(Figure 5b). Raman spectra were recorded for CDC-Ni0, CDC-

Ni10 and CDC-Ni60 and are given in Supporting Information

File 1 (Figure S3). Surprisingly, in contrast to TPO, XRD and

TEM, no strong differences in crystallinity of the samples can

be observed by using Raman spectroscopy. All spectra are char-

acterized by the presence of two more or less overlapping D-

and G-bands centered at ca. 1325 and 1583 cm−1. CDC-Ni0

shows a slightly higher level of disorder, while the spectra of

CDC-Ni10 and CDC-Ni60 are similar. The reason for the devia-

tion from the other characterization results could be the penetra-

tion depth of the Raman laser, which probably is probing espe-

cially the shell of the core–shell material. As the initial shell is

produced without graphitization catalyst here, more amorphous

carbon is expected. The Raman results indicate, that the initial

amorphous shell is not strongly recrystallizing during the

second chlorination step. This could be also the reason for the

amorphous carbon detected in the TPO characterization even

for high nickel loadings.

The results show that the loading of graphitization catalyst

allows one to tune the content of crystalline carbon. Further-

more, if sufficient catalyst is immobilized within the porous

shell, the whole particles seem to benefit from the graphitiza-

tion catalyst. It also needs to be noted that in the final material

no remaining nickel was found by XRD (Figure 3a), in the ash

of the TPO measurements (see Figure S4 in Supporting Infor-

mation File 1) or in the TEM images. The absence of nickel

residues can be explained by the formation of volatile NiCl2

during the chlorination of the core at 1200 °C [29].

Influence of nickel loading on the
pore structure of the final carbon material
Figure 6a shows the resulting nitrogen-sorption isotherms for

varying amounts of nickel loading. The material without graphi-



Beilstein J. Nanotechnol. 2019, 10, 419–427.

424

Table 1: Structural parameters of CDC material characterized by N2- and CO2-sorption.

sample SSAN2
a VT dm

b SSACO2
c VCO2

d VCO2/VT
[m2/g] [cm3/g] [nm] [m2/g] [cm3/g] [%]

CDC-shell 160 0.07 0.81 157 0.06 86
CDC-Ni0 1494 0.71 0.94 1278 0.47 66
CDC-Ni5 1030 0.64 1.24 785 0.29 45
CDC-Ni10 533 0.60 2.24 423 0.16 27
CDC-Ni30 297 0.52 3.53 176 0.07 13
CDC-Ni60 309 0.45 2.92 258 0.10 22

aSpecific surface area obtained by N2-sorption analysis, bmean slit-pore size, (dm) = 2VT/SSAN2, cspecific surface area obtained by CO2 sorption
analysis, dpore volume taken from CO2 sorption analysis.

tization catalyst (CDC-Ni0) shows an isotherm with a wider

knee in the low-pressure range (type Ib) isotherm, indicating a

broad range of micropores. This is in accordance with pore size

distributions obtained for TiC-CDC at 1200 °C [4,30]. The ad-

dition of 5 mg of nickel per gram of carbide (CDC-Ni5) already

shows a pronounced influence on the resulting isotherm, which

is a combination of type I and type II with a pronounced H3

hysteresis loop. It suggests that a larger pore exists in CDC-Ni5,

which is likely induced by the graphitizing effect of the nickel

catalyst, as described in [18,31]. Increasing the nickel loading

from 5 to 30 mg·g−1 carbide, leads to similar isotherm shapes

but a decrease in the adsorbed volume of N2 in the low-pres-

sure range. The pore size distributions evaluated by the QSDFT

model are displayed in Figure 6b. CDC-Ni0 displays mainly

pores in the micropore regime (<2 nm). On the other hand, the

CDCs produced with the aid of the nickel catalyst show pores in

the range of 3–4 nm, which are not present in the CDC-Ni0

sample.

The structural properties (specific surface area (SSA), total pore

volume (VT) and mean pore size (dm)) are summarized in

Table 1. There are two types of SSA, SSAN2 and SSACO2, ob-

tained from nitrogen and carbon dioxide sorption analysis. Due

to the low pressure of the CO2 analysis (P/P0 = 2.9 × 10−2),

only pores in the micropore regime up to 1.5 nm can be probed

[32]. Therefore, the mesopore/macropore structures can be

roughly estimated by subtracting the contribution of micropore

structures (CO2 sorption) from the total pore structures (N2

sorption). The reference of CDC-Ni0 features SSAN2 of

ca. 1500 m2·g−1 and a mean pore size of 0.94 nm. CDC-Ni5

displays a lower surface area of ca. 1000 m2·g−1, which is

caused by the presence of larger pores as a consequence of the

nickel catalyst. The mean pore size of CDC-Ni5 increases by

32% compared to the CDC-Ni0. The specific surface area

follows a reverse trend with respect to the nickel content (up to

30 mg·g−1 carbide), but the average pore size increases, e.g., it

is 3.53 nm for CDC-Ni30 and therefore more than three times

as large as that of pristine CDC-Ni0. The results of CO2 sorp-

tion analysis corroborate the finding that the micropore portion

decreases from 86 to 13 vol % when employing nickel loadings

of 0–30 mg·g−1 carbide. Interestingly, increasing the nickel

loading from 30 to 60 mg·g−1 does not lead to strong changes in

the pore structure. In accordance with the TPO results, where

the ratio of amorphous to graphitic carbon also did not

change further, it can be speculated that 30 mg·g−1 of nickel

are the maximum amount of catalyst needed for full graphitiza-

tion.

Conclusion
A new synthesis strategy to obtain graphitic CDC was intro-

duced in which nickel as graphitization catalyst is immobilized

on a porous shell covering each particle. This approach allows

one to vary the ratio of graphitic to amorphous carbon in the

final material through the amount of immobilized nickel. In-

creasing the loading up to 30 mgNi·g
−1

carbide increased the

graphitic content from 10 to 90% as estimated from TPO mea-

surements, while the crystalline character (stacking height and

width) is independent of the graphitic portion. This has a

direct influence on the resulting pore structure showing a de-

creasing amount of micropores and increasing amount of meso-

and macropores. Increasing the nickel loading above

30 mgNi·g
−1

carbide did not change the material properties further

and probably additional nickel can be seen to some extent as

inert material not participating in the conversion. The new syn-

thesis route seems to result in more homogeneous materials and

allows for a better control of the final material properties.

Experimental
Materials
Commercial TiC (dave of 90 µm, 99.8%, Goodfellow) was em-

ployed as carbon precursor. Chlorine (purity 2.8, Linde AG)

and hydrogen (purity 5.0, Linde AG) diluted by helium (purity

4.6, Linde AG) were used to perform reactive extraction of

carbide (chlorination) and subsequent carbon surface annealing.

Nickel chloride hexahydrate (99.95% purity, Alfa Aesar) was

used as precursor of the Ni catalyst.
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Synthesis of carbon shell/carbide core
starting material
The synthesis of hybrid particles where carbide cores are

covered with a porous carbon shell, was reported previously in

detail [15]. Briefly, a vertical quartz tube reactor (di = 0.034 m,

l = 1 m) was employed to perform partial chlorination of

carbide to carbon. About 1 g of TiC powder was loaded on the

top of a quartz frit of a quartz tube. The reactor was then placed

in an isothermal zone of the vertical furnace (Gero Company,

Germany). After the tightness of reactor was verified, the

reactor was heated to 800 °C under helium flow (superficial

velocity, v = 0.015 m·s−1) with a heating rate of 10 °C·min−1.

The chlorination reaction was then carried out at 800 °C by

dosing chlorine (0.5 mol·m−3  Cl2  diluted in helium,

v = 0.015 m·s−1) for 30 min reaction time. The chlorine flow

was then stopped, and the reactor was flushed with helium. To

remove residual chlorine in the pores, the sample was subse-

quently treated with 0.5 mol·m−3 hydrogen. Eventually, the

reactor was cooled down to ambient temperature under helium

purge. The carbon shell/carbide core intermediate produced is

denominated as CDC-shell.

Impregnation of nickel in carbon shell/carbide
core starting material
The nickel precursor was loaded to CDC-shell through wet

impregnation, i.e., about 1 g of CDC-shell was mixed with a

defined amount of nickel chloride hexahydrate dissolved in

3 mL ethanol. The solution was homogenized by ultrasonica-

tion for 30 min. The solvent was evaporated, and the nickel

chloride-loaded CDC-shell was dried in an oven at 60 °C

overnight. The loading of nickel on CDC-shell (wt Ni/wt equiv-

alent carbide) was set to 5, 10, 30, and 60 mg·g−1
carbide.

The equivalent mass of carbide (mTiC) is determined using

Equation 1.

(1)

where mCDC-shell is the mass of carbon shell/carbide core

starting material, X is the conversion rate, and MTi and MTiC are

the molar weight of Ti and TiC, respectively.

Synthesis of final carbide-derived carbon
The Ni/CDC-shell was further chlorinated at 1200 °C to com-

plete the conversion of the carbide to the carbon. This reactive

extraction was carried out using a horizontal chlorination setup

as described in [4]. The reaction conditions were set to 3 cm·s−1

superficial velocity, 1 mol·m−3 chlorine and 3 h reaction time.

To remove residual chlorine, an annealing treatment using

hydrogen (0.5 mol·m−3) again was carried out after the extrac-

tive reaction. The nomenclature of the final carbon material ob-

tained is “CDC” followed by “Ni” and catalyst loading. For

instance, CDC-Ni30 refers to the CDC material prepared by

i) impregnation of CDC-shell with NiCl2 ·6H2O with

30 mg Ni·g−1
CDC-shell and ii) chlorination until full conversion

of Ni/CDC-shell at 1200 °C.

Characterization methods
The pore structure of CDC-shell and final CDC materials was

characterized by N2 sorption at −196 °C using liquid nitrogen as

coolant (Quantachrome Quadrasorb Si-MP) and CO2 sorption

measurements at 0 °C using a cryostat (Quantachrome Nova

4200e). Before the measurement, the sample was degassed at

250 °C for 4 h (N2 sorption) or 100 °C for 24 h (CO2 sorption).

The pore size distributions were evaluated from the sorption-

isotherm data by using quenched solid density functional theory

(QSDFT) equilibrium models for carbon with slit-shaped pores

[33] provided by the QuadraWin 5.04 software (Quantachrome

Instruments, USA). Temperature-programmed oxidation mea-

surements (TPO) of the carbon materials were recorded in a

Netzsch STA 409 PC Luxx (Germany) under air flow. The

method consisted of isothermal drying at 150 °C for 1 h fol-

lowed by heating from 150 to 800 °C at a constant ramp rate of

2.5 °C·min−1. Peak deconvolution of the TPO curves was

carried out with two bi-Gaussian functions. Raman spectra were

taken using Jobin Yvon HR 800 with a HeNe laser (633 nm and

20 mW power). Peak deconvolution of Raman spectra was

carried by peak fitting with four Lorentzian/Gaussian functions

as described in [15]. Energy-dispersive spectroscopy (EDS)

measurements were performed on a scanning electron micro-

scope (Philips XL30 FEG, 30 kV) equipped with an EDAX

X-ray detector. Transmission electron microscopy (TEM)

images were captured using a JEOL JEM-2100F microscope

operated at 200 kV. The TEM samples were prepared by

placing a drop of catalyst powder dispersion in deionized water

onto a carbon-coated Au grid (G200F1, Quantifoil), followed

by drying under ambient conditions. XRD patterns were re-

corded using a Philips X’pert Pro by PANalytical, Netherlands

(40 kV and 40 mA using Cu Ka radiation). The XRD diffrac-

tograms were recorded in the 2θ range of 2–80° in steps of

0.03° with an acquisition time of 5 s per step. The XRD diffrac-

tograms were deconvoluted to evaluate the properties of

graphitic reflexes (see exemplary deconvolution in Figure 7).

The graphite dimension (La of the in-plane and Lc of the cross

section size) was evaluated by the Scherrer equation shown in

Equation 2 [34].

(2)
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Figure 7: Examples of peak deconvolutions of XRD diffractograms at (a) C(002) and (b) C(100/101).

where λ is the X-ray wavelength (0.154 nm), θ is the diffrac-

tion angle, β is the full width at half maximum (FWHM) of the

deconvoluted peak in radian units and K is a constant (K = 1.84

for La at C(100/101) and K = 0.89 for Lc at C(002)).

Supporting Information
Supporting Information File 1
Additional data on SEM-EDX, Raman spectroscopy and

temperature-programmed oxidation.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-10-41-S1.pdf]
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Abstract
Facile and efficient methods to prepare active electrodes for redox reactions of electrolyte ions are required to produce efficient and

low-cost redox flow batteries (RFBs). Carbon-fiber electrodes are widely used in various types of RFBs and surface oxidation is

commonly performed to enhance the redox reactions, although it is not necessarily efficient. Quite recently, a technique for nano-

scale and uniform surface etching of the carbon fiber surface was developed and a significant enhancement of the negative elec-

trode reaction of vanadium redox flow batteries was attained, although the enhancement was limited to the positive electrode reac-

tion. In this study, we attempted to obtain an additional enhancement effect of metal-oxide nanoparticles without the need for

further processing steps. A coating with carbonaceous thin films was obtained coating by sublimation, deposition, and pyrolysis of

tin(II) phthalocyanine (SnPc) on a carbon fiber surface in a single heat-treatment step. The subsequent thermal oxidation concur-

rently achieved nanoscale surface etching and loading with SnO2 nanoparticles. The nanoscale-etched and SnO2-loaded surface was

characterized by field-emission scanning electron microscopy (FESEM), Raman spectroscopy, and X-ray photoelectron spectrosco-

py (XPS). The activity for the vanadium ion redox reactions was evaluated by cyclic voltammetry (CV) to demonstrate the en-

hancement of both the positive and negative electrode reactions. A full cell test of the vanadium redox flow battery (VRFB) showed

a significant decrease of the overpotential and a stable cycling performance. A facile and efficient technique based on the nano-

scale processing of the carbon fiber surface was presented to substantially enhance the activity for the redox reactions in redox flow

batteries.

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:maruyama@omtri.or.jp
https://doi.org/10.3762%2Fbjnano.10.99
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Introduction
Redox flow batteries (RFBs) are energy conversion and storage

devices that involve the reduction and oxidation of electroac-

tive species in electrolyte solutions and have attracted much

attention due to their scalability and safety. Various types of

RFBs have been developed using aqueous and nonaqueous elec-

trolytes with inorganic and organic electroactive species [1-4].

There is an increasing demand for electrodes that are active in

the redox reactions of every type of RFBs to enhance the reac-

tion rate, improve the energy efficiency [5,6], and to allow for a

compact cell design. Feasible production methods are also re-

quired to provide low production cost.

Carbon-fiber electrodes are conventionally used in RFBs and

surface oxidation is often performed to enhance the redox reac-

tions [7-14], although a sufficient activity has not yet been ob-

tained. Recently, we found a method to efficiently expose the

edge planes of the carbon fiber surface by nanoscale etching,

which had a significant enhancement effect on the redox reac-

tions of vanadium ions [15]. The reactions shown below are

involved in the vanadium redox flow batteries (VRFBs), which

are in the most advanced stage of research and development:

Nanoscale surface etching was attained by coating the surface

with a carbonaceous thin film derived from cobalt(II) phthalo-

cyanine (CoPc) and subsequent thermal oxidation followed by

acid washing. The carbonaceous thin film was formed by subli-

mation, deposition, and pyrolysis of CoPc on the carbon fiber

surface during a single heat-treatment step using a conventional

crucible. The treatment substantially enriched edge planes and

produced an enhanced activity for the positive and negative

electrode reactions, although the enhancement of the former

was limited.

It has been recognized that the modification of the carbon fiber

surface by metal oxide nanoparticles also enhances the redox

reactions [16-18]. In this study, we attempted the combination

of the effects of edge-plane exposure and loading with metal-

oxide nanoparticles to further enhance the activity and found

that through the thermal oxidation of the carbonaceous thin film

derived from SnPc both types of enhancement can be concur-

rently achieved. The formed metal oxide, SnO2, is one of the

candidates for a durable catalyst support used in an acidic elec-

trolyte [19]; thus, is assumed to also be stable in the RFB envi-

ronment. The activity for both the positive and negative elec-

trode reactions of a VRFB were clearly enhanced at the finely

etched and SnO2-loaded carbon-fiber electrode and a stable per-

formance was demonstrated by full cell cycle tests.

Results and Discussion
Concurrent surface etching and SnO2
loading
Graphitic carbon paper (TGP-H-090, Toray, abbreviated as

TGP) was used as the substrate. The SnPc-derived carbona-

ceous thin film (CSnPc; obtained thorugh sublimation, deposi-

tion, and pyrolysis of SnPc in a single-step heat treatment in an

Ar atmosphere at 700 °C) was coated on the carbon fiber sur-

face following the method reported in [15,20]. The obtained

sample was labeled TGP-CSnPc. Then, a heat treatment in air at

T = 500, 550, 600, and 650 °C was performed to obtain TGP-

CSnPc-TAir. The thermal oxidation at 550 °C was also per-

formed without CSnPc for comparison. The treatment condi-

tions and the obtained samples are summarized in Table 1.

Table 1: Conditions for TGP surface treatments and obtained sam-
ples.

SnPc-derived
carbonaceous thin
film

thermal oxidation
temperature [°C]

TGP — —
TGP-550Air — 550
TGP-CSnPc coated —
TGP-CSnPc-500Air coated 500
TGP-CSnPc-550Air coated 550
TGP-CSnPc-600Air coated 600
TGP-CSnPc-650Air coated 650

Surface morphology
The FESEM images of TGP, TGP-CSnPc, and TGP-CSnPc-

550Air are shown in Figure 1 and Figure S1 (Supporting Infor-

mation File 1). The surface morphology of the carbon fiber

coated with CSnPc is similar to that without the coating. After

the thermal oxidation of TGP-CSnPc at 550 °C, tin-oxide nano-

particles were generated on the surface. In addition, there are

many shallow elongated dents along the fiber axis, which were

generated by the fine surface etching. Although a clear demon-

stration of this surface-structure change is difficult through

FESEM observation only, Raman spectroscopy and electro-

chemical measurements can show clear differences as de-

scribed below.

The degree of the surface etching depends on the temperature of

the thermal oxidation (Figure 1e and Figure S2, Supporting
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Figure 1: FESEM images of (a) TGP, (b) TGP-CSnPc, (c) TGP-CSnPc-550Air, (d) magnified view of (c), and (e) TGP-CSnPc-650Air. FESEM image
of TGP-550Air (f) is also shown for comparison. FESEM images of TGP-CSnPc-TAir (T = 500, 550, 600 and 650 °C) are shown in Figure S2 (Sup-
porting Information File 1).

Figure 2: Raman spectra of (a) TGP, (b) TGP-CSnPc, (c) TGP-CSnPc-550Air, (d) TGP-CSnPc-650Air, and (e) TGP-550Air. The deconvoluted com-
ponents, D2, G, Am, D, and the fitting result are shown in orange, green, light green, blue, and red lines, respectively. The spectra of TGP-CSnPc-
TAir (T = 500, 550, 600 and 650 °C) are given in Figure S3 (Supporting Information File 1).

Information File 1). The surface was roughened with an

increase in the temperature. It should be noted that the rough-

ening was uniformly attained over the entire surface at every

treatment temperature.

Edge plane exposure
The further evaluation of the etched surface was carried out by

Raman spectroscopy. Figure 2 shows the Raman spectra of TGP

and the treated samples. After the coating of TGP with CSnPc,
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the Am and D2 peaks appeared in addition to the G and D

peaks. The peaks are ascribed to amorphous carbon, the surface

graphene layers as a disordered graphitic lattice, the ideal

graphitic lattice, and the graphene layer edges also as the disor-

dered graphitic lattice, respectively [21,22]. The presence of the

Am peak indicates that CSnPc is amorphous. The Am peak is

decreased (Table 2) and the D peak is increased in the spectrum

for TGP-CSnPc-550Air. The ratios between the intensities of

the D peak and the G peak (ID/IG) increased from 0.255 (TGP)

to 0.382 (TGP-CSnPc-550Air), suggesting the exposure of the

edge planes on the carbon fiber surface and also a slight reten-

tion of the amorphous carbon [23]. This assumption is based on

the general recognition that the ratio is related to the concentra-

tion of the defects and the extent of the structural disorder [21].

The ID/IG value is similar to that of TGP-550Air. The ID/IG

value depends on the thermal oxidation temperature and a

highly developed D peak and a slight increase in the Am peak

intensity were observed in the spectrum for TGP-CSnPc-

650Air, which is in agreement with the FESEM image.

Table 2: Ratio between the intensity of the D, Am, and D2 peaks and
that of the G peak.

ID/IG IAm/IG ID2/IG

TGP 0.255 0.097 0.150
TGP-550Air 0.395 0.127 0.163
TGP-CSnPc 0.285 0.246 0.222
TGP-CSnPc-500Air 0.315 0.185 0.216
TGP-CSnPc-550Air 0.382 0.175 0.214
TGP-CSnPc-600Air 0.556 0.167 0.223
TGP-CSnPc-650Air 1.087 0.212 0.413

Surface species
The presence of tin oxide on the thermally oxidized surface of

the CSnPc-coated carbon fibers was confirmed by XPS. It

should be noted here that the Sn content was below the detec-

tion limit for the elemental mapping by energy-dispersive X-ray

spectrometry because the SnO2 particles were of the order of

nanometers and present only on the surface of the larger-scale

carbon-fiber material. The XPS analysis area was 0.3 × 0.7 mm,

yielding average values of the sample. Figure 3 shows the Sn 3d

and O 1s XPS spectra of TGP, TGP-CSnPc-550Air, and TGP-

550Air. The Sn 3d spectra indicated the presence of Sn in the

form of SnO2 [24-26]. Although the C 1s spectra show little

appreciable difference among these samples (Figure S4, Sup-

porting Information File 1), the O 1s spectra for TGP-CSnPc-

550Air clearly showed the presence of oxygen attributed to the

metal oxide and oxygen-containing surface functional groups

(Figure S5, Supporting Information File 1). The amount of the

latter was comparable to that in TGP-550Air. Table 3 shows the

surface compositions of these samples. The CSnPc coating and

its conversion through thermal oxidation were reflected by the

change in nitrogen surface concentration from TGP-CSnPc to

TGP-CSnPc-550Air. The high oxygen surface concentration in

TGP-CSnPc was attributed to its rough surface due to the struc-

tural disorder of the amorphous carbon, which was susceptible

to oxidation upon exposure to air after the CSnPc deposition.

The graphitic surface is much less susceptible to the oxidation

[27]. Thus, the oxygen surface concentration decreases from

TGP-CSnPc to TGP-CSnPc-550Air also suggested the removal

of the CSnPc coating.

Figure 3: XPS spectra of (a) Sn 3d and (b) O 1s in TGP, TGP-CSnPc-
550Air, and TGP-550Air.

Table 3: Surface concentrations of C, O, and Sn [atom %].

C 1s O 1s N 1s Sn 3d

TGP 99.54 0.46 — —
TGP-550Air 99.12 0.88 — —
TGP-CSnPc 90.45 5.59 3.16 0.8
TGP-CSnPc-550Air 98.26 1.42 0.05 0.27

Electrochemical behavior without vanadium
ions
The cyclic voltammograms (CVs) obtained in an acidic elec-

trolyte without vanadium ions are shown in Figure 4. The cur-

rent in the voltammogram is composed from three components,

i.e., the electrochemical double-layer charging current at the

carbon–electrolyte interface, and the faradaic currents due to the

redox reactions of the surface functional groups and the carbon

surface oxidation. The electrochemical double-layer charging

yields a constant current and a rectangular CV shape. The

current depends on the extent of the exposure of the basal and

edge planes, the specific capacitances of which are 16 and

50–70 μF·cm−2 (microscopic actual surface area), respectively,

according to the report by Yeager and co-workers [28]. The

broad redox peaks around 0.5 V and the oxidation current above

0.8 V were attributed to the redox reactions of the quinone/

hydroquinone-like surface functional groups and the carbon sur-

face oxidation, respectively. These currents increased after the

thermal oxidation and also increase with increasing tempera-
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ture during thermal oxidation of TGP-CSnPc. The increase in

the electrochemical double-layer current was attributed to the

exposure of the edge planes, which is in agreement with the

Raman spectra. The large carbon surface oxidation current ob-

served for TGP-CSnPc-650Air implied the development of high

surface roughness.

Figure 4: Cyclic voltammograms in Ar-saturated 2 M H2SO4 at 25 °C
for TGP, TGP-550Air, and TGP-CSnPc-TAir (T = 500, 550, 600 and
650 °C). The reference electrode was Ag/AgCl/NaCl (3 M). The
counter electrode was carbon cloth. Scan rate: 50 mV·s−1.

Redox reactions of vanadium ions
The CVs in the potential ranges corresponding to the positive

and negative electrode reactions in an acidic electrolyte contain-

ing vanadium ions are shown in Figure 5 for TGP and TGP-

CSnPc-TAir. The CVs for TGP-550Air are also shown for com-

parison. The enhancement of the VO2+/VO2
+ redox reactions at

the TGP-CSnPc-550Air electrode is clearly demonstrated by the

negative and positive peak shifts for the oxidation and reduc-

tion peaks, respectively, as well as the increased peak currents.

This enhancement was attributed to the loading with SnO2

nanoparticles, considering the limited increase in the activity by

the exposure of the edge plane obtained in a previous study [15]

without SnO2, and the lower activity for the only thermally

oxidized surface (TGP-550Air), which suffered from inhibition

by the adsorption of VO2 [23,29]. The excessive exposure of

the edge plane led to an activity decrease at TGP-CSnPc-600Air

and TGP-CSnPc-650Air due to this inhibition and the opti-

mized activity was attained with TGP-CSnPc-550Air in this

study. The drastic change in the surface structure was attributed

to a temperature-dependent catalytic effect of the tin-oxide

nanoparticles on the carbon surface oxidation leading to fine

etching.

A significant enhancement of the activity for the V2+/3+ redox

reactions was also observed at TGP-CSnPc-550Air. The activi-

ty was equivalent to that obtained for the finely etched surface

obtained in the previous study [15] without SnO2 nanoparticles.

Figure 5: Cyclic voltammograms in 1 M VOSO4 + 2 M H2SO4 at 25 °C
for (a,b) VO2+/VO2

+, (c) V2+/3+ redox reactions at TGP, TGP-550Air,
TGP-CSnPc-TAir (T =500, 550, 600 and 650 °C). The reference elec-
trode was Ag/AgCl/NaCl (3 M). The counter electrode was carbon
cloth. Scan rates were (a,b) 1 mV·s−1 and (c) 50 mV·s−1.

Because the V2+ ions generated by the negative scan could be

easily oxidized by VO2+ to generate V3+, a scan rate of

50 mV·s−1 was chosen in order to observe the V2+ oxidation

current before its loss. Clear V2+/3+ redox peaks were absent

due to the distortion of the voltammograms. Nevertheless, the

information about the order of the activity of the electrodes

(TGP < TGP-550Air << TGP-CSnPc-550Air) was satisfactory.

Flow cell tests
The flow cell was assembled using TGP or TGP-CSnPc-550Air

in both the positive and negative electrodes to verify the en-



Beilstein J. Nanotechnol. 2019, 10, 985–992.

990

hancement effect observed by using cyclic voltammetry.

Figure 6 shows the charge–discharge curves and cycling perfor-

mances for the two full cells. Significant decreases in the over-

potential for both charge and discharge processes were attained

in the full cell with the TGP-CSnPc-550Air electrodes com-

pared to that with the TGP electrodes. A stable coulomb effi-

ciency is demonstrated by the cycling performance, indicating

no influence of a potential Sn2+ contamination on the cycling

performance. The finely etched surface and the slightly retained

amorphous carbon might prevent potential dislocation and

dissolution of the SnO2 particles.

Figure 6: Charge–discharge curves and cycling performance for flow
cells using three layers of TGP and TGP-CSnPc-550Air as electrodes.
The electrode area was 3 cm2. The current density was 50 mA·cm−2.
The flow rate was 3 cm3·min−1. The concentrations of the vanadium
species and sulfate ion in the anolyte (20 cm3) and catholyte (20 cm3)
were 1 and 3 M, respectively.

Conclusion
The thermal oxidation of Sn-containing carbonaceous thin films

on a carbon fiber surface, which was formed by sublimation,

deposition, and pyrolysis of SnPc during a single-step heat

treatment in Ar atmosphere at 700 °C, achieved concurrent

nanoscale surface etching and SnO2 loading on the carbon

fibers. Both the positive and the negative electrode reactions of

VRFB were enhanced and the full cell tests showed the signifi-

cant decreases in the overpotential for both the charge and the

discharge processes, as well as a stable cycling performance. A

facile and efficient technique based on the nanoscale process-

ing of the carbon fiber surface was presented to substantially

improve the VRFB performance.

Experimental
Materials
Graphitic carbon paper (TGP-H-090, Toray, abbreviated as

TGP), tin phthalocyanine (SnPc, Sigma-Aldrich), and ethanol

(99.5%, Nacalai Tesque) were used as received. High-purity

water was obtained by circulating ion-exchanged water through

an Easypure water-purification system (Barnstead, D7403).

Sulfuric acid (6 M, Kishida Chemical Co., Ltd.) was

diluted with the high-purity water to prepare a 2 M H2SO4 solu-

tion. Oxovanadium sulfate hydrate, VOSO4·nH2O, was pur-

chased from Sigma-Aldrich (purity > 99.99%) and Nacalai

Tesque, which was dissolved in 2 M H2SO4 to prepare

VOSO4 (1 M)/H2SO4 (2 M). The number of water of hydration,

n, was provided by the manufacturer or determined in advance

by thermogravimetry and a differential thermal analysis using

an SSC/5200 thermal analyzer (Seiko Instruments).

Concurrent surface etching and SnO2
loading
For depositing the Sn-containing carbonaceous thin films

(CSnPc), eight pieces of TGP (1 cm2) and 10 mg of SnPc were

placed in a crucible (15 cm3) with a cap and heat-treated at

700 °C for 1 h after raising the temperature at 5 °C·min−1 in an

Ar atmosphere. The sample was labeled TGP-CSnPc. The heat

treatment in air was performed for TGP-CSnPc at T = 500, 550,

600 and 650 °C for 1 h. The obtained samples were labeled

TGP-CSnPc-TAir. For comparison, the heat treatment of TGP

without CSnPc was also performed in air at 550 °C for 1 h

(TGP-550Air).

Characterization of carbon fiber surface
A field-emission scanning electron microscope (FESEM, JSM-

6700F, JEOL) was used to observe the surface structure. The

Raman spectra were obtained in backscattering mode by an

NRS-3100 spectrometer (JASCO) using an Ar+-ion laser

(532.05 nm, 0.3 mW) as the excitation source. The laser beam

was focused on the surface of the carbon thin film, producing a

spot (analysis area) of approximately 4 mm in diameter. A

custom-written software using Microsoft Excel based on

Gaussian functions was used for the Raman peak deconvolu-

tion and fitting. Energy-dispersive X-ray spectrometry was per-

formed using a FESEM (JSM-7800F, JEOL) and EDX (Octane

Elect Super, EDAX). X-ray photoelectron spectroscopy (XPS)

was carried out using an AXIS ULTRA DLD system (Kratos

Analytical) with Al Ka radiation (1486.6 eV) and the accompa-

nying Vision processing software. The XPS analysis area was

0.3 × 0.7 mm.

Electrochemical measurements
As described in [15], cyclic voltammetry was carried out using

a three-electrode glass cell and an electrochemical analyzer,

100B/W (BAS). An Au wire as a lead was connected to the

upper side of the 1 cm2 sample to form the working electrode.

The electrode was immersed in ethanol and then rinsed with

high-purity water to fully wet the electrode and to minimize the
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influence of wetting [7,30]. The counter electrode was carbon

cloth (ElectroChem). The reference electrode was Ag/AgCl/

NaCl (3 M) (0.212 V vs standard hydrogen electrode). The elec-

trolytes were H2SO4 (2 M) and VOSO4 (1 M)/H2SO4 (2 M).

The measurements were carried out under Ar atmosphere at

25 °C. A flow cell test was performed using three layers of

3 cm2 of TGP-CSnPc-550Air as the negative and positive elec-

trodes, and Nafion 212 as the separator, incorporated into a flow

cell similar to that used in a previous study [31]. The number of

the layers was also chosen according to the results of this study.

TGP-CSnPc-550Air was immersed in ethanol and rinsed with

high-purity water before the incorporation. The anolyte

(40 cm3) and catholyte (20 cm3) were prepared by electrolysis

(charging) of 1 M VOSO4 + 2 M H2SO4 until the full conver-

sion of VO2+ to VO2
+ and V2+. After the electrolysis, half of

the anolyte was removed and the pre-discharge was carried out

at 50 mA·cm−2, followed by measurement of the charge–dis-

charge curve. The flow rate was 3 cm3·min−1. The current den-

sity was 50 mA·cm−2. A flow cell using TGP was similarly

tested for comparison.

Supporting Information
Supporting Information File 1
Enlarged views of FESEM images, Raman spectra, C 1s

XPS spectra, deconvoluted O 1s XPS spectra, and the

content of surface oxygen species.
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Abstract
Nitrogen-doped biomass-derived carbon materials were prepared by hydrothermal carbonization of glucose, and their textural and

chemical properties were subsequently tailored to achieve materials with enhanced electrochemical performance towards the

oxygen reduction reaction. Carbonization and physical activation were applied to modify the textural properties, while nitrogen

functionalities were incorporated via different N-doping methodologies (ball milling and conventional methods) using melamine. A

direct relationship between the microporosity of the activated carbons and the limiting current density was found, with the increase

of microporosity leading to interesting improvements of the limiting current density. Regardless of the doping method used, similar

amounts of nitrogen were incorporated into the carbon structures. However, significant differences were observed in the nitrogen

functionalities according to the doping method applied: ball milling appeared to originate preferentially quaternary and oxidized

nitrogen groups, while the formation of pyridinic and pyrrolic groups was favoured by conventional doping. The onset potential

was improved and the two-electron mechanism of the original activated sample was shifted closer to a four-electron pathway due to

the presence of nitrogen. Interestingly, the high pyridinic content related to a high ratio of pyridinic/quaternary nitrogen results in

an increase of the onset potential, while a decrease in the quaternary/pyrrolic nitrogen ratio favors an increase in the number of elec-

trons. Accordingly, the electrocatalyst with the highest performance was obtained from the activated sample doped with nitrogen by

the conventional method, which combined the most appropriate textural and chemical properties: high microporosity and adequate

proportion of the nitrogen functionalities.
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Introduction
Due to the recent increase in interest for more sustainable,

renewable and cheaper energy, multiple conversion devices are

being developed using new and innovative materials. Fuel cells

are outstanding conversion devices, as they convert chemical

energy directly into electrical energy with high efficiency and

low emission of pollutants (the by products are water and heat)

[1,2]. Fuel cells offer the best advantages for use with engines,

as they are able to function as long as there is fuel, and for

batteries, as they have similar characteristics under load condi-

tions [1]. The performance of a fuel cell is mainly controlled by

the oxygen reduction reaction (ORR) that takes place at the

cathode [2], specifically by the electrocatalyst used for the reac-

tion. The most commonly used electrocatalyst to supply faster

kinetics and a four-electron pathway are platinum-based materi-

als [3,4], which are costly and may assume up to 50% of the

total cost of a fuel cell [5].

Transition metals [6,7], metal oxides [8,9] and carbon materials

[3,4] have been widely studied as electrocatalysts in ORR due

to their attractive physical and electrochemical properties.

Among these materials, metal-free carbon materials have

received tremendous attention due to their versatility and lower

price in comparison with metal-based materials [2]. The main

advantage of carbon materials is the possibility of modifying

their physical and chemical properties resulting in a more elec-

troactive material [2,3,10], which is an especially important fea-

ture for the ORR. The incorporation of heteroatoms like

nitrogen [11,12], oxygen [13], sulfur [14,15], phosphorous

[16,17] and boron [18,19] has been proven to enhance the elec-

troactivity of carbon materials. Nitrogen has been the most

studied heteroatom in the context of the reaction mechanism,

since nitrogen-doped materials can achieve a four-electron path-

way towards ORR [20-22]. However, there is some contro-

versy related to the effect of the different nitrogen functionali-

ties in the process. Some investigations suggest that the reduc-

tion of oxygen is promoted by pyridinic groups [23], while

other researchers reported that quaternary nitrogen groups are

the most active sites [24,25], and some studies assume that both

functionalities contribute to enhancing the performance of the

materials towards ORR [20]. In addition, a recent study with

carbon nanotubes (CNTs) reported that an increase of the pyri-

dinic-N/quaternary-N and pyridinic-N/pyrrolic-N ratios in-

creases the electroactivity and that decreasing the quaternary-N/

pyrrolic-N ratio increases the number of electrons involved in

the ORR [12]. The electron density movement due to the pres-

ence of quaternary nitrogen favors the O2 dissociation, while

the pyridinic nitrogen favors the bonding of oxygen to the

neighboring carbon. Accordingly, the appropriate ratio between

both nitrogen functionalities seems to be essential to improve

the electroactivity of carbon materials. The differences reported

on the influence of the nitrogen functionalities may be related to

the nature and type of the carbon material employed, which in

turn, depends on the precursors used and the method of synthe-

sis applied.

Nitrogen-doped carbon materials have been synthesized by

applying different doping methods to different types of materi-

als, such as CNTs [12,23,26], graphene [20,25,27], carbon aero-

gels [15,28], carbon nanofibers [29], carbon nitrides [30], acti-

vated carbons [31] or mesoporous carbons [32,33]. Some of

these materials are obtained from chemical compounds, fossil

fuels or by complex and expensive synthesis procedures. In

order to keep fuel cells as ecologically friendly as possible, the

use of biomass as a carbon source appears to be an attractive al-

ternative. In this context, hydrothermal carbonization (HTC)

has appeared in recent years as an interesting strategy to obtain

biomass-derived carbons due to its low cost and mild synthesis

conditions, making the process environmentally friendly [34].

However, the main drawback of HTC is that the as-prepared

hydrothermal carbon materials usually exhibit limited porosity

and inadequate chemical properties for the ORR. To solve this

problem, different strategies can be addressed: i) carbonization

and activation methods to tailor the porosity and ii) the incorpo-

ration of heteroatoms to modify the surface chemistry, specifi-

cally by adding nitrogen functionalities. Biomass-derived

carbons have been functionalized by applying thermal treat-

ments in the presence of a gaseous or solid nitrogen precursor

[35,36] or without any precursor in the case where the biomass

already contains nitrogen in its constitution [11,37], and by in

situ methods in which nitrogen precursors are introduced during

the hydrothermal carbonization [38]. An additional strategy that

can be applied to biomass processing is ball milling, which has

been proposed as a green, cheap and easy method to incorpo-

rate nitrogen atoms and to modify the surface chemistry of car-

bon materials [39,40]. Some of these doping techniques have

shown to provide materials with similar ORR performance as

commercially available Pt/C electrocatalysts [39]. However,

most of these studies have been focused only on the effect of

nitrogen functionalities on the ORR, leaving aside the effect of

porosity. In fact, although some studies suggest the importance

of microporosity on the ORR [41], there is a lack of knowledge

about its real effect on the ORR performance of nitrogen-doped

porous carbon materials, and more specifically, of biomass-

derived carbons.

Therefore, this study aims to prepare glucose-derived carbon

materials with different textural and chemical properties and to

correlate these properties with the performance towards ORR.

Activated carbons with different microporosity were prepared

by activating the samples at different times to determine the
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Figure 1: N2 adsorption/desorption isotherms (a) and pore size distributions (b) of the activated carbons.

relationship between the textural properties and the ORR per-

formance. Moreover, different doping strategies were applied to

assess the effect of such methods on the incorporation of

nitrogen functionalities and to evaluate the influence of the dif-

ferent functional groups on the response of the electrocatalyst

towards the oxygen reduction reaction.

Results and Discussion
Effect of microporosity
The nitrogen adsorption–desorption isotherms and the pore size

distributions obtained by applying the quenched solid density

functional theory (QSDFT) are presented in Figure 1a and 1b,

respectively.

Activated carbons display isotherms of type I according to the

International Union of Pure and Applied Chemistry (IUPAC)

classification, attributed to microporous materials. As expected,

the volume of nitrogen adsorbed at low relative pressure in-

creases with the time of activation, resulting in materials with a

larger volume of micropores (Supporting Information File 1,

Table S1). This effect is due to the reverse Boudouard reaction,

which extracts carbon atoms from the carbon structure, devel-

oping the porosity of the material [42]. Accordingly, a

prolonged contact time between the carbon material and the

activating agent results in materials with a more developed

microporosity. In addition, the pore size of the samples is also

broadened by increasing the contact time (Figure 1b). The reac-

tion occurring during the physical activation of the samples

removes carbon atoms, giving rise to larger voids inside the par-

ticles, and hence, to larger pore sizes.

Regarding the chemical composition, the activated samples are

mainly composed of carbon, with a smaller percentage of

oxygen in the range of 2–4 wt % (Supporting Information

File 1, Table S2). Although these values are not too high,

oxygen functionalities can modify the electroactivity of carbon

materials [13], therefore the nature of these functional group has

been analyzed by temperature programmed desorption (TPD)

experiments to evaluate possible differences in the oxygen func-

tionalities. The total amount of CO (anhydrides, phenols,

carbonyls) and CO2 (carboxylic acids, anhydrides, lactones) re-

leased was calculated from the corresponding TPD profiles, and

the values obtained are compiled in Supporting Information

File 1, Table S3. The CO2 and CO desorption profiles, obtained

for samples AG1h and AG6h are also shown in Supporting

Information File 1, Figure S1. The TPD profiles show that the

sample with the highest degree of activation (AG6h) has a lower

amount of phenols due to the longer time used for the activa-

tion. However, in general terms, the released CO and CO2 and

their ratio are quite similar, so it can be assumed that there are

no significant differences between the chemical composition of

the samples, and therefore, any difference in the ORR perfor-

mance can be exclusively related to the microporosity and/or

the degree of activation.

Linear sweep voltammograms (LSVs) recorded in an O2-satu-

rated basic electrolyte at 1600 rpm and the Nyquist plot ob-

tained from electrochemical impedance spectroscopy measure-

ments are shown in Figure 2a and 2b, respectively.

To evaluate the performance of the prepared electrocatalysts,

cyclic voltammetry (CV) and linear sweep voltammetry (LSV)

were performed. LSV curves of the activated samples show two

main differences: i) the onset potential shifts to more positive

values by increasing the time of activation, which can be related

to the more graphitic structure that is generated during activa-
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Figure 2: Linear sweep voltammetry recorded in an O2-saturated 0.1 mol L−1 KOH electrolyte at 1600 rpm (a) and Nyquist plot obtained from electro-
chemical impedance spectroscopy (b).

tion; and ii) the value of the limiting current density increases

with microporosity, which can be related to the more de-

veloped porous structure. These two effects can be confirmed

by the electrochemical impedance spectroscopy measurements

(Figure 2b). The Nyquist plot shows that a higher degree of ac-

tivation results in a lower cell resistance and a smaller semi-

circle at high frequencies, indicating a lower charge transfer

resistance, which allows the kinetics of the ORR to increase,

and consequently, a higher onset potential is observed for sam-

ple AG6h (the values of the onset potential are shown in Sup-

porting Information File 1, Table S4). In addition, these results

also suggest that a more developed microporous structure favors

the electrolyte diffusion to the most electrochemically active

pores, which also contributed to the ORR kinetics. Moreover,

clear differences regarding ionic transportation are also ob-

served at medium frequencies. Sample AG1h shows a more

defined Warburg impedance, indicating a higher resistance of

the electrolyte ion diffusion into the porous structure, and

hence, a lower value of limiting current density. These diffu-

sion limitations are less evident for those samples with wider

pore size, as pores act as diffusion channels favoring the

kinetics of the ORR. In fact, a direct relationship was observed

for microporosity and limiting current density for these carbon

materials (Figure 3).

However, regardless of the time used for the activation, all sam-

ples show a LSV curve with a similar shape. The reduction

reaction occurs at two different potentials (0.75–0.78 V and

0.30–0.33 V), indicating that the ORR mechanism proceeds via

the two-electron pathway. These results are corroborated by the

experiments performed with a rotating ring disk electrode, from

which the production of hydrogen peroxide was evaluated.

Figure 3: Relationship between BET surface area and the limiting cur-
rent density of the activated samples.

More than 18% of hydrogen peroxide was produced with AG6h

(Supporting Information File 1, Figure S2), which is not desir-

able for the ORR. These results indicate that further modifica-

tions of this sample are needed to enhance the performance of

the biomass-derived carbons towards ORR.

Effect of the surface chemistry
In order to improve the performance of glucose-derived acti-

vated carbons, the surface chemistry of the sample AG6h (from

now on simply named AG) was modified by applying different

doping methods: ball milling and conventional mixing. In addi-

tion, such methods were also applied to a carbonized sample to

evaluate the effect of the doping method according to the micro-
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porosity generated from the initial thermal treatment. Both acti-

vated and carbonized samples also underwent the ball milling

method without nitrogen precursor to discriminate among the

modifications resulting from ball milling and those due to the

conjugation of ball milling and the nitrogen precursor. The

results obtained from the elemental analysis are presented in

Table 1.

Table 1: Chemical composition determined by elemental analysis.

Sample Carbon
(wt %)

Nitrogen
(wt %)

Oxygen
(wt %)

Hydrogen
(wt %)

AG 97.3 – 2.4 0.3
AGBM 89.4 – 9.5 1.1
N-AGBM 87.3 4.3 7.0 1.4
N-AGC 90.1 4.1 4.9 0.9

CG 93.6 – 4.7 1.6
CGM 85.5 – 12.3 2.2
N-CGBM 82.9 6.9 8.8 1.4
N-CGC 83.1 6.2 9.2 1.5

As expected, all samples are mainly composed of carbon, where

the percentage is slightly higher for activated samples than for

carbonized materials, due to the higher temperature used for ac-

tivation (900 °C). The application of ball milling in both acti-

vated and carbonized samples results in a noticeable increase in

the oxygen content. This phenomenon may be due to the defects

created in the carbon structure during the milling process that

react with air and incorporate oxygen. This effect is also ob-

served for N-doped samples by ball milling. However, doped

samples undergo a second thermal treatment that partially

removes the oxygen incorporated during the ball milling

process, resulting in lower oxygen content. Nevertheless, al-

though the amount of oxygen in samples doped by ball milling

is lower than in undoped samples, the percentage detected is

still significant. As for conventionally doped samples, the

oxygen content is twice the oxygen found in the original sam-

ples. Regardless of the degree of activation of the samples, the

amount of nitrogen incorporated by the ball milling method is

similar to that obtained by the conventional method. However,

the incorporation of oxygen and nitrogen in the activated struc-

tures is lower than in carbonized samples. Activation at high

temperature results in a structure with higher chemical stability

and lower amount of defects in which heteroatoms can be incor-

porated, and so materials with a lower degree of functionaliza-

tion are obtained.

Further understanding of the functionalities of the carbon mate-

rials was achieved by analyzing their surface composition by

X-ray photoelectron spectroscopy (XPS). The XPS spectra in

the C 1s, O 1s and N 1s regions were deconvoluted to identify

the types of functionalities present in the surface of the carbon

materials. The deconvolution of the C 1s spectra for undoped

samples presents five main peaks (Supporting Information

File 1, Figure S3), representing the following by increasing

binding energy: i) carbon sp2 (C=C, peak I) at 284.6 ± 0.1 eV;

ii) carbon in phenol, alcohol, ether bonds (C–O, peak II) at

285.8 ± 0.2 eV; iii) carbonyl or quinone groups (C=O, peak III)

at 287.2 ± 0.2 eV; iv) carboxyl groups (COOH, peak IV) at

288.9 eV ± 0.3; and v) the shake-up satellite due to π–π* transi-

tions in aromatic rings (peak V) at 290.6 ± 0.5 eV [43]. Carbon

sp2 (peak I) is an asymmetric peak consisting of a tail towards

higher binding energies that represents ≈80% of surface carbon,

which does not show significant differences for activated and

carbonized samples. However, noticeable differences in the

peaks attributed to carbon–oxygen bonds are observed due to

the ball milling process and the doping methods applied. The

peak attributed to carboxylic acids (peak IV) is significantly

more pronounced for ball-milled samples (AGBM and CGBM),

suggesting that the increase of oxygen detected by elemental

analysis (Table 1) was due to the formation of a large number of

carboxylic acids, which further reinforces the possible reaction

between the defects generated on the sample during the ball

milling process and air moisture. The XPS spectra for the C 1s

region of the doped samples exhibit the same five peaks as

those observed for the undoped samples. However, peak II and

peak III also have contributions of C–N and C=N interactions,

respectively [15]. These phenomena result in a significantly

higher contribution of these two peaks than those observed for

the undoped samples. Additionally, peak IV in conventionally

doped materials (N-AGC and N-CGC) is more pronounced than

that of their doped ball-milled counterparts. This peak can be

assigned to sp2-hybridized carbons in a triazine aromatic ring

(N–C=N) [30], which may result from the polymerization of

melamine during the subsequent thermal treatment. This effect

is less obvious in the spectra of the activated sample, as its

higher chemical stability results in a lower degree of functional-

ization and, therefore, a lower formation of the triazine aromat-

ic ring.

The high-resolution N 1s spectra of doped samples was decon-

voluted into three different peaks (Figure 4) representing

the three major nitrogen groups, which are, by increasing

binding energy: pyridinic at 398.4 ± 0.1 eV (N-6), pyrrolic at

400.0 ± 0.1 eV (N-5) and quaternary nitrogen at 401.4 ± 0.3 eV

(N-Q) [12,26]. Additionally, another peak was observed at

403.2 ± 0.1 eV in samples N-AGBM and N-CGBM, attributed to

oxidized nitrogen groups (N-X) [26], suggesting that the ball

milling process is related to the appearance of oxidized groups,

as this peak is not observed for conventionally doped samples

(sample N-AGC and N-CGC). The ball milling method seems to
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Figure 4: Deconvolution of the XPS N 1s spectra for N-AGBM (a) N-AGC (b), N-CGBM (c) and N-CGC (d).

modify the carbon structure promoting the contact between

oxygen and nitrogen-containing species, which will react during

the subsequent thermal treatment, oxidizing the nitrogen

groups. In addition, differences in the contribution of each

nitrogen group due to the doping method were also observed.

Samples doped via ball milling (Figure 4a and 4c) exhibit

slightly lower percentages of pyridinic and pyrrolic groups than

their conventionally doped counterparts (Figure 4b and 4d).

Regarding quaternary nitrogen, significant differences were ob-

served for both the doping method and the structure of the car-

bon. Activated samples exhibit similar contributions (13% and

11% for samples N-AGBM and N-AGC, respectively), although

ball milling seems to favor the incorporation of a slightly larger

amount of N-Q. This effect is much more pronounced in

carbonized samples that present larger differences as a function

of the doping method: N-CGBM incorporated almost twice N-Q

groups as N-CGC. These results suggest that the ball milling

process is more prone to incorporate quaternary groups as it

creates defects in the activated and carbonized glucose struc-

ture, creating more sites to form quaternary structures inside the

carbon matrix.

The XPS spectra in the O 1s region are shown in Supporting

Information File 1, Figure S4. Three main oxygen peaks were

identified, attributed to C=O bonds at 530.7 ± 0.3 eV (peak I),

C–O groups at 532.0 ± 0.2 eV (peak II) and carboxylic acids at

533.3 ± 0.2 eV (peak III) [27]. Interesting differences are

detected for N-doped carbons prepared by the ball milling

method, as an additional peak is detected at higher binding

energies corresponding to N–O–C bonds (peak IV), which is in

agreement with the oxidized nitrogen peak also shown in the

N 1s spectra. In addition, different contributions of the oxygen

functionalities related to carbon bonds are presented, which is in

agreement with those results obtained by the deconvolution of

the C 1s spectra, especially for undoped ball-milled samples

that exhibited a pronounced peak attributed to carboxylic acids.

The O 1s spectra deconvolution does not clearly distinguish the

contribution of the various surface groups due to overlaps in

their binding energies. Therefore, the contribution of oxygen-

containing surface groups in undoped samples was further

analysed by TPD. The CO and CO2 measurements obtained for

undoped activated and carbonized samples are presented in

Figure 5, while the deconvolution of the profiles is shown in

Figures S5, S6, S7 and S8 in Supporting Information File 1.
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Figure 5: TPD profiles of CO2 for activated samples (a) and carbonized samples (b) and CO profiles of activated samples (c) and carbonized sam-
ples (d).

The amount of CO2 and CO released from ball-milled samples

is significantly higher than that of their original counterparts.

Analyzing the CO2 profiles of activated samples three peaks

can be observed (Supporting Information File 1, Figures S5a

and S6a), which could be attributed to carboxylic acids, an-

hydride and lactone groups, respectively [26,44]. The peaks

presented for the ball-milled activated sample are much more

intense, especially the carboxylic acid peak, which is in agree-

ment with the results obtained from XPS. The deconvolution of

the CO profiles (Supporting Information File 1, Figures S5b,

S6b, S7b and S8b) of all samples showed the presence of three

main peaks corresponding to anhydrides, phenols and carbonyl/

quinone groups [26,44]. Ball-milled samples present a much

more significant contribution of phenols, corroborating the

hypothesis that ball milling generates oxygen functional groups

with weaker bonds due to reaction with air moisture. It should

also be noted that the temperature at which oxygen groups are

released as CO2 and CO is higher for sample AG than for sam-

ple CG, confirming that the activated sample is more chemical-

ly stable.

The doping methods employed may also have an effect on the

textural properties, which, as explained above, may modify the

electroactive character of the biomass-derived carbons. There-

fore, to evaluate the modifications caused to the textural

properties due to the surface chemistry changes, nitrogen

adsorption–desorption isotherms were obtained (Figure 6). The

pore size distributions determined by applying the QSDFT are

shown in Supporting Information File 1, Figure S9.

Like activated samples shown in Figure 1, modified activated

and carbonized carbon materials display type I isotherms, char-

acteristic of microporous materials. The application of ball

milling and the different doping methods to both activated and

carbonized samples led to a decrease in the volume of nitrogen

adsorbed at low relative pressure, resulting in materials with a

smaller volume of micropores (Supporting Information File 1,

Table S5) and lower surface area (a decrease of ≈500 and

100 m2 g−1 is observed after ball milling in the activated and

carbonized samples, respectively). This decrease in microporos-

ity suggests that the carbon material suffered changes in its
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Figure 6: N2 adsorption/desorption isotherms at −196 °C for activated carbons (a) and carbonized carbons (b).

structure due to the ball milling process, especially for the acti-

vated sample (Supporting Information File 1, Figure S10). This

effect may be due to the loss of mass during the activation that

results in materials with lower mechanical resistance than that

of carbonized samples [45,46]. Moreover, ball-milled samples

exhibit an increase of nitrogen adsorbed at high relative pres-

sure (P/P0 > 0.9), suggesting the formation of macropores. The

addition of nitrogen by conventional mixing the carbon materi-

als with melamine also results in a decrease in the surface area.

In this case, the decrease is analogous for both activated and

carbonized sample, suggesting that the N-groups introduced

into the structure are blocking some pores, preventing the

access of N2 to the innermost pores of the carbon material

during the isotherm measurements. The incorporation of

nitrogen functionalities by using the ball milling process also

modified the microporosity of the samples. However, differ-

ences are observed for the activated and carbonized sample. In

the case of the activated sample, the incorporation of nitrogen

does not seem to produce a noticeable blockage of the pores as

previously observed for sample N-AGC, resulting in a material

with a BET surface area similar to that obtained for sample

AGBM, with ball milling being the predominant effect. In the

case of sample N-CGBM, the ball milling process and the incor-

poration of nitrogen seem to have a synergistic effect, resulting

in a decrease of the SBET almost equivalent to the sum of that

observed for sample CGBM and N-CGC.

Electrochemical measurements
Cyclic voltammograms recorded for activated samples and

carbonized samples in a N2- and O2-saturated basic electrolyte

at 5 mV s−1 are shown in Supporting Information File 1, Figure

S11, while the LSV of activated and carbonized samples re-

corded in an O2-saturated basic electrolyte at 1600 rpm are

shown in Figure 7a and 7b, respectively.

Cyclic voltammograms measured in O2-saturated electrolyte

(Supporting Information File 1, Figure S11a) and LSV of acti-

vated samples show a reduction reaction peak starting at

0.78–0.82 V. This peak does not appear for N2-saturated cyclic

voltammograms (Supporting Information File 1, Figure S11c),

thus confirming that the catalytic activity of the prepared elec-

trocatalysts exists at the mentioned potentials. Table 2 summa-

rizes the electrochemical results of the samples.

The onset potential of sample AG slightly shifts to more posi-

tive values from 0.78 V to 0.79 V by ball milling the sample

(AGBM) as shown in Figure 7a and Table 2. This increase may

be due to the smaller particle size of the carbon powder ob-

tained after ball milling, which could result in a material with

higher electrical conductance, or due to the higher amount of

oxygen [13]. The LSV of carbonized samples reveals that al-

though sample CGBM presents a much higher oxygen content,

CG and CGBM samples display the same onset potential

(0.64 V), which suggests that the more positive onset potential

of sample AGBM is due to its higher conductance. Moreover,

samples AG and AGBM exhibit a second shoulder at more nega-

tive potentials, indicating that the ORR mechanism proceeds via

the two-electron pathway producing hydrogen peroxide. This

second reduction shoulder does not appear for the doped acti-

vated samples, suggesting that the mechanism of the reaction

has shifted to the four-electron pathway. However, the incorpo-

ration of nitrogen atoms by ball milling the activated

sample (N-AGBM) does not modify the onset potential when

compared to the undoped counterpart (AGBM). This indicates

that the simple incorporation of nitrogen atoms is not enough to

increase the onset potential to more positive values for

this type of carbon material. Contrary to activated samples,

the incorporation of nitrogen atoms using the ball milling

method in the carbonized sample (N-CGBM) slightly
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Figure 7: Linear sweep voltammetry recorded in an O2-saturated 0.1 mol L−1 KOH electrolyte at 1600 rpm for activated (a) and carbonized
(b) samples.

Table 2: Electrochemical results of the synthesized samples.

Sample Onset potential
(V vs RHE)

Limiting current density
(mA cm−2)

Electrons exchanged at
0.4 V vs RHE

H2O2 production
(%)

AG 0.78 4.08 2.3 18
AGBM 0.79 3.15 2.0 21
N-AGBM 0.79 3.37 2.9 9
N-AGC 0.82 2.83 3.2 7

CG 0.64 1.74 1.8 –
CGBM 0.64 1.53 2.3 –
N-CGBM 0.67 2.15 2.1 –
N-CGC 0.67 2.05 2.1 –

increases the onset potential regarding the undoped sample

(CGBM) from 0.64 V to 0.67 V. Like in activated samples, this

is probably due to the smaller particle size obtained after ball

milling, which could result in a material with higher electrical

conductance.

The onset potential of sample N-AGC is shifted to more posi-

tive values in relation to AG (from 0.78 V to 0.82 V). AG and

N-AGC do not present significant differences in the nature and

amount of oxygen groups at their surface (Supporting Informa-

tion File 1, Figure S4), which suggests that the increase in the

onset potential is due to the incorporation of nitrogen. However,

sample N-AGBM and N-AGC present similar nitrogen content

(Table 1), but different values of onset potential are obtained,

suggesting that the percentage of incorporated nitrogen is

not the key factor, but the type of nitrogen functionality.

Likewise, the addition of nitrogen using the conventional

method (N-CGC) also results in the same slight shift of the

onset potential to more positive values in relation to CG and

CGBM.

In order to further understand the effect of nitrogen functionali-

ties in the ORR, doped samples must be thoroughly compared.

A difference in the content of pyridinic nitrogen is observed for

doped activated samples (39% vs 32% for N-AGC and

N-AGBM, respectively, Figure 4). Accordingly, the increase of

the onset potential may be due to the presence of pyridinic

nitrogen groups in the N-AGC sample, which is in agreement

with some studies in the literature [23]. The sample N-AGC

showed a higher value of the pyridinic-N/quaternary-N ratio

than the sample N-AGBM (3.6 vs 2.4, respectively) and a

slightly higher value of the pyridinic-N/pyrrolic-N ratio (0.8 vs

0.7, respectively) which corroborates the theory that the

increase of these two ratios is beneficial for the electrochemical

activity of the prepared electrocatalysts [12]. This is not ob-

served for carbonized samples as they do not present superior

textural properties, compromising some of the effects that

nitrogen could have on the carbon as a catalyst.

Information about the limiting current density can also be ob-

tained from the LSV curves. As previously observed for acti-
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vated samples at different times, there is a direct relationship

between microporosity and the limiting current density

(Figure 3). This trend is also observed for sample group AG,

AGBM, CG and CGBM and for samples N-AGC, N-AGBM, CGC

and N-CGBM (Figure 8).

Figure 8: Relationship between BET surface area and limiting current
density of undoped and doped samples.

These results indicate that the effect of microporosity cannot be

compared between doped and undoped samples, suggesting that

the limiting current density does not only depend on micropo-

rosity, but also on the surface chemistry of the samples.

Significant differences in the shape of the LSVs shown in

Figure 7 are also observed due to the incorporation of nitrogen,

which is related to the reaction mechanism. At lower potential,

all activated samples present more than three electrons

exchanged during the reduction reaction (Supporting Informa-

tion File 1, Figure S12a). Regarding carbonized samples (Sup-

porting Information File 1, Figure S12b), the number of elec-

trons of CG and CGBM represents a two-pathway mechanism at

all potentials applied, unlike for the AG electrocatalysts. The

electron exchange in the AG sample is reduced to two as the

potential increases. The same effect was registered for the

AGBM sample that, even with a slightly inferior number of elec-

trons exchanged at the lowest potential, the number of elec-

trons also decreases to two as the potential applied increases.

The incorporation of nitrogen atoms with the ball milling

method (N-AGBM) mitigated this effect, as the number of elec-

trons exchanged during the oxygen reduction reaction stays at

approximately three electrons, demonstrating that nitrogen in-

corporation helps to stabilize the number of electrons for a

larger potential range. The conventionally doped sample

(N-AGC) shows the same pattern as the ball-milled doped sam-

ple, but its electron exchange stabilized slightly closer to the

four-electron mechanism, probably due to the higher catalytic

performance of pyridinic nitrogen groups, which maintains the

reaction mechanism closer to a four-electron pathway. On the

other hand, the decrease of the quaternary-N/pyrrolic-N ratio

(from 0.28 to 0.22 for N-AGBM and N-AGC, respectively)

resulted in an increase of the number of electrons involved,

which is in agreement with recent studies [12]. Unlike in acti-

vated samples, the addition of nitrogen atoms through ball

milling (N-CGBM) does not result in an increase of electrons

exchanged or in the stabilization of that number throughout the

different applied potentials. This sample has a high quaternary-

N/pyrrolic-N ratio (0.31), which does not favor the four-elec-

tron pathway.

Carbonized samples present a mechanism close to two-elec-

trons throughout all potentials. Without a considerable number

of electrons exchanged during the ORR, the nitrogen atoms do

not seem to improve their stability to stay closer to a four-elec-

tron pathway. However, the conventionally doped sample

(N-CGC) displays a slight increase of electron exchange at low

potentials, but still shifts to a two-electron pathway with in-

creasing applied potential. The slight increase of the electrons

may be related to the very low quaternary-N/pyrrolic-N ratio

(0.13), which is reported to influence the number of electrons.

The fact that the addition of nitrogen functionalities on

carbonized samples does not seem to enhance the electroac-

tivity as for activated samples indicates that it is fundamental to

design both the surface chemistry and the textural proprieties of

the carbon materials, as the modification of a single parameter

is not enough to obtain acceptable electrocatalysts for ORR.

The approximation to a four-electron pathway with the modifi-

cation of the surface chemistry is important to reduce the

amount of hydrogen peroxide produced. The production of

H2O2 was only determined for activated samples, since they

have a mechanism closer to four-electron, whereas carbonized

samples have a two-electron mechanism that would result in

high amounts of this intermediate product. The improvement of

the reaction mechanism of the modified activated carbon mate-

rials led to a decrease in the production of H2O2 from 18% with

sample AG to 7% with N-AGC (Supporting Information File 1,

Figure S13). These results show that the proper combination of

high microporosity associated with high pyridinic-N/quater-

nary-N ratio and low quaternary-N/pyrrolic-N ratio is essential

to enhance the electrochemical performance of the developed

electrocatalysts.

Conclusion
In this study, the effect of microporosity of glucose-derived car-

bon materials on the catalytic activity towards ORR was

demonstrated. The increase of microporosity led to an increase
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of the limiting current density and a slight increase of the onset

potential, thus playing a key role in the ORR. The incorpora-

tion of nitrogen functionalities by employing different doping

methods was also investigated. The amount of nitrogen incorpo-

rated was similar for all methods. The ball milling doping

method led to a higher content of quaternary nitrogen and to the

formation of oxidized nitrogen, while conventional doping

favored the incorporation of pyridinic and pyrrolic functionali-

ties. The results obtained reveal that the content of nitrogen is

not as important as the type of functional groups incorporated

for improving the performance of carbon materials towards

ORR. In fact, a relationship between the nitrogen functionali-

ties and the electroactivity of the biomass-derived carbons has

been determined. It has been observed that a higher pyridinic-N/

quaternary-N ratio favors the onset potential, while a lower

quaternary-N/pyrrolic-N ratio favors the number of electrons

exchanged during ORR. However, these results are only signifi-

cant for highly microporous materials, demonstrating that the

adequate combination of textural and chemical properties is

essential for improving the electroactivity of biomass-derived

carbons. In fact, the combination between high surface area,

high pyridinic-N/quaternary-N ratio and low quaternary-N/

pyrrolic-N ratio resulted in a material with an onset potential

value of 0.82 V, a stable number of electrons involved in the

reaction mechanism close to four throughout the studied poten-

tial range and a production of H2O2 lower than 7%.

Experimental
Preparation of carbon materials
Carbon materials were prepared from an initial solution of

glucose (HiMedia, >99%) and deionized water (produced by

filtration through inverse osmose by a Panice device) in a

1:6 ratio. The solutions were mixed and then closed in a teflon-

lined stainless steel autoclave and hydrothermally carbonized

during 12 h at 180 °C. The obtained material was washed with

deionized water and dried at 100 °C overnight. The dried mate-

rial was then activated under a CO2 flow of 80 cm3 min−1 g−1 at

900 °C for 1, 3, 4 and 6 h. The samples were labelled AGX,

where X is the hours used for activation.

The sample activated for 6 h was also doped with nitrogen by

using melamine (≥99%, Sigma-Aldrich) as a precursor. Two

different approaches were studied: i) the activated carbon mate-

rial was mixed with melamine by ball milling and ii) the acti-

vated carbon material was manually mixed with melamine,

henceforth referred to as the conventional method. The ball

milling process was performed in an enclosed flask with two

zirconia balls at 15 Hz frequency during 4 h using a Retsch

MM200 device. Regardless of the doping method all samples

underwent a subsequent thermal treatment under a N2 atmo-

sphere for 2 h at 700 °C to force the decomposition of melamine

and to incorporate nitrogen atoms into the carbon structure. Ad-

ditionally, a carbonized sample was prepared under a N2 flow

of 150 cm3 min−1 at 700 °C for 2 h, to isolate the effect of func-

tionalization with respect to the surface area. This sample also

underwent the same two doping methods as the activated sam-

ple. All treatments were carried out in a vertical furnace with a

fixed heating rate of 10 °C min−1. The samples were labelled

XGY and N-XGY for undoped and N-doped samples, respec-

tively, where X can assume the form of A for activated samples

and C for carbonized samples and Y is represented by BM for

ball milled samples and C for conventionally doped samples.

Activated and carbonized samples were also ball-milled in the

absence of any precursor for comparison under the same condi-

tions as in doped samples.

Materials characterization
The textural characterization was carried out by N2 adsorption

at −196 °C performed in a Quantachrome Autosorb iQ auto-

mated gas sorption analyzer. All samples were degassed

under vacuum at 150 °C for 12 h before the analysis. The spe-

cific surface area (SBET) was determined according to the

Brunauer–Emmett–Teller (BET) equation, the total pore

volume (Vp) was calculated as the volume of nitrogen adsorbed

at the saturation point (relative pressure of 0.99) and the micro-

pore volume (VDR) was evaluated by the Dubinin–Radushke-

vich method.

The chemical composition of the samples was determined by

elemental analysis. Carbon, hydrogen and nitrogen (C, H and

N) were determined in a Vario micro cube analyzer (Elementar

GmbH), by combustion of the sample at 1050 °C. The oxygen

content was determined using a rapid oxy cube analyzer

(Elementar GmbH) in which the sample underwent pyrolysis at

1450 °C. Each sample was analysed in triplicate. X-ray photo-

electron spectroscopy (XPS) was employed to study the surface

chemical composition of the samples. The analyses were carried

out in a Kratos AXIS Ultra HAS spectrometer using monochro-

matic Al Kα radiation (1486.7 eV) at 15 kV (90 W), in fixed

analyzer transmission mode, performing a pass energy of 80 eV

for the general spectra and 40 eV for regions of interest. Tem-

perature programmed desorption (TPD) was performed to deter-

mine and quantify the surface oxygenated groups of the sam-

ples by using an Altamira Instruments AMI-300 device. The

samples were heated with a 10 °C min−1 ramp until 1050 °C. At

the end of each analysis, a calibration of the CO and CO2

content was carried out, allowing the quantification of the TPD

profiles.

Electrochemical characterization
The electrochemical measurements were performed on a

PGSTAT 302N potentiostat/galvanostat by using a three-elec-
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trode cell configuration. Ag/AgCl (KCl 3 M) and a glassy car-

bon rod were used as reference and counter electrode, respec-

tively. Working electrodes were prepared by depositing a

suspension of the carbon samples on a glassy carbon rotating

disk electrode (3 mm of diameter, Metrohm). These suspen-

sions were prepared by dispersing 1 mg of the prepared sam-

ples in a solution containing 220 µL of ultrapure water (Milli-

pore), 142 µL of ethanol (≥99%,Valente e Ribeiro) and 96 µL

of nafion (5 wt %, Sigma-Aldrich). The suspension was soni-

cated for 30 min until a homogeneous dispersion was obtained.

The mass loading of all samples was ≈0.1 mg cm−2. A rotation

speed controller allowed the rotation of the working electrode to

be adjusted according to the assessments being done.

The experiments were carried out at room temperature in a

0.1 mol L−1 KOH solution saturated with N2 or O2 for 30 min

before the cyclic voltammetry (CV) and linear sweep voltam-

metry (LSV) were performed. The CVs measurements were

accomplished at a scan rate of 5, 20, 60 and 100 mV s−1 and the

LSVs at a scan rate of 5 mV s−1 with a rotation speed range

from 400 to 3000 rpm, both within a 1.2 V to −0.1 V potential

range (vs RHE). The measured current was determined by

subtracting the current obtained from the electrolyte saturated

with N2 from the current measured in the O2-saturated elec-

trolyte. Electrochemical impedance spectroscopy (EIS) was also

applied to the fully discharged cell at 0 V in the frequency

region of 10 kHz to 10 mHz with an AC amplitude of 10 mV.

EIS was performed in the same type of cell, with N2-saturated

electrolyte (KOH 0.1 mol L−1) and with no rotation.

The current density at the disk can be expressed by the

Koutecký–Levich equation:

(1)

where j is the measured current density (mA·cm−2), jL is the O2

diffusion-limited current density (mA cm-2), jk is the kinetic

current density (mA cm-2), ω is the electrode rotation rate (rpm)

and B represents the Levich constant related to the diffusion

limiting current density given by Equation 2.

(2)

In Equation 2, F is the Faraday constant (96 486 C mol−1), D is

the diffusion coefficient of O2 (1.95 × 10−5 cm2 s−1), ν is the

kinematic viscosity of the electrolyte (0.008977 cm2 s−1) and C

is the bulk concentration of O2 (1.15 × 10−3 mol L−1).

The number of electrons n was calculated at different potentials

for each LSV recorded by applying Equation 1 and Equation 2.

The percentage of hydrogen peroxide (H2O2) produced during

the ORR was also measured by using a rotating ring disk elec-

trode (5 mm diameter, 24.9% collection efficiency, Methrom)

as a working electrode, which was prepared by depositing a

solution of the carbon sample on the disk area. The dispersions

were prepared as detailed above and the mass loading was fixed

at ≈0.1 mg cm−2. The H2O2 percentage was calculated by Equa-

tion 3.

(3)

In Equation 3, IR is the ring current density (mA cm−2), IN is

the disk current density of the disk (mA cm−2) and N is the

collection efficiency (0.249).
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Abstract
Highly porous carbon–carbon composite electrodes for the implementation in redox flow battery systems have been synthesized by

a novel soft-templating approach. A PAN-based carbon felt was embedded into a solution containing a phenolic resin, a nitrogen

source (pyrrole-2-carboxaldehyde) and a sulfur source (2-thiophenecarboxaldehyde), as well as a triblock copolymer (Pluronic®

F-127) acting as the structure-directing agent. By this strategy, highly porous carbon phase co-doped with nitrogen and sulfur was

obtained inside the macroporous carbon felt. For the investigation of electrode structure and porosity X-ray photoelectron spectros-

copy (XPS), scanning electron microscopy (SEM), and nitrogen sorption (BET) were used. The electrochemical performance of the

carbon felts was evaluated by cyclic voltammetry (CV) and electrochemical impedance spectroscopy (EIS). The N- and S-doped

carbon electrodes show promising activity for the positive side reaction and could be seen as a significant advance in the design of

carbon felt electrodes for use in redox flow batteries.

1131

Introduction
In recent years, vanadium redox flow batteries (VRFBs) have

attracted significant attention as a promising large-scale system

for storing excess energy from renewable sources like wind or

solar energy [1-3]. The energy is stored in the form of vana-

dium containing electrolytes, which consist of V2+/3+ at the

negative and V4+/5+ at the positive side. These are flowed

through carbon materials, which are usually porous felts or car-

bon paper electrodes [4]. Carbon electrodes exhibit good

stability and electrochemical conductivity in the acidic and

corrosive electrochemical environment of the battery system.

Moreover, they are comparatively inexpensive [5]. One disad-

vantage is their poor electrochemical activity, which makes an

activation step necessary [6].

A common way to achieve higher activities is the thermal treat-

ment of the commercial felts (400 °C, up to 30 h) [7]. Also acid

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:christina.roth@fu-berlin.de
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Figure 1: Schematic illustration of the synthesis route using the soft-templating approach to obtain porous carbon–carbon composite electrodes. The
colours represent the changes of the appearance of the materials during the synthesis.

treatment [8], electrochemical activation [9], catalytic decora-

tion with metal oxides [10,11], as well as methods to increase

the surface area of the felts [12,13] have been reported as

possible ways to obtain enhanced activity. Several works de-

scribed heteroatom doping that should provide more active

centres for the vanadium redox reactions, and hence lead to a

higher electrochemical activity [14-17]. But still details of the

mechanism are lacking and contradictory suggestions can be

found in the literature, as to which functional group promotes

the VO2+/VO2
+ redox reaction the most [18].

The application of templates is a commonly used strategy to

introduce porosity into carbon materials. Depending on the

utilized template one can distinguish between a hard-templating

and a soft-templating approach [19]. In both cases, the template

acts as a structure-directing agent forming an inverse copy of

the template morphology. Much higher surface areas can be

achieved through this procedure, which offers many benefits in

the later application, for instance increased adsorption due to

more active sites leading to a better electrocatalytic activity. A

disadvantage of the hard-templating approach is the require-

ment of harsh conditions that are needed to remove, e.g., SiO2

spheres used as templates [20]. In this respect, the soft-

templating approach is a good alternative. The procedure is

facile, with just two steps needed, and it is possible to scale-up

the method to industrial standards [21]. In earlier studies we re-

ported on a salt-templating method, where we embedded a

PAN-based carbon felt into a eutectic mixture containing zinc

chloride and sodium chloride mixed with an ionic liquid as the

carbon source [22].

Herein, we present novel composite electrodes that were syn-

thesized utilizing the soft-template method inspired by Martinez

de Yuso et al. from 2017 [23]. With this method we are able to

reduce the cost for the precursor materials significantly. We are

able to use pyrrole-2-carboxyaldehyde, instead of ionic liquids,

as nitrogen source. Also it is much more environmentally

friendly, since zinc chloride is no longer needed and replaced

by the structure-directing agent Pluronic® F-127. Pluronic is a

self-assembly block copolymer, which has already been widely

used as template in the synthesis of porous carbons [24]. Strong

interactions between phloroglucinol and the surfactant lead to

the formation of hydrogen bonds to the polyethylene chains of

the polymer. In this fashion the porogen initiates a porous struc-

ture. It will be removed during the subsequent carbonization

step [25].

The new composite materials have great potential to serve as

electrodes in the VRFB, since they combine the desired proper-

ties of the two components, namely good electron conductivity

and high surface area. The carbon fibers as supporting material

possess a high electron conductivity, while the amorphous car-

bon coating provides the catalytic functionality.

Results and Discussion
For the synthesis of nitrogen-doped carbon composite elec-

trodes phloroglucinol was suggested as a carbon source where-

as pyrrole-2-carboxaldehyde was utilized as a nitrogen source

and the block copolymer Pluronic® F-127 was used as porogen.

In the co-doping process additional 2-thiophenecarboxaldehyde

was employed as a sulfur source. The carbon–carbon compos-

ite materials were synthesized by soaking the felts in a solution

containing the aforementioned precursors. After thermopoly-

merization under air a subsequent carbonization step under

protective atmosphere, in which the porogen is removed, was

performed to obtain highly porous carbon electrodes co-doped

with nitrogen and sulfur. But not all of the formed carbon

coating sticks to the surface of the felt fibers, some excess

co-doped carbon material exists besides. This additional materi-

al is referred to as “bulk material” in the following text

(Figure 1).

Structural characterization
For a detailed insight into the morphology of the electrode,

SEM images of the carbonized sample, N-doped carbon felt and

S- and N-doped composite material were taken at two different

magnifications (Figure 2).

The fibers of the pristine felt appear arbitrarily oriented with a

smooth surface. In comparison to that, the N-doped composite
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Figure 2: High-resolution images of carbonized carbon felt (left: a,d), N-doped carbon felt (middle: b,e) and S- and N-doped composite material
(right: c,f) with 600× (upper row) and 1500× (bottom row) magnification.

Figure 3: SEM image of the co-doped composite electrode and corresponding colored mappings of carbon, nitrogen, oxygen and sulfur.

material as well as the composite electrode co-doped with

nitrogen and sulfur are decorated with patches of agglomerated

carbon material. Significant differences in the amount of

deposited material can be observed. While the fibers of the

co-doped composite electrode are covered completely and the

space between fibers is filled up almost completely, the

N-doped felt exhibits only partial coverage. It seems as if the

carbon coating sticks more readily to the fibers after co-doping.

But so far, we have not come up with a reasonable explanation

for this observation.

Elemental mapping by scanning EDS was performed to investi-

gate whether the co-doping was homogeneous and the results

are shown in Figure 3.
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Table 2: Elemental composition of the pristine and the carbonized felt as well as the composite electrode based on elemental analysis.

C content/wt % N content/wt % S content/wt % H content/wt %

pristinea 58.78 19.18 0.00 4.16
carbonized (800) 77.25 12.67 0.00 1.96
carbonized (1000) 91.77 5.92 0.00 0.04
composite (800 / N+S) 78.36 11.26 2.60 1.66
bulk material (800 / N+S) 84.85 6.37 4.33 1.46
composite (1000 / N+S) 85.59 4.26 2.23 1.18
bulk material (1000 / N+S) 88.95 2.90 2.34 1.28

aIt is worth mentioning here that the pristine felt consists of only stabilized PAN fibers. The residual mass can be attributed to oxygen content or
incomplete combustion of the samples.

Figure 4: Nitrogen sorption isotherms of the synthesized composite
electrode with nitrogen doping (upper line) and the carbonized carbon
felt (lower line).

The co-doped composite felt contains significant quantities of

carbon, nitrogen, oxygen and sulfur. The EDX mappings verify

the largely homogeneous distribution of all elements. Nitrogen

doping as well as sulfur doping through the proposed soft-

templating approach were successful.

BET measurements were carried out to analyze the porosity of

the carbon felts. In Figure 4, a comparison between the nitrogen

sorption isotherms of the carbonized felt and the N-doped com-

posite electrode is shown. The curves appear distinctively dif-

ferent with a significant hump observed for the doped electrode.

With the soft-templating approach it is possible to enhance the

surface area of the felts by a factor of up to 20 times in compari-

son to the undoped felt. The respective BET surface areas are

listed in Table 1. It is found that the surface area increases as a

result of the doping procedure for all felts heated up to 1000 °C.

The enhanced specific surface areas of the synthesized compos-

ite electrodes (BET data) in combination with the SEM/EDX

mappings indicate the successful functionalization of the pris-

tine felt.

Table 1: BET surface areas of carbonized felt and composite elec-
trodes heated up to 1000 °C.

SBET/m2·g−1

carbonized (1000) 6.6
composite (1000 / N) 30.6
composite (1000 / N+S) 130.6

To define the elemental composition of the different carbon felt

electrodes and the related bulk materials an elemental analysis

was performed, with specific focus on nitrogen and sulfur

content. Table 2 summarizes the elemental composition of the

different felts. In accordance with our expectations the main

component is carbon, followed by nitrogen and sulfur. The felts

lose material during the carbonization step, and a trend can be

observed that with increasing temperature the remaining

nitrogen content as well as the sulfur content become reduced.

The composite electrodes, however, contain more nitrogen than

the bulk material. Note that the additional nitrogen originates

from the PAN fibers.

XPS measurements were carried out to further examine the sur-

face functional groups of the composite materials in contrast to

the reference material (Figure 5). In agreement with recent liter-

ature the peaks were fitted to the most probable functional

groups.

In the C 1s spectrum of the carbonized felt (Figure 5a) five indi-

vidual peaks could be deconvoluted. There is one dominant

peak, which could be assigned to sp3-hybridized carbon, while

the other peaks at higher energy originate from different C–O

bonding configurations. Also a small contribution could be allo-

cated to sp2-hybridized carbon. The C 1s spectrum changes

when nitrogen and sulfur atoms are doped into the carbon mate-

rial (Figure 5c) [26,27]. For the composite electrode an addi-

tional peak associated with a C–S functional group could be ob-

served. This additional peak indicates the presence of sulfur on
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Figure 5: High-resolution XPS spectra including the fitting of the carbonized carbon felt (a,b) and the co-doped composite electrode (1000 / N+S; c,d):
spectra of C 1s (left) and O 1s region (right).

the surface of the felt. Moreover, a change in the individual

contributions could be noticed for the carbon felt co-doped with

nitrogen and sulfur. It can be easily seen that the intensity of the

sp2-hybridized carbon peak is reduced in favor of the peaks at-

tributed to the functional groups.

The high-resolution spectrum of the O 1s region shows four

peaks for both materials. The carbonized sample (Figure 5b) has

one main contribution with a binding energy at 534.7 eV, corre-

sponding to the C–O functional group. Two additional peaks at

533.3 eV and 536.3 eV could be assigned to C=O and C–OH,

while the shoulder peak at 531.3 eV could be attributed to

COOH. These signals could also be detected in the O 1s spec-

tra of the composite electrode. However, the intensities of the

different contributions change significantly. In contrast to the

carbonized sample the co-doped material shows a significant

increase in C=O and COOH content, whereas the amount of

C–OH is slightly reduced. In the literature, it is frequently found

that an increase in the functional groups on the surface of the

fibers increases their hydrophilicity and hence their electro-

chemical performance [28,29]. We refrained, however, from

quantitative analysis due to the inherent restrictions of fitting

the rather broad C 1s and O 1s peaks with a multitude of indi-

vidual contributions.

Electrochemical characterization
The electrocatalytic activity of the composite electrodes for the

positive redox reaction VO2+/VO2
+ was investigated by CV

(Table 3) and EIS. The CV curves of the respective carbon sam-

ples are shown in Figure 6 and the Nyquist plots are shown in

Figure 7.

The pristine felt does not show any catalytic activity for the

positive side reaction at all, whereas the carbonized samples ex-

hibit at least poor activity. For the felt carbonized at 800 °C no

complete oxidation peak was measured. All samples follow the

trend that with increasing temperature an increase in activity is

observed (see Figure 6a). In comparison to samples heated up to

only 800 °C, the felt carbonized at 1000 °C shows a significant

shift of the peak positions resulting in a lower peak separation.

In the literature it is often proposed that enhanced electrochemi-

cal activity could be ascribed to the presence of abundant
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Table 3: Electrochemical data of the VO2+/VO2
+ redox couple obtained from cyclic voltammograms.

peak current/mA peak position Ep/mV peak separation ΔEp/mV

carbonized (800) — — —
−6.0 597

carbonized (1000) 10.9 982 228
−6.1 754

composite (800 / N) 8.2 1000 296
−6.6 704

composite (1000 / N) 9.9 906 116
−7.8 790

composite (800 / N+S) 8.7 1073 411
−5.6 662

composite (1000 / N+S) 14.2 929 149
10.0 780

Figure 6: Comparison between the cyclic voltammetry curves of the
N-doped (purple) and co-doped (blue, green) composite electrode as
well as the carbonized (orange, red) and the pristine (black) felt for the
positive half-cell reaction, (a) influence of the temperature used during
the treatment and (b) influence of the doping method. The electrolyte
consists of 2 M sulfuric acid and additional 0.2 mol/L vanadyl sulfate.

heteroatom-containing functional groups [17,29]. Similar be-

havior could be noted here, with heteroatoms into the carbon

felt an increase in activity is observed. Especially, the co-doped

Figure 7: Nyquist plots showing the EIS data for the carbonized felts
(orange, red) as well as for the composite electrodes heated up to
800 °C (pink, blue) and 1000 °C (purple, green) in the electrolyte solu-
tion. The data were fitted to the circuit model displayed in the graph
and the simulated curves are shown as dashed lines. In the inset, the
data range from 0 to 30 Ω is enlarged to show details of the N-doped
composite electrode (pink, purple) and the co-doped sample (green).

composite material possesses an excellent electrochemical per-

formance. It provides high maximum currents combined with a

small peak separation, and the maximum currents appear sym-

metrical. These parameters indicate a good reversibility, which

is beneficial for a reliable and stable cycling of the battery. It is

worth mentioning here that the increased double layer capaci-

tance (DLC) in the region between 0.3 and 0.6 V vs SCE is

further evidence of an enhanced surface area (marked with an

arrow in Figure 6b). This is in good agreement with the BET

measurements (Table 1). Due to the enhanced surface area, the

amount of vanadium ions that can be adsorbed onto the surface

increases, resulting in higher currents compared to the only

carbonized samples. The obtained data suggest that the kinetics

regarding the VO2+/VO2
+ redox couple follow the order of
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carbonized < composite (N-doped) < composite (co-doped with

N and S). This means that the redox reaction of the vanadium

ions proceeds more readily on the composite electrodes than on

the undoped reference materials.

Additional electrochemical impedance spectroscopy was per-

formed to study the charge transfer of the VO2+/VO2
+ redox

reaction. The corresponding Nyquist plots are displayed in

Figure 7. In the described circuit Ru stands for the solution

resistance, which varies with the used electrode. The CPE is the

constant-phase element which could be converted into the elec-

tric double-layer capacitance (CDL), whereas Rct represents the

charge transfer resistance. Compared to the carbonized samples

the diameters of the semicircles of the composite materials are

significantly reduced, directly reflecting the reduced charge

transfer resistances of these electrodes (Table 4). Obviously, the

addition of a porous carbon layer decreases the charge transfer

resistance, so that the electrochemical reaction can proceed

faster. In accordance with the CV measurements, the co-doped

electrode possesses the largest double-layer capacity of the elec-

trode/electrolyte interface, which is beneficial for the charge

transfer of the positive side reaction [30].

Table 4: Values for the charge transfer resistance and the double-
layer capacity received by fitting the impedance data with correspond-
ing circuit model in Figure 7 and converting the CPE parameters
following Hirschorn and co-workers [31].

RCT/Ω CDL/mF

carbonized (800) 104.0 0.383
carbonized (1000) 93.38 0.143
composite (800 / N+S) 78.19 0.376
composite (1000 / N+S) 53.89 310.0

The combined results of CV and EIS allow for the conclusion

that an increased amount of functional groups on the surface of

the electrode as well as an increased surface area are favorable

for the electrocatalytic activity of the co-doped soft templated

carbon felt. Based on current knowledge it seems that the en-

hancement of the surface has the most significant influence on

the performance, but details of this observation have to be

analyzed in more detail in the future.

Conclusion
A new method was developed to synthesize carbon–carbon

composite materials with an increased surface area and nitrogen

and sulfur heteroatom content. These electrodes demonstrated

promising activities for the positive half-cell reaction in the all-

vanadium redox flow battery. Co-doping with nitrogen and

sulfur can introduce a significant number of functional groups,

which presumably increases the active sites for the VO2+/VO2
+

redox couple and therefore substantially contributes to the

increase of the battery performance. With the soft-templating

approach a porous carbon–carbon composite felt with a signifi-

cantly enhanced surface area (up to 20 times) was obtained. In

case of the co-doped material the electrochemical evaluation

exhibited a higher double-layer capacity indicating a higher sur-

face area in contact with the electrolyte. This method does not

rely on expensive precursors and thus enables an environmen-

tally friendly way to achieve porous carbon electrode materials

without the utilization of zinc chloride or other hazardous

substances.

Experimental
Materials
2-Thiophenecarboxaldehyde (98%), pyrrole-2-carboxaldehyde

(98%), phloroglucinol (≥99.0%), Pluronic® F-127 and ethanol

were purchased from MERCK. Hydrochloric acid (37%,

Rotipuran®, p.a.) and ethanol (99.8%, p.a.) were purchased

from Carl Roth®. All chemicals were used as obtained without

any further purification. As a precursor material PAN-based

carbon felts, which were received from Freudenberg Technolo-

gy Innovation SE & Co. KG (Weinheim, Germany), were used.

Throughout this manuscript the untreated carbon felt is denoted

as pristine. All further felts are abbreviated with the maximum

temperature used during the carbonization step and the corre-

sponding dopant.

Material synthesis
To produce a suitable reference material, the pristine carbon felt

was carbonized at 800 and 1000 °C under inert atmosphere (N2,

100%). The maximum temperature was held for 1 h before

letting the furnace cool down.

To produce composite electrodes a soft-templating approach

was utilized, following the synthesis route of Martinez de Yuso

and co-workers [23]. Phloroglucinol (1,3,5-benzenetriol,

C6H6O3; 0.219 g) as carbon source and Pluronic® F-127 ((poly-

ethylene oxide)-(polypropylene oxide)-(polyethylene oxide);

0.437 g) were dissolved in ethanol (40 mL), which was acidi-

fied before with HCl (0.3 mL, 37%). Then a solution of pyrrole-

2-carboxaldehyde (0.166 g) in ethanol (5.5 mL) was added. In

case of the co-doped carbon composite electrode 2-thio-

phenecarboxaldehyde (0.3 mL) as sulfur source was incorporat-

ed as well. The mixture was stirred for 1 min before the felts

(size: 3.5 cm × 3.5 cm; average mass: 0.350 g) were soaked ho-

mogeneously with the combined solutions (20 mL per felt) in

several petri dishes.

The solvent was let to evaporate at room temperature over

6–7 h, followed by thermopolymerisation in a furnace at 80 °C
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for at least 13 h, but not more than 15 h. Afterwards the carbon

felt was thoroughly separated from the bulk material, which was

scraped carefully off the petri dish. For the purpose of

carbonization both materials were heated in incinerating

dishes up to maximum temperatures of 800 and 1000 °C under

a constant flow of nitrogen and with a heating rate of

2.5 °C/min. The tube furnace was allowed to cool down to room

temperature after the maximum temperature was kept for 1 h.

The composite electrodes were obtained with different mechan-

ical stabilities. In comparison to the flexible pristine felt they

appear rigid. With respect to their application in RFB batteries

this could be a positive asset as this feature might generate a

better contact between electrode and bipolar plate and reduce

electrical resistances. All felts were covered with a visible black

glossy layer.

Structural characterizations
A scanning electron microscope (SmartSEM Supra 55VP, Carl

Zeiss SMT Ltd.) with an acceleration voltage of 5–10 kV and

an in-lens detector was utilized to obtain details of the surface

structure. High-resolution images (Figure 2) were captured at

several magnifications to investigate features at the microscale

and the nanoscale. Energy-dispersive X-ray spectroscopy

(EDX) analyses were performed with an X-Max 50 silicon drift

detector (Oxford Instruments) at an acceleration voltage of

10 kV.

Nitrogen adsorption and desorption isotherms were recorded at

77 K using a high-resolution Micromeritics 3Flex instrument.

Prior to the measurement the samples were degassed under

vacuum at 120 °C for 4 h. The surface area was calculated ac-

cording to the Brunauer–Emmett–Teller (BET) model.

Elemental analyses were accomplished using the VarioEL

Organic Elemental Analyzer from Elementar Analysensysteme

GmbH to determine the carbon, nitrogen, sulfur and hydrogen

content. The average of the measured values was determined

and listed in Table 2.

The elemental composition and the chemical state of the ele-

ments in the sample surfaces were determined by X-ray photo-

electron spectroscopy (XPS) measurements (CLAM4 electron

analyzer from Thermo VG scientific), using a Mg Kα source

(1253.6 eV). For analysis, the peaks were fitted using Gaussian

and Lorentzian functions with identical FWHM for each com-

ponent of the same element after manual background subtrac-

tion [32].

Electrochemical characterization
All electrochemical measurements were carried out with a

Reference 600 potentiostat from Gamry Instruments operating

in a three-electrode setup. A saturated calomel electrode (SCE)

was used as reference electrode (243 ± 2 mV vs SHE) and a

platinum electrode consisting of a 1 mm thick platinum piece

(0.6 cm × 0.7 cm) represented the counter electrode. The

respective carbon felts served as working electrodes and were

pierced in their center with a 1 mm thick glassy carbon rod for

contacting. For studying the VO2+/VO2
+ redox reaction the

electrolyte consisting of 100 mL of 0.2 mol/L vanadylsulfate

(VOSO4, Sigma-Aldrich) dissolved in 2.0 mol/L sulfuric acid

(H2SO4, for analysis, 96%) was utilized from Acros Organics.

Prior to each measurement the electrolyte was purged with

nitrogen for at least 15 min to make sure that there was no

remaining dissolved oxygen in the solution. The homogeneous

wetting of the felts was ensured by dipping them into the elec-

trolyte solution for at least 30 min before measuring the sam-

ples. CV curves were measured with a scan rate of 2 mV/s and

the scan limits were set to 0.3 and 1.2 V. The potentiostatic EIS

experiments were implemented in a frequency range from

105 to 10−1 Hz with an ac amplitude of 10 mV and a dc poten-

tial of 0.75 V vs SCE. The EIS data were fitted in the frequen-

cy range between 103 and 100 Hz. The value of the CPE was

converted to CDL.
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Abstract
The rational design and synthesis of covalent triazine frameworks (CTFs) from defined dicyano-aryl building blocks or their binary

mixtures is of fundamental importance for a judicious tuning of the chemico-physical and morphological properties of this class of

porous organic polymers. In fact, their gas adsorption capacity and their performance in a variety of catalytic transformations can be

modulated through an appropriate selection of the building blocks. In this contribution, a set of five CTFs (CTF1–5) have been pre-

pared under classical ionothermal conditions from single dicyano-aryl or heteroaryl systems. The as-prepared samples are highly

micro-mesoporous and thermally stable materials featuring high specific surface area (up to 1860 m2·g−1) and N content (up to

29.1 wt %). All these features make them highly attractive samples for carbon capture and sequestration (CCS) applications.

Indeed, selected polymers from this series rank among the CTFs with the highest CO2 uptake at ambient pressure reported so far in

the literature (up to 5.23 and 3.83 mmol·g−1 at 273 and 298 K, respectively). Moreover, following our recent achievements in the

field of steam- and oxygen-free dehydrogenation catalysis using CTFs as metal-free catalysts, the new samples with highest N

contents have been scrutinized in the process to provide additional insights to their complex structure–activity relationship.
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Introduction
Recent years have witnessed an increasing interest in carbon-

based nanomaterials as functional devices for energy-related ap-

plications [1]. Their unique properties, such as their semicon-

ducting behaviour, their inherent porosity, high specific surface

area, chemical versatility, including their thermal and chemical

resistance make them ideal candidates for a number of energy

storage and conversion technologies [2,3]. The scope of carbon-

based nanomaterials therefore covers a wide range of applica-

tions in (photo-/electro-)catalysis, gas storage and separation

technologies as well as energy storage devices. Among

nanocarbons, (nano)porous organic polymers (POPs) have

gained a significant popularity because of their unique features

[4-8]. Indeed, the use of a wide variety of rigid and sterically

demanding organic building blocks to synthesize POPs allows

for a fine control of their morphological and chemical proper-

ties [9-11]. Thus, POPs provide a permanent porosity (with high

accessible specific surface area), combined with a facile chemi-

cal modification, e.g., the inclusion of heterocycles and light el-

ements within the organic functional units.

Covalent triazine frameworks (CTFs) represent a POP subclass

of highly crosslinked porous polymers, generated by the

cyclotrimerization of dicyano-(hetero)aryl building blocks

[12,13]. Under ionothermal conditions, in molten zinc chloride,

the rational combination of dicyano-substituted organic

moieties can be used to provide stable carbon nanomaterials

with diverse morphologies (i.e., porosity and specific surface

area) along with variable chemical composition (i.e., content

and type of light elements such as N, S and O) [14,15]. Major

application fields of CTFs are represented by energy storage

and conversion [16-18], gas storage and separation (e.g., H2,

CO2 and CH4) [19-21] as well as various catalytic uses [22-30].

The exceptional performance of CTFs in capture and storage of

CO2 has prompted us to further exploit their potentiality in that

direction through a judicious tuning of their ultimate structural

and chemical properties. While the gas-storage capacity of a

solid is mainly influenced by its porosity and accessible surface

area [31,32], the Lewis basicity of its surface generates prefer-

ential interactions with Lewis acids such as CO2 [33]. The

rational selection of monomers featured by Lewis-basic sites,

eventually combined with structural directing co-monomers can

be used to tune the surface basicity and morphology of the ma-

terials and, consequently, optimize their gas-adsorption

capacity. In addition, the control of the chemico-physical prop-

erties (i.e., pore-size distribution, specific surface area (SSA)

and surface basicity) of the target samples is known to play a

fundamental role in the control of their performance (activity

and stability) as metal-free catalysts in gas-phase processes. Our

recent achievements in the use of highly porous and N-rich car-

bon nanomaterials as metal-free catalysts for the steam- and

oxygen-free dehydrogenation catalysis (DDH) of ethylbenzene

(EB) to styrene (ST) have shown unique outcomes in terms of

specific process rate (λ) and ST selectivity, even under opera-

tive conditions close to those of industrial plants [34]. Among

these, CTFs have unambiguously exhibited superior activity and

selectivity in the process [30] compared to carbon-based and

metal-based state-of-the-art systems [35-44]. Most importantly,

the rational balance between morphological and basic material

surface properties has been claimed to control the catalyst

stability on stream: the higher the “chemically accessible” sur-

face basicity, the lower the sample deactivation/passivation due

to the generation of coke deposits [30].

This contribution describes the synthesis and characterization of

two model CTFs based on 1,4-dicyanobenzene (p-DCB) and

4,4′-dicyanobiphenyl (DCBP) and their comparative analysis in

terms of chemico-physical properties with newly synthesized

samples derived from 4,5-dicyanoimidazole (DCI) or its

equimolar mixtures with the aforementioned dicyanoaryl units

(see Scheme 1 below) [45]. The as-prepared samples have been

investigated as CO2 storage materials as well as metal-free cata-

lysts for the gas-phase DDH of EB to ST. Notably, mixed CTF

samples from this series have shown CO2 adsorption capacities

that rank among the highest reported so far in the literature.

Furthermore, an ideal combination of material morphology and

chemical composition has provided a sample that largely

outperforms the classical benchmark carbon materials in terms

of DDH catalytic performance (activity and ST selectivity) as

well as stability on stream.

Results and Discussion
Synthesis and characterization of CTF1–5
CTF samples have been prepared under ionothermal conditions,

using molten ZnCl2 as reaction medium and Lewis acid cyan-

otrimerization catalyst [14]. As ZnCl2 is supposed to act as a

porogene, it was used in large excess with respect to the mono-

mer (ZnCl2/monomer = 5:1 molar ratio). After a sequential

heating of the monomer/salt mixture at 400 °C and 600 °C for

10 + 10 h in sealed quartz ampules, CTFs have been isolated as

amorphous and partially carbonized frameworks. The as-pre-

pared samples feature high specific surface areas showing vari-

able N loadings and N configurations as a function of the type

of monomer(s) used. X-ray powder diffraction analyses have

confirmed, as expected, the substantially amorphous nature

[19,33] of all CTF samples from this series (Supporting Infor-

mation File 1, Figure S1). Scheme 1 summarizes the different

building blocks employed for the synthesis of CTFs in this

work, while Table 1 lists all their main chemico-physical and

morphological properties. Materials obtained from 1,4-
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Scheme 1: Idealized ionothermal synthesis of CTF1–5 from 1,4-dicyanobenzene (p-DCB, I), 4,4′-dicyanobiphenyl (DCBP, II), 4,5-dicyanoimidazole
(DCI, III) as well as from their equimolar mixtures (p-DCB/DCI, IV, and DCBP/DCI, V).

Table 1: Specific surface area, pore size distribution and N content (wt % loading and % of each N configuration) as measured for CTF1–5.

entry sample SSAa

[m2 g−1]
Vp(total)

b

[cm3 g−1]
Vp(micro)

c

[cm3 g−1]
Vp(micro)

c

[%]
Nd,e

[wt %]
pyridinic N %f pyrrolic N %f oxidic N %f

1 CTF1 1654 1.06 0.42 40 7.5 39 51 10
2 CTF2 1863 1.31 0.33 25 3.6 42 50 8
3 CTF3 352 0.19 0.19 100 29.1 58 36 6
4 CTF4 784 0.41 0.30 73 18.1 51 42 7
5 CTF5 1489 0.80 0.44 55 11.4 43 46 11

aBrunauer–Emmett–Teller (BET) specific surface area (SSA) measured at 77 K. bTotal pore volume determined by using the adsorption branch of N2
isotherm at p/p0 = 0.98. cMicropore volume calculated by a NLDFT model. dDetermined by elemental analysis as average values from three indepen-
dent measurements. eComplete CHN elemental analyses of the five CTF samples are given in Supporting Information File 1, Table S1. fDetermined
by XPS analyses.

dicyanobenzene (p-DCB, I→CTF1) and 4,4`-dicyanobiphenyl

(DCBP, II→CTF2) show isotherm profiles typical of bimodal

micro-mesoporous materials with complex and ill-defined pore

networks (see Supporting Information File 1, Figures S2A,A′

and S2B,B′). As found for related CTF samples previously syn-

thesized by us under similar reaction conditions [30], CTF2

presents a type-IV isotherm profile with a distinctive H2

hysteresis loop in the range of p/p0 = 0.4–0.6. As expected from

its longer linker, CTF2 shows an increase of mesoporosity with

respect to CTF1 (mesopore volume from 60% to 75% of the

total pore volume).

Both samples present a high and comparable specific surface

area and a total pore volume up to 1.31 cm3·g−1 (Table 1,

entries 1 and 2). Although their structural properties sound

promising for gas-adsorption applications, their N content

remains moderate. As N content and related surface basicity

play a key role in the CO2 adsorption capacity of CTF samples,

we have focussed on 4,5-dicyanoimidazole (DCI, III) as a

novel and highly N-rich monomer to be used for CTF synthesis

as such (III→CTF3), or in equimolar mixture with one of the

two other building blocks (IV→CTF4; V→CTF5).

N2 physisorption isotherms recorded on CTF3–5 present clas-

sical type-I(b) profiles [46] that basically account for samples

with a prevalent microporous structure (see Table 1, entries 3–5

and Supporting Information File 1, Figure S2C–E and Figure

S2C′–E′). In spite of its purely microporous nature and moder-
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Figure 1: Low-pressure CO2 isotherms for CTF1 (red), CTF2 (black), CTF3 (grey), CTF4 (blue) and CTF5 (green) measured at A) T = 273 K and
B) T = 298 K. CO2 desorption curves are not reported in here for the sake of clarity. Complete adsorption–desorption isotherms are reported in Sup-
porting Information File 1, Figure S5A,B.

ate SSA (352 m2·g−1), CTF3 holds one of the highest N

contents (29.1 wt %) reported so far in the literature for CTF

prepared via ionothermal synthesis. Accordingly, the use of

DCI monomer (III) in combination with I or II has been

exploited to obtain materials that combine high specific surface

area, high mesopore density and high N loading. For both

mixed CTFs (CTF4 and CTF5), monomer III has been used in

equimolar amount with either I or II, while keeping the ZnCl2/

monomer(s) molar ratio constant at 5:1. Isotherms recorded on

mixed CTFs (CTF4,5) account for materials with markedly

higher gas-uptake capacities compared to CTF3. Indeed, the

use of a co-monomer for III in the cyanotrimerization step is

found to double or quadruple the specific surface areas and total

pore volumes on the corresponding CTFs (Table 1, entry 3 vs

entries 4 and 5). Moreover, CTF4,5 show a N content that is

much higher than that of materials prepared from pure mono-

mers I and II. As expected, the greater the size of the para-

dicyano aryl co-monomer, the greater the share of mesopores

(%) and their size distribution in the target material. Indeed,

CTF5 (DCBP/DCI) holds a percentage of mesopores up to 18%

higher than its counterpart CTF4 (p-DCB/DCI) and mesopore

sizes up to 40 Å (Table 1 and Supporting Information File 1,

Figures S2D–E and D′–E′).

The N 1s XPS spectra recorded for all new CTF samples are

fitted with two main components and a minor shoulder at

binding energies (BE) between 398.5 ± 0.2, and 402.5 ± 0.5 eV.

(see Supporting Information File 1, Figure S3A–E and Figure

S4). While the former component at lower BEs is unambiguous-

ly ascribed to pyridinic N atoms from both triazine frameworks

and the pyridinic N sites of the imidazole groups, peaks centred

at 400.5 ± 0.2 are likely due to pyrrolic N species mostly

deriving from a partial decomposition/rearrangement of the

samples during thermal treatment [30,47-49]. Minor shoulders

at higher binding energies for all N 1s profiles are finally attri-

buted to a certain extent of N–O species in the samples [50]

(Table 1). Notably, all materials prepared from the DCI (III)

monomer as such (CTF3) or in mixture with p-DCB (I) (CTF4)

or DCBP (II) (CTF5) maintain a relatively high percentage of

pyridinic nitrogen (Table 1 and Supporting Information File 1,

Figure S3A–E). Such a result is reasonably ascribed to a higher

thermal stability of the ortho-dicyano monomer III compared to

the para-dicyano aryl systems I and II under the ionothermal

conditions.

CO2 adsorption properties of CTF1–5
The wide morphological and chemical diversity of the as-syn-

thesized CTF samples prompted us to evaluate their CO2

adsorption and separation capacities. To this aim, all materials

were firstly activated under ultrahigh vacuum and CO2 iso-

therms were recorded at T = 273 K and T = 298 K, in order to

calculate the CO2 heat of adsorption (Qst). All these data are

summarized in Table 2 and systematically compared with those

reported in the literature for related CTF systems. As Figure 1

shows, neither purely microporous, although highly N-rich,

samples (CTF3) nor mesoporous and N-poor solids (CTF2)

were ideal candidates for the CO2 capture and storage.

Among the prepared CTFs, CTF1 and CTF4 exhibit a CO2

adsorption uptake at ambient pressure as high as 5.23 and

3.83 mmol·g−1 at 273 and 298 K, respectively. A comparative

analysis with the current literature data (according to samples

analyzed under similar pressure and temperature conditions, see

Table 2) reveals that CTF1 and CTF4 rank among the samples

with the highest CO2 uptake capacity reported up to now in the

literature both at T = 273 and 298 K. With the exception of the
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Table 2: CO2 adsorption uptake, isosteric heat of adsorption (Qst) and CO2/N2 selectivity values measured for CTF1–5 at comparison with the most
representative CTF systems from the literature.

entry sample CO2 uptake (mmol·g−1) Qst
(kJ·mol−1)

CO2/N2 selectivity ref.
T = 273 K T = 298 K

0.1 bar 1 bar 0.1 bar 1 bar Henry IAST

1 CTF1 1.27 5.23 0.62 3.32 34.0 13 11 this work
2 CTF2 0.65 3.37 0.30 2.14 32.8 10 9 this work
3 CTF3 1.05 2.46 0.77 2.03 25.8 59 65 this work
4 CTF4 1.51 4.39 1.23 3.83 21.5 75 46 this work
5 CTF5 1.05 4.00 0.74 3.12 24.9 25 19 this work
6 CTF-ph 1.13 4.54 0.58 3.05 33.2 20 — [30]
7 CTF-phHT 0.66 4.17 0.36 2.69 25.4 11 — [30]
8 CTF-py 2.03 5.08 1.12 3.79 35.1 45 — [30]
9 CTF-pyHT 1.04 5.97 0.61 4.22 27.1 29 — [30]
10 bipy-CTF500 — 5.34 — 3.07 34.2 61 42 [33]
11 bipy-CTF600 — 5.58 — 2.95 34.4 37 24 [33]
12 fl-CTF350 — 4.28 — 2.29 32.7 27 23 [19]
13 F-CTF-1 1.76 4.67 0.92 3.21 35.0 — 31 [53]
14 F-CTF-1-600 1.40 5.53 0.68 3.41 32.0b — 19 [53]
15 HAT-CTF-450/600 3.0a 6.3 2.0a 4.8 27.1 126 110 [51]
16 caCTF-1-700 — 6.00 — 3.55 30.6 — — [59]
17 PHCTF-4 — 2.34 — 1.57 34.5b 40 35 [54]
18 PHCTF-5 — 2.18 — 1.34 32.5b 67 138 [54]
19 CTF-20-400 — 3.48 — 2.09 22 19 — [60]
20 CTF-5-500 — 3.02 — 1.90 26 36 — [60]
21 F-DCBP-CTF-1 2.15a 5.98 1.19a 3.82 33.1 — 31 [61]
22 bpim-CTF400 — – — 2.46 31 — 32 [55]
23 bpim-CTF500 — – — 2.77 28 — 24 [55]
24 CTF-CSU41 — 2.34 — 1.80b 44.6 — 35.3 [56]
25 PHCTF-8(650) 1.30a 4.00 — 2.54 28 56 89 [57]
26 CTF-BIB-1 — 4.35 — — 35.2 — 29.3 [62]
27 acac-CTF-5-500 — 3.30 — 1.97 28.6 46 — [58]
28 df-TzCTF600 2.17a 6.79 — 4.60 34 21 30 [52]
29 CTF-TPC — 4.24 — 2.69 32 20c 30c [20]
30 MM2 — 4.70 — 3.13 32 23c 44c [21]

aMeasured at 0.15 bar. bEstimated value from the low-pressure CO2 isotherms in the original paper. cCalculated at 273 K.

CFT-pyHT sample [30] (featured by a markedly higher specific

surface area of 3040 m2·g−1; Table 2, entry 9), the highly N/O

co-doped HAT-CTF material [51] (1090 m2·g−1; Table 2, entry

15) and the perfluorinated df-TzCTF600 [52] (1720 m2·g−1;

Table 2, entry 28), CTF4 outperforms the CO2 adsorption

capacity of many benchmark systems from this class of porous

organic polymers. With 1.23 mmol·g−1 and 3.83 mmol·g−1 of

adsorbed CO2 at room temperature and 0.1 bar and 1 bar

pressure, respectively (Table 2, entry 4), CTF4 surpasses

the adsorption ability of samples such as bipy-CTFs

(3.07–2.95 mmol·g−1; Table 2, entries 10, 11) [33], F-CTF

(3.21–3.41 mmol·g−1; Table 2, entries 13, 14) [53], PHCTFs

(1.57–1.34 mmol·g−1; Table 2, entries 17, 18) [54], bpim-CTFs

(2.46–2.77 mmol·g−1; Table 2, entries 22, 23) [55] CTF-CSU41

(1.80 mmol·g−1; Table 2, entry 24) [56], PHCTF-8(650)

(2.54 mmol·g−1; Table 2, entry 25) [57] and acac-CTF-5-500

(1.97 mmol·g−1; Table 2, entry 27) [58].

CTF1 presents the highest CO2 adsorption capacity at 1 bar

pressure among the samples of this series when analyses are

carried out at the lower temperature (273 K). Under these

conditions, the adsorption gap with related samples from the lit-

erature (Table 2, entry 1 vs entries 6–28) appears somewhat

reduced. Anyhow, the relatively high SSA and N content of

CTF1 together with its micro-mesoporous morphology (see

Table 1, entry 1) keep it among the samples with the highest

CO2 uptake values claimed so far for this class of materials.

To better specify the binding affinity between CTF1–5 and

CO2, the isosteric heat of adsorption (Qst) has been calculated
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from the CO2 isotherms recorded for each material at T = 298

and 273 K, using a variant of the Clausius–Clapeyron equation

[63] (see Supporting Information File 1, Figure S6). Such a

measurement strongly relies on the morphological and chemi-

cal properties of the material and it is generally claimed to

reflect the interaction strength between CO2 and the sorbent

samples [30]. However, the Qst values and the CO2 adsorption

capacity on porous samples do not always coherently correlate

[64]. Indeed, the literature presents several examples of materi-

als featuring very high Qst values but only moderate CO2

uptake [54,56]. The Qst value of CTF3 is relatively high

because of its exceptionally high N content. However, its

adsorption capacity is markedly reduced compared to CTF1

and CTF2 (Table 1, entry 3 vs entries 1 and 2) because of its

markedly decreased pore volume (the total pore volume of

CTF3 is roughly reduced to one tenth compared to CTF1 and

CTF2) .  At odds with i ts  high adsorption capacity

(3.83 mmol·g−1, T = 298 K, 1 bar of CO2), the Qst value of

CTF4 (21.5 kJ·mol−1) is lower compared to its congeners.

Similarly, the pore volume of CTF5 is higher than that of

CTF4 while the N loading is smaller; this translates in compa-

rable Qst values for the two mixed samples (Table 2, entries 4

and 5). Overall, Qst values measured for CTF samples from this

series fall in the ideal range for CO2 storage materials

(<40 kJ·mol−1) [52], which ensures lower regeneration cost

compared to widely used amine solutions (>40 kJ·mol−1) [65]

for CCS targets.

Given the CO2 affinity of the materials, and in view of their

practical application as CO2 adsorbents from gas mixtures, the

competitive CO2 uptake over N2 has been determined for each

sample using the ratio of the initial slopes in the Henry region

of the adsorption isotherms (CO2 and N2) at T = 298 K (see

Supporting Information File 1, Figure S7). The resulting values

(listed in Table 2) generally come from the combination of two

distinct material features: (i) adsorption selectivity and

(ii) uptake capacity [52]. Accordingly, the values range from

moderate (CTF1,2 and CTF5) to relatively high in the case of

CTF3 and CTF4. For the sake of completeness, the selective

CO2 capture from CO2/N2 mixtures was additionally calculated

using the simplified ideal adsorbed solution theory (IAST)

model [66]. Accordingly, ideal selectivity values of CO2 over

N2 were calculated (Table 2) at an equilibrium partial pressure

of 85% N2 and 15% CO2 in the bulk phase by combining the

experimental single-component isotherms. Among the CTFs of

this study, the DCI derivative (CTF3) gives an ideal selectivity

value of 65 that is the highest calculated for this material series.

This result is in line with the pure microporous nature of the

sample whose channels match better with the CO2 dimensions

providing a higher kinetic selectivity for CO2 separation from

CO2/N2 mixtures [56].

CTF1–5 as metal-free catalysts
From the viewpoint of sustainable technologies, the heterogen-

eous catalysis with complex carbon networks as metal-free

systems, including carbon matrices hetero-doped with light ele-

ments, has received a great deal of interest from several

research groups operating in the area of industrially relevant

transformations. CTFs have been recently reported by some of

us as highly stable and effective heterogeneous systems for

promoting a challenging transformation such as the steam- and

oxygen-free dehydrogenation (DDH) of ethylbenzene (EB) to

styrene (ST) [30]. We demonstrated how the unique DDH per-

formance of selected CTFs was the result of a compromise be-

tween morphological and accessible basic surface properties of

the samples. In particular, the higher the chemically accessible

basic surface of the catalytic materials, the higher their stability

(as catalysts) on stream. Indeed, from the comparative analysis

of CTFs featuring different chemical and morphological proper-

ties, we postulated the existence of a close relationship between

the rate of cracking side reactions leading to catalyst deactiva-

tion (formation of coke deposits) and the kinetic desorption of

reagents and products from the catalyst surface. The higher the

basic surface properties of the CTF, the higher the desorption

rate of reagents and products and the higher the catalyst life-

time on stream. This evidence is in line with other findings from

the literature where basic properties of the material are crucial

in preventing the occurrence of side cracking reactions of EB

[34,35,37,38,67-70].

With a view to the N loading and N configuration of the newly

synthesized samples, CTF3–5 offer a variety of morphological

properties (from purely microporous to micro-mesoporous sam-

ples) along with high charges of nitrogen (up to 29.1 wt %) and,

in particular, basic N sites (NPy) (from 43 to 58%) (Table 1,

entries 3–5). Hence, the three CTF samples have been scruti-

nized for the DDH of EB to ST and their performance, in terms

of EB conversion (filled circles) and ST selectivity (empty

circles), are outlined in Figure 2 and compared to the industri-

ally used K–Fe catalyst under identical conditions (550 °C,

2.8 vol % EB diluted in He, total flow rate: 30 mL/min).

CTF5 outperformed the other two metal-free systems as well as

the benchmark K–Fe catalyst under steady-state conditions.

Despite its remarkably high N content, CTF3 shows a very

moderate performance on stream with an EB conversion that

roughly lies around 5% and a ST selectivity close to 98%. Such

a result is likely ascribed to its purely microporous nature that

largely prevents the regular EB uptake to the bulk active sites

for the process to occur.

CTFs featuring larger mesopore domains (Table 1, entry 3 vs

entries 4 and 5), albeit providing a lower number of N sites
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Figure 2: A) DDH of EB with CTF3 (filled grey spheres), CTF4 (filled blue spheres), and CTF5 (filled green spheres) along with the respective ST
selectivity: ST sel. of CTF3 (open grey spheres); ST sel. of CTF4 (open blue spheres), and ST sel. of CTF5 (open green spheres). DDH performance
of the benchmark K–Fe catalyst, EB conv. (filled orange diamonds) and ST sel. (open orange diamonds) are reported under identical reaction condi-
tions for the sake of comparison. B) Catalytic performance (specific reaction rate λ (coloured histograms) and ST selectivity (orange spheres)) for
CTF5 in comparison with the most representative CTF samples from the literature [30] along with state-of-the-art carbon-based catalysts (N–C/CNT
foam and NDs taken from [34]). The K–Fe2O3 catalyst is reported for the sake of comparison. All values of λ and ST selectivity are measured under
steady-state conditions, after 30 h on stream except for CTF5 the λ value of which was measured after 50 h on stream. Experimental conditions: cata-
lyst 300 mg; T = 550 °C; 2.8% EB in He at 30 mL·min−1.

(CTF4 and CTF5), show good to excellent catalyst perfor-

mance. CTF4 performs similarly to K–Fe in terms of EB

conversion, showing a largely superimposable profile to that of

the benchmark system under identical conditions. Despite a

higher ST selectivity compared to its metallic counterpart (98.5

vs 96.4% after 40 h on stream), CTF4 shows a rapid deactiva-

tion already within the first hours on stream that progressively

continues (although more slowly) after 20 h on stream, thus

revealing its rather moderate stability. Such a moderate EB

conversion (at the steady-state) and rapid catalyst deactivation

on stream is ascribed to pore clogging caused by the formation

of coke deposits that progressively reduces the access of EB to

the active sites. With an increased volume of the mesoporous

component (Table 1, entry 5 vs entry 4) and a relatively high N

content (up to 11.4 wt %), CTF5 largely outperforms all CTFs

from this series and exhibits a catalytic performance that is the

highest reported so far for a metal-free catalyst in DDH under

steam- and O2-free conditions. The absence of a marked deacti-

vation of this sample in the first hours on stream is distinctive

for an open-cell pore structure where the chemically accessible

basic character of the material (due to the presence of a relative-

ly high fraction of basic N sites) is supposed to reduce the oc-

currence of side processes responsible for the progressive cata-

lyst passivation on stream. The catalyst stabilizes in the first

30 h on stream during which EB conversion gradually decreases

(although it always remains over 50%) and then floats almost

constantly around (43 ± 0.5)% for the remaining time (till 50 h).

ST selectivity gradually increases to approximately 98% after

50 h on stream. Under these conditions, the measured specific

reaction rate (λ), expressed as the amount of ST obtained

per gram of catalyst per hour at the steady state is 3.24

(mmolST·g−1
Catal·h

−1). Such a value certainly ranks among the

highest rates claimed so far for CTFs as well as for various

metal-free C-networks applied to the process (Figure 2B). The λ

value measured for CTF5 is even higher than that recorded for

selected classes of mesoporous carbon nanomaterials, i.e., nano-

diamonds (NDs) [39,40] and 3D foams (N–C/CNT) [34], that

are commonly quoted as benchmark metal-free systems for

DDH. Finally, temperature-programmed oxidation (TPO)

analyses have been conducted on the fresh and spent CTF sam-

ples used in long-term catalytic DDH runs. As Supporting

Information File 1, Figure S8 shows, the TPO profiles of CTF5

before and after catalysis (see Figure 2A, after 50 h on stream

and Figure S8B, Supporting Information File 1) are largely

superimposable with a slight increase of the low-temperature

component only. On the other hand, the TPO profile of the

spent CTF4 presents (see Figure 2A, after 40 h on stream and

Figure S8A, Supporting Information File 1) an evident peak

enlargement due to a non-negligible formation of low-tempera-

ture carbon deposits (coke). These results mirror the different

catalytic behaviour of the two CTF systems at work in DDH

and highlight the higher stability of the highly basic and open-

cell-structured CTF5 sample under operative conditions.

Conclusion
The rational combination of highly N-rich building blocks for

the bottom-up synthesis of highly porous organic polymers with

improved CO2 adsorption properties has prompted us to explore

the generation of mixed covalent triazine frameworks. The

ionothermal synthesis of mixed CTFs from equimolar mixtures
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of 4,5-dicyanoimidazole (DCI, III) and 1,4-dicyanobenzene

(p-DCB, I) or 4,4′-dicyanobiphenyl (DCBP, II), has provided

amorphous polymers with variable (from moderate to high) spe-

cific surface areas and bimodal micro-mesoporous morpholo-

gies. In particular, the greater the size of the para-dicyano aryl

co-monomer (I or II), the greater the mesopore component (%)

in the target mixed material. The use of a co-monomer for III in

the cyanotrimerization step doubles or quadruples the specific

surface area and total pore volume of the resulting mixed-CTF

samples compared to the material prepared from the unique

monomer III. In addition, mixed CTFs exhibit a higher N

loading than the samples obtained from the pure monomers I

and II. With 1.23 mmol·g−1 and 3.83 mmol·g−1 of adsorbed

CO2 at room temperature and 0.1 bar and 1 bar pressure, re-

spectively, CTF4 ranks among the benchmark systems for this

class of materials. In addition, the mesoporous nature of the

N-rich mixed sample CTF5 has been found to fulfil ideally the

key morphological and chemical requirements for a highly

robust and active catalyst for the dehydrogenation of ethylben-

zene to styrene. CTF5 has shown excellent performance as a

metal-free catalyst in the process, working under steam-and

O2-free conditions. With a specific reaction rate, λ, of 3.24

(mmolST·g−1
Catal·h

−1) under steady-state conditions and with a

markedly high stability on stream, CTF5 outperforms materials

from the same sample series as well as various doped and

undoped C-networks reported so far as metal-free catalysts in

the same process.

Experimental
Materials and methods
Synthesis of CTF1–5. CTF materials have been synthesized via

ionothermal synthesis in quartz glass ampules according to liter-

ature procedures [22]. In a general procedure, CTF1–3 were

prepared as follows: 3 g of the selected monomer (I, II or III)

were thoroughly mixed and finely ground with 5 equiv of ZnCl2

within a glovebox and transferred into a quartz ampule (12 cm

height and 3 cm diameter). After drying the material under

vacuum for at least 3 h, the ampule was flame-sealed, placed

inside a furnace and heated up to 400 °C with a heat rate of

10 °C·min−1. Afterwards, it was kept at 400 °C for 10 h before

raising the temperature to 600 °C (second heating phase) and

keeping the sample at that temperature for further 10 h. After

cooling to room temperature, the ampules were opened

(caution: after high-temperature treatment the ampules are

under pressure, which is released during opening) and the

monolithic solids were ground and thoroughly washed with

water and diluted HCl (0.1 M). Finally, the solids were finely

ground using a laboratory ball mill (Fritsch Pulverisette 23,

5 min, 30 Hz) to get black powders, which were carefully

washed in sequence with water, diluted HCl, diluted NaOH,

water and THF. At the end of each work-up, materials were

dried under vacuum to constant weight (at least 12 h at 60 °C).

Mixed CTFs (CTF4,5) were obtained following an identical

procedure except for the use of a 50:50 molar ratio of the two

starting monomers (DCI (III)/p-DCB (I) or DCI (III)/

DCBP(II)) while keeping constant the 1:5 molar ratio between

monomer(s) and ZnCl2 [21,71]. All materials (CTF1–5) were

isolated in nearly quantitative yield (≥90% after work-up). To

prevent bursting within the furnace, ampules were charged to a

maximum of half of their volume.

Elemental analyses were performed using a Thermo FlashEA

1112 Series CHNS-O elemental analyzer and elemental aver-

age values for each sample were calculated over three indepen-

dent runs.

X-ray photoelectron spectroscopy (XPS) measurements were

performed in an ultrahigh vacuum (UHV) Thermo-VG scien-

tific spectrometer equipped with a CLAM4 (MCD) hemispher-

ical electron analyser. The Al Kα line (1486.6 eV) of a dual

anode X-ray source was used as incident radiation. Survey and

high-resolution spectra were recorded in constant pass energy

mode (100 and 20 eV, respectively). Elemental semi-quantita-

tive atomic percentages were calculated by fitting the spectra

with mixed Gaussian–Lorentzian peaks applying tabulated

sensitivity factors.

Temperature-programmed oxidation (TPO-MS) analyses

were carried out on a Hiden Analytical CATLAB instrument

coupled with a quadrupole mass spectrometer (detection limit =

2 × 10−14 Torr). In a typical analysis, 5–8 mg of CTF were

charged in the sample holder and flushed at room temperature

for 30 min under a stream of 10% O2 in Ar (flow rate:

25 mL/min). Afterwards, the temperature was raised up to

900 °C at a heating rate of 10 °C/min and the evolved volatile

species (m/z 2 (H2), 18 (H2O), 28 (CO) and 44 (CO2)) were

monitored through a mass spectrometer connected at the

furnace outlet.

X-ray powder diffraction (PXRD) qualitative measurements

were carried out with a Panalytical X’PERT PRO powder

diffractometer equipped with a mirror on the incident beam, a

beam knife and a PIXcel© solid state detector in the 4–60° 2θ

region, operating with Cu Kα radiation (λ = 1.5418 Å). Anti-

scatter slits were used both on the incident (0.25° and

0.5° divergence) and the diffracted (7.5 mm height) beam.

Gas adsorption measurements. In a similar manner as de-

scribed before [22], nitrogen physisorption experiments were

conducted on a Micromeritics ASAP 2010 instrument. Samples

were degassed for at least 15 h at 150 °C using a FloVacDe-

gasser. Static volumetric measurements were carried out at
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77 K. The empty volume of the cell was determined with

helium. The specific surface area (SSA) for each sample was

determined by the Brunauer–Emmet–Teller method (BET)

using data points at a relative pressure p/p0 between 0.05 and

0.3. The total pore volume was determined at a relative pres-

sure of 0.98. The pore size distribution was calculated via

Micro-Active (version 1.01) using the density functional theory

(DFT) N2 model for slit geometry at optimal goodness of fit vs

regularization (0.01) values for both RMS error of fit and

roughness of distribution. The cumulative pore volume at the

pore width of 2 nm was used to determine the micropore

volume of the samples.

Low pressure adsorption isotherms were recorded on an

ASAP 2020 Micromeritics instrument after activation of CTF

samples at 200 °C for 12 h. CO2 adsorption isotherms were re-

corded at 273 K and 298 K up to 1.2 bar, while N2 adsorption

isotherms for the determination of the CO2/N2 selectivity were

measured at 298 K up to 1.2 bar.

The isosteric heat of adsorption (Qst) was calculated from the

measured CO2 isotherms at 273 and 298 K using a variant of

the Clausius–Clapeyron equation (Equation 1) [51,63]:

(1)

where Pn (n = 1 or 2) is the pressure value for isotherm n; Tn

(n = 1 or 2) is the temperature value for isotherm n; R is the gas

constant, R = 8.314 J·K−1·mol−1. CO2/N2 selectivity was calcu-

lated on the basis of the Henry model, taking into account the

initial slopes of the adsorption isotherms (Supporting Informa-

tion File 1, Figure S7). The IAST selectivity for a 15:85

CO2/N2 mixture at a total pressure of 1 bar was determined

from Equation 2:

(2)

where (χi)ads represent the adsorbed molar fractions of the two

gases [72] as derived from the application of the free python

software pyIAST (https://github.com/CorySimon/pyIAST) to

the experimental N2 and CO2 isotherms of CTF1–5 collected at

298 K, while (χi)mix are the molar fractions of the two gases in

the starting mixture (0.85 and 0.15 for N2 and CO2, respective-

ly). A BET (CO2) and a Henry (N2) model were employed for

the isotherms fitting. For a detailed explanation of these

methods, see the pyIAST webpage and documentation.

Catalytic oxygen- and steam-free direct
dehydrogenation of ethylbenzene to styrene
The catalytic reaction was carried out in a fixed-bed continuous

flow reactor under atmospheric pressure. 300 mg of CTF were

loaded into a quartz fritted disk located inside a tubular quartz

reactor (i.d. × length 8 × 800 mm). Helium was fed into the

reactor (30 mL·min−1) through a mass flow controller

(BROOKS MFC) and passed through a glass evaporator filled

with liquid EB maintained at constant temperature with a regu-

lated thermal bath. The reaction system was heated to 550 °C

and kept for 2 h under He. The reactant flow (2.8 vol % EB

diluted in He, total flow rate of 30 mL·min−1) was then fed to

the reactor. The reactant and the products (styrene (ST),

benzene (BZ) and toluene (TOL)) getting out from the reactor

were analyzed on line with a PERICHROM (PR 2100) gas

chromatograph equipped with a flame detector (FID) and a pre-

viously calibrated CP WAX S2CB column. In order to avoid

any possible condensation of the reactant or the products, all the

tube lines were wrapped with a heating wire kept at 110 °C. The

ethylbenzene conversion (XEB) and styrene selectivity (SST)

were evaluated using Equation 3 and Equation 4:

(3)

(4)

where F and F0 are the flow rates of the outlet and inlet, respec-

tively, while CEB, CST, CTOL and CBZ correspond to the con-

centration of ethylbenzene, styrene, toluene and benzene. The

carbon balances amounted to about 100% in all trials.

Supporting Information
Complementing material characterization, such as CHN

elemental analysis, nitrogen adsorption−desorption

isotherms, differential pore volume distributions, survey

spectra and N 1s, O 1s core region XPS analyses,

low-pressure CO2 adsorption–desorption isotherms, heats

of adsorption (Qst), CO2 and N2 adsorption isotherms at

298 K, TPO and PXRD analyses.

Supporting Information File 1
Additional experimental data.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-10-121-S1.pdf]

https://github.com/CorySimon/pyIAST
https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-10-121-S1.pdf
https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-10-121-S1.pdf
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Abstract
Sulfur- (S-CNT) and nitrogen-doped (N-CNT) carbon nanotubes have been produced by catalytic chemical vapor deposition
(c-CVD) and were subject to an annealing treatment. These CNTs were used as supports for small (≈2 nm) Pt3M (M = Co or Ni)
alloyed nanoparticles that have a very homogeneous size distribution (in spite of the high metal loading of ≈40 wt % Pt), using an
ionic liquid as a stabilizer. The electrochemical surface area, the activity for the oxygen reduction reaction and the amount of H2O2
generated during the oxygen reduction reaction (ORR) have been evaluated in a rotating ring disk electrode experiment. The
Pt3M/N-CNT catalysts revealed excellent electrochemical properties compared to a commercial Pt3Co/Vulcan XC-72 catalyst. The
nature of the carbon support plays a key role in determining the properties of the metal nanoparticles, on the preparation of the cata-
lytic layer, and on the electrocatalytic performance in the ORR. On N-CNT supports, the specific activity followed the expected
order Pt3Co > Pt3Ni, whereas on the annealed N-CNT support, the order was reversed.

1251

Introduction
Proton exchange membrane fuel cells (PEMFCs) convert chem-
ical energy from the hydrogen oxidation reaction (HOR) and
the oxygen reduction reaction (ORR) into electrical energy.
PEMFCs are one of the most promising technologies in the
field of renewable energy (and especially for transport applica-
tions), but the cost and lifetime are factors still to be improved

in order to achieve widespread dissemination of this technolo-
gy [1,2]. Due to the sluggish reaction kinetics for the ORR, the
cathode active layer contains generally four times more catalyst
than the anodic layer, which explains why most of the research
is focused on the optimization of the cathodic catalytic layer.
Platinum nanoparticles (NPs) supported on carbon black (CB),
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especially Vulcan XC-72 [3,4], are usually used as the catalyst.
To meet the performance and durability requirements for trans-
port applications, a metal loading of 0.4 mgPt·cm−2 for the
cathode side is commonly used, which explains the high cost of
these systems [5]. One lever to reduce the cost of this technolo-
gy is the reduction of the cathode Pt loading, but this must be
done without compromise to the catalyst layer performance and
durability.

It is known that catalyst degradation via platinum dissolution
and carbon corrosion plays an important role in the voltage deg-
radation of PEMFCs [6-8]. CB, which is widely used, particu-
larly for its low cost, suffers from thermochemical instability
and corrosion in fuel cell applications. In the cathodic layer, the
oxidizing, wet and acidic environment, the high electrochemi-
cal potential, and the high platinum loading all lead to the oxi-
dation of the carbon surface, and occasionally to the formation
of CO2 [9]. This carbon corrosion modifies the mass transport
properties of the active layer, especially for the water manage-
ment, and accelerates the degradation of the Pt NPs [10,11].

One way to reduce the Pt content is to use more active, tailored
NPs [12,13], for example, bimetallic NPs with a core–shell
structure [14,15]: a Pt shell can be deposited on a low-cost tran-
sition metal such as Co [16-18], Ni [19,20] or Cu [21] or their
nitrides [22]. Kristian et al. have described a redox–transmetal-
ation method for the synthesis of Cocore–Ptshell particles with a
high activity for the ORR [23]. Platinum-based alloys can also
been used [24,25]. Therefore, it seems important to develop
nanostructured catalysts supported on a material with elec-
tronic conductivity and surface area close to the common CB
but with more resistance towards corrosion. Interestingly, it has
recently been shown that the introduction of small amounts of
ionic liquids (ILs), which are known as NP stabilizers, includ-
ing on carbon supports [26], into Pt-based catalysts can further
improve the ORR performance. This is likely due to the high O2
solubility in the IL phase [27]. It was also demonstrated that the
choice of the carbon support, in combination with ILs, is also
important to achieve high Pt dispersion, and functionalized
carbons should be preferred, presumably because of their
stronger interaction with the IL [28].

Carbon nanotubes (CNTs) are well known for their remarkable
chemical and physical properties and appear to be an interest-
ing alternative to replace CB in fuel cell applications [29,30]. It
has been described that CNTs could be used as resistant materi-
al to support nanostructured PtNi hollow particles, but it
appears that the structure of the used CNT might be responsible
for the large external diameter of the deposited particles, which
is close to 25 nm [31]. Previous works have shown the possibil-
ity to dope CNTs with nitrogen (N-CNT) or sulfur (S-CNT) in

order to modify properties such as electronic conduction and
surface chemistry [32-34]. This strategy contributes to improve
the metal dispersion and to increase the performance of the
catalyst for the ORR due to the structural and electronic proper-
ties of the doped CNT [34,35]. Additionally, the amount of
heteroatom in the doped structure has an effect on the hydro-
phobicity of the material, which could provide a solution to
facilitate the water management in the active layer. In fact,
water management in the cathodic layer is a key challenge: the
electrolytic membrane has to be hydrated enough to favor the
proton conduction, but an excess of water in the cathodic layer
will decrease the oxygen accessibility to the active sites. Ther-
mal treatment can be used to improve the carbon corrosion
resistance of the CNT. In fact, annealing at high temperature
(above 1000 °C) is used to remove structural defects from the
CNT in order to obtained more stable [36] and more conduc-
tive [37] structures. In the case of the N-CNTs, the thermal
annealing can also modify the ratio of the different nitrogen
groups at the surface [38], and consequently, the metal–support
interaction.

This work proposes: i) to reduce the amount of Pt on the cata-
lyst by using Pt alloyed compounds, and ii) to increase the
support corrosion resistance using heat-treated carbon materials.
Several CNT materials have been synthetized, fully character-
ized (structural and surface properties) and used as catalyst
supports. CNT-supported bimetallic Pt3Co or Pt3Ni NPs were
synthetized. To evaluate catalyst performance, electrochemical
characterization was performed using a rotating ring disk elec-
trode (RRDE) experiment to determine the active surface and
the activity for the ORR of each catalyst. Finally, membrane
electrode assemblies (MEAs) of 25 cm2 active area, integrating
the synthesized catalysts, have been prepared and tested. The
one giving the best beginning-of-life performance has been
aged following a recommended accelerated stress test (AST)
cycle for catalyst support corrosion.

Results and Discussion
Synthesis and characterization of the CNTs
and Pt3M/CNT
Three kinds of CNTs have been produced by catalytic chemical
vapor deposition (c-CVD): undoped (CNTs), N-doped
(N-CNTs) and S-doped CNT (S-CNTs). To further increase the
corrosion resistance and the electrical conductivity of the
N-CNTs, they were annealed at 1000 °C to produce N-CNTHT.

The introduction of nitrogen or sulfur into the CNT structure
has an effect on the structural properties of the prepared ma-
terials. High resolution transmission electron microscopy
(HRTEM) analysis shows a remarkable difference between the
carbon structures synthetized (Figure 1).
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Figure 1: HRTEM micrographs of: a) CNTs; b) N-CNTs; c) S-CNTs, and d) N-CNTsHT. (Scale bar = 10 nm).

Very regular structures were obtained for the CNT sample
(Figure 1a), while the N-CNT sample presented a “bamboo-
like” structure typically found in N-doped CNTs (Figure 1b)
[39], and the structure of the S-doped CNTs presents some al-
terations (bulbous segments, Figure 1c), which are different
than those observed for the N-CNTs (bamboo structure). The
N-CNTsHT show similar structure to the HRTEM observations
(Figure 1d). Low magnification TEM micrographs of the car-
bon supports are given in Supporting Information File 1, Figure
S1. The CNTs, N-CNTs and S-CNTs have mean external
diameters of 15 ± 5, 18 ± 8, and 15 ± 7 nm, respectively. The
specific surface area (SSA) of these materials ranged between
150 m2/g (CNTs) and 190 m2/g (S-CNTs).

Structural characterization was performed using Raman spec-
troscopy and X-ray diffraction (XRD, see Table 1 and Support-
ing Information File 1, Figure S2 for Raman spectra). In Raman
spectroscopy, a useful parameter for carbon nanotubes is the
ratio between the D band (ID) at ≈1380 cm−1, attributed to the
defects of the CNT structure, and the G band (IG) at
≈1580 cm−1, the first-order Raman band of all sp2 carbon ma-
terials. The presence of disorder in CNTs can also impact: i) the
intensity of other bands, such as the G’ band at ≈2700 cm−1,
and ii) the position and shape of the peaks [40]. The G’ band is

indicative of long-range order in a sample. Finally, another pa-
rameter, measurable by Raman spectroscopy that is relevant to
catalyst preparation, is the LD: LD is a typical inter-defect dis-
tance that we have measured as described in [41]. A lower ID/IG
(and higher LD) is obtained for the CNT sample and a higher
ID/IG (and lower LD) for the N-CNT sample, which is in accor-
dance with the TEM observations. The N-CNTHT sample shows
a decrease in the number of defects compared to N-CNT, as ex-
pected after the high temperature treatment. S-CNTs constitute
an intermediate situation. The d002 inter-planar spacing results
obtained with XRD are presented in Table 1.

All the values are larger than that of graphite (3.334 Å), and the
smallest value is obtained for N-CNTHT, indicating a higher
level of graphitization for this sample.

The elemental composition as well as the surface chemistry is
also affected by heteroatom doping. Elemental and X-ray
photoelectron spectroscopy (XPS) analysis results are shown in
Table 1. The elemental analysis confirmed the efficiency of the
doping, and showed that S-CNT contains a significant amount
of residual catalyst (iron, encapsulated in the structure of the
tubes). An effect of heat treatment on the N-CNTs (besides the
reduction of disorder) is to decrease the amount of nitrogen,
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Table 1: Chemical, textural, and crystalline properties of the carbon supports.

Supports XPS analysis Textural properties Elemental analysis

C (%) O (%) N (%) S (%) BET surface area (m2·g−1) Pore volume (cm3·g−1) C (%) N (%) S (%)

CNT 98.4 1.6 – – 151 2.6 92.3 – –
N-CNT 91.2 4.9 3.9 0.2 182 2.7 92.3 2.9 –
N-CNTHT 94.1 3.5 2.4 – 168 2.4 95.6 1.6 –
S-CNT 95.6 2.8 – 1.3 190 1.1 78.6 – 5.0

Raman analysis Crystallite properties

ID/IG ID/IG ID/IG ID/IG d002 (nm) d002 (nm)

CNT 0.87 0.87 0.87 0.87 0.3444 0.3444
N-CNT 1.02 1.02 1.02 1.02 0.3436 0.3436
N-CNTHT 0.95 0.95 0.95 0.95 0.3379 0.3379
S-CNT 0.99 0.99 0.99 0.99 0.3422 0.3422

Table 2: Contribution of species detected by deconvolution of XPS spectra for several N-CNT samples.

Sample Surface groups

S-doped SFeS2 (%) Sthiol (%) Ssulphide/thioether (%) Sox (%)

S-CNT 5.0 64.9 22.8 7.3

N-doped Npyridinic (%) Nquaternary (%) Npyrrolic (%) Noxidized (%)

N-CNT 23.9 23.4 9.1 43.6
N-CNTHT 30.9 54.3 10.3 4.5

which decreases from 2.9 to 1.6%. XPS analysis confirmed the
bulk analyses and showed that the S-CNT sample also contains
a significant amount of surface oxygen groups. The introduc-
tion of oxygen may correspond to the oxidation of the sulfur
species introduced during the doping during the purification
step in H2SO4. As the S 2p peaks are typically presented in
spin–orbit doublets of S 2p3/2 and S 2p1/2 (splitting magnitude
≈1.18 eV), four S 2p3/2 peaks representing sulfur bonding of
FeS2 (≈162.5 eV), H–S–C (≈163.5 eV), R–S–C (≈164.5 eV),
and S–O (≈168.0 eV) were observed (Supporting Information
File 1, Figure S3) [42,43]. The intense peak at 163.5 eV indicat-
ed the doping of CNTs with mainly thiol surface groups
(Table 2). The peak at 164.5 eV could arise from the presence
of sulfur in the carbon matrix, while the oxidation of surface
thiols should produce S–O bonds (peak at 168 eV). The pres-
ence of pyrite could arise from the significant amount of
remaining iron catalyst in this sample. Different nitrogen groups
are present in N-CNT, and the proportion of these groups was
determined by deconvolution of the main N 1s peak: pyridinic
nitrogen, pyrrolic nitrogen, quaternary nitrogen and nitrogen-

oxidized species were identified (Table 2, and Supporting Infor-
mation File 1, Figure S4). XPS analysis also showed the pres-
ence of sulfonic acid groups on the surface of N-doped CNTs
(Supporting Information File 1, Figure S4b), and the S content
increases with the nitrogen content. This functionalization
occurs during the purification step with sulfuric acid. In the
N-CNTHT sample, we measured a clear decrease of the
nitrogen-oxidized species.

Electrocatalyst support materials are crucial to both the perfor-
mance and durability of PEM fuel cells [44,45]. These ma-
terials should combine some key characteristics such as: i) an
adapted surface chemistry to allow high dispersion of the
metallic phase at very high metal loading, ii) a good balance be-
tween hydrophobicity and hydrophilicity to allow water
management and interaction with the electrolyte, iii) a good
dispersibility in the ink to limit mass transfer, and iv) structural
features allowing high conductivity and chemical stability. As
some of these characteristics are not compatible (e.g., a high
metal dispersion should be favored on defective carbon
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supports but this should be detrimental to the stability and elec-
tronic conduction), some compromises have to be made.

Figure 2 shows the evolution of the ID/IG ratio from Raman
spectroscopy and the percent of surface heteroatoms from XPS
in the investigated supports. The ID/IG ratio reflects the concen-
tration of defects in these supports, where a high ratio favors
metal dispersion. A high percentage of surface heteroatoms
should favor metal dispersion and interaction with the elec-
trolyte but may have negative impacts on the electronic conduc-
tivity, the stability, and can modify the metal/support interac-
tions and thus the electrocatalytic performance. From this
figure, we can see that the CNTs and S-CNTs constitute the
extremes and that the compromise could lie in the N-doped
nanotubes, particularly the N-CNTHT.

Figure 2: Evolution of the ID/IG ratio (from Raman spectroscopy) and
the percent of surface heteroatoms (from XPS) in the investigated CNT
supports.

These CNTs have been used to support Pt3M (M = Co, Ni) NPs.
The bimetallic NPs were prepared using the transmetalation
method described by Kristian et al. [23]. The redox couple used
for the transmetalation is Co2+(II)/Co(0) (E° = −0.77 V/RHE)
and PtCl42−/Pt(0) (E° = 0.67 V/RHE) for Pt3Co NPs. In our
procedure, the ammonium salt used as a stabilizer has been
replaced by an ionic liquid in order to obtain a better distribu-
tion of NPs at the surface of the CNTs [46]. Indeed, the use of
hexadecyl trimetyl ammonium bromide leads to the formation
of small NPs (1.90 ± 0.77 nm) that are not well-dispersed on the
support (see Supporting Information File 1, Figure S5a for the
Pt3Co/CNT sample). In order to improve the NP distribution on
the support, [bmim][Tf2N] was chosen as stabilizer. It is known
that imidazolium salts show good interaction with CNTs due to
π–π interactions and could also be used as a stabilization agent
for NPs [46-48]. The TEM images of sample Pt3Co/CNT (Sup-
porting Information File 1, Figure S5b) show that the use of ILs
does not result in well-dispersed NPs on this support. The
presence of heteroatoms in the CNTs significantly affects the

distribution of the NPs on the CNT surface (Figure 3a–c).
N-doped or S-doped structures are known to be more reactive
due to the presence of different functional groups at the surface
of the CNTs, while un-doped CNTs are relatively inert. With
nitrogen or sulfur groups acting as nucleation centers, the distri-
bution of NPs on the CNT walls is better on N-CNTs and
S-CNTs than on CNTs. A decrease of the nitrogen content was
observed with annealing of the N-CNTs. This could explain
why the NP distribution is better for Pt3Co/N-CNT compared to
Pt3Co/N-CNTHT. Non-annealed CNTs seem to have better
interaction with the Co precursor and the as-obtained catalysts
show a better NP distribution. Nevertheless, the mean size of
the NPs is around 2 nm for all the prepared catalysts (Table 3
and Supporting Information File 1, Figure S6).

Pt3Ni/N-CNT catalysts were prepared using the same
procedure. The redox couple used for the transmetalation is
Ni2+(II)/Ni(0) (E° = −0.257 V/RHE) and PtCl4

2−/Pt(0)
(E° = 0.67 V/RHE). A poor metal distribution was obtained on
the CNTs, thus Pt3Ni NPs were further studied only on N-CNTs
and S-CNTs. For the Pt3Ni catalysts, the mean size of the NPs
is around 2 nm as observed for Pt3Co (Figure 3d–f and Support-
ing Information File 1, Figure S6). From these syntheses, we
can estimate the influence of the metal precursor on the NP dis-
tribution. Regardless of the carbon support, much better distri-
bution on the CNT walls was obtained with the Ni precursor.
The affinity between the metal precursor and the carbon sur-
face seems to play a role on the active phase distribution. The
higher affinity of Ni compared to Co for graphene [49,50] and
N-doped carbon [51,52] surfaces has already been reported
in the literature and could hint at the origin of our results.
The annealing of the N-CNTs has also an impact, since the
Pt3Ni/N-CNTHT catalyst shows a better distribution than the
Pt3Ni/N-CNT one. We suspect that the annealing of the
N-CNTs and the as-obtained modifications of the chemical sur-
face causes an important change in the adsorption and diffusion
of the metal. It has been shown that the binding energy be-
tween a transition metal and a carbon support depends on the
nature of the metal but also on the carbon material composition
[53].

Particularly, Kattel showed that the binding energy of several
transition metals could change if they are bound to two carbon
atoms (M–C2), one carbon atom and one nitrogen atom
(M–CN) or two nitrogen atoms (M–N2) [52]. Good metal distri-
bution was also obtained on the S-CNT sample; in this case,
however, the Pt loading is rather low (≈23%) compared to the
N-CNTs. A recent study has shown that good metal distribu-
tion can be obtained on S-CNTs in the case of Pt catalysts (Pt
loading = 20%, Pt NP size = 2.4 nm) [32,33]. The mean parti-
cle size for the Pt3Ni series is also around 2 nm, highlighting
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Figure 3: TEM micrographs of: a) Pt3Co/N-CNT; b) Pt3Co/N-CNTHT; c) Pt3Co/S-CNT; d) Pt3Ni/N-CNT; e) Pt3Ni/N-CNTHT, and f) Pt3Ni/S-CNT. Scale
bar = 100 nm.

Table 3: Mean nanoparticle size and metal loading for PtM/CNT cata-
lysts.

Sample Particle size (nm) M (wt %) Pt (wt %)

Pt3Co/CNT 2.28 ± 0.82 12.5 33.5
Pt3Co/N-CNT 1.71 ± 0.73 15.4 41.5
Pt3Co/N-CNTHT 2.08 ± 0.90 7.9 40.2
Pt3Co/S-CNT 2.00 ± 0.71 15.4 33.0
Pt3Ni/N-CNT 2.42 ± 1.24 15.3 40.3
Pt3Ni/N-CNTHT 1.87 ± 0.86 18.3 42.3
Pt3Ni/S-CNT 2.30 ± 0.80 14.8 23.3

the effectiveness of the synthetic procedure followed in this
work.

Moreover, these binding energies are also dependent on the
nature of the metal. These observations could explain the strong
differences between Pt3Co and Pt3Ni catalysts. In both cases,
the theoretical Pt loading (50 wt %) is never reached, while the
Co (or Ni) loading is higher than expected (theoretical content

≈7 wt %), strongly suggesting the presence of residual Co (or
Ni) in these catalysts.

RRDE measurements of electrochemical
surface area (ECSA) and ORR activity and
selectivity
In order to proceed to a first screening of the as-prepared cata-
lysts, their electrochemical properties were evaluated by RRDE
measurements. It is worth noting that electrocatalyst investiga-
tions are usually performed with a rotating ring-disk electrode
(RRDE) in acidic or alkaline media. Previous works have
shown that the ORR activities of Pt catalysts are strongly de-
pendent on the electrolyte [54]. According to these studies, ac-
tivities were found to increase from H2SO4 to HClO4 due to the
specific effect of the adsorbed anion on different Pt(hkl) sites.
Furthermore, the thin film RRDE method, with a low Nafion
amount, is recommended to avoid diffusion resistance into the
deposited active layer [55]. Therefore, low catalyst loadings are
known to give higher activities, but these conditions are not
always representative of the true working of the PEMFC [56].
Furthermore, the difficulty of dispersing CNTs in a highly
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diluted ink without using a dispersing agent is a real issue,
which is why we have preferred to use a higher catalyst loading
(100 µgPt·cm−2).

For Pt3Ni and Pt3Co catalysts, the typical specific activities
(expressed as kinetic current densities) for ORR at 25 °C are in
the range 2.5–4.5 mA·cm−2 in HClO4 [57-59] and around
0.3–0.7 mA·cm−2 in H2SO4 [59-61]. Interestingly, it was also
reported that for Pt3Ni and Pt3Co catalysts in H2SO4, the activi-
ty increases in the order Pt3Ni > Pt3Co, and in HClO4 the order
of activity at 25 °C was PtCo > PtNi [59]. However, these ten-
dencies can also be particle size dependent. Thus, it was
demonstrated that in H2SO4, this order (Pt3Ni > Pt3Co) is
respected for particles >6 nm, whereas the opposite order
prevails for particle sizes smaller than 6 nm [60]. In our work,
the electrochemical properties were evaluated in H2SO4 and
compared with a commercial Pt3Co/Vulcan XC-72 (Pt3Co/CB)
catalyst. This commercial reference has shown excellent activi-
ty in RRDE and during single cell tests [5]. Figure 4a,b shows
the cyclic voltammetry (CV) curves obtained in N2-purged
0.5 M H2SO4  for  Pt3Co/N-CNT, Pt3Co/N-CNTH T ,
Pt3Co/S-CNT, Pt3Ni/N-CNT, Pt3Ni/N-CNTHT, Pt3Ni/S-CNT
and the commercial Pt3Co/CB samples. For all the catalysts
characterized, two small peaks at 0.14 and 0.24 V/RHE were
observed, corresponding to the adsorption of H+ on the (110)
and the (100) crystallographic faces of platinum, respectively
[62]. Figure 4c,d represents the current–potential curves ob-
tained by RRDE experiments in O2-saturated electrolyte at
900 rpm. These voltammograms are used to measure the ORR
specific current density at 0.9 V/RHE. All the RRDE results are
shown in Table 4.

The electrochemical surface area (ECSA) of the Pt3Co/N-CNT
and Pt3Ni/N-CNT catalysts were higher than that of Pt3Co/CB
(NP size ≈5 nm), probably due to the smaller size of the NPs
(NP size ≈2 nm). These values (23–55 m2·g−1) are consistent
with values reported in the literature for PtCo and PtNi cata-
lysts on CNT [31,63-66], but showing larger particle size.
These values are also lower than that obtained for Pt3Co parti-
cles with a slightly larger diameter (3.2–4.2 nm) (but on other
carbon supports) where the ECSA values between 50 and
74 m2·g−1 were reported [67-70]. We think that remaining
traces of ionic liquid adsorbed on the NP surface could be at the
origin of this phenomenon. Indeed, it is not uncommon to
observe an ECSA loss for Pt/C catalysts after IL modification
[27].

Furthermore, we recently showed that when CNTs are used as
catalyst supports, they show a tendency to form aggregates,
making the accessibility of the electrolyte difficult, which could
lead to a Pt utilization of 40%. For Pt3Co/S-CNT catalysts (and

particularly the Pt3Ni/S-CNT catalyst), a much lower ECSA
was obtained.

The specific activity has been calculated for each catalyst at
0.9 V/RHE. It appears that this value is mainly driven by the
ECSA. The catalyst with the lower ESCA presents a higher spe-
cific activity and the catalyst with the higher ECSA has the
lowest specific activity. This effect has been previously re-
ported in the literature [71]. Nevertheless, we need to mention
that the relatively high thickness of our prepared electrodes
enhances the O2 diffusion resistance, which might enhance the
surface activity for a material with lower ECSA.

This highlights the influence of the carbon support on the per-
formance obtained in RRDE measurement. With 25.0 A·gPt

−1,
the activity measured for PtCo/S-CNT is slightly higher than
that of the commercial reference. The value obtained for
PtNi/S-CNT is significantly lower (7.9 A·gPt

−1). A possible ex-
planation could be linked to the Pt3Ni NP–support interaction.
As Pt3Ni catalysts on S-doped carbon materials have already
shown good performance for the ORR [72,73], we suspect that
the explanation arises from an excessive amount of carbon
support during the measurement. Indeed, the measurements
were made with an equivalent Pt loading on the electrode; how-
ever, the Pt loading in PtNi/S-CNT is rather low, which should
have led to a thicker active layer during RRDE measurements.
This could explain the low activity of this catalyst.

The two highest ECSAs were measured for Pt3Co/N-CNT and
Pt3Ni/N-CNTHT at 55.5 m2·gPt

−1 and 46 m2·gPt
−1, respectively.

For the RRDE characterization, a thin film of the catalyst was
formed at the surface of the working electrode. For each carbon
support used in this study, there was a modification of the prop-
erties of the catalytic layer and certainly a strong change of the
mass transfer limitation. The proton transport should be better
at the surface of the N-CNT due to the nitrogen doping and the
hydrophilic behavior of these carbon supports [74]. For both
metals, the catalysts with the best NP distribution on the CNT
walls presented the higher ECSA. In these cases, we can
assume that the interactions between Nafion®, NPs and
N-CNTs are optimum to allow for high activity for the ORR. It
should be noted that all the catalysts synthesized on N-doped
CNTs outperformed the commercial Pt3Co/CB (22.3 m2·gPt

−1

and 19.6 A·gPt
−1) material. The highest mass densities

were calculated for Pt3Co/N-CNT, Pt3Ni/N-CNT and
Pt3Ni/N-CNTHT, with 50.3 A·gPt

−1, 32.9 A·gPt
−1 and

29.1 A·gPt
−1, respectively. Different hypotheses could explain

the excellent results for these two catalysts. First, the well-dis-
tributed NPs are the result of the good interaction between the
transition metal and the nitrogen-doped CNT. It is known that
high binding energies between the transition metal and the car-
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Figure 4: CVs from an RRDE experiment for the catalysts in 0.5 M H2SO4 at 5 mV·s−1 under N2 at 25 °C for a) the Pt3Co/CB and Pt3Co/CNT series
and b) the Pt3Co/CB and Pt3Ni/CNT series. Background of linear sweep voltammetry (LSV) with RRDE experiment for the catalysts in 0.5 M H2SO4
at 5 mV·s−1 at 900 rpm under O2 at 25 °C for the c) Pt3Co/CNT and d) Pt3Ni/CNT series.

Table 4: Electrochemical surface area (ECSA), current density and iK at 0.9 V/RHE for Pt3M catalysts using RRDE experiments.

Sample Pt loading
(µgPt cm−2)

ECSA
(m2·gPt

−1)
Current density at
0.9 V/RHE
(mA·cm−2)

Kinetic current at
0.9 V/RHE
(mA·cm−2)

Specific activity at
0.9 V/RHE (A/m2

Pt)
Mass activity at
0.9 V/RHE (A·gPt

−1)

Pt3Co/CB 100 22.3 1.22 1.96 0.88 19.6
Pt3Co/N-CNT 106 55.5 2.12 5.33 0.91 50.3
Pt3Co/N-CNTHT 100 34.9 1.29 1.97 0.56 19.7
Pt3Co/S-CNT 99 23.1 1.30 2.47 1.08 25.0
Pt3Ni/N-CNT 106 34.7 1.85 3.49 0.95 32.9
Pt3Ni/N-CNTHT 106 46.4 1.66 3.09 0.63 29.1
Pt3Ni/S-CNT 94 5.6 0.58 0.74 1.41 7.9

bon support modify the electronic properties of the NPs and can
facilitate the adsorption of the O2. However, XPS data (vide
infra) do not support this hypothesis, since the binding energy
of Pt 4f electrons is consistent with Pt(0) in these two catalysts.
Another hypothesis could be the particle proximity effect.

Speder et al. show the influence of the distance of the neigh-
boring particles on the ORR activity [75]. In fact, catalysts with
small inter-particles distance with no agglomeration display
excellent activity. Computational investigations have shown
that decreasing the inter-particle distances causes an overlap of
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the electrochemical double layer. This overlap could reduce the
oxide coverage of the NPs and thus increase the activity of the
catalyst. Moreover, the synergetic effect of a Pt3CO catalyst
supported on Co containing N-doped carbon material has
recently been demonstrated [76].

It is worth noting that the effect of support annealing is not the
same for the PtCo and PtNi catalysts. On the non-heat-treated
support N-CNT the activity order follows that expected from
the literature for 2 nm NPs in H2SO4 electrolyte: Pt3Co > Pt3Ni
[58]. However, this order is reversed for the N-CNTHT support
since the specific activity (SA) is 1.66 and 1.29 mA·cm−2 for
Pt3Ni and Pt3Co catalysts, respectively. On Pt3Co catalysts, the
support annealing induces a pronounced decrease of both the
ECSA and SA, whereas on Pt3Ni catalysts, the annealing in-
duces an increase of the ECSA and a slight decrease of the SA.
It is thus demonstrated that the specific activity of Pt3Ni and
Pt3Co electrocatalysts for the ORR is electrolyte- and particle-
size-dependent, as is already known, but also support-depend-
ent, at least for small (2 nm) nanoparticles. For such smaller
NPs, it is plausible that a modification of the d-band center
occurs upon modification of the support [77].

The ORR selectivity is also a critical issue for a PEMFC cata-
lyst. A well-known phenomenon of catalyst degradation is due
to the formation of hydrogen peroxide near the electrolyte
membrane [78]. Moreover, it was shown that in aqueous KNO3
solutions, nitrogen-doped carbon structures were active for
ORR with lower H2O2 selectivity than Pt/C [79]. During the
CV measurements in O2-saturated electrolyte, the amount of
hydrogen peroxide produced during the ORR was monitored to
compare its production for each catalyst. Figure 5 presents the
hydrogen peroxide yield during the ORR for all the catalysts
shown before.

First, between 1 and 0.7 V/RHE the fractions of H2O2 pro-
duced are below 1% for all catalysts. In this voltage region, the
ORR occurs only through the four electron process. The H2O2
production is significantly higher at low potential, between 0.05
and 0.4 V/RHE, because of the oxygen reduction on carbon
[80]. The amount of H2O2 produced by the reference Pt3Co/CB
is higher than for all the Pt3Co samples and most of the Pt3Ni
catalysts prepared in this study. Thus, the H2O2 production is
not an obstacle for using these catalysts for PEMFC applica-
tions.

Structural characterization of the best
catalysts
For a better understanding of the structure of these catalysts, ad-
ditional characterization was carried out on the Pt3Co/N-CNT
and Pt3Ni/N-CNTHT samples, which presented the best perfor-

Figure 5: Percentage of H2O2 formation during O2 reduction of the
a) Pt3Co and b) Pt3Ni catalysts.

mance in the ORR. We first used HRTEM to analyze the prod-
uct resulting from the first step of the catalyst preparation, i.e.,
the reduction of the cobalt and nickel salts. The HRTEM
images of Co/N-CNT samples are depicted in Figure 6a,b.

First, no residual IL can be observed. Surprisingly, despite a
high cobalt loading (52% w/w), Co NPs were also not observed
on the surface of the N-CNTs. Instead, Co atoms (Figure 6a,b)
and a few non-crystallized Co islands (Supporting Information
File 1, Figure S7a,b) were identified using the scanning trans-
mission electron microscopy/high-angle annular dark-field
imaging (STEM-HAADF) technique. Energy-dispersive X-ray
spectroscopy (EDX) analysis on the N-CNT surface or in the
Co aggregates confirmed the presence of Co. The same analy-
sis was made on the sample Ni/N-CNTHT. There also, despite
the high Ni loading (48% w/w), no Ni NPs were observed
(Figure 6c,d). STEM-HAADF analysis shed light into the pres-
ence of non-crystallized Ni at the surface of the carbon support.
EDX analysis confirmed the presence of Ni at the surface of the
N-CNTs.
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Figure 6: HRTEM images of a) Co/N-CNT and c) Ni/N-CNTHT; and
STEM-HAADF images of b) Co/N-CNT and d) Ni/N-CNTHT.

HRTEM images of the bimetallic catalysts Pt3Co/N-CNT and
Pt3Ni/N-CNTHT do not evidence the formation of core–shell
NPs (Figure 7). The interplanar distance of 0.22 nm was found
for Pt3Co/N-CNT NPs and Pt3Ni/N-CNTHT NPs (Figure 7),
which is slightly smaller than the common distance found for
d111 in Pt (0.23 nm) [81]. The slight contraction of the crys-
talline structure is probably due to the presence of Co (or Ni)
atoms in the Pt structure. EDX spectra (Supporting Information
File 1, Figure S8) reveal the presence of Co and Pt in the indi-
vidual NPs (Figure 7b, 001 selected area) displaying a Pt3Co
composition. The absence of Co NPs in the Co/N-CNT sample,
and the composition and structure of the Pt3Co/N-CNTs, indi-
cate that the Pt3Co/N-CNT is more likely an alloy than a
core–shell structure. The presence of residual cobalt atoms or
clusters on the CNT surface was also evidenced by STEM-
HAADF images of Pt3Co/N-CNT (Figure 7b, 001 selected
area). In the same way, the Pt3Ni composition was determine by
EDX analysis for the sample Pt3Ni/N-CNTHT (Supporting
Information File 1, Figure S9). This sample also displays some
residual nickel atoms or clusters.

Interestingly, Co single atoms on nitrogen-doped carbon have
been reported to be active for the ORR in acidic media [82-85],
and Ni single atoms on nitrogen-doped carbon are known to be
active for some electro-reduction reactions [86,87]. Thus, the
involvement of these species in ORR cannot be discarded. Wide
angle X-ray scattering (WAXS) analysis was performed on
Pt3Co/N-CNT and Pt3Ni/N-CNTHT (Figure 8). After correc-
tions and taking a Fourier transform of the scattering data, the

Figure 7: HRTEM images of a) Pt3Co/N-CNT and c) Pt3Ni/N-CNTHT,
and STEM-HAADF images of b) Pt3Co/N-CNT and d) Pt3Ni/N-CNTHT.

related pair distribution function (PDF) is well defined, with a
low structural disorder. For Pt3Co/N-CNT, the coherence length
is close to 2.3 nm, which gives a measurement of the average
size of crystalline domains.

Figure 8: WAXS analysis – red: experimental PDF from
a) Pt3Co/N-CNT and b) Pt3Ni/N-CNTHT, green: simulation from a
spherical pure Pt model.
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To accurately evaluate the actual cell parameter, thus the aver-
age composition, a simulation was performed from a model
derived from pure Pt (spherical NPs, 2 nm in diameter).

To obtain a good agreement with the experimental data, a
contraction factor of 1.4% was required, leading to a metallic
bond length of 0.2721 nm, significantly shorter than in pure Pt
(0.2760 nm – JCPDS 04–0802) but very close to the value in
Pt3Co also crystallized in the Fm-3m system (0.2725 nm –
JCPDS 29-0499) [88]. These results indeed point to an alloyed
structure since in similar studies of core–shell NPs, the bond
length obtained from the PDF was clearly related to the nature
of the compact core [89]. The relatively poor agreement in
amplitude for longer distances indicates that most crystalline
domains are close to 2 nm but that some size and/or shape
dispersion compared to the model is likely. The same conclu-
sions can be made for the sample Pt3Ni/N-CNTHT. To obtain a
good correlation with experimental data, a contraction factor of
2% was required. Concerning the NP size, most crystalline
domains are close to 2 nm, which is consistent with the TEM
result (1.86 nm).

XPS analysis was performed on the Pt3M/N-CNT catalysts in
order to study the electronic structure of Pt, Co and Ni (Table 5
and below in Table 6).

Table 5: Binding energies and ratio of Pt and Co species obtained
from XPS spectra.

Pt3Co/N-CNT Species Binding energy (eV) Ratio (%)

Pt 4f7/2 Pt 4f5/2

Pt Pt(0) 71.1 74.3 64.3
PtO 72.1 75.2 12.8
Pt(OH)2 73.1 76.6 22.9

Co 2p3/2 Co 2p1/2

Co Co(0) 778.0 792.0 3.9
CoO 779.8 785.0 60.4
Co(OH)2 781.4 796.9 35.7

The Pt 4f region of the XPS spectrum is shown in Supporting
Information File 1, Figure S10a. The spectrum was deconvo-
luted in three pairs of doublets (corresponding to Pt 4f7/2 and
Pt 4f5/2). The first doublet at 71.08/74.3 eV corresponds to
metallic Pt(0) [90]. The Pt surface is mainly in the metallic state
(64.3 wt %). The doublets at 72.1/75.2 eV and 73.1/76.6 eV are
assigned respectively to Pt(II) and Pt(IV) oxidation state
species. The presence of Pt oxide and hydroxide is common for
ultrafine Pt NPs [90-92]. The Co 2p region of the XPS spec-

trum (Supporting Information File 1, Figure S10b) reveals the
presence of Co on the surface of the catalyst. The Co is mainly
observed under oxidized state. In this area, peaks correspond-
ing to CoO and Co(OH)2 can be observed at 779.8/785.0 eV
and 781.4/796.9 eV, respectively. Considering the easy oxida-
tion of cobalt in air, cobalt is always observed under these
forms when PtCo alloys are studied [60,93,94]. As far as Co
single atoms on nitrogen-doped carbon materials, it has been
shown that nitrogen doping of the carbon provides sites for Co
incorporation. On such supports, cobalt is usually found in the
ionic state in a CoN4 environment. XPS characterization of Co
single atoms on nitrogen-doped carbon has shown two peaks for
Co at a binding energy of 781.1 and 796.2 eV [95]. However,
the CoN4 single atoms are usually prepared by high tempera-
ture pyrolysis, and in our case, the synthesis is conducted at
room temperature. It is very unlikely that CoN4 species will be
formed under these conditions.

The results of the XPS analysis performed on Pt3Ni/N-CNTHT
revealed the species detailed in Table 6.

Table 6: Binding energies and ratio of Pt and Ni species obtained from
XPS spectra.

Pt3Ni/N-CNTHT Species Binding energy (eV) Ratio (%)

Pt 4f7/2 Pt 4f5/2

Pt Pt(0) 71.2 74.4 60.1
PtO 72.1 75.2 19.2
Pt(OH)2 73.1 76.3 20.7

Ni 2p3/2 Ni 2p1/2

Ni Ni(0) 852.8 869.9 4.4
NiO 854.3 873.3 16.4
Ni(OH)2 856.0 874.3 51.6
NiOOH 857.6 874.6 27.6

The Pt 4f region of the XPS spectrum is shown in Supporting
Information File 1, Figure S11a. The deconvolution shows three
pairs of doublets (corresponding to Pt 4f7/2 and Pt 4f5/2). The
first doublet at 71.2/74.4 eV corresponds to metallic Pt(0). The
metallic state represents 60.1 wt % of the sample. The doublets
at 72.1/75.2 eV and 73.1/76.6 eV are assigned to PtO and
Pt(OH)2 oxidation state species, respectively. The Ni 2p region
of the XPS spectrum is presented in Supporting Information
File 1, Figure S11b. The deconvoluted spectrum indicates that
most of the Ni is present under oxidized states. In this area,
doublets corresponding to NiO, Ni(OH)2 and Ni(OOH)
can be observed at 854.3/873.3 eV, 856.0/874.3 eV, and
857.6/874.6 eV, respectively [96]. The important concentration
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of oxidized species is generally observed when PtNi alloys are
studied [96,97]. As far as Ni single atoms on nitrogen-doped
carbon as concerned, oxidized species have also been reported
[98].

Taking into account all these results, we propose the following
mechanism for the synthesis of Pt3M NPs supported on
N-CNTs. During the first step of the synthesis, the transition
metal, M, will anchor the carbon surface in atomic form after
reduction of the metal salt. Cobalt and nickel atoms are well-
dispersed due to the use of the ILs. The addition of water for the
hydrolysis of the NaBH4 may explain the partial oxidation of
the transition metal and the presence of residual metal in the
final product, as oxidized species cannot undergo the galvanic
displacement. During the galvanic replacement, the M atoms in
metallic form can react with the platinum salt. After washing
the catalyst and removing of the IL, Pt3M NPs supported on
N-CNTs are obtained with unreacted M atoms (and clusters) at
the surface of the carbon support.

Catalyst treatment: EDTA washing
The previous characterization revealed a large amount of unal-
loyed cobalt or nickel species on the support surface, which can
be easily dissolved in acidic media, which then poisons the
protonic group of the ionomer and the proton exchange mem-
brane [5]. The impact of dissolved Co or Ni will be much more
important in MEA configuration than in RRDE testing, specifi-
cally because the poisoned sulfonic groups could not be washed
by liquid electrolyte in MEA, as it could be in RRDE setup.
In order to minimize the impact of the treatment on both the
catalyst and its support, we avoid the classically used acid
leaching method [99], but preferred using and internally
developed method, based on washing the material with a
solution of ethylenediaminetetraacetic acid (EDTA). This
consists of dispersing the Pt3Co/N-CNT or Pt3Ni/N-CNTHT in a
0.1 M EDTA solution and using ultrasonication. For the
Pt3Co/N-CNT catalyst, the solution become purple in a few
seconds, indicating the fast and easy dissolution of the Co;
while for Pt3Ni/N-CNTHT, the solution become blue after a few
hours. One can suppose there is a better interaction between the
Ni and the N-CNTHT than the Co and the N-CNT. The cata-
lysts were then filtered, washed with deionized water and dried
for 24 hours at 80 °C.

The same structural characterization was performed on the
washed Pt3Co/N-CNT catalyst. The results of the XPS analysis
are reported in Supporting Information File 1, Table S1. The
data do not show significant variations of the Pt(0)/PtO/Pt(OH)2
and Co(0)/CoO/Co(OH)2-CoN4 values, except a low decrease of
the metallic content for both Pt and Co after the EDTA
washing. TEM and STEM-HAADF images are reported in

Figure 9. The same interplanar distance of 0.22 nm for the NPs
as before washing has been found by HRTEM (Figure 9a). The
STEM-HAADF image in Figure 9b shows an important de-
crease of Co atoms clusters on the surface of the N-CNT, and
the EDX analysis shows an important decrease of the Co
amount after the washing (Supporting Information File 1,
Figure S12).

Figure 9: a) HRTEM images of Pt3Co/N-CNT and b) STEM-HAADF
image of Pt3Co/N-CNT after washing with EDTA.

WAXS analysis was also performed. The superimposition of
the PDF after and before washing is shown in Supporting Infor-
mation File 1, Figure S13. The results show that the nanoparti-
cles are metallic and well crystalized but with a mean diameter
slightly larger after washing (2.6 nm) than before washing
(2.3 nm). In that case, a correction factor of 1.5% should be
applied to obtain a good agreement between the experimental
results and a simulation performed from a model derived from
pure Pt (spherical NP, 2 nm in diameter). From the TEM
images, the mean diameter was calculated to be 2.4 ± 1 nm. The
inductively coupled plasma optical emission spectrometry (ICP-
OES) analysis give a weight ratio of 3.8% for Co and 45.5% for
Pt. These results show that this new washing procedure is effi-
cient to removed unalloyed non noble metals. Its impact on the
structure of the catalyst particles is limited and, in the case of
Co, it takes just a few minutes. One can assume that the condi-
tions are mild enough to avoid damaging the catalyst support.
Nevertheless, after this treatment, the catalyst composition
seems to be closer to Pt4Co than Pt3Co.

Single cell testing and accelerated stress
tests
First, the washed catalysts Pt3Co/N-CNT, Pt3Co/N-CNTHT and
Pt3Ni/N-CNTHT were integrated into the MEA with a platinum
loading of 0.26, 0.24 and 0.3 mgPt/cm2, respectively. A refer-
ence MEA, integrating the commercial reference catalyst
Pt3Co/CB with a loading of 0.3 mgPt·cm−2, has been prepared
and used as a reference. The polarization curves registered
under air are reported in Figure 10. Focusing on the activation
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part of the curve, and as expected thanks to the RDE screening,
Pt3Co/N-CNT is more active than Pt3Co/N-CNTHT and
Pt3Ni/N-CNTHT. The performance obtained under air
was shown to achieve 574 mW·cm−2 for Pt3Co/N-CNT,
278 mW·cm−2 for Pt3Co/N-CNTHT and 494 mW·cm−2 for
Pt3Ni/N-CNTHT. When the Pt3Co/N-CNT is tested under pure
O2 the power density obtained at 1.5 A·cm−2 is 996 mW·cm−2,
which is higher than the results previously reported on an MEA
integrating catalysts supported on CNTs [100,101].

Figure 10: Polarization of Pt3Co/CB (red); Pt3Co/N-CNT (dark blue);
Pt3Co/N-CNTHT (light blue) and Pt3Ni/N-CNTHT (green) recorded
under air, Pinlet = 2.5 bar, T = 80 °C, StH2 = 1.2; StAir = 3.5,
RHanode = 50%; RHcathode = 30%.

The polarization curves recorded under O2 are shown in Sup-
porting Information File 1, Figure S14. Even this performance
is still lower than the performance of the reference MEA,
863 mW·cm−2 under air and 1118 mW·cm−2 under O2 at
1.5 A/cm2.

To evidence the added value of the EDTA washing protocol, an
MEA integrating the catalysts not treated with a solution of
EDTA are shown in Figure 11. One can see that, even at very
low current, the beneficial impact of the developed washing
protocol is clear. We suspect that for the unwashed catalyst the
non-alloyed Co or Ni could be leached during the ink prepara-
tion and then trapped by the ionomer.

Based on the quantitative analysis of the catalyst composition, it
can be calculated that for the unwashed Pt3Co/N-CNT,
1.5 µmol of Co2+ is released into the ink, for each square
centimeter of prepared MEA. As the cathode contain 20%
weigh ratio of Nafion (equivalent weight: 1000), each square
centimeter of cathodic active layer contains 0.18 µmol of
sulfonic acid site. The anode is composed of 0.2 mgPt·cm−2 and

Figure 11: Polarization of Pt3Co/CB (red), unwashed Pt3Co/N-CNT
(dark blue) and unwashed Pt3Ni/N-CNTHT (green) recorded under air,
Pinlet = 2.5 bar, T = 80 °C, StH2 = 1.2; StAir = 3.5, RHanode = 50%;
RHcathode = 30%.

a Nafion content of 25%, which leads to 0.13 µmol of sulfonic
acid site per square centimeter of MEA. According to the mem-
brane thickness (20 µm) the Nafion density (1.02 g·mL−1), and
disregarding the impact of the reinforcement, it can be consid-
ered that 1 cm2 of HP membrane contains around 2 µmol of
sulfonic acid site. Therefore, the total amount of sulfonic acid
group in the MEA is around 2.31 µmol·cm−2

geo, which is less
than two times the theoretical amount of released Co. As one
Co2+ cation can neutralize two sulfonic acid groups, the proton
transport in the MEA integrating unwashed catalyst is almost
impossible, which explains such low performance, even at low
current.

Electrochemical impedance spectra (EIS) were collected on
single cell containing an MEA based on Pt3Co/N-CNT and
Pt3Co/CB at 0.1 A/cm2, under air and in the same conditions as
the polarization experiments. The high frequency resistance was
4.6 and 3.2 mΩ, respectively (see Supporting Information
File 1, Figure S15). The higher value for the MEA integrating
the catalyst supported on CNTs might be due to worse disper-
sion of the ionomer into the active layer and worse interface of
the active layer with the membrane than with the reference cata-
lyst. Indeed, it is known that CNTs tend to form aggregates and
worsen dispersion than Vulcan-like carbon black. This was also
observed in SEM images of the prepared MEA (Figure 12).

Next, the catalyst support stability was evaluated using an AST
for this purpose [102]. The evolution of the polarization regis-
tered during the AST is shown is Figure 13 for both the refer-
ence MEA and the MEAs integrating the Pt3Co/N-CNT cata-
lysts.
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Figure 12: SEM micrographs of MEA sections prepared with Pt3Co/CB
at 0.3 mgPt·cm−2 and Pt3Co/CNT-N at 0.25 mgPt·cm−2.

Figure 13: Polarization curves performed on MEAs integrating:
a) Pt3Co/CB; and b) Pt3Co/N-CNT. Dark blue: after conditioning, red:
after 10 cycles, light blue: after 100 cycles, yellow: after 200 cycles,
green: after 500 cycles and black: after 1000 cycles.

It can be observed that the degradation rate for the catalyst sup-
ported on N-CNTs is slower than the reference commercial
catalyst. Indeed, even if the beginning-of-life performance of

the reference MEA is better, after only 200 cycles, the perfor-
mance of the Pt3Co/N-CNT MEA is then better. This validates
the robustness of the synthesized catalyst.

Conclusion
In summary, a series of undoped, S- and N-doped CNTs have
been synthetized by c-CVD. These carbon materials have been
used together with an ionic liquid as a support structure for
bimetallic Pt3Co and Pt3Ni NPs by a transmetalation method.
The nature of the support significantly produced the NP distri-
bution on the supports. For Pt3Co catalysts, a high metal
loading (>45% w/w) and small NP size (<2 nm) was obtained
on the support presenting the higher nitrogen content. Surpris-
ingly, for Pt3Ni catalysts, a higher loading and smaller particle
size was obtained on N-doped CNTs that were submitted to a
high temperature treatment, which decreased the nitrogen
content. HRTEM, WAXS and XPS analyses of the Pt3Co and
Pt3Ni samples revealed that bimetallic Pt3M NP alloys were ob-
tained with this method. Residual cobalt or nickel atoms were
also present on the N-CNT surface. The experimental results
showed enhanced catalytic performance for catalysts prepared
with N-CNTs compared to the S-CNTs and commercial Pt3Co/
CB catalysts. The best results were obtained for Pt3Co that used
the more hydrophilic supports (N-CNT), and for Pt3Ni with the
heat-treated N-CNTHT supports. Interestingly, our study shows
that the catalytic performance is support-dependent. For the
N-CNT support, the SA followed the trend Pt3Co > Pt3Ni, in
accordance with literature reports; whereas for N-CNTHT, the
SA followed the opposite order.

The use of Pt3M/N-CNT catalysts results in the reduction in the
quantity of H2O2 produced during the ORR compared to the
commercial Pt3Co/CB catalyst. After ex situ validation of the
catalyst, the treatment with EDTA solution to remove unal-
loyed non noble metals (Co or Ni) was employed. The electro-
chemical characterization of the MEA containing washed and
unwashed catalysts validated this new protocol. The ageing
tests (AST), characterizing the catalyst support degradation,
showed better resistance toward degradation of the
Pt3Co/N-CNT than the reference Pt3Co/CB catalyst. Beyond
these results, our future works will focus on the end-of-life
analysis on the aged MEA and on the integration of catalysts
supported on CNTs in the active layer to increase the begin-
ning-of-life performance of the MEA.

Experimental
The metal precursors used for the syntheses were purchased
from Strem Chemicals Inc., the ionic liquid was purchased from
Solvionic, and the other chemicals were purchased from Sigma-
Aldrich. All operations were carried out under argon atmo-
sphere using standard Schlenk techniques or in an MBraun
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glovebox. For comparison purpose, the commercial catalyst
Pt3Co/CB consists of 6 wt % Co, 46.7 wt % Pt on carbon black
from Tanaka Kikinzoku Kogyo (reference TEC36V52) with
NPs of around 5 nm.

CNT synthesis and functionalization
CNTs were grown using a catalytic-CVD process: ethylene as a
carbon source, acetonitrile as a nitrogen/carbon source and thio-
phene as a sulfur/carbon source were decomposed at 650 °C on
a Fe/Al2O3 catalyst in a vertical oven to produce CNTs and
N-CNTs. First, the catalyst was reduced under argon/hydrogen
(Ar/H2 (1.5/1): 375 mL·min−1) during 30 min at 650 °C.
Undoped structures (called CNTs) were prepared from ethyl-
ene/H2 (375 mL·min−1 (1.5/1)) mixtures, N-doped structures
(called N-CNTs) from acetonitrile/Ar/H2 (375 mL·min−1, Ar/H2
(1.5/1) bubbling through acetonitrile at 35 °C, 0.19 bar vapor
pressure), and S-doped structures (called S-CNTs) according to
a published procedure [103]. All CNTs were purified with a
refluxing mixture of H2O/H2SO4 (50/50 v/v) for 3 h to remove
the catalyst. The annealing of the N-CNTs was carried out at
1000 °C. 0.5 g of sample was placed in the chamber of a hori-
zontal oven under Ar (200 mL·min−1). The annealing tempera-
ture was reached with a rate of 10 °C·min−1 and held for 2 h.
Finally, the sample was cooled down to room temperature
under Ar to obtain N-CNTHT.

Catalyst preparation
The Pt3Co/CNT catalysts were prepared following a modified
procedure reported elsewhere [23]. Here, the ionic liquid,
1-butyl-3-methylimidazolium bis(trifluoromethanesulfon-
yl)imide ([bmim][Tf2N]) was used as a stabilizer in order to
increase the interaction between the carbon support and the
metallic salt and favor the formation of small nanoparticles.
2.04 mmol of CoCl2·6H2O were dissolved in 60 mL of ethanol
and added in a 30 mL ethanol solution containing 0.2 g of
CNTs and 0.48 mmol of [bmim][Tf2N]. The reaction mixture
was sonicated for 20 min and then stirred vigorously. A freshly
prepared NaBH4 solution in ethanol (0.15 mol·L−1) was added
to the reaction mixture and allowed to react for 30 min. After-
wards, 100 mL of deionized water were added and the suspen-
sion was stirred for 3 h. Next, 1.27 mmol of K2PtCl4 was dis-
solved in 60 mL of deionized water added to the solution. After
stirring overnight, the solution was filtered; the product was
washed with ethanol and deionized water, and finally dried at
80 °C. The Pt3Ni/CNT catalysts were prepared using the same
procedure using NiCl2·6H2O as the metal precursor.

Characterization
The samples were characterized using transmission electron
microscopy (TEM, JEOL, JEM-1011 at 100 kV) and high-reso-
lution TEM (HRTEM, JEM-ARM200F Cold FEG, STEM-EDX

CENTURIO-X, GATAN Gif quantum ER), chemical analysis
(CHN Perkin Elmer elemental analyzer), Raman spectroscopy
at 633 nm (SmartsSPM-1000 AIST-NT) and thermal analysis
under air (thermobalance Perkin Elmer Diamond TG). The
textural characterization (BET surface area, SBET) of the materi-
al was evaluated by N2 adsorption–desorption analysis at
−196 °C using a Quantachrome autosorb device. X-ray photo-
electron spectroscopy (XPS) was performed on a ThermoScien-
tific XPS K-alpha apparatus, which operated with an achroma-
tized Mg K source (1253.6 eV). Pt and Co loadings were deter-
mined by inductively coupled plasma optical emission spec-
trometry (ICP-OES) analysis (Thermo Scientific, ICAP 6300
instrument). Wide angle X-ray scattering (WAXS) measure-
ments were performed on a diffractometer dedicated to pair dis-
tribution function (PDF) analyses: graphite-monochromatized
molybdenum radiation (0.07169 nm), solid state detection and
low background setup. The samples were sealed in Lindemann
glass capillaries (diameter 1.5 mm).

The MEA cross-sections were prepared by first cutting MEA
samples (8 × 8 mm2) and embedding them in epoxy resin. Then,
the MEA cross-sections were prepared by mechanical polish-
ing until a mirror-like surface was achieved and were observed
using a Zeiss FEG-SEM LEO1530.

Electrochemical measurements
RRDE measurements
The electrochemical properties of the prepared catalysts were
investigated in a three-electrode system in 0.5 M H2SO4 solu-
tion at room temperature using a RRDE. A saturated mercury
sulfate electrode (MSE, Bioanalytical system Inc., RE-2C) was
used as the reference electrode and a platinum wire as the
counter electrode (CE). All the potentials are presented to the
reversible hydrogen electrode (RHE). The measurements were
carried out using a BIOLOGIC VSP potentiostat. The used
RRDE is the model AFE7R9GCPT from PINE research, and
the disk is glassy carbon with an area of 0.2475 cm2. The ring is
in Pt with a collection factor of 37%. The electrode is polished
with 1 µm diamond paste and 0.05 µm alumina paste before
use. The RRDE electrodes were prepared from a suspension of
PtCo/CNT catalyst in 4 mL of isopropanol/DI water/Nafion®

dispersion (type D-2020 from Dupont Fluoroproduct, 20%
Nafion® dissolved in aliphatic alcohol) (80/19.5/0.5), and soni-
cated for 30 min. 30 µL of the prepared ink was deposited three
times onto the polished glassy carbon disk electrode. A thin cat-
alytic layer with a Pt loading of 100 µgPt/cm2 was obtained
after evaporation of the solvent under air at room temperature.
The electroactive surface area (ECSA) was calculated from the
second cyclic voltammetry (CV) curves using an electrolyte
saturated with N2 at 5 mV·s−1, from 0.04 to 1.08 V/RHE. The
ECSA was estimated by integrating the current in the hydrogen
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desorption region between 0.04 and 0.4 V/RHE on the positive-
going potential scan, corrected by the double layer current at
0.4 V/RHE and assuming 210 µC·cm−2

(Pt) (Table 5). The activ-
ity was measured on the cyclic voltamograms using an elec-
trolyte saturated with O2 at 5 mV·s−1 from 0.04 to 1.08 V/RHE
fixing the rotation speed to 900 rpm The rotation is controlled
by a PINE Research Instrumentation/model AFMSRCE device.
The current density is normalized to the geometric surface area
of the glassy carbon (0.247 cm2). The kinetic current is calcu-
lated following the equation:

where i is the measured current at 0.9 V/RHE under O2 and
corrected by a reference measurement made under N2 at the
same potential and id is the measured current at 0.4 V/RHE
under O2 and corrected by a reference measurement made under
N2 at the same potential. There is no internal resistance correc-
tion.

The mass activity is finally obtained using the kinetic current
density and the mass of the Pt loaded on the electrode. While
the ORR occurs on the disk, the ring current was recorded, cor-
responding to H2O2 oxidation. This method was already re-
ported elsewhere [104].

Single cell testing and accelerated stress tests
The single cell tests were performed using a Green Light (GL-
40) test station. A graphite monopolar plate with a single
serpentine flow field and 1 mm channel and landing dimen-
sions were used. The active areas were 25 cm2. The polariza-
tion curves were recorded under current control, from open-
circuit voltage (OCV) to high current with a ramping of
2 A·min−1. The polarization curves were recorded at 80 °C,
with a pressure inlet of 2.5 bar on both sides, a stoichiometry of
1.2 at the anode side and 3.5 at the cathode side when air was
used, or 5 when pure O2 was used. The relative humidity was
managed by boilers and the values are 50% at the anode and
30% at the cathode. The conditioning is performed under air by
maintaining the cell voltage at 0.5 V for 8 h, the operating
conditions are similar but the relative humidity fixed at 100%
on both sides.

For the ASTs, the cell was maintained at 80 °C, and the inlet
pressure was 2.5 bar. The anode and cathode were fed with H2
and N2, respectively, both with 100% relative humidity. The
cell voltage was controlled by a Gamry Instruments reference
3000 potentiostat. The cell voltage was cycled between 1.0 V
and 1.5 V with a scan rate of 500 mV·s−1. The polarization
curves were registered under air after 10, 100, 200, 500 and

1000 cycles. The MEAs were prepared by hot pressing gas
diffusion electrodes on a reinforced HP Nafion® membrane.
The cathodes were prepared by manually spraying the cathodic
active layer on the gas diffusion layer (GDL) (SGL-sigracet®

24 BC). The used ionomer was Nafion® D2020, its dry extract
in the active layer is 20% for the synthesized catalysts and 25%
for the commercial catalyst. The anode catalyst is Pt/CB 50%
weight ratio from TKK, the loading of the anode is
0.2 mgPt/cm2 and the gas diffusion electrode was prepared by
screen printing.

Supporting Information
Supporting Information File 1
Additional experimental data.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-10-125-S1.pdf]
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Abstract
Carbon-based oxygen reduction reaction (ORR) catalysts are regarded as a promising candidate to replace the currently used Pt
catalyst in polymer electrolyte fuel cells (PEFCs); however, the active sites remain under discussion. We predicted that warped
graphitic layers (WGLs) are responsible for the ORR catalytic activity in some carbon catalysts (i.e., carbon alloy catalysts
(CACs)). To prove our assumption, we needed to use WGLs consisting of carbon materials, but without any extrinsic catalytic ele-
ments, such as nitrogen, iron, or cobalt, which effectively enhance ORR activity. The present study employed a fullerene extraction
residue as a starting material to construct WGLs. The oxidation of the material at 600 °C exposed the WGLs by removing the sur-
rounding amorphous moieties. Transmission electron microscopy (TEM) observations revealed the formation of WGLs by oxida-
tion treatment at 600 °C in an O2/N2 stream. Extending the oxidation time increased the purity of the WGL phase, but also simulta-
neously increased the concentration of oxygen-containing surface functional groups as monitored by temperature programmed de-
sorption (TPD). The specific ORR activity increased with oxidation up to 1 h and then decreased with the intensive oxidation treat-
ment. Correlations between the specific ORR activity and other parameters confirmed that the development of the WGL and the
increase in the O/C ratio are the competing factors determining specific ORR activity. These results explain the maximum specific
ORR activity after 1 h of oxidation time. WGLs were found to lower the heat of adsorption for O2 and to increase the occurrence of
heterogeneous electron transfer.
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Introduction
Polymer electrolyte fuel cells (PEFCs) are used as the power
supply for automobiles and stationary devices. Cost reduction,
specifically the cost reduction of cathode catalysts, is impera-

tive to apply PEFCs for practical use [1]. Increasing the specif-
ic activity of platinum catalysts is the most realistic approach;
for example, by creating alloys [2] or core–shell structures [3]
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or by activating the Pt particles through metal support interac-
tions [4]. Developing non-precious-metal catalysts is a fasci-
nating, but ultimately speculative, technology for material
scientists. Many studies have reported on the preparation of
active non-precious catalysts; however, few mention the princi-
ples of the catalytic activity. All the studies reporting on the
ORR activity suggest dependence on the following three princi-
ples: (1) formation of M–N4 surface complexes (M = Fe, Co)
and its analog on carbon substrates [5-8]; (2) change in the elec-
tronic distribution by doping with nitrogen and other elements
[9-22]; and (3) activation of the carbon surface by encapsulated
metal particles [23-28].

Our non-precious-metal ORR catalysts are based on carbon
alloy catalysts (CACs) [29]. CACs are carbon-based catalysts
with active sites consisting of mainly carbon atoms. The sites
are constructed by controlling the crystallographic and chemi-
cal states of carbon atoms through careful carbonization.
Controlling carbonization by metal catalysts such as iron or
cobalt produces nanoshell-containing carbon (NSCC) with
ORR activity [30-35]. This activity is thought to originate from
surface defects formed on the nanoshell carbons, including
edges and warped graphitic layers (WGLs) [31,36]. Improving
an ORR catalyst by altering the catalyst design and preparation
successfully led to the world's first commercialization of a
portable fuel cell with a non-precious-metal catalyst [37,38].
Building on this success, we ultimately aim to apply our CACs
to automobile and stationary device uses. These applications
require more active and more durable catalysts. The identifica-
tion of the active sites of these CACs is an important issue for
improving their activity and durability.

Active CACs commonly include WGLs [31]. We consider
WGLs to be the basic structure responsible for the ORR activi-
ty of CACs. The ORR activity of the WGLs was examined
using onion-like carbon (OLC) produced by the heat treatment
of a nanodiamond [39]. The results showed the highest ORR ac-
tivity for OLC heat-treated at 1400 °C among the prepared sam-
ples (HTT = 1000 °C to 1800 °C). The material formed OLCs
composed of WGLs, but also included untransformed diamond.
The residual diamond prevented us from confirming that WGLs
are the active sites of the CACs.

The ideal carbon material to confirm our assumption that WGLs
are responsible for the ORR active sites should not include
foreign atoms, known as promoters, such as a diamond phase,
nitrogen, boron, phosphorus, sulfur, and transition metals like
iron and cobalt. Such WGLs can be obtained from fullerene-
related materials. We selected a commercial carbon, Nanom
Black, which is a fullerene extraction residue from a fullerene
soot prepared by a combustion method [40]. The combustion

method produces a large amount of fullerenes by partial ther-
mal oxidation of hydrocarbons. The residue is essentially amor-
phous but should include WGLs containing a non-benzenoid
structure due to some incomplete formation of fullerenes
[41,42].

Our previous study on extracting nanoshell structures from a
nanoshell-containing carbon (NSCC) by using H2O2 oxidation
showed that extracting oxidation works well to produce WGLs
from Nanom Black [43]. Here, we describe the formation of
WGLs from Nanom Black by oxidation and show that the ORR
activity of the obtained WGLs is related to their development in
the material. Finally, we show that the WGLs are responsible
for the catalytic activity of CACs.

Experimental
Sample preparation
Nanom Black (NB-ORG) is a residual carbon found after ex-
tracting fullerenes (e.g., C60 and C70) from a fullerene soot pro-
duced by a combusting method. It is commercially available
from Frontier Carbon Inc. (Japan). From inductively coupled
plasma atomic emission spectroscopy (ICP-AES) measured by
Shimadzu Techno-Research, Inc., it can be concluded that the
carbon possesses no ORR promoting metal elements. NB-ORG
was heat-treated at 600 °C in an oxygen-containing stream
(O2 [Vol.]/N2 [Vol.] = 6:94) for a duration ranging from 0.5 to
5 h. The oxidized NBs are referred to as ONB-t (t = 0.5, 1, 2, 3,
5) according to their oxidation time. A control was also pre-
pared from NB-ORG by heating it at 600 °C in a nitrogen
stream for 2 h (NNB).

Characterization techniques
The structure of the prepared carbons was studied by transmis-
sion electron microscopy (TEM) and X-ray diffraction (XRD).
The transmission electron microscope (JEM-2010, JEOL Inc.)
was operated at an accelerating voltage of 200 kV. The X-ray
diffractometer (XRD6100, Shimadzu Corp.) was equipped with
a Cu Kα X-ray source (40 kV, 30 mA) and was operated by
scanning the diffraction angles from 5° to 90° at a scanning
speed of 1 °/min. Corrections for atomic scattering, Lorentz,
and polarization factors [44] were made to the diffraction
profile for detailed analysis of the 002 diffractions.

An automatic surface area analyzer (BELSORP MINI, Micro-
trak BEL Inc., Japan) was used to measure the N2 adsorption
isotherms at 77 K after evacuating the sample at 200 °C for 2 h
under a dynamic vacuum. The Brunauer–Emmett–Teller (BET)
theory was applied to determine the surface area (BET-SSAs)
of the samples as calculated from the isotherms. An automatic
static adsorption analyzer (BELSORP Max, Microtrac BEL
Inc., Japan) was used to measure the O2 adsorption isotherms at
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−80 °C with a pressure range of 5 to 100 kPa. A differential
scanning calorimeter (DSC8500, Perkin-Elmer) was used to
measure the heat of O2 adsorption of the carbons, and was oper-
ated by monitoring the heat-flux change when the stream was
switched from nitrogen to oxygen. A laboratory-constructed
temperature programmed desorption (TPD) apparatus recorded
the TPD spectra of H2O, CO, CO2, and H2. The spectra were
used to calculate the amount of surface functional groups. The
details of this technique are described elsewhere [45,46].

Electrochemical techniques
Cyclic voltammetry was used to evaluate the heterogeneous
electron transfer rate of the carbons in an aqueous solution
consisting of 6 × 10−3 mol/L K3[Fe(CN)6] and 1 mol/L KNO3.
The carbons, bound by using a polyvinylidene fluoride (PVDF)
resin solution (KF polymer L, #7305, NMP solution, Kureha
Co. Ltd.) with a composition of carbon/PVDF = 1/0.5, served as
a working electrode with round shape. A potentiostat system
(ALS700 series, BAS Japan) was used to record the cyclic
voltammograms in a potential range of 0.6 to −0.1 V vs
Ag/AgCl at different sweep rates (1 to 50 mV/s).

Linear sweep voltammetry with a rotating disk electrode was
used to evaluate the ORR activity of the prepared carbons. The
carbons were used to form a working electrode by using a
Nafion (Nafion perfluorinated resin solution, Aldrich)
solution on a 4 mm glass-like carbon disk electrode
(0.2 mg [carbon]/cm2, 0.1 mg [binder]/cm2). The reference
electrode was a reversible hydrogen electrode (RHE). The elec-
trolyte was a 0.5 mol/L H2SO4 aqueous solution. A voltammo-
gram obtained in a N2-saturated electrolyte was subtracted from
a voltammogram in an O2-saturated electrolyte giving a net
ORR voltammogram. The electrochemical system consisted of
a rotation apparatus (RRDE-3A, BAS Japan) and a potentiostat
(ALS700 series, BAS Japan). The potential sweep was started
from 1 V to 0 V vs RHE, at a potential sweep rate of 1 mV/s
and a rotating speed of 1500 rpm.

Results
Carbon structure
Figure 1 shows selected TEM images of the prepared carbons.
NB-ORG did not show a stacking structure, even at higher
magnification, but it did show dot-like structures. These results
indicate the amorphous nature of this carbon material. WGLs
started to appear in ONB-0.5, and they occupied the entire TEM
field in ONB-1. Further increases in the oxidation time to 3 h
did not yield noticeable changes in the structure of the graphitic
layers. The 5 h oxidation resulted in thick graphitic layers
forming multilayer onion-like carbons, as shown in Figure 1d.
A TEM image of NNB showed similarities to that of NB-ORG,
meaning that the heat treatment of NB-ORG in an inert atmo-

sphere did not cause any structural changes under TEM obser-
vation.

Figure 2a shows the dependence of the yield on treatment time;
there is a rapid decrease in the yield with oxidation time up to
2 h, but no significant decrease for the heat treatment in an inert
atmosphere (Figure 2e). Figure 2b shows the XRD profiles of
the prepared samples. NB-ORG appeared to have two diffrac-
tion peaks in the carbon 002 region: one at 2θ = 17° another at
2θ = 23°. The former was present in other types of fullerene
soot, but the origin is not clear [47]. Scanlon et al. reported
encapsulated fullerene even in extraction residues [41].
NB-ORG did not show the diffraction characteristics of fuller-
ene crystals, indicating no fullerene nanocrystallites remained
in the material. The oxidation treatment to NB-ORG dimin-
ished the intensity of the peak at 2θ = 17°, as can be observed in
ONB-1 (Figure 2b). This trend was more apparent with extend-
ed oxidation treatment time. The peak at around 2θ = 23° be-
came dominant in ONB-2. The results confirm the multicompo-
nent feature of the region in vicinity of 002-diffraction. The
diffraction peaks were retrieved by assuming three Gaussian
curves. The fraction of the peak at 26.5°, denoted as peak W in
Figure 2c, against the total diffraction peaks in this region was
defined as fW. The calculated fraction indicated how dominant
the peak W (fW) is in the material. The change of the fraction
fW is presented as a function of oxidation time in Figure 2d. The
fraction fW increased with time up to 2 h of oxidation and then
reached unity, as shown in Figure 2d. Comparing this feature
with the TEM images, we concluded that the peak W corre-
sponds to the warped graphitic layers. The samples ONB-2, 3,
and 5 contained only the structure corresponding to peak W.

Surface chemical properties
TPD is a useful method to evaluate the amount and type of sur-
face oxygen groups present. Ishii et al. [45,46] extended the
analysis temperature up to 1800 °C, which enabled complete
desorption of CO-emitting and H2-emitting groups, which
requires temperatures above 1000 °C. Figure 3a shows the
emitted oxygen-containing gases detected by the TPD tech-
nique. Oxidation for 1 h did not change the concentration of the
surface functional groups, but further oxidation resulted in
excess surface oxygen groups and increasing fW.

The techniques used to study the oxygen adsorption properties
were a static adsorption technique to measure the amount of
adsorbed oxygen and a dynamic adsorption technique to
measure the heat of adsorption. Figure 4a and Figure 4b present
the changes in the amount of adsorption and the heat of adsorp-
tion with oxidation time, respectively. The amount of O2
adsorption increased in the first 1 h of oxidation time and then
reached saturation. The heat of adsorption showed an abrupt de-
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Figure 1: Comparison of transmission electron microscopy (TEM) images of prepared carbons. (a) Unmodified Nanom Black material (NB-ORG), the
oxidized samples (b) ONB-1, (c) ONB-2 and (d) ONB-5, and (e) heat-treated sample in an inert nitrogen atmosphere (NNB).

crease for the 0.5 h oxidation treatment, followed by gradual
decrease. NNB did not show such a decrease.

Figure 5a shows the cyclic voltammograms of the selected sam-
ples using a Fe(CN)6

3−/ Fe(CN)6
4− redox couple. The cyclic

voltammograms showed two peaks, upward (oxidation to
Fe(CN)6

3−) and downward (reduction to Fe(CN)6
4−). The

potential difference between the oxidation peak and the reduc-
tion peak was defined as ΔEP, an indicator of the heterogen-
eous electron transfer rate. When the ΔEP value is close to
57 mV, the system is reversible, meaning that the electron
transfer at the interface between the electrode and the elec-
trolyte is very high. On the other hand, the increases in ΔEP cor-

respond to slow electron transfer. Figure 5b shows a plot of ΔEP
as a function of oxidation time; the ΔEP value decreased rapidly
with oxidation time up to 1 h. NNB did not show such a de-
crease in ΔEP. The oxidized carbons, ONBs, showed smaller
values than NB-ORG and NNB, indicating an accelerated elec-
tron transfer process.

ORR catalytic activity
Figure 6a presents the ORR voltammograms of the prepared
carbons obtained in a 0.5 mol/L H2SO4 solution. NB-ORG
showed the lowest ORR activity, as can be recognized from the
lowest onset potential and the lowest reduction current. The ox-
idation treatment increased the ORR activity, as observed in the
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Figure 2: (a) Dependence of the carbon yield on the treatment time. (b) XRD profiles of the prepared carbons. The black line represents the unmodi-
fied Namom Black material (NB-ORG), red lines represent the oxidized samples in an O2/N2 stream (ONB-t series), and the blue line represents the
heat-treated sample in a N2 stream (NNB). (c) Examples of the peak deconvolution of the 002 XRD profiles of the selected samples; ONB-3, ONB-1
and NB-ORG from top to bottom. The colors of the sub peaks indicate the differences of their origin. The green and blue curves represent amorphous
carbon moieties (Peak A) and the red curves the warped graphitic layers (WGLs, Peak W), which were inferred by comparing the XRD profiles and
the TEM images shown in Figure 1. (d) Changes of fW, the fraction of warped graphitic layers (WGLs), calculated as a ratio of the integrated intensity
of the peak W in (b) to the total integrated intensity of the 002 region in the vicinity of 002 diffraction with the heat treatment time. (e) Relationship be-
tween the yield and fW.

voltammograms of ONBs. NNB showed slight increases in both
the onset potential and current; however, its magnitude was
lower than that of the ONBs. Figure 6b shows the change in the
specific ORR activity as a function of oxidation time, where the

specific ORR activity was a current density of 0.3 V vs RHE
normalized by the corresponding BET-SSA. The ORR activity
increased with the oxidation time for the first 1 h and then de-
creased. Figure 6c shows a plot of the specific ORR activity
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Figure 3: (a) Treatment time dependence of the amount of oxygen-containing surface groups detected by the TPD technique with an upper tempera-
ture limit of 1600 °C on the treatment temperature. (b) Dependence of the BET specific surface area of the prepared carbons within the heat-treat-
ment time.

Figure 4: Dependence of the oxygen adsorption properties at −80 °C. (a) O2 adsorption uptake measured using a static method. (b) Heat of
O2-adsorption measured with a dynamic adsorption method using differential scanning calorimetry (DSC).

Figure 5: (a) Cyclic voltammograms of the samples for the redox reaction ferricyanide/ferrocyanide (potential sweep rate = 5 mV/s). (b) Dependence
of ΔEP on treatment time.
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Figure 6: (a) Oxygen reduction reaction (ORR) voltammogram in 0.5 mol/L H2SO4 solution. (b) Dependence of specific ORR activity on treatment
time. (c) Relationship between the specific ORR activity and fW.

against fW. The specific ORR activity of the ONBs prepared for
an oxidation time of less than 2 h correlated well with fW.

Discussion
Formation of WGLs from NB-ORG by
oxidation
We initially expected NB-ORG to include WGLs because of the
incomplete formation of the fullerene structure during the
manufacturing process. If we can separate WGLs from
NB-ORG, the extracted WGLs should be a well-defined model
to study the origin of the ORR activity of CACs. We postulated
the selective oxidation of amorphous moieties in NB-ORG to
separate WGLs. TEM observations confirm the formation of
WGLs through the oxidation by removing the amorphous
moieties. The changes in the shape of the XRD profiles with
treatment also supports our theory. The relationship between the
oxidation treatment yield and fW calculated from the XRD
profiles in the vicinity of 002 diffraction illuminates the struc-
tural changes with the progression of oxidation. First, amor-
phous carbons reacted with oxygen to produce and remove
CO2, leaving WGLs behind. Further oxidation results in the for-
mation of oxygen functional groups on WGLs, as observed by
TPD. The oxidation treatment also increases the BET-SSA,
which corresponds to the removal of amorphous carbon

moieties. The results confirm that NB-ORG originally included
WGLs embedded in amorphous moieties. The oxidation treat-
ment resulted in WGLs by the selective oxidation of amor-
phous moieties. Furthermore, chemical analysis of NB-ORG
confirmed the absence of the foreign atoms that are effective at
enhancing ORR activity. Therefore, the obtained WGLs were
also free from such foreign elements.

Oxygen appears to play an important role in forming the five-
membered rings that are necessary to construct WGLs. The
reaction of fullerenes with oxygen molecules at elevated tem-
peratures induces cage opening [48-50]. Furthermore, some
oxygen compounds can form orifices or holes on fullerene mol-
ecules; this is recognized as an important synthesis technique
for “molecular surgery” [51]. Blending a biodiesel oil contain-
ing oxygen atoms into an ordinary diesel oil resulted in the for-
mation of soot with WGLs [52]; the authors explain this phe-
nomenon by the C5-forming ability of oxygen included in the
biodiesel oil. These two studies reported on the formation of
WGLs in commonly included reactions between oxygen and
carbon atoms. The results indicate the possibility of that WGLs
in the present study formed during the oxidation. The NB-ORG
used in this study already included WGLs, as evidenced by the
multicomponent feature of the XRD profiles in the vicinity of
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002 diffraction, which was supported by TEM observation.
Ultimately, the formation of the WGLs by the oxidation of
NB-ORG occurred by removing amorphous carbons through
oxidation.

Factors determining ORR catalytic activity of
carbons
We have shown that the oxidation treatment of NB-ORG
brought about the formation of WGLs, the enhancement of the
ORR activity, an increase in the specific surface area, and an
increase in surface oxygen functional groups. Herein, we
discuss the specific ORR activity defined in the previous
section, which eliminates the influence of the BET-SSA on the
ORR activity. The specific activity increased with oxidation
time up to 1 h and then decreased, as shown in Figure 3b. The
increasing behavior of the specific activity for the first 1 h
agrees with the development of the WGL phase, which is con-
firmed by the correlation between the specific activity and fW
(Figure 6c). However, the correlation was not maintained for
samples with fW ≈ 1. This initially seems to disprove our
assumption, because the result indicates that the pure WGLs
had less activity than the less pure WGLs. Thus, we consider
another parameter, the surface concentration of the oxygen sur-
face functional groups. We measured the surface oxygen
concentration by using a TPD technique. The obtained concen-
tration of the surface oxygen functional groups increased
suddenly between 1 and 2 h of oxidation time. From these
results, it can be seen that longer oxidation times result in the
two opposite effects on specific ORR activity: the development
of WGLs and oxidation to introduce oxygen functional groups
to WGLs.

Surface oxidation of carbon is reported to deteriorate ORR ac-
tivity. Banham et al. studied the degradation of non-precious-
metal catalysts and a carbon alloy catalyst [38]. They claim that
carbon oxidation (attacked by H2O2) is the primary mechanism
for performance loss during cell operation. Hence, this conclu-
sion justifies the degrading effect of the specific activity ob-
served for the intensively oxidized NBs. Finally, we have two
competing factors to control the ORR activity of carbon with
the oxidation treatment – the development of the WGL phase as
the promoting factor and the increase in the concentration of
surface oxygen groups as the inhibiting factor. The changes in
these two factors finally determined the specific ORR activity
of the ONBs.

Next, we considered the reason for the ORR activity increase
with the development of the WGL phase. Removing the amor-
phous phase by the oxidation treatment exposed the WGL to the
material surface and to contact with the reactants, O2 and
protons. The exposure of the WGL phase by removing the

amorphous phase meant a change in the surface property from
that governed by the amorphous carbon phase to that governed
by the WGL phase. The ORR activity change was a result of the
surface change due to the exposure of the WGL phase to the
surface of the material; hence, we considered the chemical char-
acteristics of the WGL-exposed NBs (ONBs) by paying special
attention to ONBs that did not experience the introduction of
oxygen surface groups (i.e., the ONBs obtained by the oxida-
tion for shorter than 1 h).

The oxygen adsorption uptake and heat of oxygen adsorption
varied with oxidation time. The oxidation of NB-ORG immedi-
ately increased the O2 adsorption and decreased the heat of
adsorption. The increase in adsorption uptake accelerates the
following elementary step through the concentration term in the
rate equation. The decrease in the heat of adsorption activated
the adsorbed state of oxygen molecules. However, lowering the
heat too much led to a small interaction between the adsorbent
and the adsorbate (i.e., less activation).

Further evidence for the changes in the surface properties due to
WGL exposure is the change in the electron transfer rate evalu-
ated by the ΔEP of Fe(CN)6

3−/Fe(CN)6
4− cyclic voltammo-

grams. The ΔEP value decreased rapidly in the first 2 h of oxi-
dation, approaching the limit of the fastest electron transfer,
ΔEP = 57 mV. This behavior confirms that the exposure of
WGLs to the surface of the material enhances electron transfer.
Another interesting point is that the electron transfer was not in-
hibited by the oxygen surface functional groups. This may be
because the redox reaction does not require any adsorption
sites, unlike ORR.

Conclusion
In summary, we obtained WGLs by the oxidation of Nanom
Black (NB-ORG), a fullerene extraction residue, at 600 °C and
tested our assumptions about the ORR activity of WGLs by
examining their structure, properties, and ORR activity. First,
we clarified the mechanism of the WGL formation from
NB-ORG as the removal of an amorphous carbon matrix sur-
rounding the originally included WGLs. The specific ORR ac-
tivity, defined as an ORR current normalized by the corre-
sponding BET surface area, showed a maximum when the oxi-
dation time was 1 h. The presence of the maximum activity was
understood in terms of two competing factors, the development
of WGLs and the increase in oxygen surface functionality with
oxidation time. The role of WGLs in ORR was also found to
lower the heat of O2-adsorption to a suitable value for O2 acti-
vation and to accelerate heterogeneous electron transfer. The
present study highlights important considerations for the design
of non-metal carbon-based cathode catalysts for PEFCs and
illuminates interesting aspects of carbon materials.
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Abstract
Hierarchically structured 3-dimensional electrodes based on branched carbon nanotubes (CNTs) are prepared on a glassy carbon
(GC) substrate in a sequence of electrodeposition and chemical vapor deposition (CVD) steps as follows: Primary CNTs are grown
over electrodeposited iron by CVD followed by a second Fe deposition and finally the CVD growth of secondary CNTs. The pre-
pared 3-dimensional CNT structures (CNT/CNT/GC) exhibit enhanced double-layer capacitance and thus larger surface area com-
pared to CNT/GC. Pt electrodeposition onto both types of electrodes yields a uniform and homogeneous Pt nanoparticle distribu-
tion. Each preparation step is followed by scanning electron microscopy, while the CNTs were additionally characterized by Raman
spectroscopy. In this way it is demonstrated that by varying the parameters during the electrodeposition and CVD steps, a tuning of
the structural parameters of the hierarchical electrodes is possible. The suitability of the hierarchical electrodes for electrocatalytic
applications is demonstrated using the methanol electro-oxidation as a test reaction. The Pt mass specific activity towards methanol
oxidation of Pt-CNT/CNT/GC is approximately 2.5 times higher than that of Pt-CNT/GC, and the hierarchical electrode exhibits a
more negative onset potential. Both structures demonstrate an exceptionally high poisoning tolerance.

1475

Introduction
Carbon nanotubes (CNTs) have attracted considerable
attention since their discovery in 1991 [1] due to their high elec-
trical conductivity, large surface area, good chemical stability,
high mechanical strength and high aspect ratio and are consid-
ered as promising materials for diverse applications such as
field emission displays, energy storage devices, sensors, and so

on [2-8]. Besides the above-mentioned applications, CNTs have
also been investigated as catalysts or catalyst supports for
various electrocatalytic reactions [8-13], including methanol ox-
idation in direct methanol fuel cells (DMFCs). DMFCs are
promising power sources for future energy conversion and
storage, since they, in addition to their nonpolluting nature and
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low operating temperature, run on an easily handled and cheap
liquid fuel.

However, the slow kinetics of methanol oxidation at the anode
and the methanol crossover through the electrolyte membrane
from anode to cathode are still major obstacles that hinder the
broad market implementation of DMFCs. The slow kinetics are
mainly caused by incomplete methanol oxidation accompanied
by the formation of adsorbed carbonaceous reaction intermedi-
ates, which poison the Pt surface [14-19]. Most strategies to
solve these issues are focused on the optimization of the cata-
lyst, such as alloying Pt with a second metal such as Ni, Ru and
Pd [20-24] or using Pt-metal oxide composites such as Pt/SnO2
and Pt/CeO2 [24-28]. Additionally, a variety of catalyst prepa-
ration methods, e.g., colloidal synthesis [29-31], a galvanic
replacement process [32-35] or microwave-assisted preparation
[20,21,36], have been proposed to gain control over the struc-
tural features of the active nanoparticles.

However, from heterogeneous catalysis it is generally known
that a suitable catalyst support is as important as the active ma-
terial in order to form an optimum catalyst. For electrocatalytic
applications, the support should possess high electrical conduc-
tivity, large surface area and good chemical and mechanical
stability. Furthermore, the electrode prepared with the catalyst
should provide optimized pore structure and retain the high sur-
face area of the catalyst to guarantee a high availability of
active sites and unhindered mass transport for high efficiency.

Besides the classical carbon blacks, different carbon-based cata-
lyst supports (e.g., modified CNTs, functionalized reduced
graphene oxide, etc.) have been recently studied to improve the
reaction performance, enhance stability and thus reduce the cost
[37-41]. It was reported that Pt supported on these optimized
catalyst supports provides higher electrocatalytical activity
towards methanol oxidation and increased tolerance against
poisoning in comparison to those supported on carbon blacks
and nonmodified catalyst supports. This could be due to im-
proved Pt dispersion owing to a higher amount of functional
anchoring sites of the catalyst supports and their high surface
area, as well as from a good electrical contact between the con-
ducting components [42-45]. The modification of the electronic
and structural properties of Pt due to interaction with the
support may also play a role.

To take advantage of the properties of novel carbon materials,
and at the same time gain control over the electrode structure,
bottom-up synthesis approaches have been suggested, includ-
ing branching or hierarchical structuring of carbon-based cata-
lyst supports. In these approaches, one-dimensional (1D, e.g.,
CNTs or nano-/microfibers) or two-dimensional carbon materi-

als (2D, e.g., graphene) are transformed into three-dimensional
(3D) structures by attaching other nanofibers or carbon materi-
als. Examples are nanofibers distributed on polymer-based
microfibers, CNTs grown on graphene, CNT–carbon black
hybrids, graphene- or polymer-coated CNTs, and so on [45-51].
Another approach for hierarchical structuring is the growth of
secondary CNTs on primary CNTs [52-56]. It was shown that
such nanostructured CNT–CNT composites exhibit enhanced
specific surface area as well as increased specific double-layer
capacitance. Additionally, the presence of the secondary CNTs
can reduce the equivalent series resistance to promote electron
transfer. CNT–CNT composites have been successfully em-
ployed as catalyst supports. Kundu et al. reported that Pt sup-
ported on such hierarchical structures showed enhanced surface
atomic concentration, indicating an improved Pt dispersion. The
oxygen reduction reaction on Pt/CNT–CNT yielded a much
higher diffusion-limited current compared to Pt supported on
other carbon-based electrodes [52]. In general, CNT-based hier-
archically nanostructured materials can be considered as prom-
ising support materials for electrocatalytic applications.

This paper investigates the preparation of hierarchically struc-
tured CNTs on glassy carbon (GC) based on a sequential CNT
growth over electrodeposited Fe nanoparticles via chemical
vapor deposition (CVD) with cyclohexane as the carbon precur-
sor. Pt electrodeposition onto these hierarchical structures leads
to active electrocatalysts. The bottom-up synthesis of these
nanocomposites was monitored using scanning electron micros-
copy (SEM) and Raman spectroscopy, and it is demonstrated
that the hierarchical structures can be tuned with respect to
thickness, length, and density of the CNTs. The activity of the
Pt-CNT/CNT/GC electrodes towards methanol oxidation was
investigated and compared to that of Pt-CNT/GC and high ac-
tivity and exceptional poisoning stability were demonstrated.

Results and Discussion
Preparation and characterization of
hierarchically nanostructured electrodes
Fe deposition
In Figure 1, the individual steps for the preparation of hierarchi-
cally nanostructured electrodes are displayed schematically.
First, Fe nanoparticles are electrodeposited onto oxidized GC
followed by CVD growth of primary CNTs to form CNT/GC.
After a second deposition of Fe nanoparticles, another CVD
step leads to the hierarchically structured electrodes (CNT/
CNT/GC). Each step has been optimized towards structural
control and high reproducibility, as detailed below. The first
and critical step is the initial Fe deposition. Fe nanoparticles
were electrochemically deposited onto the GC surface using
double pulse deposition [57]. This method allows adjustment of
nucleation and growth potential to control the distribution and
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Figure 1: Scheme of the preparation of hierarchically nanostructured electrodes: a) electrochemical deposition of Fe nanoparticles onto oxidized GC;
b) CNT growth onto GC through CVD; c) deposition of Fe nanoparticles onto CNTs and GC; and d) growth of secondary CNTs onto primary CNTs.

Figure 2: (a) SEM image and (b) particle size distribution of Fe nano-
particles electrochemically deposited onto GC.

size of the Fe nanoparticles. A nucleation potential of −1.41 V
vs Ag|AgCl|KClsat. and a growth potential of −1.27 V vs
Ag|AgCl|KClsat. were applied (compare also Figure S1, Sup-
porting Information File 1). Figure 2a shows an SEM image of
Fe nanoparticles deposited onto oxidized GC. The particle di-
ameter is in the range from 100–200 nm (Figure 2b), which is
considerably large. Recent investigations in our lab, which will
be published in the near future, show that particle sizes down to

20 nm and below are possible. Fe deposition onto nonoxidized
GC is possible as well but leads to poor reproducibility and
inhomogeneous samples with respect to particle size and size
distribution. The control over the size of the particles is neces-
sary since it was shown that the diameter of CVD-prepared
CNTs can be associated with the size of the catalyst particles
[58,59].

Growth of primary CNTs
After the metal catalyst deposition, the CNTs are grown via
CVD. During CVD growth, the CNT structure (quality) and
yield of CNTs is controlled by many parameters, such as the
pressure, temperature, growth time, reactor geometry, carbon
precursors, gas flow rate and composition of gas mixtures, as
well as the catalyst support and physical and chemical state of
the catalyst [59-63]. It is not the aim of this paper to present a
detailed study on the influence of all these parameters. Howev-
er, some of them turned out to be critical for the success or
failure of the preparation of hierarchically structured electrodes,
as detailed in the following.

The CVD growth of primary CNTs over electrodeposited Fe
nanoparticles was carried out with cyclohexane at 750 °C, a
temperature that turned out to be suitable in reference experi-
ments (not shown). Cyclohexane is brought into the CVD
furnace using a H2/Ar gas mixture saturated at room tempera-
ture. To gain control over the CVD process, the influence of
growth time, gas flow rate and H2/Ar ratio were studied. In a
series of experiments, using a growth time of 120 min and a gas
flow rate of 1.7 L h−1, the H2/Ar ratio is varied (which trans-
lates into a varied H2/cyclohexane ratio), and the results are
represented in Figure 3a and Supporting Information File 1,
Figure S2e and f. Using a H2/Ar ratio of 1.1 L h−1/0.6 L h−1

(Figure 3a), the primary CNTs were densely and nearly
uniformly grown on the surface of GC with a diameter of
approximately 40–80 nm. Accordingly, the optical image (Sup-
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Figure 3: SEM images of CNTs deposited onto GC by CVD at 750 °C using cyclohexane and a gas flow rate of 1.7 L h−1 for 120 min with an H2/Ar
ratio of 1.8 (1.1 L h−1/0.6 L h−1). (b) CNTs grown under the same conditions but with an increased total gas flow rate of 3.9 L h−1.

porting Information File 1, Figure S2g) displays a matt black
thin layer at those areas of the GC chips that were covered with
Fe particles. However, no CNT growth was observed with a
H2/Ar ratio higher than 1.2 L h−1/0.5 L h−1 (and thus a higher
H2/cyclohexane ratio, Supporting Information File 1, Figure
S2f), while Figure S2e shows only few CNTs and large
amounts of surrounding (probably amorphous) carbon obtained
with a smaller H2/Ar ratio (1.0 L h−1/0.7 L h−1). It was re-
ported that the density and diameter of CNTs synthesized on
carbon cloth with ethylene as the carbon precursor over a nickel
catalyst at 700 °C decrease with decreasing ratio of H2 to N2
[62], while CNTs grown on an Fe-decorated Si wafer at 825 °C
using toluene increased in density and diameter with decreas-
ing ratio of H2/Ar [63]. This demonstrates that the CNT growth
strongly depends on the growth conditions. Accordingly, the
above-described results reveal the sensitivity of the CNT
growth on the H2/cyclohexane ratio under the chosen condi-
tions. During CVD growth, hydrogen molecules or atoms keep
the metal catalyst in its active state and avoid catalyst passiva-
tion by excess carbon deposition, which would otherwise
suppress CNT growth. We assume that with the decreasing ratio
of H2/cyclohexane, exactly these processes occur, resulting in
suppressed CNT growth and formation of amorphous carbon. In
contrast, there is no CNT growth with the increasing ratio of
H2/Ar, likely because excess hydrogen hydrogenates carbon
structures formed at the catalyst surface into volatile com-
pounds, thus hindering CNT growth.

The time dependence of CNT growth was examined for growth
times ranging from 30 to 120 min (Figure 3a, Supporting Infor-
mation File 1, Figure S2a,b). After 30 min of growth, no CNTs
can be found, while short CNTs with a diameter of 40–80 nm
are formed during 60 min of CVD growth. The diameter is sim-

ilar to that of CNTs grown for 120 min (Figure 3a). From
30 min to 120 min, the density of the CNTs is increased. Obvi-
ously there is a considerably long conditioning period, during
which the growth catalyst is likely slowly saturated with car-
bon until the optimum H2/cyclohexane (or carbon) ratio is
reached.

Besides varying the H2/Ar ratio and the growth time, the influ-
ence of the total gas flow rate and thus the cyclohexane feed on
CNT growth was studied using the optimum H2/Ar ratio (1.8)
and a growth time of 120 min. Figure 3b shows CNTs grown
with a total gas flow rate of 3.9 L h−1. The CNTs grow densely
and homogenously with a diameter of approximately 150 nm.
This is about twice as thick as the diameter of the CNTs grown
with 1.7 L h−1. Most likely, the larger amount of decomposed
carbon crystallizing on the Fe nanoparticles to form a cylin-
drical network is the reason for this observation. Using
6.7 L h−1and 12.1 L h−1 as the total gas flow rate, only few
CNTs were grown (Supporting Information File 1, Figure
S2c,d). We assume that the excess carbon surrounds the Fe
nanoparticles, blocking them from further CNT growth. It
might be speculated that a higher H2/cyclohexane ratio would
allow CNT growth also at higher total gas flow rates, which we
have not yet investigated. Regardless, the above results demon-
strate that by choosing the appropriate experimental conditions,
it is possible to tune the thickness and length of the primary
CNTs grown on glassy carbon.

Growth of secondary CNTs and Pt deposition
After the growth of the primary CNTs, a subsequent Fe elec-
trodeposition and growth of secondary CNTs was carried out to
form the hierarchical electrodes (CNT/CNT/GC) as shown in
the SEM images of Figure 4. These experiments were carried
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Figure 4: SEM images of (a) Fe nanoparticles electrodeposited onto
primary CNTs and GC (8 s of deposition time) and (b) secondary
CNTs grown at 750 °C for 120 min with a H2/Ar ratio of 2.4
(1.2 L h−1/0.5 L h−1).

out with the thicker primary CNTs grown at a gas flow of
3.9 L h−1. Figure 4a shows Fe nanoparticles deposited onto the
primary CNTs with quite homogenous distribution. Double
pulse deposition, as described above, was utilized but the depo-
sition time was decreased from 12 s to 8 s, resulting in a
reduced Fe particle size range from 50–90 nm. The use of
thicker CNTs as the primary material and smaller Fe particles
for the secondary CNTs was chosen to obtain truly hierarchical
structures, facilitating the verification of the growth of second-
ary CNTs. The particle size can be controlled via the deposi-
tion time, as shown in Supporting Information File 1, Figure S3,
with average particle sizes of ≈45 nm after 6 s of deposition
time and ≈110 nm after 12 s of deposition. Additionally, the Fe
nanoparticles seem to prefer to nucleate on cross junctions be-
tween primary CNTs, as observed from Figure S3a, which
could be caused by improvement of electron transfer or prefer-
ential nucleation sites.

The growth of secondary CNTs using the same optimized gas
mixture as above and a gas flow rate of 1.7 L h−1 yielded unsat-

Figure 5: Raman spectra of CNT/GC and CNT/CNT/GC electrodes.
The spectra are normalized with respect to the intensity of the D-band,
and horizontal lines indicate the height of the G-band.

isfactory results. As exposed in Supporting Information File 1,
Figure S4, larger amounts of amorphous carbon are deposited
and only few CNTs are grown, indicating the dependence of
CNT growth on support and structure. Learning from the results
on the growth of primary CNTs, the H2/Ar ratio was adjusted to
1.2 L h−1/0.5 L h−1 to avoid formation of amorphous carbon,
and the growth of secondary CNTs was successfully achieved,
as demonstrated in Figure 4b. The secondary CNTs were grown
quite irregularly, which may be caused by the size distribution
of the Fe nanoparticles but also by the fact that the gas compo-
sition within the 3-dimensional structure of the primary CNTs
may change due to cyclohexane consumption by the CVD
process. However, the presence of a large number of thinner
CNTs compared to the initial structures verifies the growth of
secondary CNTs (compare also Supporting Information File 1,
Figure S5). It is, however, considerably difficult to identify
junctions between the primary and secondary CNTs, probably
due to top growth and the high density of CNTs.

Furthermore, to access the generality of our approach, the above
designed procedure was successfully employed to prepare
nitrogen-doped nanostructured electrodes (N-CNT/N-CNT/GC)
using acetonitrile (CH3CN) as the carbon precursors and
nitrogen source instead of cyclohexane (see Supporting Infor-
mation File 1, Figure S6).

Physicochemical characterization
The prepared electrodes (CNT/GC and CNT/CNT/GC) were
characterized by Raman spectroscopy (Figure 5) after Fe
removal in concentrated HNO3 (before Pt electrodeposition).
Both electrodes show the typical D-band at ≈1355 cm−1 und the
G-band at ≈1600 cm−1, which are associated with structural
defects within the carbon lattice and crystalline carbon, respec-
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tively [64]. The intensity ratios of these bands (ID/IG) for the
CNT/GC und CNT/CNT/GC electrodes are 1.36 und 1.54, re-
spectively. This indicates that the secondary CNTs are less
ordered and have a higher defect density than the primary ones.

As the last step in electrode preparation, Pt nanoparticles were
electrochemically deposited onto CNT/CNT/GC and CNT/GC
using linear-sweep voltammetry from 0 to −0.9 V vs
Ag|AgCl|KClsat.. For comparison, Pt deposition onto oxidized
GC was carried out in the same manner (compare Supporting
Information File 1, Figure S7 for the resulting deposition
curves). The very different double-layer capacities above
−0.15 V are due to the different surface areas and was
subtracted for charge integration. Based on Faraday’s Law and
the charge consumed during the sweep, the mass of electrode-
posited Pt onto the GC, CNT/GC and CNT/CNT/GC electrodes
was calculated to be 0.147 mg, 0.101 mg and 0.065 mg, respec-
tively (Table 1). It seems to be surprising that the amount of
deposited Pt is highest on the sample with the lowest surface
area. The reason for the decreasing Pt amount in the order GC,
CNT/GC and CNT/CNT/GC is not clear to us at the moment;
however, this was observed in repeated experiments. Similarly
it was reported by Rajesh et al. [65] that the amount of elec-
trodeposited Pt on graphene/CNT/GC was less than that on
graphene/GC under the same deposition conditions. As shown
in the SEM/BSE images in Figure 6 and Supporting Informa-
tion File 1, Figure S8 and S9, Pt nanoparticles were homoge-
nously and densely distributed onto the CNT/GC and CNT/
CNT/GC electrodes with similar particle sizes (≈7 nm). Mean-
while, the Pt nanoparticles deposited on oxidized GC are much
larger (≈50 nm, Supporting Information File 1, Figure S9).
Besides electrodeposition onto CNTs, it may be assumed that
some Pt is directly deposited onto the GC substrate. Further-
more, it cannot be excluded that particles smaller than the
mentioned 7 nm form, which are below the detection limit of
our SEM.

Table 1: Pt mass on the different supports and corresponding electro-
chemically active surface area (ECSA) determined by Hupd and COads.

Pt-GC Pt-CNT/GC Pt-CNT/CNT/GC

Mass of Pt (mg) via
LSV

0.147 0.101 0.065

ECSA from Hupd
(cm2/mg)

1.11 6.81 12.39

ECSA from CO
(cm2/mg)

– 10.95 13.87

Ratio of ECSA
From CO vs Hupd

– 1.61 1.12

In addition to SEM, XRD measurement were perfomed to
analyze the Pt nanoparticles, however, no meaningful diffrac-

Figure 6: SEM (a) und BSE (b) image of Pt nanoparticles deposited
from an aqueous 0.005 M Pt(NO3)2 and 0.1 M NaNO3 solution via
single-sweep voltammetry from 0 to −0.9 V vs Ag|AgCl|KClsat. at a
scan rate of 5 mV s−1 onto CNT/CNT/GC.

tograms were obtained due to the low overall Pt loading and
probably due to the fact that the electrodeposited Pt nanoparti-
cles seem to be quite irregular and might consist of several crys-
tallites that are too small to be detected by XRD (compare Sup-
porting Information File 1, Figure S8).

Electrochemical Investigations
Cyclic voltammetry
A basic electrochemical characterization of the prepared elec-
trodes was carried out using cyclic voltammetry (CV). CVs of
GC before and after oxidation in HNO3 as well as after growth
of the primary CNTs and additional secondary CNTs are
displayed in Figure 7. The currents in the CVs are associated
with the charging and decharging of the electrical double layer
and denote the double-layer capacity, which can be regarded as
an estimation of the surface area for the carbon-only samples. In
addition to these currents, in the potential range between 0.5 V
and 0.7 V vs RHE, a redox peak pair is observed for all three
samples, which is attributed to the presence of oxygen-contain-
ing groups (quinone-type) resulting from the necessary treat-
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Figure 7: Cyclic voltammograms of GC, oxidized GC, CNT/GC and
CNT/CNT/GC recorded at a scan rate of 100 mV s−1 in N2-saturated
0.5 M H2SO4 aqueous electrolyte solution at room temperature.

ment with HNO3 (see experimental, preparation of GC surface
or leaching of Fe particles) [66]. The double-layer capacity of
oxidized GC is increased compared to GC before oxidation,
which may be attributed to a roughening of the surface and
probably the formation of oxygen-containing surface groups
like –OH or –C=O [66]. After the CVD growth of the primary
CNTs and the secondary CNTs, the double-layer capacity is
significantly enhanced, demonstrating the successful CNT
growth and the concomitant increase in the electrochemically
available surface area. Additionally, the functional groups of
the primary and secondary CNTs, which are formed in the
concentrated HNO3 during the removal of Fe nanoparticles, can
also contribute to the increase in the double-layer capacity [67].
The same observation can be made on the above-mentioned
nitrogen-doped hierarchically nanostructured electrodes, where
N-CNT/N-CNT/GC electrodes have a higher double-layer
capacity (Supporting Information File 1, Figure S10). It should
be mentioned that N-CNT/N-CNT/GC displays no redox peak
attributed to oxygen-containing functional groups since Fe was
electrochemically leached out in H2SO4 and not chemically in
concentrated HNO3 for the sake of follow-up studies not
presented here. Additionally, CNT/CNT/GC is hydrophobic,
while N-CNT/N-CNT/GC turned out to be hydrophilic,
rendering an oxidative treatment unnecessary.

As described above, Pt nanoparticles were electrodeposited
onto the hierarchical electrodes and, for comparison, also onto
the surfaces of oxidized GC and CNT/GC. The available cata-
lyst surface area (electrochemically active surface area (ECSA))
of Pt on GC, CNT/GC and CNT/CNT/GC was determined from
the Hupd charge and COad stripping voltammograms. The
respective cyclic voltammograms of Hupd were recorded in

N2-saturated aqueous 0.5 M H2SO4 in the potential range from
0.05 to 1.2 V vs RHE at a scan rate of 100 mV s−1 as displayed
in Figure 8. The ECSA was calculated from the average
coulombic charge obtained via integrating the area under the
hydrogen adsorption/desorption peaks after subtracting the
double-layer charge in the potential range between 0.05 V and
0.35 V vs RHE [68,69]. As shown in Figure 8, the current den-
sity (normalized to Pt mass) of Pt-CNT/CNT/GC for hydrogen
adsorption/desorption increases compared to Pt-GC and
Pt-CNT/GC, and the determined values are displayed in
Table 1. The increase in the ECSA for Pt-CNT/CNT/GC may
be explained by the higher CNT surface area of CNT/CNT/GC
as compared to CNT/GC, as deduced from the double-layer cur-
rent. The secondary CNTs provide a larger number of
anchoring sites (e.g., surface functional groups or junction be-
tween primary CNTs and secondary CNTs) to form a larger
numbers of Pt nuclei during electrodeposition. As a conse-
quence, the Pt particles in Pt-CNT/CNT/GC must be smaller
than in Pt-CNT/GC. This difference is scarcely observed from
the SEM images (Figure 6), which may be attributed to the
limited resolution of SEM and non-observable Pt nanoparticles
on GC. As described in the literature [52], secondary CNTs ex-
hibit decreased charge transfer resistance with respect to the pri-
mary CNTs as determined by electrochemical impedance spec-
troscopy. Thus, we speculate that the improvement in Pt disper-
sion is due to a better conductivity within the 3D network and a
facilitated electron transfer, which may facilitate Pt nucleation
at the CNT surface. As expected, Pt-GC has a much lower
ECSA compared to Pt-CNT/GC or Pt-CNT/CNT/GC, which is
associated with the larger Pt nanoparticles (see Supporting
Information File 1, Figure S9) resulting from the much lower
surface area of GC.

Figure 8: Cyclic voltammograms of Pt on GC, CNT/GC and CNT/
CNT/GC electrodes recorded at a scan rate of 100 mV s−1 at room
temperature in a N2-purged aqueous 0.5 M H2SO4 electrolyte solution.
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CO stripping voltammograms
In addition, COad stripping voltammograms were recorded at a
scan rate of 20 mV s−1 in the potential range of 0.05–1.1 V vs
RHE after CO adsorption in N2-purged 0.1 M HClO4 solution
for ECSA determination as well as investigation of CO toler-
ance as shown in Figure 9. HClO4 was used as the electrolyte
for these investigations instead of H2SO4 for a better compara-
bility with literature values and to avoid disturbance of the
COad stripping voltamogramms by sulfate/bisulfate adsorption.
The charge consumed during COad oxidation was used to calcu-
late the ECSA, and the values are 10.95 cm2 mg−1

Pt for
Pt-CNT/GC and 13.87 cm2 mg−1

Pt for Pt-CNT/CNT/GC. The
ECSAs determined from COad stripping are higher than those
from Hupd (Table 1), and the ratio of ECSACOad to ECSAHupd
is 1.61 for Pt-CNT/GC and 1.12 for Pt-CNT/CNT/GC. This is
comparable to values reported by Mayrhofer et al. [69]. The
calculated ECSAs of Pt-CNT/GC and Pt-CNT/CNT/GC are
lower than the values of 30–80 cm2 mg−1

Pt ECSA for 2–3 nm
Pt nanoparticles deposited onto CNTs as reported in the litera-
ture [70-72], in accordance with the larger size of the Pt nano-
particles. The differences in the ECSA ratios between both sam-
ples originate from the much more difficult baseline determina-
tion for the Hupd peaks and thus a relatively large error. In this
respect, the results on the surface-specific properties (see
below) are related to the ECSA determined by CO stripping,
which is believed to be much more reliable due to easier base-
line correction.

Figure 9: COad stripping voltammograms of Pt-CNT/GC and Pt-CNT/
CNT/GC monitored at 20 mV s−1 in CO-purged and subsequently
N2-purged 0.1 M HClO4 solution. The vertical dashed lines are
intended as a guide for the eye.

Methanol electro-oxidation
The CVs of the methanol oxidation reaction (MOR) over the
Pt-containing nanostructured electrodes were recorded in
N2-purged 1 M CH3OH and 0.5 M H2SO4 aqueous solution to
investigate their suitability for electrocatalytic applications. Due
to the large double-layer capacity of the samples, a slow scan

rate of 5 mV s−1 was applied. Note that the oxidation current
scales with the square root of the scan rate, while the double-
layer charging current linearly scales with scan rate. Thus, the
slow scan rate allows for a much more reliable determination of
peak potentials and currents. The fifth cycle of each measure-
ments is represented in Figure 10. The current response for
electrochemical activity towards MOR was quantified to the Pt
mass and the Pt ECSA in Figure 10a and Figure 10b, respec-
tively, where the Pt ESCA was calculated from the COad strip-
ping voltammograms. Figure 10 represents the typical appear-
ance of the CVs for methanol oxidation over Pt-based catalysts.
Methanol is oxidized to CO2 in the forward CV scan until Pt is
oxidized, leading to a surface passivation and a sudden de-
crease in the oxidation current. During the backward CV scan,
MeOH oxidation starts as soon as the electrode is liberated from
oxides. In the literature, it is often observed that the current
during the backward scan is higher and/or extends to less posi-
tive potentials than during the forward scan, since in the
forward scan the electrode is blocked by intermediate carbona-
ceous species (e.g., CO) formed at lower potentials. Thus, the
peak current ratio between the forward and backward scan
(if/ib) is typically used as a qualitative measure of the poisoning
tolerance of a catalyst towards carbonaceous poisoning species
formed during incomplete methanol oxidation at lower poten-
tials [72-75]. In this regard, the comparably high (if/ib) ratio
(see below) indicates very good poisoning tolerance of our
nanostructured samples. However, Hofstead-Duffy et al. [76]
claimed that the forward and backward scan of methanol oxida-
tion has the same chemical origin and the if/ib ratio is inade-
quate to be used as a measure for CO tolerance, which is further
demonstrated and complemented in [77,78]. Thus, we
attempted to obtain additional information on CO tolerance
from the CO stripping voltammograms. As shown in Figure 9,
the hydrogen adsorption/desorption is suppressed in the poten-
tial range from 0.05 to 0.3 V vs RHE, indicating complete cov-
erage of Pt with COad. Pt-CNT/CNT/GC provides a more nega-
tive onset potential for CO oxidation at around 0.66 V vs RHE
compared to Pt-CNT/GC (≈0.7 V). The negative shift of the
onset potential indicates that Pt-CNT/CNT/GC is superior for
the electro-oxidation of COad compared to Pt-CNT/GC The
reason for this improved poisoning tolerance is not known to us
at the moment. However, it is known from literature that metha-
nol as well as CO oxidation are very sensitive to Pt surface
structure. It might be that a defect-rich structure of our Pt nano-
particles formed by electrodeposition is highly active for CO
and MeOH oxidation and less prone to poisoning.

The cyclic voltammograms in Figure 10 show differences in
terms of the electrocatalytic activity. In the forward scan,
Pt-CNT/CNT/GC provides Pt mass specific and Pt surface spe-
cific peak currents of 94.46 mA mg−1

Pt and 0.68 mA cm−2
Pt at
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Figure 10: Cyclic voltammograms of Pt-CNT/GC and Pt-CNT/CNT/GC
in N2-saturated 1 M CH3OH and 0.5 M H2SO4 electrolyte solution re-
corded at a scan rate of 5 mV s−1 normalized to a) Pt mass and
b) Pt-ECSA evaluated by COad stripping. The vertical dashed lines are
intended as a guide for the eye.

the peak potential of 0.83 V vs RHE, respectively, which is
much higher than those for Pt-CNT/GC, which are
38.54 mA mg−1

Pt and 0.35 mA cm−2
Pt at 0.81 V vs RHE, re-

spectively. Pt-GC provides much lower specific peak currents
of 1.88 mA mg−1

Pt and 0.17 mA cm−2
Pt as expected. The inset

in Figure 10a indicates the superior onset potential of Pt-CNT/
CNT/GC (≈0.55 V vs RHE) compared to that of Pt-CNT/GC
(≈0.68 V vs RHE). Pt mass specific and Pt surface specific peak
current ratios of Pt-CNT/CNT/GC related to Pt-CNT/GC are
2.5 and 1.9, respectively. For the backward scans, the values for
Pt-CNT/CNT/GC were 58.14 mA mg−1

Pt and 0.41 mA cm−2
Pt,

which are again, significantly higher than those for Pt-CNT/GC
(19.74 mA mg−1

Pt and 0.17 mA cm−2
Pt). These values indicate

that Pt-CNT/CNT/GC provides higher catalytic activity for the
methanol oxidation. Similarly, Pt-CNT/CNT/GC exhibits a
1.3 times higher surface specific current density than
Pt-CNT/GC for methanol oxidation in alkaline medium as
shown in Supporting Information File 1, Figure S11.

Such enhancement in specific activity could be attributed to a
better distribution of Pt on the high-surface-area secondary
nanotubes, while on the primary CNTs, the Pt particles may be
more densely packed. Furthermore, the secondary CNTs may
increase the contact between GC and primary CNTs and within
the CNT network, improving electron transfer pathways. Addi-
tionally, differences in particle shape or the presence of small
particles invisible to SEM may contribute, however we can only
speculate on this.

In the literature, graphene/CNT hybrids were demonstrated to
be superior Pt catalyst supports towards MOR with respect to
graphene, CNTs or commercial carbons [45,65,79-82]. In [65]
electrodeposited Pt nanoparticles were used in a similar fashion
as in our paper. Using a Pt-graphene/CNT hybrid material on
GC, a mass specific current of 62.02 mA mg−1

Pt was found in
1 M methanol solution at a scan rate of 50 mV s−1. It should be
pointed that MOR measurements in literature are usually per-
formed at scan rates of 50 or 100 mV s−1, while in our study,
we employ 5 mV s−1 for reasons explained above, and in-
creased mass-specific peak currents at higher scan rates are ex-
pected according to the Randles–Sevcik equation. Furthermore,
the Pt-mass specific peak current for Pt-CNT/CNT/GC is simi-
lar to that of the Pt-graphene/CNT hybrid material on carbon
cloth (101.52 mA mg−1

Pt), and the Pt-surface specific peak cur-
rent was two times higher than that of Pt-graphene/CNT on car-
bon cloth (0.34 mA cm−2

Pt) reported previously [79], indicat-
ing that the introduction of secondary CNTs may provide a sim-
ilar or superior beneficial effect as graphene on the electrocat-
alytic activity toward MOR. In general, it can be concluded that
Pt-CNT/CNT/GC, as prepared in this paper, performs similar or
better compared to literature studies using similar systems.

In [52], similar nanostructures were prepared that showed high
activity in the oxygen reduction reaction. Although there are
differences in electrode preparation (in the present case, Pt is
electrodeposited onto the carbon-based electrodes, probably
leading to defect-rich particles (see also below), while in [52],
Pt deposition has been deposited by CVD), we think that gener-
ally the high surface area and good accessibility of the active
sites is a prerequisite for the enhanced electrocatalytic perfor-
mance of such structures in various electrocatalytic reactions.

Conclusion
The preparation of hierarchically nanostructured electrodes for
electrocatalytic applications was achieved via sequential growth
of primary CNTs and secondary CNTs by CVD and finally Pt
electrodeposition. CNT growth was carried out over electrode-
posited iron nanoparticles. By varying the growth time, gas
flow rate and ratio of H2/Ar, it was shown that the structural
properties of the primary and secondary CNTs could be tuned
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to a certain extent. The secondary CNTs were adjusted to be
smaller than the primary ones to obtain truly hierarchical struc-
tures. Enhanced double-layer capacitance as well changes in the
Raman spectra with respect to the primary CNTs indicate the
successful growth of secondary CNTs. Pt nanoparticles were
homogeneously distributed onto both primary and secondary
CNTs by electrodeposition. The Pt-CNT/CNT/GC electrode
exhibited increased ECSA and electrochemical activity as well
as more negative onset potential for MOR compared with
Pt-CNT/GC. Additionally, COad stripping indicated improved
tolerance towards CO-like carbonaceous species poisoning. The
improvement of electrochemical performance is attributed to
the homogenous dispersion of Pt nanoparticles on the highly
cross-linked 3D network. The prepared carbon electrode was
shown to be a competitive catalyst support for methanol oxida-
tion. In general, the applied sequences of electrodeposition and
CVD steps may be considered as part of a toolbox enabling the
preparation of hierarchically structured electrodes by tuning
every step with respect to the requirements of a given electro-
chemical application.

Experimental
Electrode preparation
The procedure for the preparation of hierarchically structured
electrodes is illustrated in Figure 1. Glassy carbon chips (GC,
2 × 1 cm2) were oxidized by refluxing in 5 M HNO3 (prepared
by diluting ≥65% HNO3, p.a, Roth, Germany) at 100 °C for 2 h
to activate their surface and form oxygen functional groups as
anchoring sites. Afterwards, Fe nanoparticles were grown on
the oxidized GC by double pulse deposition [57] in 0.005 M
FeSO4 ·7H2O (≥99.5%, Roth,  Germany) and 0.5 M
MgSO4·7H2O (pure, Roth, Germany) aqueous solution. MgSO4
simply serves as a conducting electrolyte to avoid high solution
resistance and does not take part in the reaction. A potential se-
quence consisting of a so-called “no-effect potential”
(E = −0.75 V vs Ag|AgCl|KClsat.; t = 5 s), a nucleation poten-
tial (E = −1.41 V vs Ag|AgCl|KClsat.; t = 0.2 s) and a growth
potential (E = −1.27 V vs Ag|AgCl|KClsat.; t = 12 s) was
applied. The potentials were estimated considering linear-sweep
voltammograms recorded in the potential range between −0.5 V
and −1.75 V vs Ag|AgCl|KClsat. with a scan rate of 5 mV s−1 as
shown in Supporting Information File 1, Figure S1. The
deposited Fe nanoparticles serve as a catalyst for growth of the
so-called “primary CNTs”, which was carried out through CVD
at 750 °C in H2/Ar mixtures saturated with cyclohexane (Roth)
at room temperature, and the resulting structures are labelled as
CNT/GC. The influence of growth time (30 min, 60 min and
120 min), gas flow rate and H2/Ar ratio on the CNT growth was
investigated, where gas flow rates were adjusted by mass flow
controllers (Bronkhorst High-Tech, Germany). Prior to CVD,
the Fe catalysts were conditioned at 750 °C for 30 min in a

H2/Ar gas mixture. After the CNT growth, the surface of
CNT/GC is highly hydrophobic. To remove remaining Fe nano-
particles, the CNT/GC electrodes were immersed in concen-
trated HNO3 at room temperature for 12 h, where the CNTs
were also oxidized to form anchoring sites for a second Fe
deposition, which was carried out in the same way as above but
with 8 s of growth time. “Secondary CNTs” were grown on the
Fe-CNT/GC material in a gas mixture of H2 (1.2 L h−1) and Ar
(0.5 L h−1) at 750 °C for 120 min to form the hierarchical CNT/
CNT/GC structure. Afterwards, the Fe nanoparticles were again
leached out in concentrated HNO3. Furthermore, the same pro-
cedure was performed using acetonitrile as a carbon source to
yield N-CNT/N-CNT/GC.

Finally, Pt nanoparticles were electrochemically deposited onto
CNT/GC and CNT/CNT/GC in an aqueous 0.005 M Pt(NO3)2
and 0.1 M NaNO3 solution via linear-sweep voltammetry from
0 to −0.9 V vs Ag|AgCl|KClsat at a scan rate of 5 mV s−1 to
form Pt-CNT/GC and Pt-CNT/CNT/GC. For comparison, Pt
deposition onto GC was performed in the same manner. The
amount of deposited Pt was calculated from the charge con-
sumed during the linear sweep voltammetry according to the
following faradic reaction (Equation 1) and Faraday’s law
(Equation 2):

(1)

(2)

where QPt is the charge consumed to reduce Pt ions to Pt, n is
the number of transfer electrons, mPt is the amount of Pt, MPt is
the atomic weight of Pt (195.09 g mol−1), and F is Faraday’s
constant (96485.31 C mol−1).

Electrochemical characterization
Electrochemical experiments were carried out at room tempera-
ture in a one-compartment three-electrode cell employing a
Gamry potentiostat PGI 4 controlled by the Gamry Framework
2.67 software. The modified GC, after its various treatment
steps, served as working electrode, a Pt mesh (GoodFellow,
Germany) as the counter electrode, and an Ag|AgCl|KClsat.
(SE20, Sensortechnik Meinsberg, Germany) for the electrode-
position and methanol oxidation or a reversible hydrogen elec-
trode (RHE) built in-house for characterization as reference
electrode. Before Pt deposition, GC, oxidized GC, CNT/GC and
CNT/CNT/GC, were cleaned and activated employing CV in
the potential range between 0 V and 1.2 V vs RHE at a scan rate
of 200 mV s−1 for 50–100 cycles in N2-purged 0.5 M H2SO4
(prepared from 98% H2SO4, Roth, Germany) aqueous solution
until the CVs did not change any more, while Pt-GC,
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Pt-CNT/GC and Pt-CNT/CNT/GC were cycled in the potential
range from 0.05 V to 1.2 V vs RHE. After this treatment, the
double-layer current of the electrodes without Pt and the hydro-
gen adsorption/desorption (Hads/des) of the electrodes contain-
ing Pt were determined by CV at 100 mV s−1 in a fresh
N2-purged aqueous 0.5 M H2SO4 solution. The average charge
during Hads and Hdes was used to determine the Pt-electrochem-
ical surface area (ECSA). Additionally, the ECSA was deter-
mined through COad stripping voltammetry measured at a scan
rate of 20 mV s−1 in the potential range of 0.05–1.1 V vs RHE
in 0.1 M HClO4 solution. HClO4 was used as a supporting elec-
trolyte in this case to avoid changes/deviations in the CO strip-
ping peak by sulfate/bisulfate adsorption. The solution was
purged with CO for 20 min to allow for CO adsorption on the Pt
catalyst, and excess CO was removed by purging the elec-
trolyte with N2 for 20 min. The working electrode was held at
0.05 V during this procedure until the stripping voltammogram
was recorded. Afterwards, the activity of the Pt-containing elec-
trodes for methanol oxidation was investigated by CV at a low
scan rate of 5 mV s−1 in an N2-purged 1 M CH3OH and 0.5 M
H2SO4 aqueous solution. The low scan rate was used because of
the large double-layer capacity of the hierarchical electrodes.

Structural characterization
The nanostructured electrodes were examined via SEM employ-
ing an ESEM XI 30 FEG (Philips, Germany) instrument to
characterize the morphology and structural properties. The av-
erage particle size and size distribution of Fe nanoparticles were
determined by examining the size of 200–300 particles with the
software “Lince” (TU Damstadt, Germany) [83]. Raman spec-
tra were measured employing a Renishaw InVia spectrometer
with 532 nm excitation wavelength from a Cobolt CW DPSS
laser. Due to the considerably thin film of the CNT layers, and
thus the low amount of Pt, XRD did not yield useful results
regarding the Pt structure and particle size.

Supporting Information
Supporting Information File 1
Additional SEM images and results of electrochemical
characterization.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-10-146-S1.pdf]
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Abstract
Herein, we synthesized P- and N-doped carbon materials (PN-doped carbon materials) through controlled phosphoric acid treat-
ment (CPAT) of folic acid (FA) and probed their ability to catalyze the oxygen reduction reaction (ORR) at the cathode of a fuel
cell. Precursors obtained by heating FA in the presence of phosphoric acid at temperatures of 400–1000 °C were further annealed at
1000 °C to afford PN-doped carbon materials. The extent of precursor P doping was maximized at 700 °C, and the use of higher
temperatures resulted in activation and increased porosity rather than in increased P content. The P/C atomic ratios of PN-doped
carbon materials correlated well with those of the precursors, which indicated that CPAT is well suited for the preparation of
PN-doped carbon materials. The carbon material prepared using a CPAT temperature of 700 °C exhibited the highest ORR activity
and was shown to contain –C–PO2 and –C–PO3 moieties as the major P species and pyridinic N as the major N species. Moreover,
no N–P bonds were detected. It was concluded that the presence of –C–PO2 and –C–PO3 units decreases the work function and
thus raises the Fermi level above the standard O2/H2O reduction potential, which resulted in enhanced ORR activity. Finally, CPAT
was concluded to be applicable to the synthesis of PN-doped carbon materials from N-containing organic compounds other than
FA.
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Introduction
The widespread application of fuel cells as clean energy sources
is the most desirable way of realizing a low-CO2-emission
society. In conventional polymer electrolyte fuel cells (PEFCs),
both anode and cathode reactions are catalyzed by Pt. Com-

pared to the anode reaction, the cathode reaction, namely the
oxygen reduction reaction (ORR), is rather slow and hence
requires the use of larger amounts of Pt [1], which increases the
cost of PEFCs and prevents their wide application as domestic,
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back-up, and vehicle power sources. The cost of cathode cata-
lysts can be reduced in a number of ways, e.g., by alloying Pt
with base metals [2], forming core–shell particles with base-
metal cores covered by thin Pt layers [3], and developing non-Pt
catalysts. In particular, the implementation of non-Pt or non-
precious-metal cathode catalysts is the ultimate goal of PEFC
development.

Since the discovery of the ORR activity of cobalt phthalo-
cyanine in 1964 [4], numerous studies have focused on the syn-
thesis of non-precious metal ORR catalysts such as those based
on carbon [5]. The thermal treatment of carbon materials
impregnated with N4–M complexes was found to afford highly
active and durable ORR catalysts. Since then, much effort has
been directed at clarifying the nature of the active sites in these
catalysts and the ORR activity has been predominantly ascribed
to Nx–M (M = Co, Fe) moieties on the surface of the carbon
supports [6,7]. Our research group has identified and character-
ized different types of non-Pt ORR catalysts, the so-called car-
bon alloy catalysts (CACs) [8]. We prepared two types of CACs
(nanoshell-containing carbon materials [9,10] and BN-doped
carbon materials [11]) and further improved their ORR activity
and durability to afford a commercial CAC [12,13] and thus
realized the world’s first portable PEFC cell containing a non-
precious-metal cathode catalyst [14,15].

Much effort has been directed at the development of transition-
metal-free carbon catalysts for the ORR, with the best practical
performance so far observed for N-doped carbon materials [16].
For example, a recently reported metal-free catalyst based on
N-doped carbon nanotubes showed high ORR activity even
under acidic conditions and allowed for facile electricity gener-
ation when employed as a single-cell cathode [17]. The ORR
activity of carbon-based catalysts can be substantially im-
proved by their simultaneous doping with N and other elements.
In 2007, we reported that carbon prepared by carbonization of a
N- and B-doped furan resin exhibited an increased ORR activi-
ty in sulfuric acid solution [11], and since then, much attention
has been directed at the activation of carbon catalysts through
co-doping [18]. The concept of co-doping has been even ex-
tended to three-component catalysts, as exemplified by studies
on N, P, S-doped and N, P, F-doped carbon materials [19,20].
Strelko et al. used theoretical methods to establish an interest-
ing relationship between the bandgap energy of a given catalyst
and its ability to promote reactions involving electron transfer
[21]. Moreover, P-doping of graphitic layers was revealed to
have an effect similar to that of N-doping and hence, co-doping
with P and N was found to be an effective way of increasing the
ORR activity of carbon materials [22-26]. Most of the reported
PN-doping techniques involve the carbonization of [N-contain-
ing polymer + P-containing compound] mixtures or of ionic

Table 1: Surface properties of H- and P-type precursors (for the
naming scheme of the samples see section “Experimental”).

sample BET-SSA
(m2·g−1)

surface composition

C (atom %) N/C O/C P/C

H-400 20 61.7 0.206 0.415 —
H-500 65 67.2 0.243 0.246 —
H-600 115 61.4 0.213 0.415 —
H-700 56 79.2 0.091 0.172 —

H-1000 84 81.5 0.055 0.172 —

P-400 2 76.0 0.046 0.258 0.011
P-500 7 72.6 0.059 0.292 0.027
P-600 8 70.2 0.088 0.286 0.051
P-700 6 50.0 0.143 0.702 0.153
P-800 277 68.2 0.095 0.296 0.074

P-1000 1014 84.0 0.043 0.125 0.022

liquids containing both N and P, i.e., employ special com-
pounds or their combinations as starting materials.

Herein, to establish a more generalized PN-doping method
allowing for the use of more common compounds, we de-
veloped the technique of controlled phosphoric acid treatment
(CPAT) that is potentially applicable to non-special N-contain-
ing organic compounds and applied it to folic acid (FA) as a
commonly occurring N-containing organic compound. During
CPAT, phosphoric acid (PA) acts as both a P-doping agent
[20,27-31] and a chemical activator to introduce pores [32,33].
The CPAT method, we used here, includes pretreatment with
phosphoric acid at various temperatures to alter the properties
of the precursors of carbon materials. In the present study,
PN-doped precursors synthesized at CPAT temperatures of
400–800 °C were carbonized at 1000 °C to prepare PN-doped
carbon materials, and factors influencing the ORR catalytic ac-
tivity of these carbon materials were investigated in detail.

Results
Structure, chemical composition and ORR
activity of precursors
The CPAT temperature affected both the BET specific surface
area (BET-SSA) and surface elemental composition of the pre-
cursors, as exemplified by values derived from X-ray photo-
electron spectra of P-series precursors (Table 1, for the naming
scheme of the samples see section “Experimental”). The N2
adsorption isotherms together with the micropore size distribu-
tion curves are given in Figure S1 (Supporting Information
File 1). The BET specific surface area values were calculated
from these isotherms. The BET-SSAs of samples prepared at
CPAT temperatures below 700 °C were estimated to be of
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Figure 1: TEM images of the carbon materials. (a) H-1000, (b) P-1000, (c) HH-700, (d) PH700.

several square meters per gram but rapidly increased at CPAT
temperatures above 800 °C, with maximum values obtained at
1000 °C. This behavior was different from that of H-series pre-
cursors.

Figure 1a,b shows the transmission electron microscopy (TEM)
images of the selected samples. Comparing the images of
(a) H-1000 and (b) P-1000 revealed differences in the carbon
structure. P-1000 is less dense than H-1000 and exhibits a round
surface composed of graphitic layers.

The results of X-ray photoelectron spectroscopy (XPS) analy-
sis demonstrated that when pretreatment was performed in the
absence of PA, the N content of the carbon materials decreased
with increasing temperature. On the other hand, in the presence
of PA, the N/C atomic ratio initially increased with increasing
CPAT temperature, reaching a maximum at 700 °C, and then
decreased again. The O/C ratio behaved similarly to the N/C
ratio regardless of the presence of PA but could not be accu-
rately estimated because of the effects of atmospheric moisture
and oxygen. The P/C ratio of P-series precursors was maximal
at a CPAT temperature of 700 °C, i.e., it behaved similarly to
the N/C ratio. Thus, CPAT promoted both the development of

Figure 2: Correlations between P/C atomic ratio and N/C atomic ratio
of P-series precursors (open circles) and HP-series carbon materials
(closed circles).

specific surface area and P doping, and the relative contribu-
tions of these roles were determined by temperature, i.e.,
P-doping was dominant below 700 °C, while chemical activa-
tion was dominant at higher temperatures [34]. Figure 2 shows
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Figure 3: N 1s spectra of (a) H-series and (b) P-series precursors. (c) P 2p spectra of P-series precursors. Results of deconvolution are also
presented.

the correlation between P/C ratio and N/C ratio in P-series pre-
cursors and HP-series carbon materials. It indicates the pres-
ence of some chemical interactions between the nitrogen in
folic acid and the phosphorus in phosphoric acid, which will be
discussed in the “Discussion” section.

The chemical states of N in P-series precursors were studied by
XPS (Figure 3a,b), which revealed that the shapes of N 1s spec-
tra depended on the pretreatment temperature and the presence/
absence of PA. H-series precursors featured N 1s spectra with
two peaks, the positions of which were affected by CPAT tem-
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perature (Figure 3a). For FA pretreated at 500 °C (H-500), these
peaks were located at 398.5 and 400.0 eV, while for H-700,
peaks at 397.9 and 400.5 eV were observed, and for H-1000,
signals were detected at 398.5 and 401.1 eV. The broad N 1s
spectra (Figure 3b) of P-series precursors prepared at 500 and
700 °C were assumed to be a superposition of several peaks; the
results of its deconvolution are also presented in Figure 3a,b.
For example, the spectrum of P-500 was deconvoluted into
peaks at 398.5, 400.5, and 402.5 eV, while that of P-700 was
deconvoluted into peaks at 398.5, 399.8, and 401.0 eV. In
contrast, the N 1s spectrum of P-1000 featured two overlapping
peaks centered at 398.5 and 401.7 eV.

Conventionally, peaks at 398.5, 400.5, 401, and 402 eV in the N
1s spectra of N-doped carbon materials are assigned to pyri-
dinic, pyrrole/pyridone-type, quaternary, and oxygen-bonded
(oxidized) N, respectively (Table 2). Thus, P-700 contained
quaternary N incorporated into graphite layers, as exemplified
by the corresponding peaks at 401–400.7 eV. The peak of
pyridinic N (398.5 eV), clearly observed for H-series precur-
sors, was less pronounced in the case of P-series precursors,
e.g., the intensity of this peak was higher for H-1000 than for
P-1000.

Table 2: Distribution of the N species in H-type and P-type precursors.

sample N/C Npyridine Npyrrol Nquaternary Noxides

H400 0.207 0.43 0.40 0.00 0.18
H500 0.243 0.56 0.39 0.00 0.05
H600 0.214 0.47 0.42 0.00 0.12
H700 0.091 0.47 0.43 0.00 0.10
H1000 0.055 0.33 0.36 0.17 0.14

P400 0.046 0.14 0.53 0.00 0.33
P500 0.059 0.33 0.42 0.00 0.25
P600 0.088 0.44 0.40 0.00 0.16
P700 0.143 0.32 0.35 0.22 0.12
P800 0.095 0.34 0.32 0.21 0.13
P1000 0.043 0.12 0.47 0.00 0.33

The P 2p XPS spectra of the P-series precursors are presented in
Figure 3c. The peak shifted from 134.2 to 133.0 eV with the
increase of the CPAT temperature. The figure also includes the
results of peak deconvolution by assuming the presences of the
five species given in the legend. The P-species varied with the
CPAT temperature.

The ORR voltammograms of the precursors are presented in
Figure S4 (Supporting Information File 1). Both H-series and
P-series precursors showed increased ORR activity with the
CPAT temperature. The temperature-dependence of ORR activ-

ity is remarkably large for P-series precursors. The highest
ORR activity among the precursors was achieved by P-1000.

Structure, chemical composition, and
electronic properties of carbonized FA
PH-series carbon materials were prepared by thoroughly rinsing
P-series precursors with water to remove excess PA and
subjecting them to carbonization at 1000 °C. The same opera-
tion was also performed for H-series precursors to afford
HH-series carbon materials. The N2 adsorption isotherms are
presented in Figure S5 (Supporting Information File 1) with the
micropore size distribution calculated by the MP-method. The
BET-SSAs of these two carbon series exhibited different behav-
iors (Table 3), e.g., those of HH-series carbon materials were
almost constant (ca. 30 m2·g−1) even though the corresponding
precursors showed different BET-SSA values, whereas the
BET-SSA of PH-series carbon materials increased with increas-
ing CPAT temperature. Specifically, the samples with CPAT
temperature above 700 °C showed remarkable increases of
BET-SSA. This might be caused by desorption or destruction of
instable compounds formed by CPAT at these temperatures.

Table 3: BET-SSAs and XPS-determined elemental surface composi-
tions of HH- and PH-series carbon materials.

sample BET-SSA
(m2·g−1)

surface composition

C (atom %) N/C O/C P/C

HH-400 34 83.7 0.054 0.141 —
HH-500 32 81.6 0.043 0.183 —
HH-600 30 81.2 0.033 0.199 —
HH-700 32 81.3 0.043 0.187 —

H-1000 84 81.5 0.055 0.172 —

PH-400 48 83.0 0.027 0.164 0.015
PH-500 243 82.3 0.036 0.164 0.016
PH-600 311 82.4 0.025 0.174 0.015
PH-700 674 81.6 0.035 0.166 0.024
PH-800 564 80.4 0.043 0.181 0.020
PH-900 1008 82.6 0.036 0.157 0.017

P-1000 1014 84.0 0.043 0.125 0.022

Table 3 also lists N/C and P/C atomic ratios determined by
XPS, demonstrating that for HH- and PH-series carbon materi-
als. The former ratio showed no clear dependence on the
pretreatment temperature and was in the range of 0.03–0.05.
Conversely, the P/C atomic ratio of PH-series carbon materials
varied in the range of 0.015–0.024, with a maximum value ob-
tained at 700 °C. Figure 4 shows the relationship between the
elemental composition of the precursors and that of the carbon
materials, revealing that the N content of the precursors had no
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Figure 4: Correlations between (a) N/C ratios of HH-series carbon materials and those of H-series precursors, (b) N/C ratios of PH-series carbon ma-
terials and those of P-series precursors, (c) P/C ratios of PH-series carbon materials and those of P-series precursors. The figures show the linear
correlation coefficients, r, calculated from least mean-square analysis of the plots.

influence on that of the carbon materials, while the P content of
PH-series carbon materials was positively correlated with that
of P-series precursors with a linear correlation coefficient of
r = 0.943. These results confirmed the viability of the CPAT
method and demonstrated that carbon materials with a high
extent of P-doping can be prepared from precursors with a high
P/C atomic ratio.

Figure 5a,b shows that although the N 1s spectra of both HH-
and PH-series carbon materials comprise two peaks, the rela-
tive intensities of these two peaks were different, as exempli-
fied by the spectra of H-1000 and P-1000. The shapes of the N
1s spectra of other HH- and PH-series carbon materials were
similar to those of H-1000 and P-1000 spectra, respectively, and
did not depend on the pretreatment temperature. The N 1s spec-
tra were deconvoluted into the four abovementioned peaks
(pyridinic, pyrrole/pyridone-type, quaternary, and oxidized N)
as shown in Figure 5, with the results presented in Table 4.
Notably, the spectra of PH-series carbon materials were domi-
nated by peaks of non-pyridinic N, while those of HH-series

carbon materials featured signals of pyridinic and pyrrole/pyri-
done-type N of comparable intensities.

The P 2p spectra of all PH-series carbon materials featured
broad asymmetric signals at 132.5 eV (Figure 5c) that were
deconvoluted into five components (Table 5). The most and
second-most abundant moieties were identified as –C–PO2 (P2)
and –C–PO3 (P3), respectively, and the contributions of other
components (P1 (C–P): P bonded only to carbon atoms, P4
(–C–O–PO3: P bonded to carbon via oxygen, P5 (P2O5): P
without any bonds to carbon) were found to be minor [35].

The above observations revealed that carbonization at 1000 °C
attenuated the differences in the chemical states of P and N ob-
served in the precursors. However, the effects of CPAT such as
changes in the chemical states of N and the amount of P were
retained.

The work function of PH-series carbon materials was deter-
mined by the vibration capacitance (Kelvin) method and fluctu-
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Figure 5: N 1s spectra of (a) HH- and (b) PH-series carbon materials. (c) P 2p spectra of PH-series carbon materials.

ated in the range of 5.4–5.6 eV (Figure 6a), decreasing with in-
creasing CPAT temperature in the range of 400–700 °C and in-
creasing with increasing CPAT temperature above 700 °C. As a
result, the smallest work function was observed for PH-700.
Figure 6b shows the relationship between the ORR activity and
the work function. These two values exhibited a good correla-
tion with r = −0.853.

ORR activity of the carbon materials
Figure 7a shows representative ORR voltammograms of PH-
and HH-series carbon materials recorded in O2-saturated
aqueous H2SO4. The voltammograms of HH-500 and HH-700
were almost identical, i.e., pretreatment had no effect on ORR
activity, while the voltammogram of H-1000 was different,
showing a larger increase of ORR current density below 0.4 V
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Table 5: Distribution of P-species in PH-series carbon materials.

sample P/C P1 (P)
(130 eV)

P2 (–C–PO2)
(132.5 eV)

P3 (–C–PO3)
(133.2 eV)

P4 (–C–O–PO3)
(134.2 eV)

P5 (P2O5)
(135.6 eV)

PH-400 0.015 0.13 0.50 0.16 0.16 0.04
PH-500 0.016 0.10 0.52 0.19 0.15 0.04
PH-600 0.015 0.10 0.59 0.18 0.09 0.04
PH-700 0.024 0.04 0.46 0.31 0.16 0.04
PH-800 0.020 0.04 0.47 0.32 0.08 0.08
PH-900 0.017 0.03 0.41 0.32 0.16 0.08

P-1000 0.022 0.05 0.45 0.39 0.06 0.04

Figure 6: (a) Effect of CPAT temperature on the work function of PH-series carbon materials, (b) relationship between the ORR activity and the work
function of carbonized samples.

Table 4: Distribution of N-species in HH- and PH-series carbon materi-
als.

sample N/C Npyridine Npyrrol Nquaternary Noxide

HH-400 0.054 0.37 0.63 0.00 0.01
HH-500 0.043 0.32 0.44 0.00 0.23
HH-600 0.033 0.34 0.48 0.00 0.17
HH-700 0.043 0.32 0.47 0.00 0.21

H-1000 0.055 0.33 0.36 0.17 0.14

PH-400 0.027 0.23 0.60 0.00 0.17
PH-500 0.036 0.31 0.52 0.00 0.17
PH-600 0.025 0.20 0.62 0.00 0.18
PH-700 0.035 0.24 0.61 0.00 0.15
PH-800 0.043 0.31 0.45 0.00 0.24
PH-900 0.036 0.19 0.44 0.00 0.37

P-1000 0.043 0.20 0.47 0.00 0.33

vs RHE. At a given potential, higher current densities were ob-
served for PH-series carbon materials than for HH-series car-
bon materials, which was ascribed to the influence of CPAT.
Figure 7b shows the dependence of ORR activity (|i0.5|, defined
as the current corresponding to a potential of 0.5 V) on the
CPAT temperature. The |i0.5| values of HH-series carbon mate-
rials ranged from 0.02 to 0.03 mA·cm−2 regardless of the
pretreatment temperature, while the |i0.5| value of PH-series car-
bon materials reached 0.96 mA·cm−2 at 700 °C and then de-
creased, i.e., was maximal for PH-700. Figure 7c shows
Koutecky–Levich plots obtained for PH-700, revealing that at
0.5 V vs RHE, the number of electrons transferred during the
ORR approximately equaled three and approached a value of
four at 0.1 V vs RHE.

Notably, PN-doped (PH-series) carbon materials exhibited
higher ORR activity than N-doped (HH-series) carbon materi-
als. As N-free P-doped carbon materials could not be prepared



Beilstein J. Nanotechnol. 2019, 10, 1497–1510.

1505

Figure 7: Results of ORR activity studies. (a) ORR voltammograms of HH- and PH-series carbon materials recorded in 0.5 M O2-saturated aqueous
H2SO4. (b) Dependence of the ORR activity (represented |i0.5|) on the CPAT temperature. (c) Koutecky–Levich plots obtained for PH-700 using data
acquired at 0.1 V and 0.5 V vs RHE.

from FA, a P-doped carbon material was prepared from
poly(furyl alcohol) (PFA) to examine the effects of P-only
doping on the ORR activity. The ORR activity of P-doped PFA-
derived carbon material was higher than that of a non-doped
PFA-derived carbon material (Figure 8).

Next, we correlated the ORR activity with BET-SSA, XPS-de-
termined contents of N and P, and the work function. Notably,
ORR activity is not fully correlated with BET-SSA (Figure S6,
Supporting Information File 1) but was correlated with the rela-
tive contents of P2 (Figure 9a) and P3 (Figure 9b) species, with
an even better correlation obtained between ORR activity and
the sum of P2 and P3 contents (Figure 9c).

Finally, the result of a single-cell test using PH-700, the cata-
lyst with the maximum ORR activity, as the cathode catalyst

Figure 8: ORR voltammograms of two different PFA-derived carbon
materials.
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Figure 9: Correlation of the ORR activity (represented by i0.5) with (a) P2/C, (b) P3/C, and (c) (P2+P3)/C molar ratios.

Figure 10: The result of a single-cell test using PH-700 as the cathode
catalyst. Current density (black solid line), IR free current density
(black dotted line), red solid line (power density).

and a commercial Pt/C catalyst as the anode catalyst is
presented in Figure 10. The initial voltage was 0.86 V and the
cell voltage decreased the current density. The red curve indi-
cated the power density of the cell, which showed a maximum
value of 141 mW/cm2.

Discussion
Doping of P into FA by CPAT
Differences between the N chemical states of P- and H-series
precursors can be understood by considering the chemical inter-
actions (possibly of the acid–base type) of PA with N atoms in
FA, as evidenced by the correlation between P/C and N/C ratios
(Figure 2). The N 1s spectra of P-series precursors prepared at
temperatures above 400 °C had a shape different from that of
the corresponding H-series precursor spectra, and 400 °C was
thus taken as the onset of PA action. Interestingly, the nature of
this action depended on the CPAT temperature, i.e., N loss was
promoted at 400 °C, precursor co-doping with N and P atoms
was promoted at 400–700 °C, and the increase of BET-SSA
accompanied by the decrease of N and P content was promoted
above 800 °C. As a result, maximum N and P contents were ob-
tained at a CPAT temperature of 700 °C. This behavior agreed
with the results of a previous study, where the increase of BET-
SSA was shown to be accompanied by the sublimation of
elemental P above 800 °C [34]. As the initial aim of CPAT was
to introduce P into carbon materials rather than to increase their
BET-SSAs, the temperature of 700 °C was considered to be
optimal. Finally, it was concluded that PN-doped carbon pre-
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cursors can be obtained by applying CPAT to other N-contain-
ing organic compounds if a proper CPAT temperature is
selected.

Chemical aspects of PN-doped carbon
materials
The disappearance of the correlation between P/C and N/C
ratios (Figure 2) after carbonization indicated that the latter
process irreversibly destroyed interactions between N and
P atoms. Additionally, the P/C ratios of PH-series carbon mate-
rials were correlated with those of P-series precursors, whereas
no such correlation was observed for N/C ratios, which high-
lighted the need for an in-depth investigation of the chemistry
involved at different preparation stages.

PN-doped (PH-series) carbon materials had a lower content of
pyridinic N than HH-series carbon materials (Figure 5a,b), i.e.,
P-doping suppressed the formation of this type of N moieties.
This behavior contradicted the results of previous studies on
PN-doped carbon materials, which reported the facile forma-
tion of pyridinic N upon P-doping. For example, Gao et al. pre-
pared a PN-doped carbon material by carbonization of an ionic
liquid synthesized from N-methylimidazole and PA and re-
ported the selective formation of pyridinic N due to the intro-
duction of P [36]. Li et al. reported that a carbon material ob-
tained by carbonization of P-doped aniline-coated single-wall
carbon nanotubes was rich in pyridinic N [26], while Razmjooei
et al. described the influence of P-doping on the formation of
pyridinic and pyrrole-type N in N, S, P-doped carbon materials
[24].

The 400.5 eV peak observed in the N 1s spectra of the
PH-series carbon materials has traditionally been assigned to
pyrrole/pyridone-type N. The electron configuration of pyri-
dinic N can be described as follows: Two out of five N valence
electrons are used for σ-bond formation, two more electrons
form an unshared electron pair, and the remaining electron is
donated to the π-electron system. Conversely, in the case of
pyrrolic N, two valence electrons are used to form C–N–C
σ-bonds, one electron is used to form the N–H bond, and the
remaining two electrons are donated to the π-electron system.
These differences in the number of electrons supplied to the
π-electron system result in differences in the N 1s peak binding
energies. Strelko et al. conducted quantum chemical calcula-
tions to characterize N-doped graphene, revealing that the elec-
tronic states of hydrogenated pyridinic N and the three-coordi-
nated N located in the valley at the zigzag edge of graphene are
similar to that of pyrrolic N [21].

Detailed analysis of N 1s and P 2p spectra showed that the pres-
ence of N–P bonds in carbonized products can be excluded and

demonstrated that P was mainly present as –C–PO2. However,
it was difficult to prove the presence of P–N and P=N bonds by
analysis of N 1s spectra, as the similar binding energy values of
N–P moieties (398.5 eV) and pyridinic N, and of N=P moieties
(401.3 eV) and quaternary N made unambiguous assignments
impossible [37,38]. Thus, as the N 1s spectra of PH-series car-
bon materials indicated the absence of N–P and N=P bonds, we
concluded that these carbon materials did not contain the above
moieties. Regarding P 2p spectra, the main species were identi-
fied as P2 (132.5 eV; –C–PO2) and P3 (133.2 eV; –C–PO3). As
the P–N signal usually appears at 133.5 eV and overlaps with
that of P3, PH-series carbon materials were concluded to
contain P2 and P3 as major species and feature no N–P
moieties.

Factors determining ORR activity
As electrocatalytic ORR is a heterogeneous reaction occurring
on solid surfaces, the overall catalytic activity is governed by
the surface area involved in the reaction and the type and sur-
face density of active sites. Herein, the ORR activity of
PH-series carbon materials was found to be only weakly influ-
enced by the BET-SSA values (Figure S6, Supporting Informa-
tion File 1) but was rather determined by the abundances of P2
and P3 species, i.e., by the contents of P atoms directly bonded
to one or two carbon atoms as shown in Figure 9.

Previously, the enhanced ORR activity of PN-doped carbon ma-
terials was ascribed to an increase of asymmetric spin density
[24,25,39], electron transfer from N or P to C [36], changes of
oxygen adsorption ability [26,40], and the formation of pyri-
dinic N active sites due to P-doping [26]. In our case, the last
reason, namely the formation of pyridinic N, can be ruled out,
while further studies are required to confirm/disprove the influ-
ence of oxygen adsorption properties. At this point, it is worth
noting that our previous investigations of the relationship be-
tween the ORR activity and oxygen adsorption properties of
warped graphitic layers (obtained by oxidative heat treatment of
fullerene extraction residues) demonstrated that these two pa-
rameters are well correlated [41].

The ORR activity was well correlated with the work function
(Figure 6b), which represents the energy of the Fermi level with
respect to that of the vacuum level that would be brought by the
introduction of P2 and P3 species, showing good correlation as
discussed above. Several reports on the relationship between the
work function of cathode catalysts and their ORR activity
demonstrated that the former parameter strongly influences the
latter and affects electron transfer in elementary reaction steps.
As the Fermi level is the highest-energy electronic level of a
given solid, the ORR reaction proceeds spontaneously when
this level exceeds the ORR standard potential of 5.6 eV [42-44].
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As shown in Figure 6a, PH-series carbon materials had work
functions of less than 5.6 eV and could therefore spontaneously
promote the ORR. The two structural features of PN-doped car-
bon materials, i.e., the presences of particular P-containing
species and the warped graphitic layers, should be the impor-
tant factors determining ORR activity through facilitating O2
adsorption and/or electron transfer at the catalyst surface.

Conclusion
Herein, we applied controlled phosphoric acid treatment
(CPAT) of folic acid (FA) to prepare P-doped precursors, which
were then carbonized to afford PN-doped carbon materials as
oxygen reduction reaction (ORR) catalysts. Essentially, FA was
heated in the presence of phosphoric acid at an optimal temper-
ature of 700 °C to maximize the P content of precursors before
the occurrence of chemical activation. The P/C ratio of precur-
sors was found to be positively correlated with that of the corre-
sponding carbon materials and carbon ORR activity. In contrast
to previous studies, where ORR activity has been largely attri-
buted to the presence of active sites based on pyridinic N, the
enhanced ORR activity of our carbon materials was ascribed to
the presence of –C–PO2 and C–PO3 moieties. Moreover, this
activity increased with decreasing work function of the carbon
materials. Given that an optimal treatment temperature is
selected, we believe that the CPAT technique can be applied to
all types of N-containing compounds, e.g., naturally occurring
ones. However, fundamental studies on the kinetics and mecha-
nisms of ORR activity enhancement induced by PN-doping are
required to clarify the remaining questions and will be con-
ducted in due course.

Experimental
CPAT
N- and P-containing precursors were prepared by heating FA in
the presence of PA. Typically, FA (1 g; Wako, Wako Special
Grade) was ground with ethanolic PA (85 wt %, 1 g; Wako,
Wako Special Grade) using a mortar and pestle, and the ob-
tained mixture was placed in a furnace, heated to 400–800 °C in
a flow of N2 at a rate of 50 °C·min−1, and then held at this tem-
perature for 1 h. The carbonized samples were then pulverized
at 650 rpm for 50 min using a planetary ball mill (P-7, Fritsch),
sieved to retrieve particles smaller than 106 μm in diameter,
vigorously stirred in deionized water at 80 °C for 1 h, and dried
to obtain P-T specimens (T = CPAT temperature). Controls
were prepared in the same manner without the addition of PA
and were referred to as H-T (T = pretreatment temperature).

Carbonization
The doped and control precursors were carbonized at 1000 °C
for 1 h in a stream of N2 to afford PH-T and HH-T specimens,
respectively (T = treatment temperature). Moreover, carbon ma-

terials were also prepared by directly heating FA or PA-FA
mixtures to 1000 °C (H-1000 and P-1000 samples,
respectively). To study the influence of P-only doping, the
above carbonization procedure was applied to poly(furfuryl
alcohol) (PFA). Two types of PFA-based carbon materials were
prepared by using hydrochloric acid or phosphoric acid as poly-
merization initiators (non-doped and P-doped PFA carbon ma-
terials, respectively).

Electrochemical methods
The ORR activity of carbon materials was probed by rotating
disk electrode voltammetry. The working electrode was pre-
pared by loading the catalyst (200 μg·cm−2) on a glassy carbon
disk electrode. The carbon ink was prepared in the following
manner: 2.5 mg of the prepared sample was mixed with 25 μL
of Nafion solution (5% solution of lower aliphatic alcohols,
Aldrich), 75 μL of ethanol (99.5%, Wako Pure Chemicals, Co.
Ltd.) and 75 μL of ultrapure water in a plastic conical vial
(1.5 mL). The working electrode was a 4 mm diameter glass-
like carbon electrode (BAS Inc.). The carbon ink (1.78 μL) was
pasted onto the whole area of the glass-like carbon electrode
(catalyst loading is 200 μg·cm−2). A reversible hydrogen elec-
trode (RHE) and a glassy carbon plate were employed as refer-
ence and counter electrodes, respectively. The electrolyte was a
0.5 M solution of H2SO4 in deionized water. Prior to the
measurements, dissolved oxygen in the acid solution was
purged by bubbling nitrogen gas. Cyclic voltammetry measure-
ments were performed by sweeping the potential between 0.0 V
and 1.0 V vs RHE at 50 mV/s for five cycles with a potentio-
stat (ALS 2323, BAS Inc.). Net ORR voltammograms
were obtained as the difference between linear sweep voltam-
mograms recorded at 1500 rpm in O2-saturated and N2-satu-
rated electrolytes (RRDE-3A, BAS Inc.). Koutecky–Levich
analysis was conducted for a selected sample by taking
DO2 = 1.40 × 10−5 cm2·s−1 and v = 1.00 × 10−2 cm2·s−1 [45].
The oxygen concentration was determined using an optical
oxygen meter (FireStingO2 ,  Pyro Science GmbH) as
CO2 = 1.20 × 10−6 mol·cm−3. Prior to the tests of the prepared
samples, we evaluated Pt/C (IFPC40, ISHIFUKU Metal
Industry Co., Ltd.), and the onset potential of Pt/C was 0.96 V.

The membrane–electrode assembly was fabricated as follows:
The catalyst ink, i.e., the dispersion of the catalyst in Nafion
solution ((5 wt % solution of lower aliphatic alcohols, Aldrich),
ionomer/catalyst weight ratio ≈ 0.7:1) was sprayed onto a diffu-
sion layer (29BC, SGL CARBON GmbH). A Pt/C catalyst was
used as the anode (catalyst loading = 0.3 mg·cm−2), and PH-700
was used as the cathode (catalyst loading = 3.5 mg·cm−2). A
5 cm2 cell was used for fuel-cell testing. Polarization curves
were obtained at a cell temperature of 80 °C, a back pressure of
200 kPa, and a reactant gas relative humidity of 100% using H2
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(1 L·min−1) and O2 (1 L·min−1) as anode and cathode gases, re-
spectively.

Characterization techniques
The Brunauer–Emmett–Teller (BET) surface area was evalu-
ated by N2 adsorption measurements (BELSORP Max, Micro-
trac BEL). Samples were placed in a tube and degassed at
200 °C for 2 h under dynamic vacuum conditions. C 1s, N 1s,
O 1s, and P 2p core-level X-ray photoelectron spectra were re-
corded using Mg Kα radiation (Kratos AXIS-NOVA, Shimadzu
Corp.). Generally, the charge-up shift correction was per-
formed by setting the C 1s peak binding energy to 284.5 eV.
Charge-up corrections for PA-400, 500, and 600 were per-
formed by bringing these samples into contact with In foil and
setting the In 3d peak binding energy to 451.4 eV. Work func-
tions were measured under N2 by a vibration capacity electrom-
eter (DCU series10, KP Technology).

Supporting Information
Supporting Information File 1
Additional experimental data.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-10-148-S1.pdf]
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Abstract
We developed an upcycling process of polyurethane obtaining porous nitrogen-doped carbon materials that were applied in super-
capacitor electrodes. In detail, a mechanochemical solvent-free one-pot synthesis is used and combined with a thermal treatment.
Polyurethane is an ideal precursor already containing nitrogen in its backbone, yielding nitrogen-doped porous carbon materials
with N content values of 1–8 wt %, high specific surface area values of up to 2150 m2·g−1 (at a N content of 1.6 wt %) and large
pore volume values of up to 0.9 cm3·g−1. The materials were tested as electrodes for supercapacitors in aqueous 1 M Li2SO4 elec-
trolyte (100 F·g−1), organic 1 M TEA-BF4 (ACN, 83 F·g−1) and EMIM-BF4 (70 F·g−1).
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Introduction
Currently more than 275 million tons of plastics end up as
waste every year, 12.7 million tons of which accumulate in the
oceans [1,2]. This waste is mainly packaging materials such as
polyethylene (PE), polypropylene (PP), polyurethane (PU),
disposable bottles such as polyethylene terephthalate (PET) and

construction materials such as polyvinyl chloride (PVC) and
PU. At the same time, more than 300 million tons of new
plastic materials are produced every year, with an increasing
tendency [3-5]. So far, different recycling techniques have been
devised to counteract environmental pollution through accumu-

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Figure 1: Upcycling approach consisting of high-energy ball milling and carbonization of a mixture of PU foam as the carbon source and potassium
carbonate (K2CO3) as an activation reagent to form nitrogen-doped porous carbon as an electrode material for supercapacitors.

lation of plastic waste. Especially, the recovery of PE and PP,
as well as depolymerization processes for PET and the repro-
cessing of PVC by crushing and melting in conversion systems
are well developed [6-9]. Commonly, 10–30% of the plastic
waste is recycled by manufacturing new plastic products.
Another 10–25% is used for energy recovery as fuel for indus-
trial processes. However, 55–80% still end up in landfills or
even in the environment [3,4,10]. Some of the polymers that
accumulate as plastic waste are poorly recyclable because of
low recycling yields and insufficient properties of the recycled
polymers in terms of elasticity, rheology, and thermal and me-
chanical stability [5]. Amongst them is PU, a thermosetting
polymer with a cross-linked structure [5,11,12]. PU is mainly
used for the production of disposable packaging materials and
sponges, for long-term applications in upholstered furniture and
car seats, and as spray foam for insulation [13-15]. Approxi-
mately 19 million tons of PU waste accumulate annually
[13,15-18]. Therefore, it is essential to develop sustainable
upcycling methods that reduce environmental pollution on the
one hand and ensure a good material utilization on the other
hand. One approach is the synthesis of porous carbon materials
from PU waste. At the industrial scale, activated carbon materi-
als are already obtained from coconut shells and other biomass
waste [19-21]. However, the industrial use of plastics for this
purpose has not been established yet.

The main properties of porous carbon materials [22,23] such as
high specific surface area and high electrical conductivity allow
for a variety of applications in catalysis [24-26], gas sorption/
separation [27-29] and electrochemical energy storage/conver-
sion. For the latter, porous carbon materials are established as
electrode materials in fuel cells [30-33], Li–S cells [34-37], and
supercapacitors [38]. In addition, these carbon materials can be
functionalized with heteroatoms such as nitrogen, which was re-

ported to affect the electrical conductivity [39-42], the energy
storage capacity, and the wettability of the electrodes with elec-
trolyte [43-45]. Commonly, nitrogen is inserted into the carbon
framework either by solution-based impregnation with
nitrogen-containing precursors, e.g., melamine or urea [19,46],
or via post-treatment processes with gaseous, nitrogen-contain-
ing precursors, e.g., N2 or NH3, at high temperatures [31,47,48].
In PU nitrogen is already part of the urethane group rendering it
a suitable nitrogenous carbon precursor. The conventional pro-
duction of N-doped porous carbon materials from PU, however,
requires many process steps and produces large quantities of
solvent waste from crushing and dissolving steps, the addition
of toxic chemicals, as well as the subsequent drying and
carbonization [49]. The utilization of a solvent in general has to
be critically examined, since it has to be separated from the
product, which is time-consuming and costly, and later on accu-
mulates as waste that has to be reprocessed in an energy-inten-
sive procedure. Furthermore, solvents can be hazardous to the
environment or toxic to humans. PU, for example, is hardly
soluble and some PU materials only dissolve in organic sol-
vents such as DMF, DMSO or THF. Consequently, it is neces-
sary to implement sustainable and effective processes that use
renewable raw materials or plastic waste and can be conducted
in a solvent-free manner [50-52]. Mechanochemistry is an inno-
vative synthesis concept that can be conducted without solvents.
It is cost-efficient and sustainable at the same time [53].
Mechanochemistry is well established in the field of pharma-
ceutical [54,55], organic [56-58], and inorganic chemistry [59-
62]. Mechanochemical reactions are initiated and controlled by
mechanical energy, for example provided by the collisions of
milling balls in high-energy ball mills. The advantages of
mechanochemistry are obvious. Syntheses can be conducted
without solvents [63,64], and within short reaction times
[59,65]. Also, the potential of mechanochemistry for upscaling
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has recently been discussed by Stolle and co-workers. An
upscaling from the milligram scale to the multiple-gram scale
has been shown to be feasible [66,67]. For the kilogram scale
other milling techniques such as impact mills or extruders may
be applicable [68].

Here, we present a fast and scalable synthesis for the produc-
tion of N-doped carbon materials (Figure 1). PU (spray foam) is
used as a nitrogenous carbon source and potassium carbonate
(K2CO3) is used as an activation agent. Urea (CH4N2O) can
optionally be added to further increase the nitrogen content.
Pre-milling of the PU foam and the mechanochemical reaction
of all components are carried out in a planetary ball mill. The
received polymer mixture is carbonized to form a nitrogen-
doped carbon material with a surface area of up to 2150 m2·g−1

and a total pore volume of up to 0.9 cm3·g−1. In order to
generate different nitrogen contents and to increase the porosity
of the carbon material, we used different ratios of urea and
K2CO3. Moreover, the N-doped carbon materials have been in-
vestigated as electrode material for supercapacitors in aqueous
Li2SO4, organic TEA-BF4 in acetonitrile, and an ionic liquid
EMIM-BF4 electrolyte.

Results and Discussion
Characterization and mechanochemical
treatment of PU
Polyurethane is a polymer formed by polyaddition of diiso-
cyanates R1(–NCO)2 with polyols R2(–OH)n. It is character-
ized by the resulting urethane group NH-(CO)-O. The special
feature of these compounds is the large variety of monomers
that can be used for the production of polyurethane materials,
such as various aliphatic or aromatic isocyanate components
(R1) and dihydric or polyhydric alcohols as polyol components
(R2). This wide range of monomers allows for different func-
tional groups to be integrated into the PU framework and the
adjustment of certain reaction conditions or specific properties,
such as ensuring fast reactions and stable polymer chains
through aromatic isocyanates. The spray foam used here (PU-F)
is a one-component foam and, according to the supplier
(Soudal), consists of polyisocyanate with an aromatic residual
group (polymethylene–polyphenyl isocyanate). Due to the delo-
calized charges in the aromatic residue of the monomers, they
directly react with moisture and do not require an additional
diol, as is the case with two-component foams. The spray of the
one-component foam contains small amounts of a flame retar-
dant (tris(2-chloro-1-methylethyl)phosphate) and propellants
such as propane, isobutene and dimethyl ether, which cause the
foaming. The foam has a low density of 25 kg·m−3, which is re-
quired for the application, but makes recycling difficult due to
its poor processability, and low yields of energy and material.
High-energy ball milling is initially used for comminution of

the foam (PU-F) to a powder (PU-BM). This does not lead to
any changes in the chemical bonding according to infrared
spectra (Figure S1A, Supporting Information File 1).

After addition of K2CO3 powder, the mechanochemical treat-
ment also ensures a homogeneous distribution of the latter
within the polymer. This ensures an optimal subsequent activa-
tion process. First investigations were made to understand the
influence of the K2CO3 concentration on the activation process
by varying the K2CO3 content, while keeping the PU content
constant (Table 1). The samples are indexed as follows:
polyurethane (PU), K2CO3 (PC), and “800” standing for the py-
rolysis temperature and a sequence number at the end of the
sample code. The obtained plastic-derived carbon materials
were investigated by N2 physisorption at −196 °C (Figure 2A),
and the calculation of the pore size distributions was carried out
under the assumption of slit and cylindrical pore geometry
using quenched solid density functional theory (QSDFT;
Figure 2B).

The sample PU-BM-800 (i.e., the reference with no K2CO3)
does not show any porosity and a slightly decreased nitrogen
content of 3.9 wt % compared to the pure PU-BM (5.7 wt %,
Table 1). In contrast, a microporous material is obtained after
adding only a small amount of K2CO3 (PUPC-800-1,
Figure 2A) [69]. PUPC-800-1 exhibits a surface area of
950 m2·g−1, a total pore volume of 0.41 cm3·g−1 and a
N content of 1.1 wt %. Please note, the nitrogen content de-
creased during the activation process and thus nitrogenous com-
pounds must have been released from the polymer during
carbonization. The further increase of the K2CO3 content results
in even more porous carbon materials with increased surface
area of 1420 m2·g−1 (PUPC-800-2) and 1670 m2·g−1 (PUPC-
800-3) and pore volume of 0.62 cm3·g−1 and 0.71 cm3·g−1,
while the N content does not further decrease and remains at
1.1 wt % and 1.2 wt %, respectively (Table 1). The proposed
mechanism according to McKee et al. is given in section S3 of
Supporting Information File 1 [70]. It can be concluded, that the
activation of PU foam provides porous carbon materials, but the
activation alone is not sufficient to ensure both, a high surface
area and nitrogen content.

Increase of the N content through addition of
urea
Since we observed a decreasing N content during the activation
process of PU, we added urea as an additional nitrogenous pre-
cursor to the mechanochemical synthesis. Please note the modi-
fied sample code, with polyurethane–urea–K2CO3 as PUUPC
and a new sequence number (Table 1). The IR spectra reveal
that polymerization reactions occur during ball milling (Figure
S1B, Supporting Information File 1). In particular, the conden-
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Table 1: Characterization data of different N-doped carbon samples after milling and carbonization. Physisorption data derived from N2 isotherms
measured at −196 °C. Element concentrations derived from elemental analysis.

sample mass ratio of
PU/urea/K2CO3

SSABET
a /

m2·g−1
SSADFT

b /
m2·g−1

V(N2)total
c /

cm3·g−1
V(N2)micro

d /
cm3·g−1

V(N2)meso
e /

cm3·g−1
Wx

f / wt %

N C H rest

PU-BM — 0.2 0 — — — 5.7 61.0 6.3 27
PU-BM-
800 — 0 0 — — — 3.9 81.7 0.8 13.6

PUPC-
800-1 3:0:1 950 1383 0.41 0.39 0.02 1.1 86.2 0.3 12.4

PUPC-
800-2 3:0:2 1421 1953 0.62 0.58 0.04 1.1 71 1.2 26.7

PUPC-
800-3 3:0:3 1668 2094 0.71 0.67 0.04 1.2 61.8 0.9 36.1

PUUPC-
800-1 3:1:3 2147 2029 0.89 0.76 0.13 1.6 62.0 1.0 35.4

PUUPC-
800-2 3:2:3 2005 1390 0.84 0.61 0.23 2.8 60.0 1.2 36.0

PUUPC-
800-3 3:3:3 668 823 0.27 0.27 — 6.3 64.4 1.9 27.4

PUUPC-
800-4 3:3:2 1005 1368 0.40 0.40 — 7.4 62.0 2.7 27.9

PUUPC-
800-5 3:3:1 174 221 0.07 0.07 — 8.4 63.3 1.8 26.5

aMulti-point BET-method for 0.05 ≤ p/p0 ≤ 0.2; bSSA of micropores determined by QSDFT below 2 nm; ctotal pore volume at p/p0 = 0.95; dapplying
QSDFT method assuming slit and cylindrical shaped pores using the adsorption branch; dVpore,meso = Vpore,total − Vpore,micro; fchemical composition
(Wx) obtained from elemental analysis, rest refers to the residual mass supposed to be oxygen, which is undetectable with this methode.

Figure 2: (A, C) Nitrogen adsorption/desorption (filled symbols/empty symbols) isotherms (measured at −196 °C) and (B, D) cumulative pore size dis-
tribution (PSD) using QSDFT with cylindrical/slit-shaped pores of the samples (A, B): PUPC-800-1 (cyan), PUPC-800-2 (blue), PUPC-800-3 (green),
and PU-BM-800 (black) and the samples (C, D): PUUPC-1-800 (green), PUUPC-2-800 (blue), PUUPC-3-800 (grey), PUUPC-4-800 (cyan) and
PUUPC-5-800 (black).
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Figure 3: (A) Water vapor sorption isotherms (adsorption/desorption = filled symbols/empty symbols) measured at 25 °C and (B) magnification of the
lower relative pressure range of the samples: PUUPC-800-1 (cyan), PUUPC-800-2 (green) and PUPC-800-3 (blue).

sation of urea with the urethane group is initiated during the
milling process shown by the disappearing peaks of NH2
(3335 cm−1) and of C=O (1715 cm−1). In addition, the morpho-
logical conversion of the PU powder (Figure S3, Supporting
Information File 1) to an agglomerated polymer (Figure S4,
Supporting Information File 1) as well as the optical observa-
tion that moisture is produced during milling, indicates that a
condensation reaction must have taken place.

Since an equal ratio of PU and K2CO3 (PUPC-800-3) has
yielded the highest porosity in the previous section, we kept the
PU and K2CO3 ratio constant and added specific amounts of
urea to investigate the influence of the nitrogen precursor on the
nitrogen content and surface area. Already by adding small
amounts of urea, the nitrogen content of the obtained N-doped
carbon materials is slightly increased to 1.6 wt % (PUUPC-800-
1) and 2.8 wt % (PUUPC-800-2, Table 1). Moreover, the addi-
tion of urea influences the activation process itself [64], result-
ing in an increased surface area of 2150 m2·g−1 (PUUPC-800-1)
and 2010 m2·g−1 (PUUPC-800-2) and pore volume of
0.89 cm3·g−1 and 0.84 cm3·g−1 with a small fraction of meso-
pores (Figure 2C,D) [69]. However, when urea was added in the
same ratio as PU and K2CO3 (PUUPC-800-3), the surface area
and the pore volume significantly decreased to 670 m2·g−1 and
to 0.27 cm3·g−1, while the nitrogen content increases to
6.3 wt % (Table 1). This observation is related to an intensified
chemical activation process due to the high amount of urea and
the formation of ammonia during the high-temperature treat-
ment, leading to a higher consumption of carbon and its partial
textural destruction. In addition to the formation of ammonia
and the activation of the carbon, urea can form (NH4)2(CO3),
which further decomposes to gaseous H2O, CO2 and NH3 and
leads to additional porosity of the carbon.

In order to attenuate the activation process, while ensuring a
high nitrogen content at the same time, we reduced the K2CO3
content, while keeping the content of PU and urea constant.
Reducing the K2CO3 content results in a specific surface area of
1010 m2·g−1, a nitrogen content of 7.4 wt % and a pore volume
of 0.40 cm3·g−1 (PUUPC-800-4, Table 1). However, further
reduction of the K2CO3 content leads to a decreased porosity
(SSA = 170 m2·g−1), while the N content is further increased up
to 8.4 wt % (PUUPC-800-5, Table 1). As a result, if the K2CO3
content is insufficient, the activation process is incomplete and
a high porosity cannot be obtained.

Water vapor adsorption was performed exemplarily for the
samples PUPC-800-3, PUUPC-800-1, and PUUPC-800-2 to
demonstrate the effect of the porosity and the generated
nitrogen functionalities on sorption, phase and wetting behav-
ior. The water isotherms of all measured samples are assigned
to a type V isotherm according to the IUPAC classification
(Figure 3A) [69]. Up to a relative pressure of p/p0 < 0.4 almost
no adsorptive interactions take place. The step at a relative pres-
sure of p/p0 = 0.4 is assigned to the filling of micropores.
PUUP-800-1 shows the highest uptake in this range because it
has the highest micropore volume. At relative pressures of
p/p0 > 0.8, PUUP-800-1 shows a lower water adsorption uptake
than sample PUUP-800-2. This can be attributed to the higher
mesopore volume of PUUP-800-2 [71]. A direct correlation be-
tween the nitrogen content of the samples and the water adsorp-
tion behavior is not observed since the uptake is not significant-
ly shifted to lower relative pressures. A reduction of the total
amount of adsorbed water is observed for sample PUPC-800-3
and corresponds to a decreased total pore volume and nitrogen
content (Table 1, Figure 2B,D). The hydrophilicity of the
N-doped carbon materials has been confirmed by using the
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Table 2: Electrochemical characterization data of PUPC-800-3, PUUPC-800-1 and PUUPC-800-2 measured in aqueous (1 M Li2SO4), organic (1 M
TEA-BF4 in ACN) and ionic liquid (EMIM-BF4) electrolytes calculated from galvanostatic charge–discharge measurements at different specific
currents.

electrolyte powder resistancea /
Ω·cm

specific current / A·g−1 specific capacitanceb / F·g−1

1 M Li2SO4 1 M TEA-BF4(ACN) EMIM-BF4

PUPC-800-3 0.39
0.1 90 47 56
1 73 62 71

PUUPC-800-1 0.47
0.1 90 73 69
1 81 72 63

PUUPC-800-2 0.75
0.1 99 59 36
1 82 57 42

aPowder pressed with 2 t, d = 1 cm; bobtained from the discharge branch.

Figure 4: (A) Cyclic voltammogram measured in 1 M TEABF4 (ACN) with a scan rate of 10 mV·s−1 (solid lines) and 100 mV·s−1 (dashed lines),
(B) loss of the specific capacitance in three different electrolytes, and (C) Nyquist plot for the three samples PUPC-800-3 (blue), PUUPC-800-1
(cyan), and PUUPC-800-2 (green).

dynamic contact angle technique (Figure S7, Supporting Infor-
mation File 1). As expected, the samples absorbed the water
droplet almost immediately after its release. The sample
PUUPC-800-2 absorbed the water droplet completely after
only 8 s, whereas sample PUPC-800-3, exhibiting a lower
nitrogen content, absorbed the water after 20 s. Thus, the
higher nitrogen content benefits the wettability of the carbon sur
face.

Electrochemical characterization
The produced carbon materials differ in terms of specific sur-
face area, pore sizes, and nitrogen content. Therefore, we
selected three carbon materials that represent a wide range of
structure characteristics for electrochemical characterization:
PUPC-800-3, PUUPC-800-1, and PUUPC-800-2. First, we de-
termined the powder resistance of the carbon materials. Two
general trends are observable. Firstly, the resistance increases
with a higher specific surface area (compare PUUPC-800-1 and
PUPC-800-3, Table 2). This was previously observed by Casco
et al. [39] for a different carbon system, too. Secondly,
regarding PUUPC-800-1 and PUUPC-800-2, which mainly
differ in their nitrogen content, the resistance increased with in-

creasing nitrogen content. Thus, nitrogen-doping has no benefi-
cial influence on the conductivity of the electrodes in contrast to
expectations.

The materials have been processed to free-standing electrodes
and characterized as symmetrical supercapacitors in three dif-
ferent electrolytes: 1 M Li2SO4 (AQ), 1 M TEA-BF4 (O) in
acetonitrile (ACN) and EMIM-BF4 (IL). The supercapacitors
show a rectangular CV shape in all three electrolytes (Figure
S8, Supporting Information File 1). The CVs of the three car-
bon materials are exemplarily shown for the organic electrolyte
(O) in Figure 4A and give hint to a purely capacitive energy
storage mechanism due to the absence of peaks. Further electro-
chemical characterization data can be found in Supporting
Information File 1 (Figures S9–S12). The specific capacitances
for the different carbon materials measured in different elec-
trolytes are calculated by galvanostatic charge–discharge curves
(Table 2). In general, all carbon materials show a higher specif-
ic capacitance (Cspec.) in aqueous electrolyte, which can be at-
tributed to the higher ion conductivity of aqueous electrolytes
[72]. The highest value of Cspec. was calculated for PUUPC-
800-2 with 99 F·g−1, which is associated to the high specific
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surface area of this sample compared to PUPC-800-3 and
PUUPC-800-1.

Regarding the loss of specific capacitance when increasing the
specific current from 0.1 to 10 A·g−1, PUUPC-800-2 shows the
best rate capability in the aqueous electrolyte (Figure 4B). This
can be associated with the higher volume ratio of mesopores to
micropores, since mesopores are acting as transport pores
enabling a fast electrolyte ion mobility [73,74]. Interestingly,
the rate capability for this material in organic and ionic liquid
electrolytes, however, is worse compared to the other two mate-
rials. This can be attributed to a low electric conductivity of the
electrodes accompanied with the lower ionic conductivity of
such electrolytes. This causes a higher resistance of the whole
device and results in a lower rate capability. The difference of
the electrode conductivities is also shown in the Nyquist plot
(Figure 4C). A higher nitrogen content reduces the electric
conductivity of the electrodes and thus, does not have a benefi-
cial influence on the supercapacitor performance.

Conclusion
We introduced an upcycling process for plastic waste to
produce N-doped carbon materials in a sustainable synthesis.
Polyurethane waste serves as a carbon (and nitrogen) source
and is converted via a mechanochemical pathway with K2CO3
and, optionally, urea. The mechanochemical approach does not
require any solvent, has a short reaction and process time and is
realized in a facile setup. By using different amounts of activa-
tion and doping reagents, we obtained optimized carbon materi-
als offering excellent properties such as a high specific surface
area of 2150 m2·g−1, and a total pore volume of 0.9 cm3·g−1

(PUUPC-800-1). These N-doped carbon materials performed
similarly well as supercapacitors from commercial carbon mate-
rials such as YP-50F, showing a specific capacitance up to
99 F·g−1 in Li2SO4, as well as a stable performance in TEA-
BF4 with 83 F·g−1. By the mechanochemical upcycling with ad-
ditional urea, the rate capability of the supercapacitor was en-
hanced and the obtained device exhibits 80% of its capacitance
at a high specific current of 10 A·g−1 in aqueous electrolyte.
The broader intention would be to transfer the process presented
here to other difficult-to-process polymer waste and thus be
able to further counteract the generation of waste. The applica-
tion possibilities of these materials could also be extended to
other energy storage systems such as Li-ion batteries or waste-
water purification, wherever materials with a high surface area
and improved wettability are required.

Experimental
Synthesis of N-doped carbon
In a similar manner to [36,64], nitrogen-doped porous carbon
materials were produced from polyurethane (PU) foam as the

carbon source, urea (U) added as a supplementary nitrogen
source and potassium carbonate (PC) added as an activation
reagent. The nitrogen source and the activation reagent were
used in different molar ratios (Table 3). The synthesis was
carried out in a 45 mL zirconium oxide milling vessel with
twenty-two 10 mm diameter zirconium oxide milling balls
(3.19 g each). First, the sprayed polyurethane was milled for 10
min in a Fritsch Pulverisette 7 premium line planetary ball mill
operating at a rotation speed of 600 rpm. After addition of the
activation and doping reagents, the mixture was then milled in
the same ball mill and vessel for 30 min and at a rotation speed
of 800 rpm. The resulting polymer was pyrolyzed for one hour
in argon at 800 °C with a heating rate of 150 °C·h−1 and after-
wards purified with diluted HCl and water.

Table 3: Sample code and amounts of PU, urea and K2CO3.

sample code PU / g urea / g K2CO3 / g

PUPC-1 3 0 1
PUPC-2 3 0 2
PUPC-3 3 0 3
PUUPC-1 3 1 3
PUUPC-2 3 2 3
PUUPC-3 3 3 3
PUUPC-4 3 3 2
PUUPC-5 3 3 1

Characterization
Nitrogen physisorption measurements were performed with a
Quadrasorb EVO/SI from Quantachrome Instruments at
−196 °C. The samples were degassed before all measurements
under vacuum at 150 °C for at least 24 h. The multi-point BET
method was used to calculate the specific surface areas of the
materials. For each sample, the relative pressure range is given
at the corresponding location.

The calculation of the total pore volume was performed at a
relative pressure of p/p0 = 0.95. Assuming slit and cylindrical
pore geometry, the pore size distributions were calculated from
the adsorption branch using quenched solid density functional
theory (QSDFT) method incorporated into the ASiQwin analy-
sis software (Quantachrome). Micropore volumes were calcu-
lated from the cumulative pore volumes at a diameter of 2 nm.

Water vapor adsorption measurements were carried out at 25 °C
on an Autosorb iQ from Quantachrome Instruments after
vacuum activation at 150 °C for at least 24 h. The total pore
volume was calculated at relative pressure of p/p0 = 0.96 for
each material.
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Elemental analysis was carried out with a vario Micro cube
from Elementar. The elemental composition of carbon, hydro-
gen, nitrogen and sulfur of all samples is the average of three
measurements.

IR spectra were measured on a BRUKER Vertex 70 with a
Specac Golden Gate ATR unit. A resolution of 2 cm−1 was
utilized and the resulting spectra were treated with ATR correc-
tion by the OPUS 6.5 software. The spectra were recorded in
the range of 4000–400 cm−1.

Electric powder conductivities were measured with an Agilent
34420A combined with a custom-built cell with a diameter of
1 cm. The powders were pressed with 2 t.

For the preparation of the electrodes, we added 5 wt % of
polytetrafluoroethylene (PTFE granular, 98 wt % from
Sigma-Aldrich) as binder to the N-doped carbon material,
which was ground under heat treatment in a mortar. The result-
ing dough-like material was rolled out to a thickness of
100–200 µm and then cut out to a round electrode with a diame-
ter of 10 mm. The electrodes were dried in a vacuum oven at
120 °C for 24 h.

For electrochemical testing, a specially manufactured polyether
ether ketone (PEEK) cell with spring-loaded titanium pistons
was used as symmetrical full cell, as described in detail else-
where [75]. Electrode discs with a thickness of 100–200 µm and
a diameter of 10 mm were punched out of the free-standing film
electrode. Electrodes with the same mass were selected as the
working and the counter electrode, which were placed on the
current collector and separated by a glass-fiber separator (GF/A,
Whatman). The prepared cells were filled with the electrolyte.
We used a potentiostat/galvanostat VMP-3 from BioLogic for
cyclic voltammetry (CV) and galvanostatic cycling with poten-
tial limitation (GCPL). CVs were recorded in full-cell mode at a
scan rate 5 mV·s−1. In GCPL mode the specific current was in-
creased from 0.1 to 10 A·g−1. In order to obtain information
about the IR drop, a rest period of 10 s was introduced between
charging and discharging.

The gravimetric capacitance was calculated from the discharge
curve via the following equation:

(1)

with specific capacitance Cspec, cell voltage U corrected by IR
drop, and carbon mass of both electrodes m (without binder).

Supporting Information
Supporting Information File 1
Materials and methods, additional figures and activation
mechanism.
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Abstract
Polyacrylonitrile (PAN)-based carbon felt was subjected to N2-plasma treatment to increase the heteroatom defects and reactive
edge sites as a method to increase the performance in vanadium redox flow batteries (VRFBs). N-doping in the felt was mainly in
the form of pyrrolic and pyridinic nitrogen. Even though the amount of oxygen functional groups on the N2-plasma-treated sample
was very low, the felt showed enhanced electrochemical performance for both V3+/V2+ as well as V5+/V4+ redox reactions. The
result is highly significant as the pristine electrode with the same amount of oxygen functional groups showed significantly less ac-
tivity for the V3+/V2+ redox reaction. Overall, the single-flow cell experiments with N2-plasma-treated felt showed superior perfor-
mance compared to the pristine sample. Therefore, the enhanced performance observed for the N2-plasma-treated sample should be
attributed to the increase in defects and edge sites. Thus, from the present study, it can be concluded that an alternate way to
increase the performance of the VRFBs is to introduce specific defects such as N-doping/substitution or to increase the edge sites.
In other words, defects induced in the carbon felt such as heteroatom doping are as beneficial as the presence of oxygen functional
groups for the improved performance of VRFBs. Therefore, for an optimum performance of VRFBs, defects such as N-substitution
as well as oxygen functionality should be tuned.
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Introduction
In every part of the world, the contribution of electrical energy
harvested from a renewable source, such as wind, photovoltaics,
etc., to the electrical grid system is increasing. In contrast to
electric energy production from fossil or nuclear fuels, the gen-
eration of energy from renewable sources is intermittent by
nature. The intermittent nature of such energy production can
lead to the destabilization of the grid. This issue demands the
development of durable and efficient electrical energy storage
systems which can store the excess electrical energy from
renewable energy sources during peak production and supply
the stored energy to the grid during a depletion in the produc-
tion. In this context, the all-vanadium redox flow battery
(VRFB) is one of the most promising and flexible stationary
electrical energy storage systems. Unlike Pb acid, Li-ion
batteries or even flow batteries like zinc/bromine, the electrical
energy in VRFBs is completely stored by the electrolyte in an
external tank. Thus, in VRFB systems, the power and energy
can be decoupled, that is, to store more energy, only the tank
size needs to be increased. Moreover, since the system uses
only a single redox species, element cross-contamination issues,
which are common in other redox flow batteries such as Cr/Fe,
are obviously nonexistent [1]. Nevertheless, the system suffers
from irreversible capacity fade due to parasitic reactions such as
air oxidation of V2+ species and hydrogen evolution reaction
(HER) at the negative electrode [2-4]. The air oxidation of V2+

species can be completely prevented by keeping the negative
tank under inert gas atmosphere. However, the HER at the
negative electrode is almost unavoidable as the redox potential
of V3+/V2+ (−0.26 V vs normal hydrogen electrode (NHE))
reaction is very close to HER (0 V vs NHE). To minimize the
HER, the negative electrode surface structure should be tuned
in such a way that it tends to preferably bind V3+/V2+ ions over
H+ ions. Creating oxygen functional groups on the surface of
the anode is one way to achieve this [5,6]. Langner et al. have
shown that on a functionalized electrode, in the presence of
V3+, the HER is suppressed as the V3+ ions get preferentially
bonded to the oxygen functional groups [6]. Furthermore, they
proposed that it is essential to have at least 5% oxygen function-
ality on the surface of the carbon felt for the unhindered reduc-
tion of V3+ ions. In fact, carbon felt with a surface coverage as
high as 23% oxygen functionality showed relatively enhanced
VRFB performance [7]. Nevertheless, the above-mentioned
electrode with a higher amount of oxygen functional groups,
when used in a three-electrode configuration, showed poor elec-
trochemical performance for the positive (V5+/V4+) redox reac-
tion. Taking into account that the negative redox reaction is the
limiting reaction in VRFB, the overall enhancement in the full
cell performance was purely attributed to enhancement in the
V3+/V2+ redox kinetics due to the presence of functional groups
[8]. Thus, it is extremely important to optimize and maintain the

amount of functional groups on the surface of the carbon felt
especially when used as a negative electrode in VRFB. Howev-
er, it has been found that due to electrochemical as well as
chemical ageing, both electrode surfaces tend to oxidize with
the additional formation of oxygen functional groups [9,10].
Excess oxidation of the carbon felt can also introduce nonselec-
tive functional groups such as –C–O and –C=O and reduces the
sp2 carbon content or the graphite content of the felt. The for-
mation of nonselective functional groups can impede the redox
reaction. For example, Estevez et al. showed that the presence
of –O–C=O groups increases the performance of the VRFB
whereas the presence of –C–O and –C=O degrades it [11]. In
the long run, reduction in the graphite or sp2 carbon content of
the felt reduces the electrical conductivity, leading to perfor-
mance loss. Furthermore, it has been proposed by Schweiss
et al. that an increase in the amorphous content in the felt can
increase the hydrogen evolution reaction [12]. In one way or the
other, functionalization with heteroatoms will always reduce the
graphitic nature as functionalization proceeds by breaking of
the C6 rings, and in many cases, with the formation of a
sp3 hybridized carbon atoms (out of plane with the graphene
layer). Moreover, most of these functional groups will be pre-
dominantly formed at graphite edge sites which are much more
active than a basal carbon [13]. Therefore, to obtain reasonable
VRFB performance, the carbon edge sites of the carbon felt
electrode should be preserved or the functional group formed on
this site by chemical or electrochemical ageing should promote
the redox reaction. Another possible way to create a reaction
site or catalytic center in graphite is by doping it with
heteroatoms such as B, N, or P. The heteroatom perturbs the
electronic structure of the graphite layer subjected to doping,
leading to enhanced polarization [14]. N-doped carbon-based
electrodes have been successfully tested in VRFBs. For exam-
ple, Wang et al. developed carbon felt deposited with N-doped
carbon nanotubes which showed enhanced VRFB performance
[15]. He et al. produced N-doped carbon felt by heating the
commercial felt at 600 and 900 °C in the presence of NH3 gas.
This felt showed enhanced VRFB performance, owing to the
increase in electrical conductivity as well as active sites [16]. In
this work, a carbon felt electrode with minimum oxygen func-
tional groups and a larger amount of defects in the form of
N-doping and edge sites was prepared by employing the N2
plasma technique. The N2-plasma-treated sample showed en-
hanced electrochemical performance in a VRFB compared to
the untreated sample with fewer defects. The commercial car-
bon felts (GFD-type) used as electrode materials in the present
study are made out of a polyacrylonitrile (PAN) precursor. In
contrast to the commonly employed thermal activation process,
the plasma treatment process is quick, and subsequent physical
or chemical changes incurred will be uniform across the felt.
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Figure 1: Raman spectra obtained for pristine as well as N2-plasma-treated sample.

Apart from that, it is observed that the surface area of the mate-
rial is not affected by the plasma treatment process.

Results and Discussion
In this work, the N2 plasma treatment process is applied to
PAN-based felts to increase the amount of defects. The normal-
ized spectra obtained for the Raman measurements are shown in
Figure 1. In order to investigate the degree of graphitization and
defects formed during the plasma treatment process, the intensi-
ty of the G- and D-band centered at 1590 cm−1 and 1356 cm−1

are compared. The G-band in graphitic material arises from the
in-plane vibration of sp2 carbon atoms. Whereas the D-band
arises from out-of-plane vibrations from carbon associated with
defects. Therefore, the ratio of the intensity of the D- and
G-bands (ID/IG) gives direct information about the extent of
defects in a graphite material [17,18]. From the Raman spectral
analysis, it was found that the pristine sample had a lower ID/IG
ratio of 1.2 compared to the N2-plasma-treated sample of 1.7.
This indicates that the N2 plasma treatment process served to
increase the defects in the carbon felt. Moreover, the D-band of
the plasma-treated sample was shifted to a higher frequency, in-
dicating an increase in the defect density. Mostly, this increase
in defects can be correlated to heteroatom substitution/doping
(N-doping) and the simultaneous creation of new edge sites
[17]. At 2690 cm−1 a symmetric second order D-band (2D) is
visible for both samples. Careful analysis reveals that the 2D
peak intensity is lower for the plasma-treated sample, indicat-
ing possible doping [17].

In order to investigate the N-doping in a plasma-treated felt,
X-ray photoelectron spectroscopy (XPS) analysis of the sam-
ples was carried out. The N2-plasma-treated sample was charac-
terized by a N 1s peak with maxima around 399 eV. The N 1s
peak could be deconvoluted into pyridinic and pyrrolic N

contributions, with maxima at 398.3 and 399.8 eV, respectively.
The XPS results, as well as the quantification of various groups
on the surface of the felt are shown in Figure 2. Thus, from
these results, it can be concluded that N2 plasma treatment can
be applied to induce N-doping defects. Both pyrrolic as well as
pyridinic N observed in the XPS spectra are incorporated into
the graphene layer [19,20]. The doping of N as observed here
differs from the functionalization by the fact that during the
doping process, the N atom is directly bonded with other car-
bon atoms inside the graphene framework, whereas during the
functionalization process, the nitrogen groups are bonded on
one of the edge sites of the carbon atoms. Since XPS shows
only the presence of pyrrolic and pyridinic contributions, any
N-functionalization can be ruled out [20,21]. In contrast to
oxygen, nitrogen is less reactive, and its atomic size is close to
carbon. Therefore, with N2 plasma treatment, doping prevails
over functionalization. The elementary composition from the
XPS analysis revealed the presence of approximately 2% of
nitrogen on the surface of the felt, which translates into a sub-
stantial amount of N doping, given that a N-doping level as low
as 1 atom % can have a significant effect on the electronic
structure of carbon materials [22].

Additionally, from the XPS analysis, approximately 2% and 3%
of oxygen functional groups (C=O and C–O) was found to be
present on both pristine as well as plasma-treated samples, re-
spectively. Furthermore, it can also be seen from the XPS
results that, compared to the pristine sample, the N2-plasma-
treated sample has the highest graphitic content on the surface.
This result contradicts the Raman spectroscopy result where the
plasma-treated sample in fact showed more defects. It must be
emphasized that in the present work no peak fitting was carried
out on the C 1s peak to quantify the defects. It may be stressed
that the graphite content obtained from XPS also has a contribu-
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Figure 2: XPS results obtained for pristine and N2-plasma-treated samples. a) Survey scan for the N2-plasma-treated sample and inset showing the
O 1s peak fitting results, b) N 1s peak fitting for the N2-plasma-treated sample, c) survey scan for the pristine sample and inset showing the O 1s peak
fitting results, and d) composition of the various groups obtained after peak fitting.

tion from the defects. The increase in the graphitic amount
could be correlated to the corresponding decrease in the amount
of aliphatic carbon. The source of this aliphatic carbon is either
from the graphitization process of the PAN fibers or simply the
atmospheric ageing of the felt. It is already known from the lit-
erature that graphitization or atmospheric ageing can leave
some aliphatic or polyaromatic tar-like residues on the surface
of the felt [6,23]. Thus, it can be concluded that apart from in-
ducing N-doping, the N2 plasma treatment also increased the
apparent graphite amount on the surface by removing the ali-
phatic groups (C–H and C–C) from the surface of the fibers.
The schematic representation of N-doping induced by the N2
plasma treatment in a graphite lattice is shown in Figure 3.

From the scanning electron microscopy (SEM) analysis, it can
be seen that the surface morphology of the fibers of both sam-
ples looked identical and thus any kind of surface roughening
leading to an increase of the surface area can be ignored. This is
further supported by our previous study were the BET measure-
ments did not show any increase in surface area for oxygen-
plasma-treated samples [7]. The SEM images of the pristine as
well as the N2-plasma-treated samples are shown in Figure 4.

In order to evaluate the electrochemical performance of the
N2-plasma-treated sample, cyclic voltammetry (CV) measure-
ments were carried out. In contrast to the pristine sample, a
prominent V3+/V2+ redox peak is observed for the N2-plasma-
treated sample. The CV of the pristine sample is mainly
characterized by a hydrogen evolution peak. The CV curves for
both negative and positive redox reactions are shown in
Figure 5.

Given that the pristine and N2-plasma-treated samples have
almost the same amount of oxygen functional groups, the en-
hanced activity shown by N2-plasma-treated samples towards
the V3+/V2+ redox reaction should be attributed to the specific
defects such as N-doping and the increase of the edge sites.
More recently, Xu et al. showed, using first-principle calcula-
tions, that N-doping (especially the pyridinic and pyrrolic
forms) enhances the water adsorption or hydrophilicity of the
graphite electrode [24]. Thus, it may be concluded that the pyri-
dinic and pyrrolic nitrogen formed during the N2-plasma
process enhanced the wettability of the felt, which in turn facili-
tates the adsorption of the V2+/V3+ ions. Apart from defects in
the form of N-doping, a higher amount of edge sites formed
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Figure 3: Schematic representation of N-doping induced by N2 plasma treatment in a graphite lattice.

Figure 4: SEM images of a) pristine and b) N2-plasma-treated samples.

Figure 5: CV curves obtained for the pristine and the N2-plasma-treated sample: a) negative redox reaction, b) positive redox reaction.

during the N2-plasma process also influences the V3+/V2+ redox
reaction. This is because the half-cell reaction is known to
depend greatly on the carbon edge sites [25]. Another reason for
the enhanced activity of the N2-plasma-treated samples towards
the V3+/V2+ reaction is that the aliphatic carbonaceous materi-
als on the surface of the felts are removed during the N2-plasma

process. As a result of this process, more electrochemically
active sites (edge sites) are available for the V3+/V2+ redox
reaction. As far as the V5+/V4+ redox reaction (i.e., the positive
redox reaction) is concerned, both pristine, as well as
N2-plasma-treated carbon felts showed electrochemical activity.
Compared to pristine carbon felt the N2-plasma-treated sample
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Figure 6: Single-cell measurement results with pristine (green) and N2-plasma-treated samples (red). a) Maximum discharge capacity obtained during
cycling, b) energy efficiency achieved during cycling, c) charge–discharge curve obtained for cycling at 32 mA cm−2, d) charge–discharge curve ob-
tained for cycling at 48 mA cm−2.

showed an earlier onset potential for the V5+/V4+ redox reac-
tion. Thermodynamically, the V4+ to V5+ redox reaction takes
place at 1.0 V vs a normal hydrogen electrode (NHE). Taking
into account that carbon oxidation is feasible at potentials as
low as 207 mV vs NHE [26], the higher potential of positive
electrode of the VRFB can accelerate the carbon oxidation.
During the carbon oxidation process, oxygen functional groups
can be formed as an intermediate on the carbon electrode
[27,28]. Therefore, oxygen functional groups can be formed on
the surface of the felt, and especially on the positive electrode
as it experiences a relatively higher potential. In fact, Derr et al.
have observed an increase in the amount of functional groups
on the surface of both negative and positive carbon felt elec-
trodes after prolonged cycling [9]. Given that a higher potential
is favorable for carbon oxidation, it can be concluded that the
presence of functional groups on the carbon felt is not a prereq-
uisite for the onset of the V5+/V4+ redox reaction. CV studies
were further supported by full cell studies, where the electro-
chemical performance of the N2-plasma-treated sample was su-
perior to the pristine sample. The cell with the N2-plasma-
treated sample showed a higher energy efficiency and delivered
higher capacities at all investigated current densities. The
single-cell measurement results are shown in Figure 6. With the
pristine sample at higher current densities (≥64 mA cm−2), the
cell ran into HER. Since the negative electrode reaction is the
performance-limiting reaction, the superior performance ob-
served for the single-cell measurement could be attributed to the

enhancement in the V2+/V3+ redox reaction. However, it could
also be seen that the performance of the pristine and the
N2-plasma-treated sample improves with further cycling, and
during the final cycle (13–16) the cells delivered higher capaci-
ties compared to the initial cycles (1–4).

This increase in performance can be attributed to oxygen func-
tional groups (both hydroxyl and carboxyl) formed on the sur-
face of the felt due to the chemical and the electrochemical
ageing process as elucidated by Derr et al. [9]. Nevertheless, a
capacity fade was observed on the N2-plasma-treated sample
after long-term cycling at a current density of 80 mA cm−2 (see
Figure 7). Capacity fade can be partially attributed to the HER
taking place at the negative electrode due to the very low
amount of oxygen functional groups. Moreover, the Nafion 117
membrane used for higher current density cycling leads to an
electrolyte imbalance. A detailed investigation is still required
to understand the overall mechanism of the capacity fade.

In a previous study [7], a similar extent of capacity fade was ob-
served for heat-treated GFD (graphite-based) carbon felt sam-
ples with a higher amount of oxygen functional groups and a
larger surface area than in this study. Nevertheless, the energy
efficiency of the cell with the N2-plasma-treated electrode is
higher than that with the heat-treated electrode. Therefore, for
achieving the optimum VRFB performance, the electrodes,
especially the anode, must be tuned for defects such as N-sub-
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Figure 7: Evolution of efficiency and capacity retention during long-term cycling with a N2-plasma-treated sample.

stitution as well as oxygen functionality (specifically –O–C=O
groups). The present study predicts that the combination of
various plasma techniques (O2/N2) and thermal activation could
produce an ideal electrode for the anode in VRFB.

Conclusion
When PAN-based GFD-type felts are subjected to N2 plasma
treatment, defects are formed on the carbon felt. In addition to
the increase in the amount of reactive edge sites, also hetero-
atom defects involving N-doping are created by the N2 plasma
treatment. The surface of the plasma-treated samples was char-
acterized by the presence of pyrrolic and pyridinic nitrogen.
The N2-plasma-treated felt showed enhanced electrochemical
performance compared to the pristine felt. Since both the pris-
tine as well as the N2-plasma-treated sample had almost the
same amount of oxygen functional groups, the superior perfor-
mance observed for the former one is attributed to the addition-
al defects formed during the plasma treatment. Nevertheless,
the cell operated with the N2-plasma-treated sample suffered
from capacity fade, which can most likely be attributed to
hydrogen evolution at the negative electrode. Therefore, it may
be concluded that for the optimum performance of the VRFB, a
balance should be found between the amount of various defects
such as heteroatom doping, edge sites and functional groups.

Experimental
Plasma treatment process
The plasma treatment was carried out on a pristine GFD-type
carbon felt, obtained from SGL Carbon (SIGRACELL GFD3
EA), having a thickness of 3 mm, in a radiofrequency (rf)
13.56 MHz plasma setup (Femto, Diener electronic GmbH,
Germany) [28]. The power rating of the rf generator is 300 W
(max. rf power limited to 200 W). 5 × 5 cm felts were loaded
into the plasma chamber which was subsequently evacuated to a
pressure below 0.2 mbar before the chamber was filled with
about 0.8 mbar of nitrogen. All plasma treatments were carried
out for 40 min at 20% of the maximum power. In the present

work a capacitively coupled parallel plate rf plasma was used.
The separation between the plate was 10 cm and the samples
were always placed on the bottom plate without any further
connections.

Raman spectroscopy
Raman measurements were carried out using a HORIBA
(model: LabRAM HR Evolution) Raman spectrometer and
microscope. An Oxxius 532 nm laser (100 mW) and a 50×
optical lens were used to obtain the spectra. The spectra were
recorded between 500 cm−1 to 3000 cm−1. The spectra were re-
corded with an acquisition time of 3 s. To prevent sample
damage, the laser power was reduced to 10%.

X-ray photoelectron spectroscopy (XPS)
XPS measurements were performed using a K-Alpha XPS
instrument (Thermo Fisher Scientific, East Grinstead, UK). The
data acquisition and processing using the Thermo Advantage
software is described elsewhere [29]. All samples were
analyzed using a focused (30–400 µm spot size), monochro-
matic Al Kα X-ray source. The Kα charge compensation system
was employed during the experiment, using electrons of 8 eV
energy and low-energy argon ions to prevent any localized
charge build-up. The spectra were fitted with one or more Voigt
profiles (binding energy (BE) uncertainty: ±0.2 eV). The
analyzer transmission function, Scofield sensitivity factors [29],
and effective attenuation lengths (EALs) for photoelectrons
were applied for quantification. The EALs were calculated
using the standard TPP-2M formalism [30]. All spectra were
referenced to the C 1s peak of hydrocarbon at 285.0 eV binding
energy, controlled by means of the well-known photoelectron
peaks of metallic Cu, Ag, and Au.

Scanning electron microscopy (SEM)
The carbon surface fiber morphology was investigated in a
Zeiss Supra 55 SEM with primary electron energies of 5 keV
and 15 keV and an in-lens detector.
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Electrochemical measurements
In this work, commercial carbon felts obtained from SGL Car-
bon in pristine form and after N2 plasma treatment were used as
electrode materials. Cyclic voltammetry (CV) was performed in
a three-electrode setup using a Reference 3000 instrument from
Gamry with a Ag/AgCl reference electrode and a platinum
mesh as a counter electrode. A modified configuration de-
veloped by Fink et al. was used as the setup for the working
electrode (WE) [31]. The configuration was modified so that
punched-out disks (Ø = 6 mm) of the felts attached to a glassy
carbon rod were used as the WE. To achieve a better electrical
contact, the punched-out felt was pierced through the middle by
5 cm long glassy carbon rod with a diameter of 1 mm. The posi-
tive half-cell reaction was measured in 0.1 molar vanadyl
sulphate (Alfa Aeser) dissolved in 2 molar sulfuric acid (Sigma
Aldrich). In order to obtain the V3+ electrolyte for the negative
half-cell reaction, both tanks were filled with the same volume
of the V4+ electrolyte and then potentiostatically charged at
1.7 V in a 10 cm−2 flow cell. The reduction to V3+ was deter-
mined as complete when the charging current reached less than
10 mA cm−2. All the cyclic voltammetry measurements were
carried out at a scan rate of 5 mV s−1.

Single-cell measurements were performed using a modified
direct methanol fuel cell from ElectroChem, having a pin-type
flow field with an active area of 25 cm2. Additionally, a 2 mm
Viton gasket was used as a spacer around the flow fields to
achieve uniform compression. A commercial electrolyte
from GFE GmbH Germany with 1.6 M vanadium salt
(50/50 mol/mol V4+/V3+) and an anion exchange membrane,
VX 20 from Fumatech was used for most of the single-cell ex-
periments. Galvanostatic cycling was carried out using a single-
cell test bench from Scribner (875 Redox Flow Cell Test
System) at current densities of 32, 48, and 64 mA cm−2. Both
electrolyte tanks were filled with 100 mL of electrolyte and the
negative tank was always kept under nitrogen gas flow. Cut-off
voltages of 1.8 V and 0.7 V were used for the charging and
discharging steps, respectively. Between the charging and
discharging, the cell was kept at an open-circuit voltage condi-
tion for 5 min. Long-term cycling measurements were carried
out at a current density of 80 mA cm−2 with fresh electrolyte
and fresh electrode and activated Nafion 117 membrane. In all
the experiments, the electrolyte flow rate was kept at
100 mL min−1. The temperature of the cell and electrolyte was
maintained at 22 °C throughout the electrochemical investiga-
tions.
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Abstract
Amorphous and graphitized nitrogen-doped (N-doped) carbon spheres are investigated as structurally well-defined model systems
to gain a deeper understanding of the relationship between synthesis, structure, and their activity in the oxygen reduction reaction
(ORR). N-doped carbon spheres were synthesized by hydrothermal treatment of a glucose solution yielding carbon spheres with
sizes of 330 ± 50 nm, followed by nitrogen doping via heat treatment in ammonia atmosphere. The influence of a) varying the
nitrogen doping temperature (550–1000 °C) and b) of a catalytic graphitization prior to nitrogen doping on the carbon sphere mor-
phology, structure, elemental composition, N bonding configuration as well as porosity is investigated in detail. For the N-doped
carbon spheres, the maximum nitrogen content was found at a doping temperature of 700 °C, with a decrease of the N content for
higher temperatures. The overall nitrogen content of the graphitized N-doped carbon spheres is lower than that of the amorphous
carbon spheres, however, also the microporosity decreases strongly with graphitization. Comparison with the electrocatalytic be-
havior in the ORR shows that in addition to the N-doping, the microporosity of the materials is critical for an efficient ORR.

1

Introduction
Fuel cells and metal–air batteries are important renewable
energy technologies. Both rely on the oxygen reduction reac-
tion (ORR). The best established ORR catalysts are so far based
on Pt nanoparticles or Pt alloys. However, Pt is expensive and
its stability under fuel-cell working conditions is limited. There-
fore, alternative catalysts based on noble-metal-free, less expen-

sive and stable materials are highly needed. Metal-free carbon
materials, single- or multi-doped with N, B, P, S, halogens, Si
or Se, have turned out to be promising ORR catalysts [1-6].
N-doped carbon materials show promising ORR activities along
with high electric conductivity, in addition they can result in
further advantages such as an improved tolerance towards
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impurities compared to Pt-based catalysts [1]. A wide variety of
N-doped carbon materials is known from the literature, reaching
from N-doped graphene and graphite, N-doped carbon nano-
tubes, carbon cages, carbon cups and carbon fibers [7-10],
N-doped 3D ordered (meso)porous carbon materials [11],
N-doped carbon composites (e.g., carbon nanotubes/graphene)
[12], and N-doped carbon spheres [13,14] to graphitic-C3N4
carbon nitride composites [15].

In the present work we report results of a systematic study on
the synthesis and characterization of N-doped carbon spheres as
possible ORR catalysts. Before presenting our results, we will
briefly summarize relevant previous findings. There are two
main strategies for the synthesis of N-doped carbons: first, in
situ doping with nitrogen, employing C- and N-containing pre-
cursors directly in the synthesis of the material, which leads to
the direct formation of C–N bonds; and second, post-synthesis
N-doping via substitutional incorporation of N into the carbon
lattice of as-synthesized carbon materials with a reactive
nitrogen-containing agent. Established in situ syntheses are
chemical vapor deposition (CVD) and arc discharge methods
for N-doped graphene, graphite, and carbon nanotubes [9].
Most commonly, the post-synthetic approach is carried out by
thermal treatment of carbon in ammonia atmosphere, typically
leading to surface N-doping. A variety of N bonding configura-
tions can be formed within the carbon lattice [8], among them
the pyridinic and quarternary (also: graphitic) nitrogen bonding
configurations were assumed as origin of the ORR activity of
these N-doped carbon materials [16]. The exact nature of the
active site is controversially discussed; some researchers ascribe
the ORR activity to graphitic nitrogen sites [17-21], while
others propose pyridinic nitrogen as more important [16,22-26].
Previous results of our groups indicate that the ORR activity of
nitrided carbon is dominated by the carbon edge atoms of
micropores in graphenic structures and the electronic structure
of those atoms which is additionally modified by low-level
N-doping [26,27]. This may include both graphitic and pyri-
dinic N-doping. Kim et al. [28] suggested that both bonding
situations interconvert during the ORR and that both might be
equally important. A directed tailoring of the active sites in the
carbon material is a prerequisite for a knowledge-based optimi-
zation of the ORR activity. As reported by Lai et al. [18], this
can be achieved to a certain extent by varying the reaction tem-
perature and the utilization of different N(C) precursors.
Annealing graphene oxide (GO) in an ammonia atmosphere at
550 °C led to pyridinic N-doped graphene, while at a tempera-
ture of 850 °C graphitic nitrogen coexisted with pyridinic
nitrogen, and for higher temperatures the amount of graphitic N
increased. Annealing GO at 850 °C in the presence of polyani-
line or polypyrrole instead of ammonia resulted in pyridinic or
pyrrolic N moieties, respectively [18].

Beside the N bonding configuration, the ORR activity is
affected by the N content, the surface area (porosity) and
possibly the degree of graphitization [27]. The nitrogen content
defines, among others, the density of N sites, which influence
the ORR activity even if they are not the active ORR sites
themselves [27]. The N content depends on the amount of
nitrogen in the precursor, the N(C) precursor concentration, the
reaction temperature as well as the duration of the doping treat-
ment. During ammonia nitriding of carbon a significant increase
of the N content occurs at reaction temperatures higher than
550 °C (formation of nitriding-active species based on ammonia
decomposition), and at ca. 650 °C the maximum N content is
reached. For higher temperatures, the N content decreases
again, here the formation of C–C bonds is favored over the for-
mation of C–N bonds. At a given reaction temperature, the N
content increases with higher ammonia concentrations up to a
certain maximum, however, only a limited amount of N can be
incorporated. Exceeding this point leads to the formation of
defects causing decomposition of the carbon framework and a
decrease of the N content [29,30]. The availability of active
sites (for a certain electrochemical reaction) correlates with the
electrochemically active surface area for this reaction. For most
conventional porous carbon materials micropores contribute
significantly to the surface area, but their small pore size is
considered to only allow a limited mass transport, which might
result in a low accessibility of the active sites therein for elec-
trochemical processes. Investigations of N-doped 3D ordered
porous carbon materials showed, e.g., that a high content of
meso- and macropores is beneficial for the ORR activity [11].
Finally, a higher degree of graphitization generally leads to an
improved electrical conductivity, which should improve the
overall ORR activity. On the other hand, it may alter also the
properties of the active sites, which may be either beneficial or
disadvantageous. The degree of graphitization can be increased,
e.g., by higher reaction temperatures or catalytic graphitization
[31-33].

Previously, we had reported on core–shell titanium (oxy)nitride
and tantalum (oxy)nitride@N-doped carbon composite spheres,
which were based on a similar conducting carbon core as inves-
tigated in the present study, and their performance as ORR cata-
lysts [34,35]. For these systems, which turned out to be promis-
ing ORR catalysts, we found that nitriding the metal-oxide shell
concomitantly results in drastic structural changes and nitriding
of the carbon core. In this study we aim at gaining deeper
insights in the role of the N-doped spherical carbon core in the
ORR. We are well aware of the fact that many groups reported
the synthesis of N-doped carbon spheres and some even their
application in electrocatalysis, however, a fundamental and
detailed discussion of the changes during nitridation regarding
chemistry, structure and morphology combined with a correla-
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Figure 1: Schematic synthesis overview of amorphous N-doped carbon spheres (NCSs) and graphitized N-doped carbon spheres (g-NCSs) by
hydrothermal carbonization (HTC) of a glucose solution yielding carbon spheres that are either directly nitrided with ammonia or graphitized and then
nitrided (nitrogen atoms in the graphitic lattice are given in blue).

tion of the ORR activity for these materials has been, to our
knowledge, not provided. In this study we also added a discus-
sion on the influence of a higher degree of graphitization on the
ORR by comparison of as-synthesized and pre-graphitized
N-doped carbon spheres. We believe that the use of structurally
and chemically well-defined model systems, which necessarily
might not be as sophisticated as other reported materials, is the
proper way to gain a fundamental understanding of correlations
between structural properties and electrochemical performance.

In the following we will first give a detailed structural and
chemical analysis of the resulting materials (section 1 in
“Results and Discussion”), followed by a discussion of their
performance as ORR catalyst in electrocatalytic measurements
under controlled electrolyte transport, employing a rotating ring
disk electrode (RRDE) setup (section 2 in “Results and Discus-
sion”). We will compare the ORR performance with those of
the previously reported TiON@NCS and TaON@NCS compos-
ite materials. A more detailed account of the electrochemical
properties and of the ORR activity and mechanism is given
elsewhere [27].

Results and Discussion
1 Synthesis and structural/chemical analysis
of (graphitized) N-doped carbon spheres
Carbon spheres were synthesized by hydrothermal treatment of
a glucose solution (Figure 1), following a previously reported
approach [36]. They were either directly nitrided (nitrided car-
bon spheres, NCSs) or graphitized and then nitrided (graphi-
tized nitrided carbon spheres, g-NCSs). Heat treatments, which
are necessary for the nitridation but also for the graphitization,
were performed between 550 and 1000 °C (with steps of
150 °C).

The as-synthesized carbon particles show a well-defined spheri-
cal shape with diameters of 330 ± 50 nm and a smooth surface
(see also the scanning electron microscopy (SEM) image in
Figure 2a). Fe2O3 particles, as graphitization catalyst, are
loaded successfully on pre-carbonized carbon spheres; yet there
are domains of higher or lower loadings. After nitriding with
ammonia, g-NCS-550, g-NCS-700 and all samples of the NCS
series still show a spherical shape with a smooth surface
(Figure 2b and Figure 2c show, respectively, NCS-550 and
NCS-1000 as examples). No remaining catalyst particles are ob-
served for the graphitized samples via energy dispersive X-ray
spectroscopy (EDX) and X-ray photoelectron spectroscopy
(XPS). However, we cannot fully exclude small amounts of
residual iron in the graphitized catalysts below the detection
limit of XPS (about 0.2 atom %) and EDX (about 0.1 wt %).

TEM images (Figure 3a–d) reveal no highly ordered domains
(e.g., graphene layers) of the said N-doped carbon spheres,
which is in good agreement with the results of the X-ray
diffraction measurements (XRD, Figure 4), confirming an
amorphous carbon structure for all particles mentioned so far.
Upon catalytic graphitization of g-NCS-850 and g-NCS-1000,
the smooth surface becomes texturized or perforated as seen in
the SEM images (cf. Figure 2d,e), and the spheres partially
erode. This can be explained as a result of catalytic graphitiza-
tion, for which the following mechanism was proposed by
Nettelroth et al. [32]: The catalyst particles carve themselves
into the underlying carbon atom structure by a redox reaction,
leading to a partial gasification and rearrangement of the car-
bon atoms. Due to the inhomogeneous distribution of the Fe2O3
catalyst particles (Figure 2a), g-NCS-850 and g-NCS-1000
(Figure 3g,h) show a varying degree of perforation and erosion.
Within these spheres, fibrous structures probably consisting of
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Figure 2: SEM images of (a) the carbon spheres with Fe2O3 before
acid treatment, (b, c) the different non-graphitized and (d, e) the
graphitized carbon spheres.

graphitic carbon are formed with a thickness of 7–9 nm, as
detected by transmission electron microscopy (TEM). The ob-
served thickness matches very well with the average stacking
thickness of the graphite layers Lc determined by X-ray diffrac-
tion measurements. Similar observation was made by Liu et al.
for carbon spheres that were synthesized by hydrothermal treat-
ment of a sucrose solution and subsequently graphitized in the
presence of nickel-oxide particles. High-resolution TEM
(HRTEM) images of the resulting particles showed that the
graphite layers are arranged along the longitudinal axis of the
fibers [37]. After the acidic washing process, neither XPS nor
EDX showed, for g-NCS-850 and g-NCS-1000, Fe or Fe3C par-
ticles within the spheres, which are commonly found for the
Fe-based catalytic graphitization of carbon [38]. Hence, under
these conditions acid leaching is sufficient to fully remove the
metal catalyst. For both sample series, NCS and g-NCS, the
particle diameter decreases compared to the initial diameter of
the as-synthesized carbon spheres (NCS-550 = 260 ± 35 nm,
NCS-1000 = 240 ± 30 nm; g-NCS-550 = 255 ± 35 nm,
g-NCS-1000 = 220 ± 30 nm). This is due to the carbonization
and decomposition processes taking place at higher reaction
temperatures, together with H2 etching as side reaction of the
ammonia nitriding [34].

The elemental bulk composition of the NCSs and g-NCSs, de-
termined by CHN analyses (supported by EDX measurements,

Figure 3: TEM images of (a–d) the NCS catalysts and (e–h) the
g-NCS catalysts. The TEM images in (a–d) are reprinted with permis-
sion from [27], copyright 2019 Elsevier.

e.g., absence of Fe), as well as the elemental surface composi-
tion and N bonding configurations, determined by XPS mea-
surements, are given in Table 1 and Table 2. As expected the
samples are made up of a carbon matrix including O- and
H-based functional groups [39]. Subsequent N-doping of the
carbon lattice results in multiple nitrogen bonding configura-
tions (Table 2). Possible Fe contaminations of the g-NCS sam-
ples originating from the Fe2O3 graphitization catalyst are
below the detection limit of the EDX and XPS measurements.
The carbonization process of the carbon spheres involves the
decomposition of the functional groups to gases such as CO2,
H2O and CH4 [39]. Therefore, the carbon weight fraction of the
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Figure 4: X-ray diffraction patterns of the NCS and g-NCS catalyst
series.

elemental bulk composition increases constantly with higher
reaction temperatures, whereas the hydrogen and oxygen
contents decrease. The gasification process leads to a lower
residual mass, and explains in part the shrinkage of the carbon
spheres, as investigated in more depth in our former work [34].
NCS-550 and g-NCS-550 show a bulk N-content of 1.3 wt %
and 1.8 wt %, respectively, and the maximum N content is
reached for NCS-700 (4.3 wt %) and g-NCS-700 (3.5 wt %).
With higher reaction temperatures, the N content of the NCS
samples decreases to ca. 1.0 wt %, and even more for the
g-NCS samples with a value of only 0.3 wt %. This develop-
ment is typical for substitutional N-doping of carbon materials
by a post-synthetic heat treatment in ammonia atmosphere (see
the review by Daems and co-workers [7]). The direct compari-
son of the N content of NCS-850 and NCS-1000 with the
g-NCS-850 and g-NCS-1000 spheres reveals that substitutional
N-doping of the amorphous carbon matrix is easier than that of
the graphitic one.

Table 1: Elemental bulk composition determined by CHN analyses
(supported by SEM/EDX measurements).

sample elemental bulk composition
C / wt % H / wt % N / wt % O / wt %

NCS-550 88.3 2.1 1.3 8.3
NCS-700 89.8 1.0 4.3 4.9
NCS-850 95.1 0.7 1.1 3.1
NCS-1000 94.9 0.4 0.9 3.8
g-NCS-550 89.6 1.9 1.8 6.7
g-NCS-700 91.0 1.0 3.5 4.5
g-NCS-850 96.9 0.2 0.3 2.6
g-NCS-1000 97.0 0.2 0.3 2.5

The elemental surface composition measured by XPS is similar
to the overall elemental composition (CHN analysis), which in-
dicates a homogeneous N-doping of the carbon material. In
agreement with the data from elemental analysis, XPS shows
the largest amount of N for NCS-700 and g-NCS-700, followed
by a strong decrease of the N surface content for (g-)NCS-850
and (g-)NCS-1000. The most plausible bonding configuration
of N on the surface is shown in Figure 5. The XPS
measurements detect pyridinic N at ca. 398.6 eV, pyrrolic N at
ca. 400.1 eV and graphitic N at ca. 401.6 eV on the catalyst sur-
face, whereas no oxidic N could be found at 403–404 eV
[15,39,40].

Figure 5: XPS data. Top: N configuration of the NCS and g-NCS cata-
lysts; below: XPS spectra of N 1s region for all catalysts with fitted
signals indicating contributions from graphitic, pyrrolic and pyridinic N;
the XPS spectra of NCS-1000, NCS-850, NCS-700 and NCS-550 are
reprinted with permission from [27], copyright 2019 Elsevier.

NCS spheres that were nitrided at 550 and 700 °C show high
fractions of pyridinic and pyrrolic nitrogen atoms. These
contents decrease at higher temperatures in favor of an increase
of the graphitic N share, reaching around 50% for NCS-1000. A
similar trend is found for the N-doped/nitrided graphitized car-
bon spheres, which show a higher content of graphitic N for the
samples treated at 850 °C and 1000 °C, while mainly the
amount of pyrrolic N decreases slightly. Here we want to
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Table 2: Elemental surface composition and share of different N bonding configurations determined by XPS measurements.

sample elemental surface composition N bonding configuration
C / wt % N / wt % O / wt % pyridinic N / wt % pyrrolic N / wt % graphitic N / wt %

NCS-550 90.27 0.99 8.74 0.41 0.47 0.11
NCS-700 90.25 2.90 6.85 1.22 1.29 0.38
NCS-850 91.66 0.87 7.47 0.37a 0.29a 0.21a

NCS-1000 92.09 0.59 7.32 0.14a 0.18a 0.27a

g-NCS-550 89.43 1.72 8.85 0.69 0.86 0.16
g-NCS-700 90.57 2.52 6.91 1.18 1.08 0.25
g-NCS-850 95.52 0.34 4.14 0.10a 0.06a 0.17a

g-NCS-1000 95.82 0.29 3.89 0.10a 0.09a 0.09a

aQuite large relative deviations are possible for the catalysts nitrided at 850 and 1000 °C due to the low N content yielding a noisy N 1s signal.

mention that the N 1s signal of the catalysts nitrided at high
temperatures is rather noisy, which results in a larger error
when evaluating the quantitative amounts of each N configura-
tion. This does not change, however, the trends resulting from
the XPS data discussed later.

Focusing on structural aspects, the NCS series, g-NCS-550 and
g-NCS-700 samples exhibit XRD patterns characterized by very
broad reflections at 2θ values of around 22.5° and 43°, which is
typical for amorphous carbon (Figure 4). Obviously, the
minimum temperature required for the catalytic graphitization
has not been reached for g-NCS-550 and g-NCS-700. This is
different for g-NCS-850 and g-NCS-1000, where successful
catalytic graphitization is proven by reflections at 26.16° (inter-
planar distance: d002 = 0.340 nm) and 26.27° (d002 = 0.339 nm),
respectively, corresponding to the (002) crystal planes of graph-
ite. Applying the Scherrer equation gives an average stacking
thickness of the graphite layers Lc of 7.6 and 8.6 nm, respec-
tively, which matches very well to the thickness of the carbon
fibers as detected in the TEM images. The degree of graphitiza-
tion, g, is calculated using the interplanar distance d002:
g = (0.344 nm – d002)/(0.344 nm – 0.3354 nm), with 0.344 nm
for the interplanar distance in carbon with a turbostratic struc-
ture, and 0.3354 nm for the interplanar distance in a defect-free
single crystal of graphite [41,42]. For g-NCS-850 and g-NCS-
1000, g values of 0.43 and 0.59 were calculated, respectively.
The reflections at 41.2° and 43.6° are associated to the (100)
and (101) crystal planes of the graphite lattice.

All Raman spectra (Figure 6 and Table 3) of the N-doped car-
bon spheres show two bands at ca. 1350 cm−1 (D band) and
ca. 1600 cm−1 (G band). The G band is due to the E2g in-plane
vibration mode of the graphite lattice and hence assigned to the
sp2-hybridized carbon atoms inside the graphite layers; the
D band is associated to the A1g in-plane breathing vibration
mode occurring at the edges of sp2-hybridized carbon domains,
which appear for structural defects and disordered structures. A

Figure 6: Raman spectra of the NCS and g-NCS catalysts (the x-axis
represents the Raman shift relative to the excitation laser wavelength
given in cm−1).

relative degree of graphitization can be evaluated by the ratio
between the band areas, AD/AG; the higher the ratio, the more
disordered the carbon material [43-45]. We assume that with
higher reaction temperatures the amorphous NCS samples
become more ordered through rearrangement to turbostratic-
type carbon, indicated by a declining AD/AG ratio (2.7 to 1.9)
and a simultaneously decreasing full width at half maximum
(FWHM) of the D band. As a result of the structural change
from amorphous (disordered) to more graphitic carbon, the
AD/AG ratio of g-NCS-850 (1.2) and g-NCS-1000 (1.0) as well
as the FWHM of the D band drop significantly. In addition, the
D* band (also named 2D or G′ band) at ca. 2700 cm−1 is ob-
served as an overtone of the D band, which has the shape we
observe for g-NCS-850 and g-NCS-1000, with a shoulder at
around 2680 cm−1, typically obtained for ordered and disor-
dered graphite [46,47]. The assignment of the low-intensity
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Table 3: Position and ratio of the band areas AD/AG and full width at half maximum of the carbon D- and G-bands in the Raman spectra.

sample position (D) / cm−1 position (G) / cm−1 AD/AG FWHM (D) / cm−1 FWHM (G) / cm−1

NCS-550 1348 1598 2.67 303 78
NCS-700 1338 1602 2.75 267 92
NCS-850 1347 1601 2.54 235 90
NCS-1000 1349 1601 1.87 188 102
g-NCS-550 1345 1600 2.63 285 80
g-NCS-700 1339 1601 2.76 266 92
g-NCS-850 1345 1586 1.24 104 85
g-NCS-1000 1347 1581 1.04 89 71

Figure 7: N2 sorption isotherms of the (a) NCS and (b) g-NCS catalyst series.

bands at, e.g., ca. 860 cm−1 and ca. 2440 cm−1 is described in
detail by Kawashima and Dresselhaus and co-workers [46,48].
Higher N contents result in more defects of the carbon lattice
and lead to an increase of the AD/AG ratio. Accordingly, NCS-
700 and g-NCS-700, which exhibit the highest N content, show
the highest AD/AG ratios. For (amorphous) non-doped carbon
the G band is located at ca. 1575 cm−1. N-doping shifts the
G band to higher wavenumbers [49]. This is seen, e.g., for the
NCS samples as well for g-NCS-550 and g-NCS-700 with a po-
sition of the G band at ca. 1600 cm−1. As the N content lowers
for g-NCS-850 and g-NCS-1000 the G band shifts back to
1586 cm−1 and 1581 cm−1, respectively.

The NCS samples are highly microporous, which is indicated
by the measured type-I N2 sorption isotherms (Figure 7),
combined with a low external surface area compared to the spe-
cific surface area (Table 4). The micropore surface area in-
creases with higher reaction temperatures from 485 to
742 m2·g−1, whereas the external surface area is relatively con-
stant (34–42 m2·g−1), leading to specific surface areas of

527 m2·g−1 for NCS-550 to 776 m2·g−1 for NCS-1000. The for-
mation of micropores is mainly caused by the loss of oxygen,
hydrogen and carbon atoms due to gasification and the arrange-
ment to turbostratic-type carbon after heat treatment, as de-
scribed in more detail in our former publication [36]. The
g-NCS samples of lower reaction temperatures (g-NCS-550 and
g-NCS-700) are very similar to their NCS counterparts
regarding porosity and surface areas. With the onset of graphiti-
zation, however, the g-NCS-850 and g-NCS-1000 samples
develop a distinct mesoporosity (type-IV isotherms and a H2
hysteresis loop, Figure 7), concomitant with a loss of micropo-
rosity of about 66%. The formation of mesopores can be ex-
plained by the perforation and erosion of the graphitized
N-doped carbon spheres (Figure 2). The micropore system, lo-
cated within the amorphous carbon, is partially lost with the re-
arrangement to a more ordered graphitic structure of the carbon
lattice. The drastic decrease of the micropore surface area leads
to lower specific surface areas of 206 m2·g−1 for g-NCS-850
and 182 m2·g−1 for g-NCS-1000 compared to the non-graphi-
tized analogues, NCS-850 (682 m2·g−1) and NCS-1000
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Table 4: Specific surface area (SSA), external surface area (ESA), micropore surface area (MPSA) and micropore volume (MPV) measured via N2
sorption [SSA = ESA + MPSA].

sample N2 sorption
SSA / m2·g−1 ESA / m2·g−1 MPSA / m2·g−1 MPV / cm3·g−1

NCS-550 527 42 485 0.19
NCS-700 575 39 536 0.21
NCS-850 682 38 644 0.25
NCS-1000 776 34 742 0.28
g-NCS-550 503 39 464 0.18
g-NCS-700 493 50 443 0.17
g-NCS-850 206 168 38 0.02
g-NCS-1000 182 129 53 0.02

(776 m2·g−1) (Table 4). For both sample series, NCS and
g-NCS, an increase of the adsorbed volume is observed for
higher p/p0 values, which can be correlated to the presence of
interstitial macropores between agglomerated spheres.

In summary, all N-doped carbon spheres of the NCS series,
g-NCS-550, and g-NCS-700 are amorphous presumably with
only local graphenic structures. A structural change to graphitic
carbon is observed for g-NCS-850 and g-NCS-1000. Amor-
phous carbon spheres show a smooth surface and distinct
microporosity; upon graphitization the surface becomes
partially perforated or eroded creating a mesoporous system.
For both sample series, NCS and g-NCS, the C content in-
creases while the amount of O and H decreases with higher
reaction temperatures. The N content has its maximum for (g)-
NCS-700; graphitic carbon spheres reveal a lower N content
than their amorphous equivalents. Pyridinic, pyrrolic and
graphitic N bonding configurations are observed for all sam-
ples; here the percentage of the latter increases with higher
reaction temperatures.

2 Electrochemical and electrocatalytic results
The electrocatalytic ORR activities of the amorphous and
graphitized N-doped carbon materials in acidic electrolyte
(0.5 M H2SO4) are compiled in Figure 8, showing (Figure 8a,d)
the ORR current densities, (Figure 8b,e) the ring current densi-
ties and (Figure 8c,f) the hydrogen peroxide yield. First of all,
the data indicate that the carbon NCS-550 spheres are essen-
tially inactive, while with higher nitriding temperatures the
NCS samples are significantly more active. For the NCS-550
sample, this inactivity is at least partly due to its high electric
resistance determined in resistance measurements (Table 5). For
all catalysts nitrided at temperatures above 550 °C, which show
a rather low electric resistance (Table 5), conductivity effects
can be neglected. We had seen earlier that the trends with in-
creasing nitridation temperature for the ORR in acidic and alka-
line media are identical and only the overpotentials are lower in

the latter case. Therefore, we focussed in this study on acidic
electrolytes.

Going to higher nitriding temperatures the onset potential (the
potential at 0.1 mA·cm−2; Table 6) increases with temperature.
The most active sample, the NCS-1000 sample, shows an onset
potential of about 0.75 V, which is, however, still more than
200 mV below that of the commercial Pt/C catalyst. Another
important aspect of the N-doped carbon spheres is that the cur-
rent increase with overpotential is much slower than for the
Pt/C catalyst. These catalysts do not reach the transport-limited
current indicated by the Pt/C catalyst; in fact, they do not seem
to reach a constant current at all, indicating that kinetic limita-
tions are active up to very high overpotentials.

Correlating the trend in the ORR activity, as indicated by the
ORR onset potential (Table 6) and the current density, with the
N content of the surfaces (Table 2) for the non-graphitized cata-
lysts, we would expect the highest ORR activity for NCS-700,
since here the amount of surface N is largest for each bonding
configuration. The data in Figure 8a show, however, a different
trend, with the ORR activities of the NCS catalysts growing
with increasing nitriding temperature. Hence, there is no direct
correlation between the N surface content and the ORR activity
of the catalysts, as shown in Figure 9. However, with increas-
ing nitriding temperature, the microporosity increases strongly
(Figure 9) and additionally we found a slight increase of the
amount of graphenic structures in the catalysts, as indicated by
the peak narrowing in the XRD patterns and the decreasing
AD/AG ratio in the Raman signals. These structural changes may
explain the increase of the ORR activity with higher nitriding
temperatures, since previous calculations indicated that the
ORR activity of the nitrided carbon catalysts results from the
carbon edge atoms of micropores in low-level N-doped
(graphitic and pyridinic N) graphene structures [24,26]. Thus,
higher nitriding temperatures result in an increase of the pro-
posed ORR active structures for the NCS catalysts. The amount
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Figure 8: ORR measurements (cyclic voltammograms). (a) ORR disc current densities of the NCS catalysts and Pt/C, (b) ring current densities of the
NCS catalysts, (c) hydrogen peroxide yield of the NCS catalysts, (d) ORR disc current densities of the g-NCS catalysts and Pt/C, (e) ring current
densities of the g-NCS catalysts and (f) hydrogen peroxide yield of the g-NCS catalysts, 1600 rpm, 0.5 M H2SO4, 10 mV·s−1.

Table 5: Resistance of the catalyst films of NCS and g-NCS (without
catalyst film: 2 Ω).

sample 550 700 850 1000

NCS 3·106 ± 1·104 Ω 12 ± 4 Ω 5 ± 2 Ω 3 ± 2 Ω
g-NCS 3·104 ± 4·103 Ω 22 ± 5 Ω 7 ± 4 Ω 5 ± 2 Ω

Table 6: ORR onset potentials (potential value at 0.1 mA·cm−2) of the
NCS and g-NCS catalysts in the ORR measurements in Figure 8.

sample ORR onset potential / V

NCS-550 0.50
NCS-700 0.65
NCS-850 0.70
NCS-1000 0.75
g-NCS-550 0.55
g-NCS-700 0.65
g-NCS-850 0.50
g-NCS-1000 0.50

Figure 9: ORR onset potential (potential value at 0.1 mA·cm−2) as a
function of the micropore surface area (MPSA) and N surface concen-
tration (XPS) for the NCS catalysts.

of pyridinic sites, which is often correlated with the ORR activi-
ty of nitrided carbon materials [16,22-25], is highest for the
NCS-700 catalyst and decreases with higher nitriding tempera-
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tures. This is opposite to the trend of the ORR activity, which
increases with nitriding temperature (Table 2). Similar, also the
concentration of pyrrolic nitrogen sites decreases with increas-
ing nitridation temperature, while the amount of graphitic N,
which is sometimes also reported to be correlated with the ORR
activity [17-21], is only slightly lower for nitriding at 1000 °C
compared to nitriding at 700 °C. Hence, none of these different
nitrogen configurations can simply explain the trend in the ORR
activity. This agrees with the results of DFT-based calculations
of a comparable model system, which showed that the active
sites are not the N-sites themselves but rather carbon atoms at
edge sites of pores in N-doped graphenic layers [26]. These
calculations showed that too high amounts of N-doping and
thus of graphitic N-sites can impair the ORR activity, in agree-
ment with our observation that there is no simple correlation be-
tween the concentration of graphenic sites and the ORR activi-
ty. Instead, we suggest that for the catalysts presented here the
changes in the ORR activity are mainly caused by the structural
changes, in particular by the microporosity, which increases
drastically with increasing nitriding temperature, rather than by
the changes in the content of specific nitrogen configurations.

Moving on to the graphitized g-NCS catalysts, the trend for the
ORR activities is different (Figure 8, Table 6). For the graphi-
tized samples, the differences between the ORR activities at dif-
ferent nitriding temperatures are significantly smaller. The
g-NCS-550 catalyst also suffers from a high ohmic resistance of
the catalyst film, which, however, is two decades lower than
that of NCS-550. Accordingly, the g-NCS-550 sample is signif-
icantly more active than the NCS-550 catalyst. The g-NCS-700
and NCS-700 samples show about the same ORR activity, and
for nitriding temperatures above 700 °C, the ORR activities are
lower again and clearly below those of the corresponding NCS
samples.

The higher ORR current for the g-NCS-550 catalyst compared
to NCS-550 can be caused by the higher N content of the
g-NCS-550 catalyst, but also by the lower ohmic resistance of
the catalyst film (Table 5). Since the g-NCS-700 catalyst shows
no graphitization of the carbon (see section 1 in “Results and
Discussion”) and also otherwise closely resembles the NCS-700
material (similar N-configuration, N content, SSA/ESA, and
microporosity), it is not astonishing that these two materials
show comparable ORR activities (Figure 8a,d). Additionally,
this result also strongly supports our claim that the acidic
washing of the graphitized catalysts is able to largely remove
the iron, since otherwise one would expect an increased ORR
activity of the g-NCS-700 material. Similar to the NCS-850 and
NCS-1000 samples, also for the g-NCS-850 and g-NCS-1000
catalysts the N content decreases significantly for every N con-
figuration with higher nitriding temperatures. The decrease is,

Figure 10: ORR onset potential (potential value at 0.1 mA·cm−2) as a
function of the nitriding temperature of NCS, g-NCS, TiON@NCS [33]
and TaON@NCS [35].

however, more pronounced for the graphitized samples. Our
previous suggestion that the ORR activity is related to carbon
edge atoms at micropore structures in low-level N-doped
graphene structures [24] can explain the decrease of the ORR
activity of the g-NCS-850 and g-NCS-1000 samples compared
with the non-graphitized counterparts, since the amount of
micropores is drastically lower after graphitization (g-NCS-850
and g-NCS-1000). Overall, it seems that at higher temperatures
(850 °C and above) the graphitization process has a negative
impact on the ORR activity of the carbon spheres because of the
decrease of the number of micropores, and thus of ORR active
defect sites.

Finally, considering the selectivity for the 4-electron reaction
pathway to H2O, which is highly important for technical appli-
cations (Figure 8), we find that at potentials below 0.6 V the
NCS-1000 catalyst, the best ORR catalyst in this series, has
H2O2 yields between 10% and 20%, whereas the other cata-
lysts show values between 20% and 40%. Regardless of that
difference, the values are several times higher than the H2O2
yields obtained for commercial Pt-based catalysts (Figure 8).
Hence, for technical applications in conventional PEMFCs, it is
not only necessary to further improve the activity of nitrided
carbon catalysts, but in particular also the selectivity for H2O
formation. The trend of higher H2O2 yields at higher overpoten-
tials furthermore clearly demonstrates that the slow increase of
the measured current densities towards the transport limited
current cannot result from a transition from a 2-electron path-
way to a 4-electron pathway with increasing overpotential.

The N-doped carbon spheres investigated in the present study
were previously used as conducting carbon cores for composite
catalysts (summary of the results in Figure 10), where they were
covered by a layer of N-doped TiO2 (TiON@NCS) [34] or



Beilstein J. Nanotechnol. 2020, 11, 1–15.

11

N-doped TaxOy (TaON@NCS) [33]. The covering was
supposed to serve two purposes, first, to yield ORR activity
and, second, to protect the (nitrided) carbon core against corro-
sion. In this study we used the same procedure for N-doping as
applied in the present work, which resulted not only in doping
of the oxide shell, but also of the carbon core. It was not clear,
whether the significant ORR activity of these composite materi-
als is due to the oxynitride shell or perhaps predominantly
caused by the nitrided carbon cores. Further insight shall be
given by the present study. However, one has to keep in mind,
that a quantitative comparison will not be possible. We do not
expect nitridation to give the exact same results with and with-
out the presence of an oxide shell due to accessibility and diffu-
sion limitations.

For TiON@NCS [34] we found, in general, similar ORR char-
acteristics as in the present study, with a significantly lower
slope of the kinetic ORR current densities in the onset potential
range than for Pt/C. In addition, a purely transport-limited
region was not reached. In this case the most active sample was
that obtained upon nitriding at 850 °C, with an ORR onset at
about 0.8 V, in contrast to the best NCS-1000 catalyst, for
which an only slighly lower ORR activity was found after
nitriding at 1000 °C (Figure 10). Nitriding at 1000 °C led to
lower activities for the composite materials, with an ORR onset
at about 0.6 V. For the TiON@NCS samples this can be ex-
plained by the structural development of the oxynitride shell
upon nitridation. For TiON@NCS-1000 the SSA and MPSA
values were lower than for TiON@NCS-850; for the latter one
a pronounced mesopore formation of the TiON shell resulted in
a better accessibility of the N-doped carbon core in the electro-
chemical studies, which also resulted in a better performance.
For the NCS samples only the microporous character becomes
more pronounced with increasing nitriding temperature. Hence,
the ORR performance cannot be assumed to be identical in both
cases, even if it were dominated only by the carbon core. There-
fore, a simple quantification of the effect of the shell on the
ORR performance is not possible. Nevertheless, it is clear from
this comparison that the oxynitride shell does not lead to a
general improvement of the ORR performance of the nitrided
carbon spheres. This is true also for the H2O2 yields, which
tend to be similar if not higher on the TiON@NCS composite
catalysts (20–40%) than on the nitrided carbon spheres.

A similar comparison with the TaON@NCS catalyst [33] shows
even more distinct differences (Figure 10). For these composite
materials we found a clear ORR activity only after nitriding at
1000 °C. Only the sample TaON@NCS-1000 exhibited a meso-
porous shell, thus improving access to the N-doped carbon core.
The resulting TaON@NCS-1000 catalyst features a rather simi-
lar onset (0.7 V) as the NCS-1000 sample, and similar j–E char-

acteristics, but somewhat lower current densities. However, for
these composites the differences in porosity/surface area be-
tween the oxynitride covered spheres and the pure nitrided car-
bon spheres are even more pronounced, with substantially lower
surface areas for the TaON@NCS catalysts. Hence, in these
cases direct comparison of the ORR performance after similar
nitriding temperatures is even less possible. Nevertheless, for
nitriding temperatures above and below 1000 °C, the TaON
layer seems to block the ORR activity of the nitrided carbon
cores very likely due to the lack of the permeable mesoporous
shell. Also when comparing the H2O2  yields of the
TaON@NCS composites [33], we find no advantage of the
composite catalysts since the hydrogen peroxide yields are
around 40% for all catalysts, which is higher than the values ob-
tained for the pure nitrided carbon spheres (mostly around
20%).

Overall, the present findings underline that the metal
(oxy)nitride shell of the composite catalysts does not lead to a
general improvement of their ORR performance. Within the
present series of catalysts, the non-graphitized carbon spheres
nitrided at 1000 °C are the most suitable Pt-free ORR catalysts.
Further work is needed, however, to improve the relative high
peroxide yields obtained so far.

Conclusion
The N-doped carbon spheres (NCS) synthesized in the present
work are characterized by a well-defined spherical shape and
smooth surface. Originating from glucose, the carbon matrix of
the spheres initially contains oxygen- and hydrogen-based func-
tional groups. The N content (pyridinic, pyrrolic and graphitic
bonding configurations) has its maximum after nitriding at
700 °C. The carbon structure is amorphous as proven by XRD
and TEM measurements, with an increasing tendency to turbo-
stratic-type carbon with higher reaction temperatures.

Graphitized carbon spheres were synthesized with the aid of an
iron oxide catalyst at the respective nitriding temperature. For
g-NCS-550 and g-NCS-700 materials, the minimum tempera-
ture required for the catalytic graphitization is not reached yet,
therefore their properties are almost equal to those of the amor-
phous NCS counterparts. Graphitization at higher temperatures
leads to the formation of mesopores, combined with the loss of
the micropore system. Within the spheres clew-like strings are
observed, their thickness matches the average stacking
thickness of the graphite layers Lc leading to the conclusion,
that the graphite layers are arranged along the longitudinal axis
of the strings. The N content of the g-NCS catalysts is lower
compared to the NCS samples. This ultimately results in
a less efficient substitutional N-doping for graphitized carbon
spheres.
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The nitrided amorphous carbon spheres show a high ORR activ-
ity when nitrided at high temperatures (1000 °C), which, how-
ever, resulted in the lowest N content for all three N configura-
tions of all NCS catalysts. We attribute the high ORR activity
of this catalyst to the large amount of micropores (ORR-active
C edge atoms) in low-level N-doped graphenic structures. The
graphitization (g-NCS) seems to hinder the ORR activity even
after high nitriding temperatures, because of the strong de-
crease of the micropores compared to the non-graphitized cata-
lysts. In that picture the ORR activity is not associated directly
to one of the N sites, but strongly depends on the amount of
defect sites and thus on the microporosity/graphitization of the
carbon surface, in combination with a low N-doping. These
correlations between structure and ORR activity can be used to
further improve the catalytic activity of N-doped carbon cata-
lysts towards the ORR.

Experimental
Chemicals
All chemicals were purchased from commercial suppliers and
were used without further purification unless stated otherwise:
Glucose (Amresco, 98%), ethanol (VWR, 99.5%), iron(III)
nitrate anhydrous (Sigma-Aldrich, 99.9%), hydrochloric acid
(Merck Emsure, 37%), argon (Air Liquide, 99.99%), and
ammonia (Air Liquide, 99.9%).

Synthesis of (graphitized) N-doped carbon
spheres
The synthesis of the nitrided carbon spheres (NCS) was analo-
gous to the procedure in our previous publications [27,34]. Car-
bon spheres were synthesized by hydrothermal treatment of a
0.75 M glucose solution in aqua dest. (165 mL) at 165 °C for
10.5 h. The resulting spherical carbon particles were washed
three times with 200 mL aqua dest. and ethanol each,
centrifuged and dried [36].

Synthesis of N-doped carbon spheres (NCS): The as-synthe-
sized carbon spheres were carbonized under argon atmosphere
in a tube furnace (V = 12 L) for 4 h (heating rate 5 °C·min−1) at
different temperatures, between 550 and 1000 °C with steps of
150 °C, followed by N-doping in an ammonia atmosphere
(3 NL·h−1), holding the individual carbonization temperature of
each sample for 1 h. Cooling to room temperature was per-
formed in an argon flow.

Synthesis of graphitized N-doped carbon spheres (g-NCS):
As-synthesized carbon spheres were pre-carbonized in argon at-
mosphere for 1 h (heating rate 5 °C·min−1) at 550 °C. A solu-
tion of 5.05 g iron(III) nitrate in 50 mL aqua dest. was added to
2.5 g pre-carbonized carbon spheres and stirred for 24 h, fol-
lowed by refluxing for 5 h at 100 °C and subsequent filtration

and drying. Catalytic graphitization was carried out by
annealing at different temperatures, between 550 and 1000 °C
with steps of 150 °C, in argon atmosphere for 4 h (heating rate
5 °C·min−1). Iron catalyst particles were removed by acid
leaching with 2 M hydrochloric acid, followed by filtration,
washing with aqua dest. to a neutral pH value and drying [32].
N-doping was realized in the same way as described for the
NCS sample series; thereby the N-doping temperature is set to
the same temperature as used for the catalytic graphitization of
the given sample.

In the following, N-doped carbon spheres are labeled as NCS
and graphitized N-doped carbon spheres as g-NCS. The num-
ber added to those labels represents the reaction temperature.

Characterization of (graphitized) N-doped
carbon spheres
Scanning electron microscopy (SEM) images were recorded
with a field-emission scanning electron microscope (FE-SEM,
Zeiss Ultra Plus) at 10 to 12 keV beam energy. For imaging, the
samples were deposited on a conducting carbon film. Energy-
dispersive X-ray spectroscopy (EDX) measurements were per-
formed on the same FE-SEM with an EDX large-area silicon-
drift detector (Oxford X-Max 50), using an accelerating voltage
of 15 kV with a counting time of 5 min per spot. Bright-field
transmission electron microscopy (BF-TEM) images were taken
with a JEOL1400 instrument equipped with a CCD camera. For
sample preparation, a droplet of ethanol containing the
dispersed sample powder (ca. 1 mg·mL−1) was deposited on a
carbonized Cu grid (Plano, Mesh 300), followed by evapora-
tion of ethanol. For CHN elemental analysis, a Vario MICRO
cube instrument (Elementar Analysensysteme GmbH) was
used, the thermal decomposition temperature was 1000 °C in
air. XPS measurements were performed in a Physical Elec-
tronics PHI 5800 Multi ESCA system at an emission angle of
45° and a pass energy of 29.35 eV (detail spectra), applying
monochromatic Al Kα radiation (250 W, 13 kV). The thin-layer
samples used for these measurements were prepared by
depositing and drying 20 μL of an aqueous catalyst suspension
on a silicon wafer, which was pre-cleaned by sequential rinsing
in ultrapure water (MilliQ), 1 M KOH solution, and conc.
H2SO4. By using silicon wafers instead of a carbon-containing
support, we minimized contributions from the support to the
C 1s signal of the carbon-containing catalyst film. The spectra
showed minor charging effects, which were compensated by a
neutralizer (low-energy electron flood gun). The C 1s peak was
set to 284.8 eV for binding energy calibration [50]. Evaluation
and deconvolution of the measured signals (Shirley back-
ground; peak shape: 70% Gaussian/30% Lorentzian) was
carried out using the CasaXPS software package. X-ray diffrac-
tion (XRD) measurements were performed using a Bruker D8
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Advance instrument (Bruker Karlsruhe), employing Cu Kα ra-
diation (λ = 0.154 nm) in a 2θ range of 5° to 80° (0.02° continu-
ous mode, 0.5 s per step). Porosity and specific surface area
were determined by N2 sorption measurements on a Micro-
meritics ASAP 2420 instrument (Micromeritics) in a relative
pressure range of p/p0 between 4 × 10−6 and 0.99 and a temper-
ature of −196 °C. The specific surface area was calculated by
the method of Brunauer, Emmett, and Teller in a relative pres-
sure range of p/p0 0.01 to 0.3. The ratio of micropore surface
area to external surface area was calculated by the t-plot method
(thickness curve: carbon black STSA, fitted thickness range:
0.4–0.6 nm). Raman spectroscopy measurements were per-
formed by a Thermo DXR Raman microscope (Thermo,
Madison) with a confocal microscope BX41 (Olympus Corp.).
The diameter of the laser spot was approximately 2.5 µm (10×
microscope objective, NA = 0.25), the laser power was 1 mW at
532 nm, the spectra were collected from 100 to 3700 cm−1 with
a spectral resolution of 5 cm−1 (50 µm slit-like pinhole) with an
exposure time of 5 s (10 accumulations).

Electrode preparation and electrochemical
measurements
The catalyst thin-film electrode (catalyst loading of
0.285 mg·cm−2 for Pt-free catalyst, 140 μg·cm−2 loading
(Pt loading: 28 μg·cm−2) for the 20 wt % Pt/C E-Tek reference
catalyst) was prepared by pipetting an aqueous suspension of
the synthesized materials (20 µL of a 4 mg·mL−1 suspension;
Millipore MilliQ, 18.2 MΩ·cm) onto a mirror-polished glassy
carbon (GC) disc (Sigradur G from Hochtemperatur Werk-
stoffe, d = 6 mm), followed by subsequent drying under a N2
stream. With these loadings we could form homogeneous, thin
and stable catalyst layers on the electrode. The resulting film
was covered with the same volume of a 1 wt % aqueous Nafion
solution and dried again to ensure the mechanical stability of
the catalyst layer on the glassy carbon without creating addi-
tional diffusion limitations [51]. The geometric area of the elec-
trochemically accessible part of the electrode is 0.28 cm2. For
the electrochemical experiments, we used a rotating ring disk
electrode (RRDE) setup (Pine Instruments Analytical Rotator,
AFASRE), with the thin-film electrode on the GC disc func-
tioning as working electrode. The working electrode is
surrounded by a Pt ring biased at 1.2 V, which allows one to
measure the peroxide yield in the ORR. A reversible hydrogen
electrode (RHE) served as reference electrode and a Pt wire as
counter electrode, both separated by glass frits from the main
cell. The RHE itself consists of a Pt plate in a glass tube con-
taining the respective electrolyte used for the measurement and
a H2 bubbler. In the following, all potentials will be
quoted versus that of the RHE. The potential was controlled
by a bi-potentiostat (Pine Instruments AFRDE5). The potentio-
dynamic ORR measurements were performed in acidic elec-

trolyte (0.5 M H2SO4, Merck Suprapur, Millipore MilliQ,
18.2 MΩ·cm) in O2 saturated supporting electrolyte at a scan
rate of 10 mV·s−1 and a rotation rate of 1600 rpm. For all ORR
measurements, the currents in N2-saturated electrolyte were
subtracted from the measured ORR currents in order to remove
double-layer charging currents. For each catalyst the cyclic
voltammograms are presented, thus the ORR measurements of
each catalyst consist of a cathodic (down-going scan, lower
trace) and an anodic (up-going scan, upper trace) scan. For the
calculation of the hydrogen peroxide yield we used Equation 1,
where Ir is the measured ring current, Id the disc current and N
the collection efficiency of the setup (here the measured value
specific for the current setup of N is 0.2):

(1)

The resistance measurements of the catalyst film were per-
formed by pipetting and drying 80 µL of the catalysts suspen-
sion on a glassy carbon disk, similar to preparation of the cata-
lyst film for the electrochemical measurements. The dried cata-
lyst film is than covered by another glassy carbon disk, and the
two disks were tightly pressed together. The resistance between
both glassy carbon units with the catalyst film in between was
measured with a Keithley 197A multimeter. The onset poten-
tials in Table 6 and Figure 9 and Figure 10 are defined as the
potential at which the current geometric densities exceed
0.1 mA·cm−2.
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