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Abstract

Electrochemical exfoliation is an efficient and scalable method to obtain liquid-phase graphene. Graphene in solution, obtained through electrochemical exfoliation or other methods, is typically polydisperse, containing particles of various sizes, which is not optimal for applications. We employed cascade centrifugation to select specific particle sizes in solution and prepared thin films from those graphene particles using the Langmuir–Blodgett assembly. Employing centrifugation speeds of 3, 4, and 5 krpm, further diluting the solutions in different volumes of solvent, we reliably and consistently obtained films of tunable thickness. We show that there is a limit to how thin these films can be, which is imposed by the percolation threshold. The percolation threshold is quantitatively compared to results found in literature that are obtained using other, more complex graphene film fabrication methods, and is found to occur with a percolation exponent and percolative figure of merit that are of the same order as results in literature. A maximum optical transparency of 82.4% at a wavelength of 660 nm is obtained for these films, which is in agreement with earlier works on Langmuir–Blodgett assembled ultrasonic-assisted liquid-phase exfoliated graphene. Our work demonstrates that films that are in all respects on par with films of graphene obtained through other solution-based processes can be produced from inexpensive and widely available centrifugal post-processing of existing commercially available solutions of electrochemically exfoliated graphene. The demonstrated methodology will lower the entry barriers for new research and industrial uses, since it allows researchers with no exfoliation experience to make use of widely available graphene materials.
Introduction

The interest in graphene and other 2D materials keeps growing, especially since the initial delve into fundamental properties was augmented with an outlook towards potential applications [1]. Over the past decades, a great number of different methods for the synthesis of graphene and other 2D materials has been proposed, including micromechanical cleavage [2], chemical vapor deposition (CVD) [3-7], epitaxial growth on different substrates [8,9], and the chemical reduction of graphene oxide (GO) [10,11]. In 2008, production of graphene by liquid-phase exfoliation (LPE) of graphite through sonication of graphite powder in N-methylpyrrolidone (NMP) was first proposed by Coleman et al. [12] as a synthesis method with high potential for scaling. Since then, LPE has developed into a common, highly scalable method for graphene synthesis in liquid media. This method is used for the production of 2D nanosheets with lateral sizes ranging from 100 nm to 100 μm and thicknesses in the range of 1–10 layers, in a range of different liquids, at a wide range of concentrations [13,14].

The mechanism of ultrasonic exfoliation involves ultrasonic waves in liquid media creating bubbles or voids in the liquid, which generate shear forces or cavitation bubbles upon collapsing, which then break up the bulk 2D materials into mono- and few-layer nanosheets [15,16]. The choice of solvent for LPE is made based on surface energy considerations, compatible solvents include NMP, dimethylformamide (DMF), N,N-dimethylacetamide (DMA), γ-butyrolactone (GBL), 1,3-dimethyl-2-imidazolidinone (DMEU), and ortho-dichlorobenzene (o-DCB) [12,17,18]. Exfoliation in NMP has led to minimally oxidized graphene sheets with approximately 28% monolayer flakes, and more than 75% of sheets with a thickness of less than six layers [12].

An alternative to LPE that has subsequently been developed is electrochemical exfoliation, whereby graphene is exfoliated in an electrolyte from an electrode made of graphite [19]. In electrochemical exfoliation, ions from the electrolyte flow towards the graphite electrode and intercalate between the graphene layers. The electrochemical reaction provides a driving force to break van der Waals forces, leading to exfoliation [20]. Electrochemical exfoliation offers an alternative to LPE that is both scalable and widely available. It has been used to make graphene for various applications, including energy storage [21,22].

Both ultrasound-assisted LPE and electrochemical exfoliation result in solutions that contain flakes of different sizes, that is, the solutions are polydisperse. Polydispersity is a significant problem regarding the use of solution-processed graphene, because many applications are size-dependent. On the one hand, for example, for use in composites, flakes with lateral sizes larger than 1 μm are preferred [23]. On the other hand, thinner (thus also laterally smaller [24]) flakes have a higher transparency, with potential use in transparent conductors. Size selection of 2D material flakes in solution has thus become a key challenge for the practical use of solution-processed 2D materials [24,25].

The flake size can either be controlled during exfoliation or selected after exfoliation. Processing parameters that control flake size during exfoliation include the choice and concentration of solvent [25], a process control alternating sonication with shear mixing [26], or the duration of exfoliation [27]. Using LPE for 2D materials that are size-selected during exfoliation limits their use to research groups with expertise in this method. After exfoliation, sizes can be selected by centrifugal processing, which narrows the nanosheet size and thickness distribution, depending on the centrifugation parameters. However, it is important to consider the impact of buoyant density and drag coefficient of the materials, as well as the viscosity of the solvent and many other parameters to achieve the desired results [28]. It was demonstrated by Coleman et al. that controlled centrifugation can be used for the selection of liquid-phase exfoliated graphene dispersions with mean flake sizes in the range from 1 to 3.5 μm [29]. Since centrifugation is a much more facile process than exfoliation, and centrifuges are widely available, post-exfoliation size selection is the route to take towards the mass use of 2D materials in solution.

Although size selection through post-processing with cascade centrifugation has been demonstrated in the context of ultrasonic LPE materials [30,31], to the best of our knowledge, the method has not been applied to electrochemically exfoliated graphene, nor have thin films made from dispersions following size selection through centrifugation been studied for their optoelectronic properties. Here, we present size selection through cascade centrifugation of commercially obtained electrochemically exfoliated graphene. We follow the Langmuir–Blodgett (LB) method to deposit graphene flakes from solution as uniform thin films. LB has proven to be a method that yields reliable graphene films that have been used as transparent conductors [27,32-34] and gas sensors [35,36]. By measuring optical transmittance and electrical resistance of the deposited films, we find a tradeoff between transparency and electrical performance for applications in transparent conductors. We demonstrate that, below a certain critical thickness, graphene films deposited with LB reach a percolation limit, which imposes a minimum achievable film thickness for a reasonable electrical conductivity. For both, our films made from electrochemically exfoliated graphene and literature-referenced films...
made from ultrasonic LPE graphene, the percolation limit is reached at an optical transmittance of ca. 83%. This number quantifies the maximum transmittance achievable with LB assembly of graphene films made from solution-dispersed material, for a reasonable electrical conductivity. Comparisons of our obtained percolative figure of merit and percolation exponent with those observed in literature reveal that the quality of the films obtained with our demonstrated method is on par with graphene films made with other methods that make use of liquid-phase graphene. Hence, we demonstrate that commercially obtained solutions of graphene can be post-processed with a simple laboratory centrifuge and deposited into thin films with a quality on par with films obtained with other methods that require more effort from the lab workers, as well as exfoliation expertise and equipment.

**Experimental**

**Cascade centrifugation**

In order to achieve homogeneous films with defined particle sizes, a dispersion of electrochemically exfoliated graphene from Sixonia Tech GmbH (G-D15P-NMP-C50-2+, Dresden, Germany) was processed by cascade centrifugation (centrifuge model: COLO LACE16 from Novo Mesto, Slovenia, rotor R30403 with radius 8.19 cm). The commercially obtained solution contained a dispersion of graphene in NMP. Although many solvents are commercially available, NMP was the solvent of choice because of its favorable properties regarding LB deposition [14]. 1 mL of dispersion was initially centrifuged at a rate of 1500 rpm (relative centrifugal force, RCF, equal to 206 g). The obtained centrifugation sediment contained the largest nanosheets of the initial dispersion. The supernatant was subsequently centrifuged at higher rates: 2, 3, 4, and 5 k rpm (366 g, 824 g, 1465 g, and 2289 g). At each step of centrifugation, the sediments with slightly smaller graphene sheets were gathered and the supernatants were used for the following cascade step. The sediments were collected and redispersed in a specific volume of NMP (Sigma-Aldrich M79603), which ranged between 250 and 1000 µL. This method is schematically described in Figure 1.

**Film deposition**

In order to study the optical properties of the produced graphene films, graphene from solution was deposited onto glass substrates with dimensions of ca. 2 cm × 1 cm (Figure 2a). Although a great number of different types of substrate materials have been used, such as silica [37], chromium [38], tin [39], silver [40], or platinum [41], glass substrates were used in this paper. Glass is generally a popular choice, not just because glass slides are inexpensive and widely available, but also because the optical characteristics of deposited films can be subsequently examined [42]. For measuring the electrical resistance, the film was deposited onto Metrohm DropSens substrates with a pair of interdigitated electrodes (G-IDEP10, Oviedo, Spain, Figure 2b). Using an automated pipette, the entire specific volume of the graphene dispersion in NMP was vertically dripped onto the surface of deionized water. Because the volumes ranged from 250 to 1000 µL, while the amount of graphene in that volume was kept fixed, the concentration of graphene was varied. As the film of graphene formed on the surface of the water, the LB method was used to deposit the film onto the target substrate [32].

**Film characterization**

To study optical properties of the fabricated samples, UV–vis spectroscopy was performed (Thermo Fisher Scientific EVO 60, Madison, USA). A xenon lamp was used as a light source. The glass samples were mounted on a holder and inserted into the light path. Optical transmittance was measured by subtracting the signal from a baseline reference signal obtained when a clean glass substrate without graphene was inserted into the light path.

Graphene film resistance was measured by inserting the substrates with electrodes into an electrode connector (DRP-CACIDE, Metrohm, Oviedo, Spain) and the acquiring resistance with a handheld digital multimeter.

Optical dark-field microscopy of the films was performed with a magnification of 10× (Olympus BX53M). Scanning electron
optical dark-field microscopy (SEM) was performed with a FESEM (FEI Scios 2, Thermo Fisher Scientific, Waltham, MA, USA) at a chamber pressure of $1 \times 10^{-4}$ Pa with electron beam voltages set between 1 and 30 kV, depending on the film. Films that are shown in optical dark-field microscopy and SEM have been made from solutions that have been diluted with 500 µL of NMP.

**Results**

**Optical observation**

Films deposited from solutions obtained from different centrifugation protocols are expected to have different thicknesses, due to the different size of the flakes in the solutions. A visual inspection of the images in Figure 2 confirms that slower centrifugation rates (samples on the left) yield thicker films than faster centrifugation rates (samples on the right), which is expected because flakes are thicker and laterally larger when processed at slower rates. To gain further insight into the thickness and quality of these films, we performed optical dark-field microscopy with a magnification of 10×. Photographs of deposited graphene films from solutions processed at different centrifugation rates are depicted in Figure 3. Films made directly from the initial polydisperse solution (Figure 3a) show regions with a high density of scattering centers (green and white points) intermixed with regions with a lower density of scattering centers (darker regions with fewer bright points). Size-selected solutions yield films that are more uniform, with dark-field microscopy revealing homogeneous distributions of scattering centers. Hence, we find that films from polydisperse films are not as homogeneous as films made from solutions that have been processed by centrifugation for size selection. There is an evident decrease in the density and intensity of scattering centers with increasing centrifugation rate, which indicates films with a decreased density of large particles.

We quantify the number of scattering centers by analyzing the dark-field images using the software imageJ. First, we set the brightness threshold for what counts as a scattering particle. As these are dark-field images, anything that is not completely dark is counted as a scattering particle. Thus, we set the threshold at a brightness value of 3 (on a scale from 0 to 255). Such an anal-

![Figure 3](image)

*Figure 3: Dark-field microscopic images of films produced from (a) the initial graphene dispersion and from films produced after centrifugation at (b) 3 krpm (824 g), (c) 4 krpm (1465 g), and (d) 5 krpm (2289 g). The scale bar in panel (a) is 200 µm long and is valid for all panels. All images show an area of 1.15 × 0.86 mm.*
ysis yields results that are consistent with intuitive observation (Table 1).

<table>
<thead>
<tr>
<th>Centrifugation rate</th>
<th>Particle count</th>
<th>Total area</th>
<th>% area</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 krpm (824g)</td>
<td>5001</td>
<td>58972</td>
<td>32.329</td>
</tr>
<tr>
<td>4 krpm (1465g)</td>
<td>1909</td>
<td>3029</td>
<td>1.661</td>
</tr>
<tr>
<td>5 krpm (2289g)</td>
<td>1053</td>
<td>2159</td>
<td>1.184</td>
</tr>
</tbody>
</table>

The film structure was further investigated with SEM, shown in Figure 4. In general, the films look alike when they are made of the as-purchased uncentrifuged solution and when they are made from solutions centrifuged at 3 krpm (824g) and at 4 krpm (1465g). In these three cases, SEM reveals continuous graphene films. The films contain some wrinkles or flake edges, showing up as bright lines in SEM. Upon closer inspection, the contrast varies slightly across the films, which is likely due to local thickness variations. Overall, the films resemble those made earlier with ultrasonic liquid-phase exfoliation followed by LB deposition [14]. However, the film made from a solution that has been centrifuged at 5 krpm (2289g) is strikingly different from the ones made with lower centrifugation speeds. The 5 krpm (2289g) film has an irregular structure, resembling a fractal coastline. It is also noted that the conductivity of this film is much lower than those of the other three films, as SEM operation quickly leads to surface charging effects.

Optoelectronic properties

UV–vis spectra of the deposited graphene films at different centrifugation rates, redispersed in specified volumes of NMP, are given in Figure 5. The optical transmission spectra are expectedly uniform across the visible part of the spectrum. It is evident that the optical transparency can be controlled by the centrifugation rate, as well as by tuning the concentration of graphene particles by redispersing in different volumes of NMP. Optical transparencies were measured at the wavelength of 660 nm and the number of graphene layers was calculated for each sample, taking into account an absorption of 2.3% for each layer of graphene, as in the work by Bonaccorso and co-workers [43].

Figure 4: Scanning electron micrographs of films produced from the (a) initial graphene dispersion and from films produced after centrifugation at (b) 3 krpm (824g), (c) 4 krpm (1465g), and (d) 5 krpm (2289g).
Although atomic force microscopy (AFM) is often employed to characterize graphene films [2,12,14,44], applying that method to films that consist of heterogeneous flakes, such as Langmuir–Blodgett-deposited films, is more difficult. Since the thickness varies from flake to flake, only an average film thickness over a certain area makes sense. The area over which average thickness can be measured with AFM is limited by the scan size, at a maximum of about 50 µm × 50 µm. The best method for measuring the average film thickness with AFM is to make scans that show the underlying substrate as well as the film itself and to make a histogram of measured heights, where a narrow peak related to the substrate and a broader peak related to the film surface appear. Then, the thickness is measured as the distance between those two peaks in the histogram [14,33]. With that method, the accuracy of measuring the average film thickness depends on the size of the scanned area. Optical transparency, in contrast, is a good measure of film thickness averaged over the size of the optical spot. For example, in [33], it was shown that thickness measurements from optical transmittance match the results obtained with AFM, for continuous films. However, for films that do not cover the substrate completely, such as the one shown in Figure 4d, measuring the average film thickness with AFM would be impossible, because one needs to measure over a large area to take into account regions with flakes as well as regions without. Optical transmittance is a good measure of the average thickness even in the case of films that do not cover the substrate completely.

To analyze the electrical properties of the synthesized graphene films, resistance values of each film were measured. Resistance values, optical transparency values, and the average number of layers in each graphene film are shown in Table 2. A larger number of graphene layers implies a smaller electrical resistance. The relation of optical transparency and electrical resistance for all samples is given in Figure 6. The measured optical transmittance varied slightly depending on the exact spot chosen on each given sample. The measured resistance varied

### Table 2: Measured optical transparency, number of layers, and electrical resistance for samples obtained at different centrifugation rates, dissolved in the specified volumes of NMP.

<table>
<thead>
<tr>
<th>V (NMP)</th>
<th>Optical transparency</th>
<th>Average number of layers</th>
<th>Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 krpm (824g)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250 µL</td>
<td>30.0%</td>
<td>30.4</td>
<td>74.6 Ω</td>
</tr>
<tr>
<td>500 µL</td>
<td>40.7%</td>
<td>25.8</td>
<td>106.4 Ω</td>
</tr>
<tr>
<td>1000 µL</td>
<td>54.0%</td>
<td>20.0</td>
<td>144.0 Ω</td>
</tr>
<tr>
<td>4 krpm (1465g)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250 µL</td>
<td>64.1%</td>
<td>15.6</td>
<td>200.0 Ω</td>
</tr>
<tr>
<td>500 µL</td>
<td>67.4%</td>
<td>14.2</td>
<td>226.0 Ω</td>
</tr>
<tr>
<td>1000 µL</td>
<td>85.0%</td>
<td>6.5</td>
<td>1.1 kΩ</td>
</tr>
<tr>
<td>5 krpm (2289g)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250 µL</td>
<td>91.4%</td>
<td>3.7</td>
<td>56.1 kΩ</td>
</tr>
<tr>
<td>500 µL</td>
<td>94.0%</td>
<td>2.3</td>
<td>2.3 MΩ</td>
</tr>
<tr>
<td>1000 µL</td>
<td>96.2%</td>
<td>0.8</td>
<td>6.3 MΩ</td>
</tr>
</tbody>
</table>

![Figure 5: UV–vis spectra of deposited graphene films at different centrifugation rates, redispersed in specified volumes of NMP.](image)

![Figure 6: Dependence of the optical transparency on the electrical resistance of graphene films on a semi-logarithmic scale. The data can be divided into two regimes, the bulk regime (solid red line fit to Equation 1) and the percolation regime (dashed black line fit to Equation 2).](image)
by about 20% between different samples prepared with identical methodology. Since only several samples were made for each set of processing parameters, the error bars in Figure 6 represent the maximum deviation from the mean observed during experimentation.

Discussion
The images in Figure 2 show that the thickness of the deposited graphene films decreases with increasing centrifugation rates, while Figure 3 indicates that thinner films also consist of smaller particles, which is in accordance with expectations. UV–vis spectra depicted in Figure 5 show that for a given centrifugation rate the optical transmittance of the deposited graphene film has a value that scales with the quantity of solvent used. The results thus indicate that dilution of solution-processed graphene can be used as a tool to control graphene film thickness. Also, the centrifugation rate can be controlled to make films of desired thickness.

Regardless of how the film thickness is controlled, an analysis of Figure 6 reveals that there are two different regimes, that is, one in which the optical transmittance sharply rises with increasing resistance, at lower transmittance values, and another in which the optical transmittance rises with increasing resistance to a much smaller extent, at higher transmittance values. It has been noted before that thin transparent conductors [45], including graphene [46], exhibit a percolation threshold. For film thicknesses above this threshold, the film behaves as a bulk material and the transmittance and sheet resistance $R_S$ obey the following equation:

$$T = \left[1 + \frac{Z_0}{\sigma_{dc,B}} \frac{\sigma_{op}}{2R_S} \right]^{-2} \quad (1)$$

where $Z_0$ is the impedance of free space, $\sigma_{op}$ is the optical conductivity, and $\sigma_{dc,B}$ is the bulk dc conductivity of the film. For film thicknesses below the percolation threshold, the transmittance and sheet resistance obey the following equation:

$$T = \left[1 + \frac{1}{\Pi \left( R_S \right)} \left( \frac{Z_0}{\sigma_{op}} \right)^{\frac{1}{n+1}} \right]^{-2} \quad (2)$$

where $\Pi$ is the percolative figure of merit (FOM) as described by De and Coleman [45] and $n$ is the percolation exponent.

We fit the above two equations to our data in the two observed regimes independently. The solid red line in Figure 6 is a fit to Equation 1 which indicates the bulk regime, whereas the dashed black line is a fit to Equation 2 for the percolation regime. The fit results in $\Pi = 1.1$ and $n = 3.6$, values which are of the same order as values previously observed for graphene [45]. The good match between our results and previously reported ones is yet another indication that the method that we used yields films of similar quality as observed earlier with other methods, although our method is facile and starts from commercially available material.

The two regimes exhibit a crossover that likely indicates the percolation threshold. The value of optical transparency at which we observe the threshold is 82.4%, matching the value found in an earlier work that showed particle size selection by control of liquid-phase exfoliation time [27], possibly indicating an upper limit for optical transparency achievable with Langmuir–Blodgett graphene films. The observed critical threshold transparency is equivalent to films which have a thickness of 7.6 layers of graphene, which is 2.6 nm. It is likely that reliably conducting films thinner than this cannot be achieved with Langmuir–Blodgett assembly of graphene nanoplatelets. Compared to the work in which the exfoliation time is controlled in the same lab where film deposition is made, our approach is advantageous because it allows experimenters to focus on film formation alone, leaving exfoliation to a partner lab or commercial vendor.

Conclusion
Solution-processed graphene holds potential for applications across a diverse range of industries. There exist several production methods for solution-processed graphene, some of which are highly scalable. However, all graphene solutions resulting from those processes are polycrystalline, containing a wide distribution of particle sizes, which is unfavorable for applications. It was previously shown that cascade centrifugation can be used as a common method for the separation of graphene particles by size, in the case of ultrasound-assisted liquid-phase exfoliated graphene. In this paper, we demonstrated that cascade centrifugation of electrochemically exfoliated graphene can be used in conjunction with Langmuir–Blodgett assembly to produce thin graphene films. By tuning centrifugation speed and solvent dilution volume, we produced films of different controlled thicknesses. We have shown that the optical transparency and electrical resistance of these films behave similarly to those of other films made of graphene from solution. Namely, the films exhibit a percolation threshold, at which optoelectronic properties experience a critical change. The percolation exponent and percolative FOM are found to be of the same order as in the case of other graphene films found in literature, which indicates that our films are of a similar quality. However, the method that we have used, which relies on cascade centrifugation of a commercially available solution of graphene, is easily...
accessible to researchers who have no exfoliation experience or equipment. We have shown that ownership of a centrifuge is the only prerequisite for making practical use of widely available graphene in solution.
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Abstract

Mass production and commercial adoption of graphene-based devices are held back by a few crucial technical challenges related to quality control. In the case of graphene produced by chemical vapor deposition, the transfer process represents a delicate step that can compromise device performance and reliability, thus hindering industrial production. In this context, the impact of poly(methyl methacrylate) (PMMA), the most common support material for transferring graphene from the Cu substrate to any target surface, can be decisive in obtaining reproducible sample batches. Although effective in mechanically supporting graphene during the transfer, PMMA solutions needs to be efficiently designed, deposited, and post-treated to serve their purpose while minimizing potential contaminations. Here, we prepared and tested PMMA solutions with different average molecular weight (AMW) and concentration in anisole, to be deposited by spin coating. Optical microscopy and Raman spectroscopy showed that the amount of PMMA residues on transferred graphene is proportional to the AMW and concentration in the solvent. At the same time, the mechanical strength of the PMMA layer is proportional to the AMW. These tests served to design an optimized PMMA solution made of a mixture of 550,000 (550k) and 15,000 (15k) AMW PMMA in anisole at 3% concentration. In this design, PMMA-550k provided suitable mechanical strength against breakage during the transfer cycles, while PMMA-15k promoted depolymerization, which allowed for a complete removal of PMMA residues without the need for any post-treatment. An XPS analysis confirmed the cleanness of the optimized process. We validated the impact of the optimized PMMA solution on the mass fabrication of arrays of electrolyte-gated graphene field-effect transistors operating as biosensors. On average, the transistor channel resistance decreased from 1860 to 690 Ω when using the optimized PMMA. Even more importantly, the vast majority of these resistance values are distributed within a narrow range (only ca. 300 Ω wide), in evident contrast with the scattered values obtained in non-optimized devices (about 30% of which showed values above 1 MΩ). These results prove that the optimized PMMA solution unlock the production of reproducible electronic devices at the batch scale, which is the key to industrial production.
Introduction

Graphene and two-dimensional (2D) transition metal dichalcogenides (TMDCs) have been the focus of an intense research effort aimed at developing a new class of innovative devices and applications [1-3]. Among the production methods, chemical vapor deposition (CVD) made substantial progress over the years and now guarantees high-quality standards for the growth of batches of graphene samples over wafer-scale areas [4-6]. This progress allowed for the fabrication of a wide range of 2D material-based devices and heterostructures, especially in optoelectronics [7-9]. At present, one of the remaining challenges in the fabrication of graphene-based devices lies in the reproducibility: More than the CVD itself, the transfer process from the growth substrate (e.g., Cu or Ni) to the desired target substrate (e.g., SiO$_2$/Si, glass, or flexible polymers) often introduces inconsistencies among devices [10]. Various approaches have been developed to address this issue and establish a reproducible transfer process [11-17]. Among the many, the poly(methyl methacrylate) (PMMA)-assisted process remains the most reliable and most commonly used approach [18]. The chemical structure of PMMA features long polymer chains, whose length is proportional to the average molecular weight (AMW) of the polymer. During the transfer of graphene, the polymer serves as a supporting layer to (i) retain the integrity of graphene during the wet-etching bath required to dissolve the metallic substrate and (ii) provide mechanical stability when transferring graphene to the target substrates. During this process, two primary external sources of contamination need to be considered: (i) metallic particles from the Cu or Ni etching process and (ii) PMMA residues after the removal and rinsing processes. Both contaminations are leading causes of undesired p-type doping in CVD graphene, accompanied by a deterioration of its electrical properties [19-22]. The metallic contamination from etchants such as FeCl$_3$ can be substantially reduced by rinsing PMMA-coated graphene in DI water solution with 1–2% HCl [12]. Concerning the PMMA residues, several approaches were implemented to dissolve them, primarily by disrupting their chemical bonds. The chemical bond breakage is crucial, considering that PMMA solutions with higher weight percentage (wt %) are usually preferred as they form thicker layers by spin coating: Such layers are mechanically more robust, yet leave behind significant residues [20]. Annealing processes (usually 200–450 °C, under an inert atmosphere or vacuum) were proposed [20], enabling depolymerization by breaking the molecular backbone bonds of PMMA [19,22,23]. Similarly, UV radiation can break the ester groups of PMMA, thus weakening the intermolecular interactions with graphene [24]. PMMA with higher AMW is harder to depolymerize due to strong van der Waals and London attractive forces among the long polymer chains [13]. It must also be considered that thermal treatments can often be counterproductive as they intensify polymerization, harden the PMMA residues, and complicate the removal.

Therefore, the way toward clean graphene processing appears to lie in the optimization of the PMMA-assisted transfer. In this context, we propose an optimized approach for a clean mass transfer of graphene samples over wafer-scale areas. A PMMA mixture was developed by balancing the AMW and weight percentage in anisole to guarantee a reliable transfer at a negligible contamination level, even without any post-treatment at high temperature. The supporting layer formed by spin coating presents high mechanical flexibility and strength for the transfer process and appears easy to dissolve afterward. We validated the impact of the optimized process in the mass fabrication of arrays of receded-gate graphene field-effect transistors for biosensing applications.

Results and Discussion

We transferred graphene by using PMMA with two AMWs (15k and 550k), which were dissolved in anisole at two weight ratios (2 and 4 wt %). PMMA with 950,000 (950k) AMW (at 4 wt %), commonly used for microfabrication processes as an e-beam resist, was used for further comparison (see Experimental section, “Graphene transfer”). Optical microscopy analysis was carried out to visually evaluate the presence of PMMA residues after the transfer process of graphene single crystals using PMMA with different weight percentages and AMWs (Figure 1a–g). As detailed in the description of the graphene transfer process, after the Cu etching process (Supporting Information File 1, Figure S1b, step II), the PMMA-coated graphene is rinsed in a DI water bath at least three times (Supporting Information File 1, Figure S1b, step III). Each cycle includes two actions, namely (i) scooping up the sample and (ii) releasing it into the water bath. After the rinse process, the sample must be moved to a target substrate, which takes one more transfer cycle. Therefore, the wet transfer process entails at least four cycles. A sufficiently high mechanical strength of the supporting PMMA layer is the key requirement for a successful transfer. Figure 1g shows our experimental observations on the cleanness level and maximum number of transfer cycles afforded by each PMMA solution. For statistical purposes, the number of cycles for each test was extended to eight by transferring the PMMA/graphene between two aqueous solutions. A1 and C1 PMMA solutions (see Table 1 below for the sample denominations) allowed for less than four cycles without breakage, demonstrating a low mechanical strength. The strength appears to reach a proper level for A3 PMMA, which allowed for up to six complete cycles. C3 and C4 PMMA provided the highest mechanical support, allowing for up to ten cycles. To evaluate the process cleanness, the residues were
Figure 1: Examination of PMMA residues after the transfer of graphene single crystals using PMMA at various weight percentages and AMWs. (a, b) A1, (c) C1, (d) A3, (e) C3, and (f) C4. The white spots in the images are PMMA residues. The cross markers with coordinates are imprinted on the wafer to locate the graphene crystals. (g) Number of residue particles counted as function of the average molecular weight of PMMA.

A PMMA mixture (coded B2, 3% mixture of PMMA-15k and PMMA-550k, see Table 1) was designed to lower the potential residue concentration while maintaining proper mechanical support. The rationale for the design of the optimized mixture is based on two hypotheses: (i) The PMMA-15k component provides short polymer chains, which are expected to diminish the molecular chain entanglement and, hence, the residue level. (ii) The sole presence of short polymer chains should, however, weaken the mechanical strength of the spin-coated layer. Therefore, the addition of PMMA-550k compensates for that and grants support during the transfer. B2 was tested in the transfer of both a graphene film and a single crystal (Figure 2a,b). The area analysis (650 × 500 µm²) revealed less than ten residues, indicating an extremely clean transfer process. B2 PMMA allowed for up to six transfer cycles, representing an intermediate, yet acceptable, mechanical support. This proves that the PMMA mixture features good mechanical strength and cleanliness (i.e., the acetone bath can thoroughly remove it). The transferred graphene samples were investigated via Raman spectroscopy to evaluate crystallinity, layer number, and structural defect level [23]. The relative intensities of the G (ca. 1585 cm⁻¹) and 2D (ca. 2700 cm⁻¹) bands are typical of monolayer graphene [23-26]. The defect density appears minimal considering the negligible D band intensity at ca. 1350 cm⁻¹ (Figure 2c) [27]. The Raman mapping in Figure 2d–i examines the whole crystal area [28]. The map and the corresponding statistics in Figure 2d and Figure 2g, respectively, show that the I(D)/I(G) ratio is very low (down to 0.03), meaning that no or few defects could be detected. Figure 2e and Figure 2h show that over 95% of the sample has a ratio of I(2D)/I(G) > 1.6 (average of 2.1 ± 0.3) and a FWHM(2D) of 34.2 ± 3.0 cm⁻¹ (Figure 2f,i), implying high-quality monolayer graphene. Together, the data further support uniformity and crystallinity of the sample.

The G phonon band arises from double degeneracy of iTO and iLO phonon modes (E₂g symmetry) at the Brillouin zone center, which is an in-plane vibration of sp² carbon atoms [23], and its position displays a blueshift as the charge carrier concentration rises. That is, the frequency shift of the G band is proportional to |E_F|, which sets the carrier concentration. Due to the method and materials employed for the graphene transfer being the same except for the PMMA mixture, we consider that the differences in Raman spectra between the different samples can be attributed to adsorbed PMMA residues. Such residues could absorb water and oxygen molecules, conferring p-type doping to graphene [29]. Conversely, by tracking the G phonon band features in Raman spectra, we can correlate the degree of doping in graphene [30,31] with PMMA residues. A comparison of the statistical data of the G band position and FWHM(G) of graphene transferred with C4 and B2 PMMA is presented in Figure 3. Representative Raman spectra for the two cases are shown in Figure 3a and Figure 3b, respectively. The comparison of Figure 3c and Figure 3d shows that the G peak position...
is blueshifted in C4 samples compared to B2 samples (from an average of 1587 to 1593 cm\(^{-1}\)), indicating that the charge carrier concentration did not rise as much when using B2 PMMA. This shows that B2 leaves behind a much lower (if any) density of residues. This redshift observed upon reducing the PMMA residue concentration is consistent with studies on advanced methods for cleaning PMMA from graphene [32]. The average FWHM(G) for the C4 and B2 samples is 14 and 23 cm\(^{-1}\), respectively (Figure 3e and Figure 3f). The broader G phonon band observed for the B2 samples reveals that a significantly higher number of inter-band decay pathways are available due to a lower Pauli blocking threshold [23] (equivalent to twice |E\(_F\)|), further indicating that the p-type doping caused by adsorbed PMMA is less intense for the B2 samples. This result again supports that employing B2 PMMA yields fewer residues and may help in avoiding post-transfer treatments for advanced PMMA residue cleaning of graphene, such as annealing and ion beam irradiation [32]. The graph of the G band shift (Supporting Information File 1, Figure S2a) confirms that C4 PMMA leaves the highest level of contamination. This case also shows the highest standard deviation of the G band shift and FWHM(G) (Supporting Information File 1, Figure S2a,b) due to heterogeneous doping levels in the sample. We explain these results by the higher variance in the proportions of PMMA residue aggregates, resulting in alternating regions of intensively local p-type doping (large PMMA aggregates) and regions of less intense p-doping (small PMMA aggregates). In contrast, PMMA mixtures with lighter AMWs showed lighter and more uniform p-type doping over the crystallite area (smaller error bars). Few-layer crystals transferred with B2 are analyzed in Supporting Information File 1, Figure S3. The graphene crystal in Supporting Information File 1, Figure S3a,b is composed of four layers having a thickness of 0.4–0.5 nm (Supporting Information File 1, Figure S3c) [28,33]. The crystal morphology appears very smooth and free of identifiable impurities, with an average surface roughness (R\(_a\)) of ca. 0.2 nm
Figure 3: Statistical analysis of the Raman spectra of transistors prepared with transfers using PMMA mixtures with different molecular weights. (a, b) Representative Raman spectra of graphene transistor channels prepared using B2 and C4 mixtures, respectively. (c, d) Distributions of the G band peak position for B2 and C4, respectively. (e, f) Distributions of the FWHM of the G band.

(Supporting Information File 1, Figure S3d). This value is one order of magnitude lower than that of graphene crystals transferred with C4 PMMA, which showed a surface roughness of ca. 2.8 nm. The low roughness obtained with B2 PMMA can be also related to a minimal occurrence of nanometer-scale PMMA residues. 

XPS was employed to analyze the graphene samples transferred using C4 and B2 PMMA (Figure 4). Figure 4a shows the chemical structure of the PMMA molecule. The C1s spectra can be decomposed into two prominent peaks originating from $sp^3$-hybridized C–C and $sp^3$-hybridized C–C/C–H bonds. Four PMMA-related peaks can be assigned to C–H, C–C, O–CH$_3$...
Figure 4: (a) Representation of the molecular structure of PMMA. XPS C1s spectra of graphene samples transferred using (b) C4 and (c) B2. The normalized spectra are fitted by Gaussian–Lorentzian curves. The solid blue and grey fills identify, respectively, sp²- and sp³-hybridized carbon bonds in graphene, located at ca. 284.4 and 285.0 eV, respectively. C–H (blue line), C–C (purple line), O–CH₃ (pink line), and O–C=O (orange line) bonds are located at ca. 285.7, 286.3, 287.0 and 289.0 eV, respectively.

Figure 5: Distributions of the graphene channel resistance values in devices made using C4 (blue) and B2 (red) PMMA. The inset shows optical micrographs of representative B2 (left) and C4 (right) transistors. The graphs show the resistance distributions in (a) the 0–15 kΩ range (with 125 Ω bins) and (b) the range from 15 kΩ to 1 MΩ (10 kΩ bins). The multiple Gaussian fits identify the dominant resistance values in both batches. When considering all sub-15000 Ω transistors, the difference between the average resistances is 2139 Ω.
mixture (see Section 2.2). The data acquired from the first batch were used to benchmark a successive test on a more extensive second batch [39,40] (4200 GFETs) that used B2 PMMA for the graphene transfer. Figure 5 shows the resistance distribution in the two cases. The distributions were fitted with multiple Gaussian curves to identify the predominant resistance values in each transistor batch. The first Gaussian curves of C4 and B2 (which envelop the most common resistance bins, see Figure 5) peak at 1860 and 690 Ω, respectively. This is a difference of 1170 Ω. The much lower channel resistance for the B2 mixture gives further evidence of a more robust, cleaner, and more effective transfer process. The B2 transfer appears to minimize the PMMA residues, known to act as centers of carrier scattering in graphene and to increase its resistance [19,20]. The vast majority (ca. 90%) of B2 data populate the first Gaussian curve with a narrow distribution (FWHM of ca. 300 Ω). In stark contrast, the C4 data are scattered over a much broader range. Almost 50% populate a broader Gaussian curve with two peaks (FWHM of the first peak: ca. 567 Ω) in the range up to 15 kΩ, while more than 20% have values up to 1 MΩ. Differently from B2, a consistent sample subset (above 30%) is above 1 MΩ, which means that a third of the fabricated devices are open circuits due to an imperfect graphene transfer (leading to highly damaged or lacking graphene). Overall, the B2 mixture yields more consistent electric properties of the graphene channel, thanks to a homogenous and reproducible process. Such characteristics ultimately translate into a consistent sensor performance, which is pivotal for industrial fabrication.

Conclusion
Monolayer graphene films and single crystals were transferred using PMMA with different AMWs and weight percentages in anisole. Repeated transfer cycles among water baths revealed, as expected, that PMMA with higher AMW and weight percentage allowed for a better mechanical support to graphene. Optical microscopy, Raman spectroscopy, and XPS carried out to evaluate the amount of PMMA residues on graphene after the transfer processes showed that PMMA with higher AMW resulted in a more significant number of residues: PMMA-950k AMW (C4) yielded a maximum of 180 residues (in a 650 × 500 µm² area), while the optimized mixture (PMMA-15k/550k, B2) yield a minimum value of ten residues in the same area. More abundant PMMA contamination on graphene translated into a more intense p-type doping, as evidenced by (i) the position of the Raman G peak, which was blueshifted by ca. 6 cm⁻¹ (between C4 and B2 samples), and (ii) the FWHM of the G peak, which appeared broader in B2 samples (23 cm⁻¹ vs 14 cm⁻¹ of the C4 samples). The XPS analysis showed a markedly increased presence of C–H, C–C, O–CH₃, and O–C=O bonds in C4 graphene compared to B2 samples, corroborating the previous findings. We validated the impact of the optimized B2 process in the mass fabrication of arrays of electrolyte-gated GFETs. The channel resistances of thousands of GFETs prepared using B2 and C4 PMMA were measured with a probe station in air. The resistance distributions were analyzed and fitted with Gaussian curves. The resistance distributions were centered at 690 Ω (FWHM = 303 Ω) and 1860 Ω (FWHM = 567 Ω), respectively, proving that the optimized PMMA mixture enables the production of reproducible arrays of electronic devices with consistent properties.

Experimental
Graphene growth
Single-crystal and large-area graphene were obtained on Cu foil via catalyst-assisted growth in a low-pressure CVD system (CVD First Nano, EasyTube 3000). A 25 µm thick annealed Cu foil (Alfa Aesar, purity 99.8%), serving as a metal catalyst, was placed in a graphite enclosed cavity during the whole process. The temperature for annealing and growth was kept stable at 1040 °C by PID thermal controllers. The Cu foil was first annealed in argon atmosphere (500 sccm, 9.0 Torr) for 30 min in a quartz tube furnace. In the growth process, the gas mixture of argon (250 sccm), hydrogen (100 sccm), and methane (1.2 sccm) was subsequently introduced into the quartz chamber, where a reaction pressure of 4.0 Torr was kept constant through the variable frequency-driven pumping system. The growth time for single graphene crystals (250–350 µm) and large-area graphene films (ca. 25 cm²) was 40 and 80 min, respectively. To finalize the process, an argon flush of 500 sccm was conducted to cool down samples until the furnace reached room temperature.

Graphene transfer
For the preparation of the various PMMA solutions, PMMA-15k (Sigma-Aldrich, 200336) and PMMA-550k (Alfa Aesar, 43982) powders were dissolved in anisole (Merck, 801452) in different proportions, as indicated in Table 1. PMMA-950k (MicroChem, PMMA-950k A4) at 4 wt % is commonly used for microfabrication processes and was chosen for comparison. The optimized PMMA mixture (coded B2) was made by mixing PMMA-550k and PMMA-15k in anisole at a 2:1 ratio (3 wt %). The solutions were stirred at 1000 rpm for 24 h. The graphene transfer process is illustrated in Supporting Information File 1, Figure S1. Graphene/Cu foil was spin-coated with PMMA at 3000 rpm for 30 s, followed by drying in a fume hood for 8 h. The back side graphene was removed by oxygen plasma (4 × 10⁻¹ mbar, 250 W, 90 s).

PMMA/graphene/Cu foil was placed over the 0.5 M FeCl₃ solution surface for 3 h to etch away the Cu foil. After the etching process, PMMA/graphene floating on the surface of the FeCl₃ solution was rinsed with DI water three times. A rinse in 2%
Table 1: PMMA solutions used in the graphene transfer tests.

<table>
<thead>
<tr>
<th>Name</th>
<th>Ratio (wt %)</th>
<th>Polymer AMW</th>
<th>Polymer wt %</th>
<th>Anisole mass (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>2</td>
<td>15,000</td>
<td>2</td>
<td>98</td>
</tr>
<tr>
<td>C1</td>
<td>4</td>
<td>15,000</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>A3</td>
<td>2</td>
<td>550,000</td>
<td>2</td>
<td>98</td>
</tr>
<tr>
<td>C3</td>
<td>4</td>
<td>550,000</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>C4</td>
<td>4</td>
<td>950,000</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>B2</td>
<td>3</td>
<td>15,000/550,000</td>
<td>1/2</td>
<td>97</td>
</tr>
</tbody>
</table>

HCl solution was done to remove metal precipitates. At last, the PMMA/graphene was washed in DI water three times and scooped up with a target substrate (SiO\textsubscript{2}/Si wafer). The sample was dried in a vacuum chamber (ca. 10\textsuperscript{-4} Torr) at room temperature for 2 h. For PMMA removal, the entire sample was vertically dipped into an acetone bath for 4 h. After that, the exposed graphene on a SiO\textsubscript{2}/Si substrate was again vertically dipped into IPA and then DI water bath for 1 h. Finally, the graphene on the receiving substrate was blow-dried with N\textsubscript{2}.

Optical microscopy
A selective oxidation method was adopted to rapidly identify the as-grown graphene, enabling the direct optical inspection of the graphene domains without the laborious transfer process. Following this method, the Cu substrate with graphene was first oxidized in ambient air on a hot plate at 200 °C for 2 min. The graphene film on the Cu substrate serves as a protection layer, preventing the underlying Cu surface from oxidation because of its high chemical/thermal stability and impermeability to gases and liquids. In contrast, the surrounding exposed areas of the Cu foil surface exhibited high reactivity and were readily oxidized to copper oxides with a noticeable color change. The apparent color contrast between the oxidized and non-oxidized Cu surfaces made the synthesized graphene domains easy to be observed in an optical microscope equipped with a CCD camera (Supporting Information File 1, Figure S1a).

Raman spectroscopy
Large-area graphene films and single graphene crystals transferred onto SiO\textsubscript{2}/Si substrates were characterized by Raman microscopy (WITec GmbH, Model: Alpha300M+) with an excitation laser wavelength of 532 nm. A laser power of ca. 2 mW was used for all measurements. The backscattered laser light containing the Raman bands from 1200 to 3000 cm\textsuperscript{-1} was collected by a CCD camera (Andor, Model number: DV401A-BV-352) integrated with the WITec system. The characteristic Raman signature collected from a p-doped Si wafer at 520.7 cm\textsuperscript{-1} was employed as standard calibration. Raman mapping was conducted by raster scan, where the step size of the laser spot moving over a selected area is 1 µm, and the exposure time of 0.4 s was taken at each point of the mapping. In the maps, the intensity of D and 2D bands were normalized to the G band intensity. Corresponding statistics were extracted from the maps.

X-ray photoelectron spectroscopy
The chemical components of PMMA residues were analyzed by X-ray photoelectron spectroscopy (XPS, Thermo Scientific ESCALAB 250Xi) using a non-monochromatic Mg K\textalpha\ source with an analysis spot smaller than 2 mm\textsuperscript{2}. The detection system contains a double-focusing 180° spherical sector analyzer with a mean radius of 150 mm and an energy range of 0 to 5 keV. The pressure in the analysis chamber was ca. 5 × 10\textsuperscript{-10} Torr, and the analyzer had a pass energy of 20 eV.

Atomic force microscopy
The surface topographies of graphene were investigated by a Bruker Dimension Icon atomic force microscope (AFM), using PPP-NCH (NanosensorsTM) cantilevers with a tip radius smaller than 20 nm, a force constant of 42 N/m, and 250 kHz resonance frequency. The AFM measurement was carried out in tapping mode. A 633 nm laser light aimed at the back side of the cantilever tip was reflected toward a position-sensitive photodetector, which provides feedback signals to piezoelectric scanners that maintain the cantilever tip at constant height (force) above the surface, thus, reproducing its topography.

Fabrication and characterization of graphene field-effect transistors
Recessed-gate graphene field-effect transistors were fabricated on an 8" Si/SiO\textsubscript{2} (200 nm thick) wafers. Two arrays of devices were fabricated with different process steps (Wafer 1: C4 PMMA; Wafer 2: B2 PMMA). Both wafers started with the patterning of Cr/Au contacts (deposited by magnetron sputtering) using direct-write laser lithography and ion milling. The fabrication of the two wafers followed slightly different steps, as described below.
Wafer 1: A stopping layer (Al₂O₃/TiWN/AlSiCu/TiWN) was patterned by lift-off, followed by the CVD growth of a multistack layer of SiO₂ and Si₃N₄ to passivate the current lines. After this, a thin Al₂O₃ layer was deposited by sputtering and patterned by wet etching to protect the gate during the graphene etch. The C4 PMMA/graphene films were then transferred onto the patterned wafer until all device areas were covered. After removing the PMMA, graphene was patterned using optical lithography and oxygen plasma etching. Finally, the sacrificial layer was removed by wet etching.

Wafer 2: An additional layer of Al₂O₃ was deposited on the Au layer as protection. After that, the two wafers followed different fabrication processes. A residue-free transfer process was used, using a sacrificial metallic mask (TiWN, AlSiCu, TiWN) patterned by lift-off to protect the entire wafer except for the areas around the channel, source, and drain, on which the graphene film would make electrical contact. The B2 PMMA/graphene films were then transferred onto the wafer and patterned by O₂ plasma, followed by the sacrificial layer removal. Previous to the passivation, Al₂O₃ was selectively removed to improve the adhesion of the oxide passivation to the surface of the chips. A stopping layer (Cu/AlSiCu/TiW) for the reactive ion etching (RIE) process was sputtered, and the SiO₂/SiN₃ multistack passivation layer was deposited by CVD. The passivation layer was patterned by lithography and etched by RIE until revealing the stopping layer on the contact pads and graphene transistor channels. Finally, the stopping layer was removed by wet etching, exposing the graphene channel.

In both wafers, the GFET channels had nominal dimensions of \( W = 75 \, \mu m \) and \( L = 25 \, \mu m \). The total number of GFETs considered in this study was 1755 on Wafer 1 and 4200 on Wafer 2. The source–drain resistance of the GFETs was measured with a semi-automatic DC measurement probe station for 8″ wafers. The setup uses a 40-tip probe head with 250 µm spacing between the tips; each probe allowed us to measure 20 devices simultaneously. A current was injected into each transistor to reach an output voltage of 1 mV. Histogram distributions for the graphene channel resistances were plotted (using MATLAB scripts) to compare the effects of B2 and C4 PMMA-assisted graphene transfer on device performance. Based on our observations of the device performance, a threshold resistance of 15000 \( \Omega \) was selected as the cut-off resistance value identifying working graphene channels (i.e., correctly operating devices). A maximum resistance value of 1 M\( \Omega \) was selected as the cut-off resistance value identifying the non-operating channels (due to imperfect transfer leading to heavily damaged or lacking graphene). Multiple Gaussian fits were performed to isolate the trends in the resistance distributions.

Supporting Information

Supporting Information File 1
Additional experimental data.
[https://www.beilstein-journals.org/hjnano/content/supplementary/2190-4286-13-70-S1.pdf]
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Abstract
Industrial applications of nanomaterials require large-scale production methods, such as liquid phase exfoliation (LPE). Regarding this, it is imperative to characterize the obtained materials to tailor parameters such as exfoliation medium, duration, and mechanical energy source to the desired applications. This work presents results of statistical analyses of talc flakes obtained by LPE in four different media. Talc is a phyllosilicate that can be exfoliated into nanoflakes with great mechanical properties. Sodium cholate at two different concentrations (below and at the critical micellar concentration), butanone, and Triton-X100 were employed as exfoliation medium for talc. Using recent published statistical analysis methods based on atomic force microscopy images of thousands of flakes, the shape and size distribution of nanotalc obtained using the four different media are compared. This comparison highlights the strengths and weaknesses of the media tested and hopefully will facilitate the choice of the medium for applications that have specific requirements.

Introduction
Two-dimensional (2D) materials have attracted a lot of interest due to their outstanding properties [1]. However, large-scale production is still a challenge that needs to be addressed to integrate 2D materials into industrial applications. One approach to producing large quantities of few-layer flakes of a broad range of exfoliatable materials is liquid-phase exfoliation (LPE) [2-5].
This method relies on mechanical energy to exfoliate materials in an appropriate liquid medium. To exfoliate a material of interest, it must be reduced to a fine powder and mixed with a liquid that serves as an exfoliation medium. The solution is exposed to a mechanical energy source that leads to the delamination of the material, resulting in a suspension of nanosheets [6]. The energy may be provided by an ultrasonic bath, a shear force mixer, or a tip sonicator. The solution serves three purposes: it provides a medium to propagate the mechanical energy, suspends the exfoliated nanosheets, and prevents them from agglomerating again. The versatility of the method allows it to be employed to obtain nanoflakes of a collection of materials such as graphene [3,7], hexagonal boron nitride [8], transition metal dichalcogenides [9], and others [10,11].

Although the experimental setup is generally designed as described before [6], numerous parameters must be adjusted to optimize the exfoliation for a given material and the available experimental setup. The exfoliation medium must be chosen correctly to guarantee the optimum result. And one must keep in mind that completely separating the nanoflakes from the solution might not be an easy task, if possible at all. So, if the flakes can be obtained in an application-friendly medium, it will greatly facilitate the process.

In this study, we addressed the implications of the choice of medium for shape and size of talc nanoflakes obtained by LPE. This material is a hydrated magnesium silicate belonging to the phyllosilicate group [12]. Phyllosilicates are crystalline minerals with a basic SiO₂ composition that exhibit a layer structure, making them ideal candidates for mechanical exfoliation. Talc already has several industrial applications [12], ranging from polymer and ceramics fillers [13-16] to pharmaceutical and cosmetics uses [17]. It was shown that monolayer talc has outstanding mechanical properties of the same order of magnitude as graphene [12]. The breaking strength for uniaxial deformations ranges from 29 to 33 N·m⁻¹, and the two-dimensional elasticity modulus is E = 181 N·m⁻¹. Also, talc’s flexural rigidity is about three times that of graphene but it can be bent to small curvatures without fracturing. These properties make nanoscale talc a promising candidate for the application [14,15,18] as reinforcement for polymers and other composites, including biocompatible materials, and van der Waals heterostructures. Being able to scale the production is a crucial step to realizing applications at an industrial level. We present the results of liquid-phase exfoliation of talc using different liquid media, namely sodium cholate aqueous solution (6 mg/mL and 1 mg/mL), Triton X-100 aqueous solution, and butanone. The mechanical energy necessary to delaminate the mineral was provided by an ultrasonic bath. We report a statistical analysis of the dimensions (measured by atomic force microscopy) of the nanoflakes obtained employing the four routes, evidencing that the exfoliation medium has an important influence on flake size and shape and should be accounted for when designing a production route with the desired application in mind.

Results and Discussion
Choice of exfoliation medium
Four exfoliation media were employed in this work, as summarized in Table 1. The first one was an aqueous solution of sodium cholate (SC) at 6 mg/mL, previously employed in the literature [11]. SC is a bile salt ionic surfactant widely employed in LPE [6,19-21]. While it is less toxic than other organic compounds usually employed for the same purpose, such as N-methyl-pyrrolidone (NMP), it is expensive and can leave residues on exfoliated flakes. Although fundamental to LPE, the role of the concentration and chemical composition of the exfoliation medium is still not fully understood [6]. Bearing that in mind, we also tested SC at a much lower concentration of 1 mg/mL. The critical micelle concentration (CMC) of SC at room temperature ranges from 5.2 to 6.5 mg/mL [22]. The dilute solution is guaranteed to be well below the CMC, which is regarded as preferable [6]. To guarantee that the effects seen in flake size after exfoliation were not due to a change in the relative concentration of SC to talc, we also added less talc powder to the solution, to keep the ratio constant. We also tested the nonionic surfactant Triton-X100. Besides the absence of charged groups, compared to SC, Triton-X100 is also less expensive, although not environmentally friendly either. Finally, we tested an organic solvent, namely butanone. Butanone is volatile and has a boiling point of approximately 80 °C, making it the easiest medium to remove after exfoliation of the four employed here. Also, unlike other organic solvents commonly used in LPE, for example, NMP or dimethylformamide (DMF), that have a higher boiling point, butanone leaves less residues when exfoliated flakes are deposited onto substrates for atomic force microscopy (AFM) measurements. Table 1 summarizes the solutions tested here, and details of the sample preparation can be found in the Experimental section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Exfoliation medium</th>
<th>Talc concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC6</td>
<td>sodium cholate/DI water</td>
<td>6 mg/mL</td>
</tr>
<tr>
<td>SC1</td>
<td>sodium cholate/DI water</td>
<td>1 mg/mL</td>
</tr>
<tr>
<td>Triton</td>
<td>Triton-X100/DI water</td>
<td>6 mg/mL</td>
</tr>
<tr>
<td>butanone</td>
<td>butanone (pure)</td>
<td>6 mg/mL</td>
</tr>
</tbody>
</table>
Liquid exfoliation of talc

Talc powder was exfoliated in each liquid medium by exposure to mechanical energy provided by an ultrasonic bath (full details in the Experimental section). Talc was manually milled down to a fine powder and characterized by X-ray diffraction (XRD). Figure 1a displays the results. All peaks are assigned to talc, when compared with the crystallographic database, and many are labeled. The insert shows the structure and chemical formula of talc [23]. Figure 1b shows the mineral that was milled to a fine powder. The powder was mixed with the exfoliation medium and subjected to mechanical energy provided by an ultrasonic bath (Figure 1c).

Centrifugation was performed to separate non-exfoliated material from nanometer-sized flakes. To analyze the influence of the exfoliation medium on shape and size of the nanoflakes obtained by LPE, we carefully chose acceleration and duration of the centrifugation. Thick flakes (>100 nm) must be removed to implement a semi-automated analysis of thousands of flakes based on AFM images that provide a robust statistical representation of the sample [24,25]. At the same time, the removal of flakes that are few to tens of nanometers thick would make the effect of exfoliation medium on size and shape less evident. Therefore, a single centrifugation step of one hour only at 1000g was employed. Such low acceleration will not produce a monolayer-rich solution [26], which is crucial for the analysis we aim to perform.

Atomic force microscopy characterization of flake size

Figure 2 shows the results obtained for each exfoliation medium. Figure 2a–d shows AFM topographical images of samples exfoliated in butanone, SC1, SC6, and Triton-X100, respectively. A single vertical scale was chosen to facilitate the visualization of flakes of different thicknesses in all samples. The substrate appears in black to dark blue. Following previous works,
Figure 2: Atomic force microscopy images of the samples produced employing the four different media under investigation. (a–d) AFM images of samples exfoliated with butanone, sodium cholate at 1 mg/mL, sodium cholate at 6 mg/mL, and triton-X100, respectively. The scale bars are 1 μm. (e–h) Statistics from the four different samples in the same order as the AFM images. The top histograms indicate the lateral size distribution, whereas the side histograms show the thickness distribution. The green region marks flakes that are less than 10.5 nm thick while pink represents flakes thicker than 10.5 nm.

we consider flakes with ten or less layers as “few-layer” [25]. Since talc has a layer thickness of approximately 1 nm [12], we did not convert the height to the number of layers as it is a direct conversion. Few-layer flakes appear in light blue. Flakes that are thicker than 10 nm and thinner than 20 nm appear in green, yellow, and orange shades. Red represents everything of 20 nm thickness or thicker.

It is easy to see that all four exfoliation media produced samples mainly consisting of few-layer flakes (thinner than 10.5 nm, accounting for a thicker first layer and/or exfoliation medium residue [6,24]). At the same time, even without an in-depth analysis, it is clear that the medium has a very important influence on the flake size distribution. The sample exfoliated in sodium cholate at 6 mg/mL has visually fewer flakes in the pink region of the distribution graphics (Figure 2e–h). Butanone seems to have yielded a less dispersed distribution of flakes, although with higher thicknesses than other media.

Table 2 provides statistical parameters for the four samples. To characterize the lateral size of the flakes, the so-called Feret diameter was employed (the maximum Feret diameter of a flake, \(F\), is the largest distance between two parallel tangential lines in any in-plane direction of a flake) [27]. It would be simple to conclude that sodium cholate at 6 mg/mL produces the sample with the smallest mean flake thickness (\(\bar{h}\)) and lateral size. If one desires a sample aimed at an application where flake thickness is critical and monolayers and bilayers are preferable, at a first glance, this would be the SC6 sample. However, much more information can be obtained using the procedures proposed by the authors of [24].

As discussed by Fernandes and co-workers [24], simply looking at mean flake thickness and standard deviation of a sample does not account well for the volume (or mass) of few-layer flakes versus bulk flakes (thicker than 10.5 nm for talc, which repre-
sents 10 or more layers). We calculated the mass ratio of bulk 
(M) and few-layer (m) flakes. This ratio is defined as follows:
\[
\frac{M}{m} = \frac{p_m}{p_v} \left(1 - p_v\right),
\]
where \( p_v \) is the probability of a randomly picked flake being a 
few-layer flake and \( p_v \) is the volume fraction of few-layer 
flakes. See Supporting Information of [24] for details on the 
calculation.

The sample with the smallest \( M/m \) ratio is SC1 (5.6), followed 
by butanone (11.6) and Triton-X100 (16.6). Surprisingly, the 
sample with the highest ratio is SC6 (40.5). This can be under-
stood in light of the meaning of the mass ratio. For every few-
layer flake in the SC6 sample, the bulk flakes will correspond to 
a mass of ca. 41 few-layer flakes. Since the few-layer flakes are 
very small in this sample (thickness and Feret diameter), a bulk 
flake weighs the same as many small flakes. This has serious 
implications for applications that demand few-layer flakes.

Centrifugation at higher accelerations can remove bulk flakes 
changing the parameters obtained here. An interesting hypo-
thesis discussed in recent works [25,28] is that centrifugation 
might also lead to the loss of the smallest flakes along with the 
large ones due to drag effects. Flakes of the SC6 sample would 
be very susceptible to this effect, and a single centrifugation 
step at high acceleration should be avoided.

**Topological vector analysis**

To further investigate the differences between samples exfoli-
ated in different media, we use now the methodology proposed 
in [25]. Figure 3a shows a 3D graphic representation of all the 
flakes in the four samples (several thousand flakes were 
analyzed for each case). We characterize size and shape of each 
flake considering its average thickness (\( h \)), maximum Feret 
diameter (Feret), and minimum Feret diameter (MinF, the 
smallest distance between two tangential parallel lines in any 
in-plane direction of a flake [27]). Recapping the discussion 
made by the authors who also use some of the methodology 
proposed by Chacham and colleagues [28], using AFM data we 
calculate three dimensionless aspect ratios:
\[
\rho_h = \frac{h}{\sqrt{\text{V}}}, \quad \rho_{\text{Feret}} = \frac{\text{Feret}}{\sqrt{\text{V}}}, \quad \rho_{\text{MinF}} = \frac{\text{MinFeret}}{\sqrt{\text{V}}},
\]

(2)

Next, we plotted the probability distributions of the logarithm of 
these aspect ratios, \( \ln(\rho_h) \), \( \ln(\rho_{\text{Feret}}) \), and \( \ln(\rho_{\text{MinF}}) \). Figure 3b–d 
shows the distribution histograms of these values for all four 
different exfoliation media under investigation here. The distri-
butions are skewed and best described by the exponentially 
modified Gaussian (EMG) distribution [25]. The probability 
density function of the EMG distribution is given by:
\[
f(x; \mu, \sigma, \lambda) = \frac{\lambda}{2} e^{\frac{x}{2} \left(\mu + \lambda x^2 - 2x\right)} \left[1 - \text{erf}\left(\frac{\mu + \lambda x^2 - x}{\sqrt{2} \sigma}\right)\right],
\]

(3)

where \( \mu \) and \( \sigma \) are the mean and the variance of the Gaussian 
distribution and \( \lambda \) is the exponential decay rate; \( \text{erf}(x) \) is the 
error function. The applicability of this distribution and further 
details are discussed in a previous work [25].

As can be seen in Figure 3b–d, an EMG function fitted the data 
very well with \( R^2 > 0.99 \). The thickness parameter distribution 
is the widest one for all samples while the minimum lateral di-
meter (MinFeret) one is the narrowest and most symmetrical 
of all three parameters. This was observed and discussed before 
for talc and graphene samples [25].

Using the most probable value (mode) as the representative 
value for each of the three dimensionless aspect ratios, we 
constructed the topological vector representation of each sam-
ple (Figure 3e). This representation is very useful since it imme-
diately brings out the differences between each sample. The 
projections of the vector in the planes readily offer a compar-
ison of the characteristics of the sample. The samples differ 
more in thickness-related parameters (thus, the number of 
layers) than in the lateral size-related parameters.

To further compare shape-related features of the samples, we 
plotted topological vectors of pairwise ratios among these com-
ponents (Figure 3f) [26]. The arrows in Figure 3f emphasize the 
meaning of the ratios. The \( r_{\text{Feret}}/r_{\text{MinF}} \) axis correlates with the volu-
minosity of a flake, that is, a greater the value indicates a more 
three-dimensional shape of the sample. A greater value of the 
\( r_{\text{Feret}}/r_{\text{MinF}} \) axis indicates a more ribbon-shaped flake, that is, a 
more one-dimensional shape. Finally, greater values of the 
\( r_{\text{MinF}}/r_h \) axis indicate a more plate-shaped flake, that is, a more 
two-dimensional shape.

The four media investigated here clearly produce samples with 
different shape characteristics. SC6 flakes are the most two-
dimensional, while those exfoliated with butanone are the least 
two-dimensional, having a more 3D shape than all other 
samples. It is interesting to note that the SC1 and Triton-X100 
samples are very alike. The dilution of sodium cholate has an im-
portant influence on the shape of the exfoliated flakes. Since 
the talc concentration was also diminished to keep the mass ratio 
between surfactant and talc constant, the effect must be due to 
the surfactant arrangement (i.e., the presence or absence of mo-

Figure 3: Characteristic lengths, normalized probability distributions, and topological vectors of the dimensionless aspect ratios $r_h$, $r_{\text{Feret}}$, and $r_{\text{MinF}}$ for talc flakes obtained via LPE in four different media. (a) 3D plot of average height and maximum and minimum Feret diameters for all flakes of the four samples. (b–d) Normalized distributions of $\ln(r_h)$, $\ln(r_{\text{Feret}})$ and $\ln(r_{\text{MinF}})$, respectively, for each sample (black squares: butanone; red circles: sodium cholate at 1 mg/mL; blue upward triangles: sodium cholate at 6 mg/mL; green downward triangles: Triton-X100). For $r_h$, the absolute value of the logarithm was plotted to avoid negative values and facilitate comparison with the other parameters. (e) Three-dimensional topological vector representation of $r_h$, $r_{\text{Feret}}$, and $r_{\text{MinF}}$ for all samples. (f) Topological vectors of three pairwise ratio combinations of $r_h$, $r_{\text{Feret}}$, and $r_{\text{MinF}}$. 
lecular aggregates) and a higher relative amount of dispersion medium (the water-to-talc ratio is larger in the SC1 sample).

As stressed by Santos and colleagues [25], shape and size are different things. The previous analysis of bulk versus few-layer flakes is very important to complement the topological vectors just discussed because having a 2D shape does not mean that the flake has few layers. A bulk flake that has a thickness much smaller than both lateral parameters is 2D-shaped but behaves like the bulk material and not like mono-layer or few-layer flakes.

Adding to the discussion, let us consider the asymmetry of the distribution curve for each sample. A Gaussian distribution is symmetric while the EMG is not; it is possible to characterize this asymmetry by calculating two shape parameters, $k$ (asymmetry) and $\tau$ (trimness), both functions of $\sigma$ and $\lambda$:

$$k = (\alpha \lambda)^{-1}$$  \hspace{1cm} (4)

$$\tau = \frac{\sigma}{\lambda}$$  \hspace{1cm} (5)

An in-depth discussion of these can be found elsewhere [25,29]. Figure 4a,b displays the topological vectors constructed for each sample for $k$ and $\tau$. Starting with the $k$ shape vectors, the

![Figure 4: Shape vectors $k$ and $\tau$ for each sample and normalized distribution of flake thickness. (a) Shape vectors $k$ (each dimension is related to the asymmetry of the distribution of the natural logarithm of one of the three dimensionless shape parameters $r_h$, $r_{Feret}$, and $r_{MinF}$). (b) Trimness shape vectors $\tau$ for all four samples. (c) Normalized histogram of the flake thickness $h$ (black squares: butanone; red circles: sodium cholate at 1 mg/mL; blue upward triangles: sodium cholate at 6 mg/mL; green downward triangles: Triton-X100). (d) 3D vector plot of three parameters obtained from the EMG fit adjusted to the $h$ data in (c): mode, $k$, and $\tau$.](image)
most symmetric distribution regarding \( r_h \) (thickness) was observed for the SC6 sample. Butanone and SC1 samples have a very similar asymmetry and Triton-X100 is the most asymmetrical of all four samples (thicker flakes cause the tail of the distribution to be more prominent). Exfoliation in butanone also results in a more symmetric distribution of the \( r_{\text{Feret}} \) parameter and again, SC1 and Triton-X100 samples are very similar, with SC6 being the most asymmetrical of all four samples. Regarding the distribution of \( r_{\text{MinF}} \), in contrast, the SC6 sample is the most symmetrical.

For the trimness parameter, \( \tau \) (Figure 4b), a small value indicates a more symmetric and narrow distribution. The SC6 sample has the most trimmed distribution for all dimensionless shape parameters of all four samples. SC1 and butanone exhibit similar values (less trimmed) and Triton-X100 lies in between.

Finally, let us add to the initial flake size discussion by analyzing the flake thickness distribution instead of the dimensionless parameters. The normalized histograms of flake thickness for all four samples (Figure 3c) are well adjusted by the EMG probability density function (Equation 3). The thickness distribution is clearly asymmetric. Thicker flakes resulting in the tail of the curve have not been removed by the low-acceleration centrifugation. The mean flake thickness values have the same trend as the mean values displayed in Table 2: \( h_{\text{SC6}} < h_{\text{Triton-X100}} < h_{\text{SC1}} < h_{\text{butanone}} \). For the SC6 sample, the most common flake would be a bilayer talc flake.

For symmetry analysis, Figure 4d adds to what can be seen in Figure 4c with vectorial representation of mode, \( k \), and \( \tau \) for the \( h \) distribution of all four samples. Triton-X100 and SC6 have the most trimmed distributions while the most symmetrical are those of butanone and Triton X-100. All comparisons can be found in Table 3.

Finally, let us analyze advantages and drawbacks of each sample. An aqueous solution of 6 mg/mL sodium cholate is a widely recommended medium for liquid exfoliation [6,11]. For talc, it does yield the sample with the lowest average flake thickness (2.7 nm). However, it has the largest \( M/m \) ratio. The flakes are usually very small. Thus, many small flakes are required to compensate for the mass of rare but existing larger flakes. This means that while the number of thin flakes greatly exceeds the number of bulky ones, the mass of the latter is considerably large. Regarding the symmetry of the dimensionless shape parameters, the flakes of the SC6 sample are the most symmetrical, except for \( r_{\text{Feret}} \), for which they are the second most symmetric. The SC6 flakes are also the ones with the most prominent 2D shape, that is, the flakes are more plate-like than those of all other samples. All this makes this sample appropriate for applications in which monolayers and bilayers are required and flakes are all similar in a narrow range of 2D shapes.

The SC1 sample with more water added to the sample (sodium cholate and talc concentrations are reduced to 1 mg/mL) makes the average flake thickness increase to 4.5 nm. Also, it drastically brings down the \( M/m \) ratio (by more than seven times). It also makes the distribution of shape and size parameters less symmetrical. Nevertheless, this sample is well suited for applications that require thin flakes (mostly not a single layer) and the overall mass of talc to be mostly constituted of thin flakes. It should be stressed that SC is very difficult to remove from the exfoliated sample and applications using this solution must tolerate SC residues.

To avoid exfoliation medium residues, organic solvents of low boiling points could be used. Butanone was tested here and

| Table 3: Summary of the analysis for all four samples. |
|---------------------------------|-----------------|----------------|
| Parameter | Meaning | Order |
| mean flake thickness \( M/m \) | lower values indicate thinner flakes | SC6 < Triton-X100 < SC1 < butanone |
| \( k_h \) | lower values indicate that fewer small flakes are needed to account for the mass of a large bulky flake | SC1 < butanone < Triton-X100 < SC6 |
| \( k_{\text{Feret}} \) | lower values indicate more symmetrical distributions | SC6 < butanone < SC1 < Triton-X100 |
| \( k_{\text{MinF}} \) | lower values indicate more symmetrical distribution | butanone < SC6 < SC1 < Triton-X100 |
| \( r_h \) | lower values indicate more trimmed distribution | SC6 < butanone < SC1 < Triton-X100 |
| \( r_{\text{Feret}} \) | lower values indicate more trimmed distribution | SC6 < Triton-X100 < butanone < SC1 |
| \( r_{\text{MinF}} \) | lower values indicate more trimmed distribution | SC6 < Triton-X100 < butanone < SC1 |
| \( k_{h} \) | lower values indicate more symmetrical distributions | Triton-X100 < butanone < SC6 < SC1 |
| \( r_{h} \) | lower values indicate more symmetrical distribution | Triton-X100 < SC6 < SC1 < butanone |
yields the largest mean flake thickness (5.2 nm). This is almost double that of the SC6 sample, but it is still in the few-layer range. The $M/m$ ratio is the second smallest, indicating that most of the mass of the sample is from few-layer flakes. The distribution of the shape parameters is fairly symmetric compared to the other samples but not very trimmed. The flakes are the most 3D-like ones, meaning they are more voluminous than other samples. Overall, if removability of the extraction medium is critical and few layers are required without the need for most flakes being monolayers, butanone is a good option.

Triton X-100 is also a widely employed surfactant for LPE. Since it is a nonionic surfactant, it is compatible with materials with surface charges. It is less expensive than SC and yields a sample with an average thickness of 3.4 nm, the second lowest one. Its $M/m$ ratio is only smaller than that of the SC6 sample. However, it is about 2.4 times smaller, making it a good candidate for applications that require few-layer flakes predominating in number and in mass at the same time. It is the least symmetrical sample regarding the shape parameters, but it is fairly trimmed and the most symmetrical in flake size distribution.

Conclusion

A thorough characterization of flake size and shape was performed for samples of liquid-phase exfoliated talc in four different media. LPE is a robust, scalable production route to obtain 2D nanomaterials from minerals. However, many parameters need to be adjusted to obtain a product suitable for a given application. Here, the choice of the medium was addressed while other parameters (mechanical energy source, exfoliation time, centrifugation acceleration and duration, and sample deposition) were kept constant. Four different media were employed to exfoliate talc. Aqueous solutions of sodium cholate at 1 and 6 mg/mL (with the talc powder concentration adapted to keep the cholate/talc ratio constant), an aqueous solution of Triton-X100, and pure butanone.

The exfoliation medium has an influence on flake size and shape and should be chosen according to the desired application. Implications go beyond the mean number of layers of the flakes (all four media yielded few-layer-rich solutions). Flake size (variance and asymmetry of distribution), few-layer-to-bulk mass ratio, and 1D/2D/3D shape characteristics also varied.

Table 3 gives a summary of the efficiency of each medium in producing flakes with the listed size and shape features. Our procedure puts to use previously published flake analysis methodology, highlighting the importance of obtaining information on thousands of flakes and using appropriate statistical descriptions to analyze the data.

Experimental

Materials. Talc was obtained through a donation of a sample from Minas Gerais state, Brazil. X-ray diffraction (XRD) was performed to characterize the sample composition. The rock was manually milled to a fine powder. Sodium cholate and Triton-X100 were purchased from Sigma-Aldrich and used as received. All organic solvents were of analytical grade and used as received. Deionized water (resistivity 18.2 MΩ · cm) from a milliQ system was used for solution preparation. AFM measurements were performed on silicon substrates with an oxide layer, Si/SiO₂. Substrates were functionalized with (3-aminopropyl)triethoxysilane (APTES) following the procedure reported by Fernandes and co-workers [24].

X-ray diffraction. XRD was performed in a Rigaku Geigerflex 2037 diffractometer with a graphite monochromator using Cu $Ka$ radiation (1.54056 Å) in the Bragg–Brentano geometry ($0/20$).

Talc liquid-phase exfoliation. Before submitting the material to the liquid exfoliation process, a purification step was performed to remove any contaminations [11]. Talc powder was sonicated for 1 h in chloroform and then the solution was left to decant. The supernatant was discarded, and the process was repeated with acetone and water. Finally, the powder was collected and dried for 12 h at 60 °C in an oven. The purified talcum powder was placed in an aqueous solution of the surfactant of choice (or pure butanone) (Table 1). For sodium cholate (SC), 6 mg/mL (concentrated) and 1 mg/mL (diluted) solutions in DI water were prepared. Talcum powder was added to the surfactant solutions at 1 mg talc to 1 mL of concentrated SC solution and 6 mg talc to 1 mL of concentrated SC solution. Triton-X100 solutions were 1 mg/mL. Butanone was used pure as received. For Triton-X100 and butanone, talc was added at 6 mg/mL. Glass vials containing the solutions were placed in an ultrasonic bath (Elma, S10H) for 15 h. The water bath temperature was monitored and controlled by adding ice to keep it below 40 °C if required. The resulting solutions were centrifuged at 1000g for 1 h (Multifuge X3R Thermo Scientific) to remove non-exfoliated material [26]. All analyses were performed with the collected supernatant. Purified talc powder of the same batch was used to prepare different medium samples to ensure the starting material was the same. All exfoliation parameters and material were kept as equal as possible to ensure that the differences of the flakes were associated to the medium influence and not to any other parameter.

AFM measurements. Sample preparation for AFM measurements followed the procedure designed by Fernandes et al. [24] and Santos and co-workers [25]. In short, a solution (1:40) of APTES in DI water was prepared. Si/SiO₂ substrates were
immersed in the solution for 15 min. Subsequently, each substrate was rinsed with DI water and blown dry with pure N₂ five times to ensure the removal of any residual APTES molecules. This step is crucial to ensure that tale flakes of all sizes adhere to the substrate and do not stack. Talc deposition is achieved employing spread coating of the solution onto the functionalized substrate. A drop that covers all the substrate is deposited on the surface and allowed to be in contact with it for 30 to 60 s to ensure optimal coverage. Then the sample is rinsed again in DI water to remove loose flakes and residual surfactant.

AFM measurements were performed on a Park XE-70 microscope, in intermittent contact mode using commercial silicon probes (MikroMasch, HQ:NC35/AlBs or HQ:NC36/AlBs). For each sample, nine different 5 μm x 5 μm fields were chosen at random and scanned at 0.5 Hz with 500 pixels/line (lateral resolution of 10 nm/pixel). Image processing (line and plane corrections) and flake counting [24] was performed using Gwyddion [30] and ImageJ software, respectively. The standard particle analysis toolbox available in ImageJ was employed to obtain the flake dimensions.
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Abstract

Raman spectroscopy is one of the most common methods to characterize graphene-related 2D materials, providing information on a wide range of physical and chemical properties. Because of typical sample inhomogeneity, Raman spectra are acquired from several locations across a sample, and analysis is carried out on the averaged spectrum from all locations. This is then used to characterize the “quality” of the graphene produced, in particular the level of exfoliation for top-down manufactured materials. However, these have generally been developed using samples prepared with careful separation of unexfoliated materials. In this work we assess these metrics when applied to non-ideal samples, where unexfoliated graphite has been deliberately added to the exfoliated material. We demonstrate that previously published metrics, when applied to averaged spectra, do not allow the presence of this unexfoliated material to be reliably detected. Furthermore, when a sufficiently large number of spectra are acquired, it is found that by processing and classifying individual spectra, rather than the averaged spectrum, it is possible to identify the presence of this material in the sample, although quantification of the amount remains approximate. We therefore recommend this approach as a robust methodology for reliable characterization of mass-produced graphene-related 2D materials using confocal Raman spectroscopy.

Introduction

Graphene and related 2D materials (GR2Ms) are now well established with commercial products available across a range of sectors, from sports and leisure products [1,2], through mobile phones [3] to automotive applications [4]. There are also a large number of producers of these materials [5], offering an array of products with a wide range of properties such as im-
proved mechanical strength and higher thermal conductivity. To accelerate the further development and adoption of GR2Ms, it is critical to develop reliable and standardized methods to characterize the materials being produced and purchased. The publication of international standards is a key step in this process, such as recent publications on nomenclature [6] and structural characterization [7]. The measurement methods described in these standards, however, can be time-consuming and expensive. As the range of applications for GR2Ms expands, and with it the production volumes, there is an increasing need for faster methods that can be applied in-line or at-line. These quality control methods do not need the same level of accuracy and precision as those specified in international standards, but they do need to be validated against those methods. What is more important is repeatability and reproducibility, to allow for product monitoring over time. They also need to be able to provide results quickly, in a form that is easy to interpret, providing simple pass/fail outcomes.

Raman spectroscopy is one of the most widely used characterization tools for GR2Ms [8]. A search of Web of Science showed that of 97,532 articles published in the last five years with “Graphene” in the abstract, 9.3% also mentioned “Raman”. This is compared with atomic force microscopy (AFM) (2.4%), scanning electron microscopy (SEM) (11.4%), transmission electron microscopy (TEM) (7.2%) or X-ray photoelectron spectroscopy (XPS) (5.6%). It has the advantages of relatively low cost, simple sample preparation, quick measurements, and automated analysis, offering clear benefits for quality control applications. It has been demonstrated in several application areas as an in-line process analysis and control method [9-12].

Raman spectroscopy is particularly suited to the analysis of graphitic materials because of the large scattering cross section of graphitic materials and the large amount of information obtainable from a single measurement. For example, information on flake size, extent of structural defects, chemical or electronic doping, and strain and layer number can all be extracted from one spectrum [13-18]. As such, Raman spectroscopy is widely used by producers to assess the quality of their material, in particular the absence of graphite or nanoscale graphite. It is important to recall that graphene has been defined as a “single layer of carbon atoms with each atom bound to three neighbours in a honeycomb structure” with materials with more than one layer defined as “few-layer graphene” or “graphene nanoplatelets” [6]. This assessment is generally based on examining the shape of the so-called 2D peak (ca. 2700 cm\(^{-1}\)), which, for Bernal stacking, shows clear changes on going from single-layer through few-layer graphene to graphite [19]. Bulk graphite typically shows a signal comprising two components, sometimes referred to as 2D\(_1\) and 2D\(_2\), with intensities approximately one fourth and half of that of the so-called G peak (ca. 1580 cm\(^{-1}\)) [20]. In contrast, single-layer graphene typically yields a 2D peak comprising a single component, with an intensity of around double that of the G peak [19]. In between these two extremes, the peak shape evolves gradually, and while the 2D peak from bilayer graphene has been shown to comprise four components, deconvolution for higher layer numbers has not been reliably carried out. The spectrum recorded from flakes with ten or more layers is typically indistinguishable from that of bulk graphite. However, it is important to note that this behaviour can be affected by the stacking order. For example, for turbostratic graphite, where there is random rotational alignment between the layers, the 2D band also has the shape of a single Lorentzian line [21]. However, it typically has a larger width (45–60 cm\(^{-1}\)) compared to single layer graphene (ca. 24 cm\(^{-1}\)). The intensity of the peaks has also been shown to be influenced by the rotational angle in bilayer graphene, although the shape of the peak is largely unaffected [22]. Roscher et al. [23] have attempted to quantify the distinction between graphite and few-layer graphene based on the “goodness of fit” parameter when using a single Voigt function to fit the 2D peak. However, these changes in peak shape and (relative) intensity are generally only qualitative and have mostly been demonstrated only on well-defined materials, either from large mechanically exfoliated flakes or CVD-grown materials. When measuring the Raman spectrum from aggregated few-layer graphene (FLG) powder, where many particles are probed in a single measurement, the Raman 2D peak still typically appears as a symmetric shape, although with lower (relative) intensity and larger width than for single-layer graphene as a result of the convolution of many individual peaks [13].

It has previously been shown that Raman spectroscopy can be used to provide quantitative information on both flake thickness and lateral size of exfoliated graphene nanoplatelets (GNPs) [13]. These metrics are based on averaging spectra from multiple locations and using this averaged spectrum to make claims about the quality of the material. However, it is not clear how sensitive these metrics are to small amounts of thicker materials in a sample. Typically, the samples used to derive these metrics had also been carefully processed to ensure removal of unexfoliated graphite particles. In other cases, metrics are developed based on changes in Raman spectra with layer number from measurements on individual, well-defined, flakes that are not commercially produced [23]. Again, it is not clear if the same metrics can be applied to measurements performed on bulk material, where flakes are restacked or reaggregated. As many GNP products are produced through top-down manufacturing methods, which typically have a GNP yield of less than 100%, there is often a separation step in the production process [24,25]. Often based on a sedimentation process, this step...
removes the unexfoliated fraction of the material from the exfoliated product. However, if this process is not well designed and controlled, it is possible for the unwanted sediment to pass into the product stream. Due to this potential variation in material form within a sample, the results of any Raman analysis are typically based on averaging the spectra from a number of measurements across a sample. Although the sediment material has a distinct Raman spectrum compared to the commercially supplied GNP powder, it is not clear if Raman spectroscopy has the sensitivity to detect the presence of this material in the final product.

In this paper, we examine the effect that increasing amounts of unexfoliated graphitic material in a well-defined sample of GNP s have on the measured Raman spectra. First, a sample of GNP material is prepared through careful separation of unexfoliated material. Then, the observed changes for an averaged Raman spectrum are investigated while adding small amounts of graphite to the GNP sample. We then evaluate the ability of previously published metrics to identify the presence of this unexfoliated material in the GNP sample. Finally, we examine a more industrially relevant set of samples where fractions of the sediment removed during a separation stage are added back into the GNP sample. By examining the Raman spectrum averaged across many points on the sample, as well as individual spectra, the limits of the published metrics can be tested, and recommendations can be made for improved Raman analysis approaches.

Methods

Rather than using commercial GNP products, we produced a dispersion by sonication-assisted liquid-phase exfoliation, using graphene (Sigma-Aldrich, UK, product no. 332461) and 1-methyl-2-pyrrolidone (NMP) (Sigma-Aldrich, UK, ACS Reagent, product number 443778) [26] as starting materials. An initial processing of the graphite was carried out to remove any impurities or small graphitic particles present in the material. To achieve this, graphite (0.8 g) was added to NMP (40 mL), and the mixture was sonicated at 20 kHz with a flat-head probe (130 W, CPX 130, Cole-Parmer Instruments, USA; 60% amplitude, 6 s on/2 s off cycle, 1 h sonication). The vessel was kept cool by immersing it in an ice bath during processing. The dispersion was then centrifuged at 5000 × g for 1 h, and the supernatant was separated from the sediment and discarded. Fresh NMP was added to bring the volume up to 40 mL, and the mixture was returned to the sonic tip. Using the same conditions as for the initial processing step, the mixture was sonicated for 5 h to exfoliate the graphite.

To ensure that thicker material was removed from the dispersion, an abbreviated cascade centrifugation process was applied [27]. The dispersion obtained following 5 h of sonication was centrifuged at low speed (250 × g) for 2 h to remove the very largest particles of unexfoliated graphite. The supernatant from this step was then centrifuged at 1000 × g for 2 h to sediment the larger particles of GNPs. The supernatant from this step was then further centrifuged at 5000 × g for 2 h to sediment the thinner GNPs. This sediment was then mixed with fresh NMP (50 mL), and the mixture was vortex-mixed briefly and subsequently sonicated in a bath sonicator for 5 min to re-disperse the sediment. This sample is referred to as “GNPref”.

The concentration of GNPref was measured using UV−vis extinction spectroscopy (Perkin-Elmer 850, PerkinElmer, UK), using a cuvette with 10 mm path length. Measuring the extinction at 660 nm and using an extinction coefficient of 4237 mL·mg⁻¹·m⁻¹ [28] yielded a concentration of 0.028 mg·mL⁻¹.

To characterize the thickness of the particles in GNPref, the dispersion was drop-cast on to a cleaned Si/SiO₂ (300 nm thick oxide layer) wafer. Before deposition, the dispersion was diluted by a factor of 10 in fresh NMP. 10 μL of the diluted dispersion was then drop-cast on a Si/SiO₂ wafer at a temperature of 200 °C. To remove residual NMP, the sample was dried overnight in a vacuum oven at 60 °C.

AFM measurements of the deposited flakes were carried out using Cypher AFM (Asylum Research, Oxford Instruments, UK). AFM images were recorded using Si AFM probes (Mikro-Mash HQ:NSC15, 40 N/m, 325 kHz, MikroMasch, Bulgaria) in tapping-mode feedback. AFM images were measured in square areas between 6 μm × 6 μm and 8 μm × 8 μm using 1024 × 1024 pixels with a scan speed below 20 μm·s⁻¹.

To prepare the mixed GNPref/graphite samples, 1.2 mg of the as-purchased graphite was mixed with 40 mL of NMP, and the mixture bath was sonicated for 30 min. Sonication was carried out to reduce the particle size while still maintaining the thickness to be graphite-like [29]. The graphite and GNPref dispersions were then mixed to obtain graphite mass fractions as given in Table 1.

To prepare the mixed GNPref/sediment samples, a fresh GNPref sample was prepared by sonication as described above. After the initial centrifugation step at 250 × g, however, the sediment was retained and redispersed in fresh NMP. The concentration of the resulting dispersion was measured using UV−vis spectroscopy, as described above. The dispersion was then added to the GNPref sample to produce 13 mixed GNP/sediment samples with sediment concentrations of 0.5, 1, 2, 5, 10, 25, 35, 50, 65, 75, and 90 wt %.
Results and Discussion

AFM results

The aim of the sample preparation protocol for GNP\textsubscript{ref} is to obtain a dispersion that contains primarily graphene nanoplatelets [6] without unexfoliated graphite particles. To evaluate this [30-32], AFM was carried out to measure the thickness of the flakes from the dispersion. A representative AFM image of the flakes contained in the GNP dispersion is presented in Figure 1. The measurements were carried out according to ISO TS 21356-1 [7].

The height of the flakes ranged from 2.8 to 15.6 nm, with 85.3% of the measured flakes thinner than 10 nm and 3.9% of the flakes less than 3.4 nm thick. These are particles that can be classified as FLG in thickness [6]. We note that this is a higher content of FLG than in many such powders on the market [33].

Table 1: Graphite content in the samples measured in this study.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>GNP\textsubscript{ref}/wt %</th>
<th>Graphite/wt %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>98</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>99.5</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

Each mixed dispersion was then vacuum-filtered through alumina membranes (20 nm pore size), rinsed with IPA to remove residual NMP, and dried in a vacuum oven at 60 °C overnight. For samples 2 to 7, 3 mL of the dispersion was filtered, while for sample 1, ca. 30 mL was used to ensure adequate coverage of the membrane.

Raman spectra of the filtered films on the membrane were recorded using a Renishaw Qontor confocal spectrometer (Renishaw plc., UK) using a 532 nm excitation laser and a 2400 L/mm grating. An area of 20 μm × 20 μm of the film was mapped, with 1 μm distance between measurement locations. Spectra were recorded between 1000 cm\textsuperscript{-1} and 3000 cm\textsuperscript{-1} Raman shift, using 5% of the maximum power (ca. 0.8 mW incident on the sample), 10 s acquisition time, and a 100× (0.9 NA) objective lens.

Spectra were processed to remove cosmic ray artefacts, and a baseline was subtracted using the “Intelligent Fitting” algorithm in the Wire 5.4 software (Renishaw plc., UK) based on an 11-point polynomial. Each spectrum was then normalised to give intensities between 0 and 1, and the spectra from each map were averaged. D band, G band, D’ band, and 2D band of all spectra, either individual or averaged, were fitted using Lorenztian functions. The peaks were fitted together, with an offset baseline. We have averaged across 441 points in a sample, which is more than is used in a typical workflow, and the effect of the number of points measured is examined later in this paper.

Figure 1: (A) Example AFM image of flakes from the GNP\textsubscript{ref} sample; the scale bar is 2 μm. (B) Example SEM image of flakes from the GNP\textsubscript{ref} sample; the scale bar is 200 nm. (C) Flake sizes of GNP\textsubscript{ref} sample measured by AFM with histograms of the lateral size and thickness distributions.
The flakes had a mean height of 7.7 ± 2.5 nm (mean ± standard deviation) and a median height of 7.6 nm. A scatter plot showing the correlation between the flake height (i.e., thickness) and their lateral size is shown in Figure 1c. Figure 1c indicates that the height of the flakes in the GNP dispersion is independent of the lateral size. The lateral size of the measured flakes ranged from 85 nm to 385 nm, with a mean lateral size of 219 ± 64 nm and a median lateral size of 218 nm. We did not attempt to give a number of layers for these flakes. Yet, we do note that while the natural interlayer spacing for graphite is 0.34 nm, it has been reported previously that for similarly produced flakes, monolayer flakes had a measured thickness of 2 nm, with each additional monolayer adding 0.95 nm to the thickness [25].

Graphite addition
Raman spectroscopy results
Samples of GNP_{ref} with different amounts of added graphite were analysed with Raman spectroscopy. As shown in Figure 2, the spectrum measured from pure graphite is distinct from that of the GNP_{ref} with a lower D band intensity (ca. 1350 cm\(^{-1}\)) and a distinct shoulder on the 2D band at ca. 2700 cm\(^{-1}\). In contrast, there is no clear difference in the average spectra recorded in any of samples 2–7. All of them are almost identical to the spectrum of the GNP_{ref} sample. In other words, despite the samples contained up to 10 wt % graphite, a measurement protocol that might be considered typical yields a spectrum that is almost indistinguishable from that of graphene nanoplatelets.

The averaged spectra were fitted to obtain the peak intensity ratios, as shown in Figure 3. To investigate any differences in the measured spectra, each spectrum in each map was also fitted to obtain the peak intensities of the D peak (1350 cm\(^{-1}\)), the G peak (1580 cm\(^{-1}\)), the D' peak (1620 cm\(^{-1}\)), and the 2D peak (2700 cm\(^{-1}\)) (see Supporting Information File 1, Figure S1 for distributions of \(I_D/I_G\) values). The median of the values was then calculated, together with the standard error of the mean. Note that the 2D peak has not been fitted for the graphite sample as the 2D peak in the graphite spectrum is a poor fit to a single Lorentzian function. For all other spectra, a single peak was used to fit the 2D band. The intensity ratio between D peak and G peak (\(I_D/I_G\)) has been shown to correlate with the lateral sizes of exfoliated flakes [30-32], while the intensity ratio between 2D peak and G peak (\(I_{2D}/I_G\)) varies with flake thickness [8,19,34]. As shown in Figure 3, in both cases (averaged (black) and individual (red)), there is a fall in the value of \(I_D/I_G\) with increasing graphite content. This would be expected as the graphite particles have a larger lateral size compared to the exfoliated GNPs. However, this trend is only seen up to 2 wt % graphite, with no further change observed above this graphite weight percentage value. The overall variation in \(I_D/I_G\) ratio between samples is also relatively small. This trend is matched by the \(I_{2D}/I_G\) ratio, which again would be expected due to the thicker particles in the graphite materials. See Supporting Information File 1, Figure S2 for plots including the 100 wt % graphite sample.

While metrics such as mean intensity ratios are widely used, a more reliable identifier to distinguish graphite from graphene/few-layer graphene is the shape of the 2D peak. For graphite, it shows a clear shoulder on the low-wavenumber side of the peak, as seen in Figure 2b, and is therefore best fitted with two individual Lorentzian peaks. In order to investigate whether Raman spectroscopy can be used to quantify the proportion of graphite in a bulk sample such as this, a non-negative linear least-squares (NNLS) algorithm [35] has been applied to the...
Figure 3: Fitted peak intensity ratios. (A) $I_D/I_G$ and (B) $I_{2D}/I_G$, showing the values from the averaged spectra (black) with the combined standard error of the fit, and the mean value of the fits across each map (red) with the standard error of the mean.

spectra to calculate the quality of the match to either a graphite or GNP Raman spectrum. This fitting was carried out using the “Component Analysis” tool in Wire 5.4, using the average spectra from graphite and GNP samples respectively as the “pure” components. No additional baseline or normalization was applied during the analysis, and the spectra were fitted directly (rather than a derivative of the spectra). Similar fitting can be implemented in a range of other analysis packages. A higher value of the correlation value indicates a better match to that component. Plotting the median value of the graphite correlation value (Figure 4, black data points) shows that it increases with increasing graphite content across the full range of measured graphite loading. This approach appears therefore capable of discerning the amount of graphite in a sample.

From the distribution of component loadings from the GNP$_{ref}$ sample (see Supporting Information File 1, Figure S2) we can define a threshold value for a spectrum that corresponds to graphite. This is taken as the $d_{90}$ value from the distribution. Based on this, we can then classify each pixel measured across a sample as either “graphite” or “GNP”. From this, we can calculate a fraction of graphite in the sample, as shown in Figure 4 (red data points). The measured fraction of graphite-like spectra increases with nominal graphite content in the sample. The fraction for the graphite sample is close to 100% confirming that the sample has very high levels of thick, graphite-like flakes (see Supporting Information File 1, Figure S3 for plots of other metrics shown to include the 100% graphite sample).

The analysis based on simple peak fitting of the spectra measured from samples with graphite added to GNP$_{ref}$ have shown that there is very limited ability to reliably identify the presence of graphite. In contrast, applying a least-squares fitting process to estimate the graphite loading in each sample shows better ability to identify those additions. However, it is of interest to examine how previously published metrics perform on the same samples.

Comparison to literature metrics
As mentioned above, several metrics have previously been published to attempt to obtain quantitative information of the flake thickness from Raman measurements. A selection of these have been applied to the data acquired as part of this work to evaluate whether these metrics can be implemented successfully. Two metrics have been presented by Backes et al. [13] to quantify the mean number of layers from Raman spectra measurements. The first of these ($M_1$) is based on the $I_{2D}/I_G$ ratio as calculated above, and an empirical fit to the mean number of layers $N$ was found as

$$\langle N \rangle = 1.04 \times (I_{2D}/I_G)^{-2.32}.$$  \hspace{1cm} (1)

The second metric ($M_2$) is based on the ratio of intensities at two different locations in the 2D band [13]. The first location is that of the maximum of the 2D band of the parent graphite material. In this case, this is the 100% graphite sample and the location is $\omega_1 = 2719$ cm$^{-1}$. The second location is 30 cm$^{-1}$ below the first location, that is, $\omega_2 = 2689$ cm$^{-1}$. The ratio of the intensities at these two locations is then normalised to the ratio from the parent graphite, such that

$$M_2 = \left( \frac{I_{\omega_1}}{I_{\omega_2}} \right)_{\text{GNP}} / \left( \frac{I_{\omega_1}}{I_{\omega_2}} \right)_{\text{Graphite}}.$$ \hspace{1cm} (2)
The mean number of layers per flake can then be calculated according to

$$\langle N \rangle = 0.83e^{3.6M_2}.$$  \hspace{1cm} (3)

An alternative approach has been proposed, based on the change in shape of the 2D band as the number of layers increases [23,36-38]. It is known that Raman measurements of single-layer graphene produces a single peak, whereas graphite produces a bimodal peak [19]. Furthermore, it has also been shown that the peak shape changes gradually between these two extreme cases [34]. As a simple way to characterize this change, the 2D peak can be fitted to a single Voigt peak, and the quality of the fit, as quantified by the $R^2$ value, can be correlated to the mean number of layers in the sample. Results from the Casiraghi group [39] suggest that a single-layer flake has $R^2 > 0.987$ and few-layer graphene has $0.987 > R^2 > 0.985$. $R^2$ values less than 0.985 would indicate a thicker flake with more than seven layers.

We have applied the three metrics described above to the current data, both the averaged spectra and each individual spectrum, with the results shown in Figure 5. It is clear that, neither of the simple peak intensity ratios described above are effective at discriminating the presence of graphite within the sample. Some changes are seen up to 2 wt % graphite, but not beyond this (see Supporting Information File 1, Figure S3 for plots including the 100 wt % graphite sample). We also note that the number of layers for the GNP_ref sample predicted by the $M_1$ and $M_2$ metrics are in reasonable agreement with the AFM results presented in Figure 1.

The metric based on the 2D peak shape was derived from measurements on single flakes with well-characterized thicknesses. It is known that when measuring bulk, reaggregated flakes, the 2D peak retains a symmetric shape, even to values of mean thickness where a single flake of equivalent thickness would yield a clear shoulder in the Raman spectrum [13]. It is clear from these measurements that this method also does not have the sensitivity to identify the presence of small amounts of graphite in a sample. Similarly, although the metrics from Backes et al. were both derived from measurements of reaggregated materials, they are also unable to identify the graphite content. The samples used to develop these methods, however, were carefully prepared to exclude all graphite-like material, which may not be representative of commercially produced products. It is of particular note that the $M_2$ and $R^2$ metrics give...
significantly different values of mean layer number depending on whether the single averaged spectrum or the individual spectra are analysed. It is clear that the sequence of analysis (analysing an averaged spectrum vs averaging values from individual spectra) can have an effect on the results obtained for these methods. In the case of the $R^2$-based metric, this difference is likely to be a result of the reduction in noise level affecting the value of $R^2$ (see Supporting Information File 1). Additional metrics, including G peak width and the correlation between peak area ratios and G peak width, show similar trends (see Supporting Information File 1).

Sediment additions
While the results presented above demonstrate the limitations of Raman spectroscopy to identify the presence of graphite in a GNP sample, of more relevance is the question of identifying unexfoliated sediment. In typical top-down exfoliation processes, the yield of few-layer graphene or graphene nanoplatelets is very small, often less than 1 wt %. Hence, there is a need to separate this product from the processed but unexfoliated material (which can often be recycled through the process again). Often this is accomplished through a centrifuge-based method, hence this material is referred to as sediment here. In order to maximise production yield, there is a need to maximise the amount of GNP material extracted, while to maintain product quality, it is important to prevent sediment accidentally ending up in the extracted GNP fraction. To allow for a commercially viable, industrial scale-up, it is important to understand the performance of this separation step in order to minimise processing time and to maximise separation efficiency.

To investigate if Raman spectroscopy can be used for this purpose, a fresh sample of GNP$_{ref}$ was prepared as described above, using the same processing conditions. Instead of fresh graphite however, the sediment from the first, low-speed centrifugation step (at 250 g) was recovered, and re-mixed into the GNP$_{ref}$ sample. These mixed samples were then filtered and measured with Raman spectroscopy using the same settings described above. The spectra measured by averaging across the mapped area are shown in Figure 6, where it can be seen that up to ca. 50 wt % sediment, there is little change between them. This result confirms that simple inspection of a Raman spectrum, even when averaged across a large number of locations in a sample, cannot be relied on to confirm the absence of unexfoliated graphite material. Fitting these averaged spectra confirms that the simple intensity ratios (Figure 7a,b) do not show any significant differences up to between 35 wt % and 50 wt % sediment added. This is also true of the metric $M_2$ (Figure 7c) and the $R^2$ value (Figure 7d) from fitting the 2D peak to a single Voigt function.

The results in Figure 7 suggest that using a simple metric based on peak or spectral intensities is not useful to identify the presence of up to 20 wt % unexfoliated sediment in a sample of GNP$_{ref}$. This is the case both when analysing an averaged spectrum or when averaging the values obtained from individual spectra across the map. Of the possible metrics examined here, the method based on the $R^2$ value from fitting the 2D peak
Figure 6: (A) Averaged spectra from samples of GNP_{ref} with additions of sediment. Bottom spectrum (blue) is sediment only. Top spectrum (red) is GNP_{ref} only. All other spectra are mixtures of GNP_{ref} and sediment. (B) Overlaid spectra showing the region of the D peak and the 2D peak.

Figure 7: Values of the metrics at each sediment loading. (A) I_D/I_G intensity ratio; (B) I_{2D}/I_G intensity ratio; (C) M_2 metric from Backes et al. [13]; (D) R^2 value from fitting the 2D peak to a single Voigt function. Results are shown from both the average spectra (red) and the mean value from the fitting of each spectrum in a map (black) showing the standard deviation as the error bar.
shows the widest range of use when many individual Raman spectra are fitted and then averaged, as shown in Figure 7D. However, even in this case there is little change in the calculated value from samples with up to 10 wt % sediment added.

Using a value averaged across a map, with appropriate uncertainties, is useful and easy to interpret. However, information is lost in the process of averaging, even when applying the metrics to individual spectra. An alternative approach may be to apply a classification of each spectrum and then to calculate the fractions that are “sediment-like”. This can be done in two ways: first, by adopting the approach of Roscher et al. [23] and defining a cut-off in the $R^2$ value from fitting the 2D peak and, second, by running a non-negative least squares fit and defining a cut-off for the “sediment-like” spectral loading, as implemented above for graphite additions. The value of the threshold has here been set to minimise the mean-squared variance between the calculated fraction and the known loading of sediment material. The estimated sediment content based on the fraction of “sediment-like” spectra for each sample is shown in Figure 8.

\[ \left| \frac{f_{\text{pred}} - f_{\text{nom}}}{f_{\text{nom}}} \right| \times 100, \]  

where $f_{\text{pred}}$ is the fraction of sediment predicted by the metric, and $f_{\text{nom}}$ is the weight fraction of added sediment. The largest variation is still seen at the lowest loading of sediment. Using a threshold value of $1.09 \times 10^{-3}$, the mean absolute deviation from the expected value is 73% with a maximum of 172% for 1 wt % using the NNLS fitting. Using the $R^2$ value from the 2D peak fit with a threshold of 0.949 gives a mean absolute deviation of 47%, with a maximum of 129% for the 0.5 wt % sample. Tables with the full values of the predicted sediment content and the variance and the ratio between nominal and predicted values are provided in Supporting Information File 1, Table S1 and Table S2. It is a useful finding that the mean deviation is lower for the $R^2$ approach as this approach is significantly easier to implement computationally and the spectra of the pure components are not required. This ease of implementation is critical when designing a quality control system. However, it is important to keep in mind that the value of $R^2$ obtained is affected by the signal-to-noise ratio of the spectrum (see Supporting Information File 1, Figure S4 and Figure S5). We therefore do not intend to suggest that the values of the thresholds given here are universal values.

It is important to consider that the sediment component is present in discrete particles, which are significantly larger than the GNP particles and generally larger than the laser spot size (above 1 μm with 100× objective lens). Due to the larger size and thickness of the sediment particles compared to the GNP particles, a given weight fraction of sediment will correspond to a significantly lower number fraction of particles [40]. This difference will be more pronounced at low mass loading of sediment, where a small number of particles will be needed to provide the required mass. This increases the likelihood that the area mapped does not contain a representative number of sediment particles and may therefore skew the results. To investigate this effect, we have taken the samples with 5 wt % and 65 wt % sediment, and calculated the metrics obtained from smaller sub-maps, as shown in Figure 9. Figure 9A shows the white-light image of the sample with 65 wt % sediment addition, with the sub-maps used overlaid.

When taking 14 sub-maps of 30 points and applying the criteria for “sediment-like” spectrum defined above for the $R^2$ value of 2D peak fitting, the fraction of sediment measured varied from 0% to 10.3%, with a mean value of 2.9% ± 0.2%, with a standard deviation of 3.5%. Similarly, for the sample with 65 wt % sediment, the values range from 16.7% to 63.3%, with a mean value of 38.9% ± 1.1% and standard deviation of 15.3%. It is therefore clear that if only a small number of points are measured, it is possible to record a significant variation in the measured concentration of sediment in a sample. Indeed, for the 5 wt % GNP$_{\text{ref}}$ sample, six of the sub-map analyses would indi-
cate that there is no sediment present. These results emphasise the importance of acquiring a large number of spectra from a sufficiently wide area of the sample to ensure representative sampling. This is in line with Coleman et al. [41] who have previously discussed the issue of sampling.

**Conclusion**

While Raman spectroscopy is a powerful and widely used technique to characterize graphene-related 2D materials, this work shows that care is needed when interpreting measurements from bulk samples containing many particles. Measurements on individual graphitic particles can distinguish between graphite, few-layer graphene, and graphene. However, measurements on mass-produced samples can be more difficult to interpret. In this case, which is more similar to the requirements of a quality control process for industrially produced powders containing GNP, each measurement location will be sampling multiple particles, which will have different number of layers and lateral sizes.

We have shown in this work that when measuring samples with significant fractions of unexfoliated material, quantification can be difficult. When analysing the average spectrum from a large number of locations in a bulk sample, the presence of up to 10 wt % graphite can not be reliably identified. When adding processed graphite (“sediment”) into samples, this limit is extended up to 50 wt % when analysing the averaged spectrum. However, we have shown that if individual measurement locations are analysed and classified separately, it is possible to identify the presence of this material in the sample, although quantification of the amount remains approximate. As has been shown previously, for this to be reliable, a large number of spectra need to be measured to ensure representative sampling of the material.

In light of these results, it is suggested that while Raman spectroscopy remains a powerful tool, in order to reliably identify the presence of graphite material in a GNP sample, individual spectra need to be analysed and classified before averaging. Using a metric based around the residual of a simple peak fitting means that this can be implemented in an automated, unsupervised method. This is essential for the use in a quality control process for industrial production of materials.
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Upscaling the urea method synthesis of CoAl layered double hydroxides
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Abstract

Research on two-dimensional materials is one of the most relevant fields in materials science. Layered double hydroxides (LDHs), a versatile class of anionic clays, exhibit great potential in photocatalysis, energy storage and conversion, and environmental applications. However, its implementation in real-life devices requires the development of efficient and reproducible large-scale synthesis processes. Unfortunately, reliable methods that allow for the production of large quantities of two-dimensional LDHs with well-defined morphologies and high crystallinity are very scarce. In this work, we carry out a scale-up of the urea-based CoAl-LDH synthesis method. We thoroughly study the effects of the mass scale-up (25-fold: up to 375 mM) and the volumetric scale-up (20-fold: up to 2 L). For this, we use a combination of several structural (XRD, TGA, and N₂ and CO₂ isotherms), microscopic (SEM, TEM, and AFM), magnetic (SQUID), and spectroscopic techniques (ATR-FTIR, UV–vis, XPS, ICP-MS, and XANES-EXAFS). In the case of the volumetric scale-up, a reduction of 45% in the lateral dimensions of the crystals (from 3.7 to 2.0 µm) is observed as the reaction volume increases. This fact is related to modified heating processes affecting the alkalinization rates and, concomitantly, the precipitation, even under recrystallization at high temperatures. In contrast, for the tenfold mass scale-up, similar morphological features were observed and assigned to changes in nucleation and growth. However, at higher concentrations, simonkolleite-like Co-based layered hydroxide impurities are formed, indicating a phase competition during the precipitation related to the thermodynamic stability of the growing phases. Overall, this work demonstrates that it is possible to upscale the synthesis of high-quality hexagonal CoAl-LDH in a reproducible manner. It highlights the most critical synthesis aspects that must be controlled and provides various fingerprints to trace the quality of these materials. These results will contribute to bringing the use of these 2D layered materials closer to reality in different applications of interest.
Introduction

Since the discovery of graphene [1], research on two-dimensional (2D) materials has become one of the most relevant topics in physics, chemistry, and (nano)materials science [2-4]. These materials play a key role both from a fundamental point of view and regarding potential applications in electronic devices, drug delivery, and energy storage and conversion, to name a few [5-8].

Layered materials range from monoelementals (i.e., graphene, silicene, germanene, or pnictogens (P, As, Sb and Bi)) to bi- or multielementals (e.g., boron nitrate, metal dichalcogenides, MXenes, layered metal/covalent organic frameworks, or layered hydroxides/oxides) [9-11]. These systems exhibit an enormous variability in their physicochemical properties, which are defined by their layer-to-layer interactions and chemical composition.

One of the most interesting families is that of layered double hydroxides (LDHs), which are characterized by having a positive charge, hence the name “anionic clays”. This family exhibits hydrotalcite-like structures consisting of infinite positively charged layers containing $M^{	ext{II}}$ and $M^{	ext{III}}$ octahedral cations connected by $\mu_3$-OH bridges that interact electrostatically with interlayer anions. Typically, LDHs can be represented by the chemical formula $[\text{M}^{	ext{II}}_{\text{n}}\text{M}^{	ext{III}}_{\text{x}}(\text{OH})_{\text{y}}]^z(\text{A}^m)^z(\text{SV})_m$, where $M$ represents cations (e.g., Mg, Zn, Co, Ni, Cu, Al, Fe, or Cr) and $x$ the metallic ratio (typically, $0.20 < x < 0.33$). $A^m$ symbolizes a constituent ranging from (in)organic anions to macromolecules, and $SV$ stands for solvent molecules. This general composition leads to a plethora of highly tunable systems [12-16] with relevance in environmental applications [17], photocatalysis [18], energy storage and conversion [19-21], quantum materials [22,23], and others [24]. This wide range of potential applications makes the development of reliable scaling processes crucial.

Usually, LDHs are obtained by different synthesis procedures such as co-precipitation [25], hydrothermal synthesis [13], sol–gel methods [26], mechanochemistry [27], or the epoxide route [28], to name a few [29]. Among them, hydrothermal methods based on ammonium-releasing reagents (ARRs), commonly urea or hexamethylenetetramine, are especially interesting since they allow one to obtain large and highly crystalline particles [30-32]. The ARR decomposes at temperatures above 70 °C, which leads to the alkalinization of a solution containing cation reagents, eventually triggering the precipitation of LDHs [13,33-35]. The experimental conditions (concentration, solvent mixture, and temperature) will define the alkalinization rate, which (mainly) controls the nucleation and growth processes, and therefore particle size, morphology, and crystallinity [33,36,37].

Attempts to upscale the production of LDHs included incrementing the concentration of the reactants [38,39], the use of large-scale reactors [40,41], byway co-precipitation, and mechanochemical approaches [27]. Although these methods can produce materials on a large scale, they are very limited in providing materials with controlled morphology, size, or crystallinity [42]. This issue can be partially solved using continuous flow techniques [43,44]. Yet, reliable scaling methods that allow for the production of large quantities of two-dimensional LDHs with well-defined morphologies and high crystallinity are very scarce.

Herein, we thoroughly study the scale-up of CoAl-LDH synthesis by a urea alkalization method. We explore both volumetric (increment in reactor size) and mass (increment in the reagent concentration) scale-up processes. In the mass scale-up process, the increment in the concentration (25-fold that of the reference condition) triggers the appearance of simonkolleite-like Co-based impurities due to phase competition during the precipitation process (thermodynamic aspects). In the volumetric approach, pure CoAl-based LDHs are obtained, size and shape (edge sharpness) of which highly depend on the heating procedure, even after 48 h of recrystallization (kinetic aspects). Our results suggest that either an up to tenfold mass scale-up or a 20-fold volumetric scale-up can provide pure CoAl-based LDH materials exhibiting comparable morphology and crystallinity.

Interestingly, while in the case of the volumetric scale-up, the kinetic issues could be solved by a better control over the heating process, the thermodynamic aspects (phase competition) [30,45] exclusively depend on the nature of the involved cations.

Results and Discussion

In order to analyse the effect of the scale-up on the obtained LDH materials, we have selected as reference the experimental conditions for the synthesis of CoAl-LDHs reported by Liu et al. [13], which currently arises as one of the most cited papers describing the synthesis of LDH phases. The aforementioned experimental conditions have been labeled as “x1”. The experiments featuring an increment in the initial volume (i.e., volumetric scale-up) or initial reagent concentration (i.e., mass scale-up) will be designated as xY and xY, respectively. Here, $Y$ is the factor of the scale-up. In the case of the mass scale-up, a 100 mL two-necked round bottom flask was employed. For the volumetric scale-up, different two-neck round bottom flasks ranging from 500 to 2000 mL were used. In all experiments, the same hotplate stirrer RET Basic (IKA, Germany) was used to keep the temperature at 97 °C. The whole synthesis process (heating, precipitation and cooldown)
was carried out under stirring (750 rpm). Scheme 1 depicts the experimental approach of this work, highlighting key structural parameters of the CoAl-based LDH structure.

Figure 1A depicts the PXRD patterns for the obtained pale pink solid samples. The pattern of reference sample x1 exhibits the typical reflections expected for a CoAl-LDH structure. Specifically, the two main signals located at 11.72° and 23.62°, indexed as (003) and (006), are assigned to the interlayer reflections, revealing a basal space distance ($d_{BS}$) of 7.56 Å. This value is in perfect agreement with a CoAl LDH phase containing carbonate as interlayer anion [13]. Furthermore, from the signal at around 60°, corresponding to the (110) planes, the parameter $a$ (related to the M–O distance) can be estimated to a value of 3.07 Å, which is in agreement with a CoAl-based LDH exhibiting a Co/Al ratio of 2:1 [13,15]. The scale-up samples depict PXRD patterns similar to that of reference x1, suggesting the formation of analogous CoAl LDH phases. However, in the case of sample x25M, the existence of a second set of interlayer reflections (denoted with asterisks in Figure 1A), corresponding to a layered structure with $d_{BS}$ = 7.8 Å, suggests the presence of an impurity. Also, the (003) reflection of x10M exhibits an asymmetry in comparison to samples x1 and x10V (see Figure S1 and Figure S2, Supporting Information File 1).

Table S1 summarizes the values of $d_{BS}$ and parameter $a$ for all samples. Attenuated total reflectance Fourier-transform infrared spectroscopy (ATR-FTIR) provides valuable information about the nature of the layered hydroxide structure and the intercalated anions (Figure 1B). In the case of the reference x1, the spectrum displays a broad signal at ca. 3400 cm$^{-1}$, which corresponds to the OH stretching vibrations typically attributed to interlayer water molecules, as confirmed by the extra signal at 1600 cm$^{-1}$ (water bending mode). The presence of carbonate as interlayer anion is confirmed by the vibration bands centered at 1350 and 775 cm$^{-1}$. Finally, peaks below 750 cm$^{-1}$ are related to the Co/Al-O vibrational bands [13,46,47]. Overall, a CoAl-LDH containing carbonate as interlayer anion is observed. Interestingly, in the case of sample x25M, a shift in the carbonate bending signal (from 775 to 740 cm$^{-1}$, denoted with a diamond) and the appearance of a shoulder at 581 cm$^{-1}$ (denoted with an asterisk) indicate the presence of the impurity already observed by PXRD (see also Supporting Information File 1, Figure S3) [48].

Aiming to determine the identity of the impurity observed in sample x25M, X-ray photoelectron spectroscopy (XPS) was conducted (Figure 1C). In the case of reference x1, the observed main peaks at 781.23 eV (Co 2$^{3/2}$) and 797.36 eV (Co 2$^{1/2}$), as well as their satellites at 783.13 and 798.83 eV, confirm the occurrence of Co$^{II}$ [15,49]. The XPS spectra of the samples x20V and x25M are indistinguishable from that of
Figure 1: (A) PXRD patterns exhibit the layered nature of the obtained samples. Indexation according to [13]. (B) ATR-FTIR spectra. (C) High-resolution XPS spectra for Co 2p (2p$_{3/2}$ and 2p$_{1/2}$) in the range of 810–770 eV. (D) UV–vis spectra pointing out the marked differences between the octahedral Co$^{2+}$(Oh) and tetrahedral environments Co$^{2+}$(Td) of cobalt for the scale-up samples.

reference x1, suggesting the lack of Co$^{3+}$ in the impurity of sample x25M. Supporting Information File 1. Table S2 compiles further information related to the XPS signals.

Finally, UV–vis spectroscopy has demonstrated to be a powerful technique for layered hydroxide characterization, especially in the case of earth-abundant 3d cations where this technique can provide information about coordination environments and oxidation states [50]. The spectrum of reference x1 depicts a main signal at 525 nm containing high-left and low-right shoulders around 492 and 450 nm. The shape and the position of these d–d electronic transition bands are assigned to the $^4$T$_{1g}$$\rightarrow$$^4$T$_{1g}$(P) and $^4$T$_{1g}$$\rightarrow$$^4$A$_{2g}$(F) transitions in octahedral divalent cobalt cations (Co$^{4+}$(Oh)) [31,51,52]. However, the sample x25M contains an extra band with a double peak around 650 nm resembling that of Co-based simonkolleite-like structures, also known as α-Co LH [31]. Indeed, this signal can be ascribed to the $^4$A$_{2g}$(F)$\rightarrow$$^4$T$_{1g}$(P) transition, corresponding to Co$^{2+}$(Td), where the exact position depends on the nature of the coordinated anions [53]. Sample x10M also exhibits this extra band, but less intense and only noticeable when the values of absorbance are normalized (Supporting Information File 1, Figure S4). Thus, considering the peaks at 610 and 665 nm, the impurity could be associated to a simonkolleite-like α-Co$^{2+}$ LH structure (see control experiments and further characterization in Figure S5 and Figure S6, Supporting Information File 1). Regarding sample x10M, the asymmetry of the (003) reflection observed in PXRD can be an indicator of the presence of an impurity. Furthermore, we have characterized these samples by conventional SQUID magnetic measurements. Despite the acute differences in the magnetic behavior of Co-based LDH and simonkolleite-like α-LH [46,54,55], the impurities do not lead to significant changes beyond slight variations in the DC magnetic susceptibility and the out-of-phase contribution of the dynamic susceptibility (Figure S7 and Figure S8, Supporting Information File 1).

The appearance of α-Co LH with increasing reagent concentration (sample x25M) indicates a typical precipitation competition scenario, where the initial conditions can modify the relative thermodynamic stability of the growing phases. Indeed, the occurrence of α-Co LH as an impurity in the early precipitation stages has been already reported in the case of the synthesis of β-Co(OH)$_2$ [30] and CoAl-based LDHs [45]. Since this phase competition is ruled by thermodynamic aspects, its occurrence will depend on the chemical identity of the involved cations.
In order to provide a comprehensive understanding of the electronic and structural features resulting from the scale-up process and aiming to quantify the amount of this Co-based α-LH impurity, X-ray absorption spectroscopy (XAS) measurements were performed at the CLEESS BL22 beamline at the ALBA synchrotron. Figure 2A depicts the X-ray absorption near-edge structure (XANES) spectra for the Co K edge. In all samples, the presence of Co$^{II}$ is confirmed regardless of the synthesis conditions [31,50,61]. Nevertheless, sample x25M shows differences in the intensity of the white line and in the resonances behind the absorption edge, compared to the other samples studied. At first glance, this would indicate that, although all Co atoms are in the same oxidation state (2+), they would be found in different environments, as suggested by PXRD and confirmed by UV–vis spectroscopy. This means the presence of the α-Co$^{II}$ LH impurity. To quantify its fraction, the spectrum of sample x25M was reproduced by using a linear combination of CoAl-LDH and α-Co$^{II}$ LH reference spectra. Figure 2B depicts the result of the fits, where excellent agreement is achieved using 57% of LDH and 43% of α-Co$^{II}$ LH. This analysis is an excellent example to show that XANES is a useful technique for LH structure quantification. A detailed description of the structural features of the scale-up samples determined by extended X-ray absorption fine structure (EXAFS) measurements, the used model, and the corresponding fits can be found in Supporting Information File 1 (Figure S9 and Table S3).

Thermal decomposition in both inert (nitrogen) and oxidative (air) atmospheres was measured through thermogravimetric analysis (TGA). Typically, the decomposition of layered hydroxide structures consists of at least two main mass loss steps. The first, below 200 °C, is related to the release of physiosorbed and interlayer water. The second one consists of the loss/ decomposition of the interlayer anion and the concomitant dehydroxylation process, which leads to the collapse of the layered hydroxide structure [13,54]. The TGA curve of reference x1 in air (Figure 3) shows a first mass loss step of ca. 12% at 207 °C and a second one of around 14% at 276 °C, which are in agreement with the literature [13,15]. All pure scale-up sam-

![Figure 3: TGA analysis using a heating rate of 5 °C·min$^{-1}$ in air of the scale-up samples.](image-url)
samples exhibit the same TGA profile with only subtle differences in terms of mass loss percentage and decomposition temperature (see Supporting Information File 1, Table S4), which in principle could be related to morphological aspects, vide infra. As expected, the PXRD analysis of the calcined solids confirmed the formation of Co$_2$AlO$_4$ spinel (see Figure S10, Supporting Information File 1) [62]. Once again, sample x25M shows differences in terms of thermal behavior, resembling simonkolleite-like α-Co$_{11}$ LH samples (see Figure S11, Supporting Information File 1) [30,52,55]. TGA curves in inert atmosphere can be found in Supporting Information File 1, Figure S12.

Inductively coupled plasma mass spectrometry (ICP-MS) was employed to assess quantitatively the precipitation of the cations. It confirmed a Co/Al ratio of 2.0 ± 0.1. Hence, the formation of pure CoAl LDH samples containing carbonate as interlayer anion and exhibiting the chemical formula [Co$_{0.66}$Al$_{0.34}$(OH)$_2$]($\text{CO}_3$)$_{0.17}$($\text{H}_2\text{O}$)$_{0.7}$ (see also Supporting Information File 1, Table S5) can be safely confirmed for both volumetric and mass scale-up approaches, up to 25-fold and tenfold, respectively.

Considering the experimental conditions for the production of pure CoAl-based LDH, we decided to compare the synthesis performance in terms of the space–time yield (STY). The STY value, defined as the amount of material (in kg) that can be produced per volume (in m$^3$) per day, provides a good parameter to compare different synthesis protocols, as it has been demonstrated for metal-organic frameworks [63-65]. As expected, no changes in STY values for the volumetric scale-up are observed, while in the case of the mass scale-up, there is a linear relation between STY values and initial concentration (Table 1).

Supporting Information File 1, Table S6 compares the obtained STY values with those ones from other synthesis approaches such as co-precipitation and hydrothermal [39-41,65-69], mechanochemistry [27], and continuous flow methods [43,44].

<table>
<thead>
<tr>
<th>Sample</th>
<th>STY (kg·m$^{-3}$·day$^{-1}$)</th>
<th>g·L$^{-1}$</th>
<th>L·kg$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>0.23</td>
<td>0.46</td>
<td>2174</td>
</tr>
<tr>
<td>x5V</td>
<td>0.23</td>
<td>0.46</td>
<td>2174</td>
</tr>
<tr>
<td>x10V</td>
<td>0.23</td>
<td>0.46</td>
<td>2174</td>
</tr>
<tr>
<td>x20V</td>
<td>0.23</td>
<td>0.46</td>
<td>2174</td>
</tr>
<tr>
<td>x5M</td>
<td>1.15</td>
<td>2.3</td>
<td>434</td>
</tr>
<tr>
<td>x10M</td>
<td>2.3</td>
<td>4.6</td>
<td>217</td>
</tr>
</tbody>
</table>

After the limits for the scale-up of CoAl-based LDH synthesis through an ARR method had been demonstrated, morphological aspects were addressed by means of scanning electron microscopy (SEM), transmission electron microscopy (TEM), and atomic force microscopy (AFM) (Figure 4 and Figure 5). For reference x1, well-defined hexagonal single crystals of around 3.7 ± 1.0 µm are observed, in good agreement with [13]. Interestingly, pure CoAl-based LDH scale-up samples exhibit a reduction of around 45% in size and a lack of sharp edges, regardless of the synthesis approach. In the case of mass scale-up protocols, these differences can arise from differences in the nucleation and growth processes because of increased concentration and ionic strength of the reagents, modifying the whole precipitation process [33]. However, the differences are surprising in the case of the volumetric scale-up approach where the initial concentrations were kept constant. Aiming to provide further information, the temperatures of the solutions were measured during the early stage of the volumetric experiments. According to Figure S13 (Supporting Information File 1), the required time to reach the final temperature increases sixfold from reference x1 to sample x20V, evidencing differences in heat transfer. Hence, considering that the precipitation kinetics is controlled by the alkalization process (i.e., the hydrolysis of urea, which depends on the temperature [35]), modifications in the heating process can affect the final size and shape of the particles [69]. This occurs surely through modification of the pristine Al-based hydroxide seeds [28,45,61,70], but even in processes where recrystallization can easily take place. Figure S14 and Table S7 (Supporting Information File 1) summarize the average size and standard deviation values as functions of the experimental conditions extracted from SEM analysis.

Besides slight differences in size and morphology (sharpness of the edges), the AFM comparison of single hexagonal platelets of reference x1 and sample x20V shows a similar thickness of around 85 nm (Figure 5A,B and Supporting Information File 1, Figure S15). Finally, textural properties were also evaluated by N$_2$ and CO$_2$ adsorption–desorption isotherms to observe possible changes in the surface area of the samples. Figure 5C shows the N$_2$ isotherms at 77 K. The samples present type-IV adsorption isotherms (according to IUPAC classification) with an H3 hysteresis loop [71-76] and a low specific surface area (<50 m$^2$/g) as previously reported [46]. Additional data, such as pore contributions (micro-, meso- and macro pores) and other textural parameters, are compiled in Figure S16 and Table S8 (Supporting Information File 1).

To conclude, regarding the obtained pure CoAl-LDHs, both scale-up processes lead to subtle modifications of the morphological aspects, which can be understood in terms of changes in...
Figure 4: Microscopic characterization of CoAl-based LDH samples through (left) SEM and (center) TEM, and (right) the respective average size histograms.
nucleation, growth and precipitation (mass scale-up), and different alkalization rates (volumetric approach).

Conclusion
In this work, the effects of the scale-up of a CoAl-LDH synthesis have been examined for both mass and volumetric approaches. Pure CoAl-LDH can be obtained up to a tenfold concentration increase with subtle morphological modifications, related to changes in nucleation and growth (ionic strength increment). At a 25-fold concentration increase (x25M), the formation of a simonkolleite-like Co-based layered hydroxide impurity is observed, indicating phase competition during precipitation related to the thermodynamic stability of the growing phases. In the case of the volumetric scale-up, a reduction of ca. 45% of the particle size is observed as the volume increases. This feature is related to changes in the heating process (heat transfer) modifying the alkalinization kinetics and the concomitant precipitation process, even after 48 h of recrystallization. These results suggest that the final LDH morphology (size and sharpness and thickness of edges) is closely related to the growth of Al(OH)$_3$-based seeds.

Hence, while the issues of the volumetric scale-up can be solved by accurate control of the heating process during the reaction, the drawbacks of the mass scale-up depend on the nature of the involved cations, requiring their specific optimization.

Overall, this work demonstrates, by means of several structural, microscopic, and spectroscopic techniques (including XANES-EXAFS synchrotron experiments), that the reproducible large-scale synthesis of high-quality morphologically controlled CoAl-LDHs is feasible, pinpointing the most critical synthesis aspects that should be controlled. Furthermore, this work offers reliable characterization fingerprints for controlling the quality and phase purity of these appealing anionic clays. These results may pave the way for the use of these 2D layered materials in different applications of great interest.

Experimental
Chemicals
Cobalt chloride hexahydrate (CoCl$_2$·6H$_2$O), aluminium chloride hexahydrate (AlCl$_3$·6H$_2$O), urea, and ethanol (EtOH) were purchased from Honeywell. All chemicals were used as received. Milli-Q water was obtained from a Millipore Milli-Q equipment.

Synthesis
Synthesis method based on urea hydrolysis
The synthesis of the CoAl layered double hydroxide phase was carried out by hydrolysis of urea in a two-neck flask (with a reflux condenser) using 50 mL of an aqueous solution of the metal salts at 97 °C for 48 h under Ar atmosphere. The system was continuously stirred (750 rpm) during the whole synthesis process (heating, precipitation, and cooldown). Initial concentrations were fixed to [CoCl$_2$] = 10 mM, [AlCl$_3$] = 5 mM, and [urea] = 35 mM.
Volumetric scale-up
The volumetric scale-up of the LDH synthesis was carried out by using the same conditions as above, using two-neck round bottom flasks of 500, 1000, and 2000 mL with reaction volumes of 50, 250, 500, and 1000 mL, increasing the initial volume fivefold, tenfold, and 20-fold, respectively.

Mass scale-up
The mass scale-up of the LDH synthesis was carried out by using the same reaction volume as that of the urea hydrolysis, but increasing the concentration of reagents fivefold, tenfold, and 25-fold. The initial concentrations for each sample in the scale-up were fixed to (1) X5M: [CoCl₂] = 50 mM, [AlCl₃] = 25 mM, and [urea] = 175 mM; (2) X10M: [CoCl₂] = 100 mM, [AlCl₃] = 50 mM, and [urea] = 350 mM; and (3) X25M: [CoCl₂] = 250 mM, [AlCl₃] = 125 mM, and [urea] = 875 mM. All obtained solids were filtered, washed three times with H₂O, H₂O/EtOH, and finally with EtOH. The samples were dried at room temperature and kept in desiccators until further characterization.

Synthesis of α-Co layered hydroxide
The α-Co layered hydroxide synthesis was carried out at room temperature by using the epoxide route for a period of 48 h under constant stirring with solutions of [CoCl₂] = 10 mM and [NaCl] = 100 mM, in the presence of glycidol, [Gly] = 500 mM.

Chemical and structural characterization
Powder X-ray powder diffraction (PXRD) patterns were obtained on a PANalytical Empyrean X-ray platform with a capillary platform and copper radiation (Cu Kα = 1.54178 Å). Measurements were carried in triclinic in the 2-theta range of 2–70° with a step size of 0.02°/step and an integration time of 1 s.

Attenuated total reflectance Fourier-transform infrared spectroscopy (ATR-FTIR) spectra were collected on a Bruker alpha II FTIR spectrometer in the 4000–400 cm⁻¹ range.

X-ray photoelectron spectroscopy (XPS) measurements were recorded on a Thermo Scientific™ K-alpha X-ray photoelectron spectrometer. Al Kα radiation was employed as X-ray source. For all elements, more than 100 spectra were recorded employing a step of 0.1 eV with a focused spot greater than 400 μm. XPS data were analyzed with the Thermo Avantage v5.9912 software. For the Co fits, FWHM values of 2.2, 2.9, 4.1, and 3.9 eV were employed for P₁, P₂, S₁, and S₂ respectively.

UV–vis absorption spectra of the solid samples were recorded in reflectance mode employing a Jasco V-670 spectrometer. Thermogravimetric analysis (TGA) was carried out on a Netzsch TG 209 F1 Libra instrument in the 30–900 °C temperature range.

Magnetic data were collected over the bulk material with a Quantum Design superconducting quantum interference device (SQUID) MPMS-XL-5. The magnetic susceptibility of the samples was corrected considering the diamagnetic contributions of their atomic constituents as deduced from Pascal’s constant tables and the sample holder. The DC data were recorded under external applied fields of 100 or 1000 Oe in the 2–300 K temperature range. The AC data were collected under an applied field of 3.95 Oe at 997, 333, 110, 10, and 1 Hz. All magnetic measurements were carried out in eicosane, since this diamagnetic material allows for a better immobilization of these small anisotropic crystals, precluding any artefacts in the magnetic measurements.

The porous texture of all prepared materials was characterized by N₂ adsorption at 77 K and CO₂ at 273 K in an AUTOSORB-6 apparatus. Prior to the measurements, the samples were degassed for 4 h at 523 K and 5 × 10⁻⁵ bar. The desorption branch of the N₂ isotherm was used to determine the pore size distribution using the BJH method. The surface area was determined using the BET method. The micropores volumes were determined by applying t-plot and DR methods.

X-ray absorption spectroscopy
X-ray absorption spectroscopy (XAS) measurements were performed at the BL-22 (CLESS) beamline of the ALBA synchrotron (Barcelona, Spain), proposal: 2022097096. XANES and EXAFS Co K edge spectra were measured at room temperature in transmission mode. Absorbents of as-synthesized fresh samples were prepared by paint spraying on carbon paper. The optimum amount of material for the measurements was calculated by the program “Hephaestus”, which is part of the Demeter package [77]. A Si(111) double-crystal monochromator was used to obtain a monochromatic incident beam, and the intensities of incident and transmitted X-rays were measured using two ionization chambers. XAS spectra were collected from 7590 to 8550 eV with a reduced step (0.2 eV) in the XANES region (7690 to 7750 eV). The incident photon energy was calibrated using the first inflection point of the Co K edge (7709 eV) from a Co reference foil. For each sample, six spectra were taken with exposure times of 4 min each to later be averaged. XANES data treatment was performed by subtracting the pre-edge background followed by normalization by extrapolation of a quadratic polynomial fitted at the post-edge region of the spectrum using the ATHENA AUTOBK background removal algorithm [77]. The quantitative analysis of the EXAFS results were performed by modeling and fitting the iso-
lated EXAFS oscillations. The EXAFS oscillations $\chi(k)$ were extracted from the experimental data with standard procedures using the Athena program part of the Demeter package. The $k^2$-weighted $\chi(k)$ data, to enhance the oscillations at higher $k$, were Fourier-transformed. The Fourier transformation was calculated using the sine filtering function. EXAFS modelling was carried out using the ARTEMIS software [77]. Theoretical scattering path amplitudes and phase shifts for all paths used in the fits were calculated using the FEFF9 code [78]. The $k$ range was set from 2.3 to 12.1 Å$^{-1}$. The passive reduction factor $S_0^2$ values were restrained to 0.8. This value was obtained from fitting a standard foil of metallic Co and constraining the coordinate numbers to the corresponding structure.

Microscopy

Sample preparation

The dried solids were suspended in ethanol and drop cast onto Au TEM grids covered with a lacy carbon film, and the solvent was left to evaporate. SEM samples were prepared from the same solution after 5 min of ultrasonication. The sonicated suspension was spin-coated on a Si wafer (3000 rpm, 40 s), washed with ethanol and dried afterward. For AFM, the samples were diluted in ethanol and drop-cast on a SiO$_2$ wafer. SiO$_2$ wafers were washed by spin-coating ten droplets of acetone and ten droplets of isopropanol prior to sample deposition.

Scanning electron microscopy (SEM)

Scanning electron microscopy data was acquired using a Hitachi S-4800, with a beam energy of 5 keV. The samples on silicon wafers were directly investigated without any surface coating. Energy dispersive X-ray (EDS) spectroscopy studies were performed on a Hitachi S-4800 microscope at an accelerating voltage of 20 kV.

Atomic force microscopy (AFM)

AFM was carried out with a Bruker Dimension Icon microscope in scan-assist-mode. A Bruker Scansys-Air silicon tip with a diameter of around 10 nm was used to obtain images with a resolution of 512 × 512 or 1024 × 1024 pixels. The Gwyddion software was used for flattening and image correction.

Transmission electron microscopy (TEM)

Transmission electron microscopy was carried out using a JEOL JEM-1010 at 100 kV accelerating voltage and a Tecnai F20 operated at 200 kV. Images were acquired in bright-field mode with an objective aperture selecting the unscattered electrons. To record the images, an AMT RX80 8MP CCD camera (JEOL JEM-1010) and a Gatan CCD 1k × 1k device were used.

Supporting Information

Supporting Information features additional structural, spectroscopic, and magnetic characterization data.

Supporting Information File 1

Additional experimental data.

[https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-14-76-S1.pdf]
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