
Noncontact atomic force
microscopy
Edited by Udo D. Schwarz

Generated on 04 February 2026, 12:48



Imprint

Beilstein Journal of Nanotechnology
www.bjnano.org
ISSN 2190-4286
Email: journals-support@beilstein-institut.de

The Beilstein Journal of Nanotechnology is
published by the Beilstein-Institut zur Förderung
der Chemischen Wissenschaften.

Beilstein-Institut zur Förderung der
Chemischen Wissenschaften
Trakehner Straße 7–9
60487 Frankfurt am Main
Germany
www.beilstein-institut.de

The copyright to this document as a whole,
which is published in the Beilstein Journal of
Nanotechnology, is held by the Beilstein-Institut
zur Förderung der Chemischen Wissenschaften.
The copyright to the individual articles in this
document is held by the respective authors,
subject to a Creative Commons Attribution
license.



172

Noncontact atomic force microscopy
Udo D. Schwarz

Editorial Open Access

Address:
Department of Mechanical Engineering and Materials Science, Yale
University, P.O. Box 208284, New Haven, CT 06520-8284, USA

Email:
Udo D. Schwarz - udo.schwarz@yale.edu

Beilstein J. Nanotechnol. 2012, 3, 172–173.
doi:10.3762/bjnano.3.17

Received: 08 February 2012
Accepted: 16 February 2012
Published: 29 February 2012

This article is part of the Thematic Series "Noncontact atomic force
microscopy".

Editor-in-Chief: T. Schimmel

© 2012 Schwarz; licensee Beilstein-Institut.
License and terms: see end of document.

172

No other method has opened the door to progress in nano-

science and nanotechnology as much as the introduction of

scanning probe methods did in the 1980s, since they offer a way

to visualize the nanoworld. For maximum impact, however, the

ability to image and manipulate individual atoms is the key.

Initially, scanning tunneling microscopy was the only scanning-

probe-based method that was able to achieve this resolution.

Atomic force microscopy (AFM), on the other hand, was

quickly developed into a versatile tool with applications ranging

from materials characterization in ultrahigh vacuum and

nanofabrication under ambient conditions, to biological studies

in liquids, but its resolution was limited to the nanometer scale.

The reason for this restriction resulted from the fact that the

resolution in probe microscopy scales with the sharpness of the

tip. In conventional AFM operational modes, a tip that is

located at the end of a leaf spring (the so-called cantilever) is

either dragged over the surface in permanent contact or gently

taps the surface while vibrating, and, whichever mode is used,

tips quickly blunt through either permanent or intermittent

contact. Maintaining the atomic sharpness of an initially atomi-

cally sharp tip requires that the tip never touches the surface.

But how can the tip know that the surface is there if it is not

allowed to touch? This problem was solved in the 1990s

through the realization that the attractive forces acting on the tip

when it is in close proximity to the sample affect the resonance

frequency of the cantilever even though it is not in actual

contact with the surface. Noncontact atomic force microscopy

(NC-AFM) makes use of this effect by tracking the shift of the

cantilever resonance frequency due to the force field of the

surface without ever establishing physical contact between the

tip and sample. Much to the astonishment of many, changes

induced by individual atoms turned out to induce frequency

shifts that are large enough to be detected, and thus atomic-

scale imaging with AFM became a reality.

Since the beginnings, almost two decades ago, NC-AFM has

evolved into a powerful method that is able not just to image

surfaces, but also to quantify tip–sample forces and interaction

potentials as well as to manipulate individual atoms on conduc-

tors, semiconductors, and insulators alike. For the community to

keep track of the rapid development in the field, a series of

annual international conferences, starting in Osaka, Japan in

1998, has been established. The most recent conference from

this series was held in Lindau, Germany, from September

18–22, 2011. Once again, substantial progress was presented;
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NC-AFM is now able to quantitatively map three-dimensional

force fields of surfaces with atomic resolution in ultrahigh

vacuum as well as in liquids, and methodological developments

add more information to the measurements, for example,

through the driving of higher cantilever harmonics or the

recording of tunneling currents. For this Thematic Series of the

Beilstein Journal of Nanotechnology, many of the presenters

from the Lindau conference agreed to submit contributions in

order to assemble a series that showcases the present state of the

art in the field. I would like to thank all authors who have

contributed their excellent original work to this series, all

referees whose promptly provided reports have provided valu-

able suggestions for further improvements while keeping the

publication times short, and the entire NC-AFM community for

supporting the open access policy of the Beilstein Journal of

Nanotechnology.

Udo D. Schwarz

New Haven, February 2012
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Abstract
Background: Noncontact atomic force microscopy (NC-AFM) now regularly produces atomic-resolution images on a wide range

of surfaces, and has demonstrated the capability for atomic manipulation solely using chemical forces. Nonetheless, the role of the

tip apex in both imaging and manipulation remains poorly understood and is an active area of research both experimentally and

theoretically. Recent work employing specially functionalised tips has provided additional impetus to elucidating the role of the tip

apex in the observed contrast.

Results: We present an analysis of the influence of the tip apex during imaging of the Si(100) substrate in ultra-high vacuum

(UHV) at 5 K using a qPlus sensor for noncontact atomic force microscopy (NC-AFM). Data demonstrating stable imaging with a

range of tip apexes, each with a characteristic imaging signature, have been acquired. By imaging at close to zero applied bias we

eliminate the influence of tunnel current on the force between tip and surface, and also the tunnel-current-induced excitation of

silicon dimers, which is a key issue in scanning probe studies of Si(100).

Conclusion: A wide range of novel imaging mechanisms are demonstrated on the Si(100) surface, which can only be explained by

variations in the precise structural configuration at the apex of the tip. Such images provide a valuable resource for theoreticians

working on the development of realistic tip structures for NC-AFM simulations. Force spectroscopy measurements show that the

tip termination critically affects both the short-range force and dissipated energy.
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Introduction
It is now generally accepted that atomic resolution in NC-AFM

imaging on semiconducting surfaces is due to the chemical

force between the atoms of the surface and the last few atoms of

the tip apex [1-4]. Even with well-prepared tips and surfaces,

however, a wide range of imaging interactions are often

observed, resulting in varying apparent topographic structures

[5-7]. In cases where there has been debate as to the surface

structure (for example TiO2 [8] and Si(100) [9]) different

imaging mechanisms can result in inconclusive, or even erro-

neous results. Consequently, there has been a considerable

effort of late to model the tip–surface interaction in NC-AFM

by using more-realistic tip structures [10-12], although this

requires a considerable computational expense. These efforts

are, however, often hampered as there can be a reticence to

publish results showing imaging that cannot be easily under-

stood, with a perhaps understandable preference to present data

which fits accepted interaction models. In this paper, by high-

lighting a wide range of observed behaviours, we hope to

provide valuable information to the modelling community that

will lead to the investigation of more-realistic tip structures, and

their respective tip–sample interaction and contrast mechan-

isms.

The role of the tip was investigated by imaging the well studied

Si(100) surface. The Si(100) surface is now understood to form

a stable c(4 × 2)/p(2 × 2) reconstruction at temperatures below

120 K [9,13-15], but enjoyed lively debate in the literature for

some time due to conflicting results [9]. Si(100), while structur-

ally well understood for some time, is unusually sensitive to the

influence of temperature and, importantly, the probe [14] (espe-

cially the influence of tunnelling electrons during STM). While

in principle NC-AFM can provide a “cleaner” system

(i.e., imaging is possible without the presence of tunnelling

electrons), a bias is often applied to null out the contact-poten-

tial difference (CPD) between tip and sample. This may,

however, also perturb the system through the influence of

the inelastic scattering of tunnelling electrons. In addition, it

has recently been shown that the presence of significant

tunnel currents can influence the tip–sample force during

NC-AFM imaging of semiconductor surfaces [16,17], and

hence significantly complicate the interpretation of the acquired

images.

The silicon atoms terminating the Si(100) surface pair up into

dimers in order to reduce the number of dangling bonds, and

subsequently buckle, forming rows of alternately buckled

dimers along the surface (Figure 1j). It has been shown that the

structure of the rows may be locally manipulated by controlled

tunnel-current injection [18], and we recently demonstrated that

the buckling of the dimers can be toggled with atomic precision

by direct application of mechanical force during NC-AFM

[19,20]. In this paper we present imaging and force spectro-

scopy of the Si(100) surface at 5 K by qPlus [21] NC-AFM at

zero applied bias, and investigate the influence of different apex

types on the qualitative image appearance, and quantitative

short-range tip–sample force and dissipation.

Experimental details
We used a commercial low-temperature (LT) STM/qPlus

NC-AFM instrument (Omicron Nanotechnology GmbH) oper-

ating in UHV (base pressure ≤ 5 × 10−11 mbar) cooled to 5 K.

The sample and tip-preparation procedures are described in

detail elsewhere [19,22]. Briefly, boron-doped silicon samples

were prepared by standard flash-annealing to 1200 °C, and then

slow cooling from 900 °C to room temperature before being

placed into the scan head. We introduced commercial qPlus

sensors (Omicron GmbH), with an electrochemically etched

tungsten wire attached to one tine of the tuning fork, into the

scan head without any ex situ tip treatment. The tips were

prepared by standard STM methods (voltage pulses, controlled

contacts with the sample) until good atomic resolution was

obtained in STM feedback, at which point we made the tran-

sition to NC-AFM (i.e., Δf) feedback. As a result of our tip

preparation procedures our tips are likely to be silicon- rather

than tungsten-terminated, and this assumption is supported by a

combined scanning electron microscopy (SEM)/energy

dispersive X-ray spectroscopy (EDX) study on an STM tip

prepared by similar methods. We imaged at constant Δf, main-

taining a constant oscillation amplitude (A0). All data presented

were taken at close to zero bias (i.e., ~0 V applied to the tip,

sample held at system ground), in order to eliminate the possi-

bility of electronic crosstalk (Supporting Information File 1)

and the effect of tunnelling electrons [19]. To ensure that this

was the case, the tunnel current was recorded in parallel for all

the results presented below. We detected no DC tunnel current

within the noise level of our preamplifier for all images and

spectroscopy presented in this paper, nor were we able to

detect any AC displacement current (Supporting Information

File 1).

Results and Discussion
Tip-induced imaging variation
At 5 K we routinely observe the c(4 × 2) reconstruction and

associated surface defects (Figure 1a). Note that in order to

avoid perturbation of the surface during scanning we typically

image at a setpoint corresponding to low tip–sample interaction

(i.e., at a frequency shift setpoint just after the onset of atomic

resolution) [15,19]. In this “conventional” image the bright

circular spots correspond to the “up” atoms of the buckled

dimers.
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Figure 1: Topographs acquired in constant Δf NC-AFM of Si(100) at 5 K, demonstrating different imaging mechanisms. Images have been rotated to
align the direction of dimer rows. (a) High quality “conventional” image, “slicing” of some atoms indicates scan-induced dimer manipulation [19] Image
size 8.9 nm × 3.5 nm. Δfset = −46 Hz, A0 = 0.25 nm. (b) “Inverted” image. Δfset = −53 Hz, A0 = 0.1 nm. (c) Subsequent scan of the same region as (b)
with the same tip apex at higher Δf setpoint showing a “depression/protrusion” double image. Δfset = −54 Hz, A0 = 0.1nm. (d) and (e) “Dimer”-type
image showing the difference between the forward (d) and reverse (e) scan directions. Δfset = −10 Hz, A0 = 0.25 nm. (f) “Crescent”-type image. Δfset =
−40.5 Hz, A0 = 0.25 nm. (g) “Wormlike” image. Δfset = −10.4 Hz, A0 = 0.25 nm. (h) “Discuslike” image. Δfset = −44 Hz, A0 = 0.25 nm. In each image
the dotted line shows the location of the line profiles and the illustration shows the apparent position of the atoms in the c(4 × 2) reconstruction (large
red - “up” atoms, small green - “down” atoms). Image size (b), (c) and (f)–(h) 1.4 nm × 2.1 nm, (d) and (e) 0.8 nm × 2.1 nm. (i) Line profiles from posi-
tions indicated in (a)–(h). (a) “Conventional” (black filled squares), (b) “Inverted” (empty blue triangles), (c) “Inverted high setpoint” (empty orange
triangles), (d) “Dimer” forward (filled red circles), (e) “Dimer” back (filled green triangles), (f) “Crescent” (empty green squares), (g) “Wormlike” (empty
pink triangles), (h) “Discuslike” (empty black circles), (j) Ball and stick model of the Si(100) surface reconstruction showing in-phase (p(2 × 2)) and out-
of-phase (c(4 × 2)) dimer buckling.

It must be noted that here the word “conventional” is used in the

sense of the contrast most commonly reported in the literature,

and which most intuitively corresponds to the known topo-

graphy of the surface, which is not that which is necessarily

most commonly observed during experiments. In fact only a

small proportion of the contrasts we observe are of this form.

Statistical analysis of the relative prevalence of different

contrast types is difficult as typically we attempt to coerce the

tip state into producing “conventional” images before

performing manipulation experiments, so as to simplify inter-

pretation of our experiments. Therefore, simply counting the

number of images of each type acquired over an experimental

run (in which the purpose of the experiment is not simply to

investigate the influence of the tip state) does not provide a

good statistical measure as there is an inbuilt bias in the dataset.

Nonetheless, an informal measure suggests that upon initial

atomic resolution of the surface in NC-AFM (i.e., the first scans

with a given apex producing atomic resolution), the probability

of obtaining “conventional” resolution is on order of ~50%.

Analysing the statistics from different forms of atomic resolu-

tion images is a topic under investigation by means of

computer-aided tip preparation [23,24].

As stated, we also see a considerable number of additional char-

acteristic image types, which are presented here to highlight the

key role of the tip apex in contrast formation, even on well-
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Figure 2: Larger scans of (a) inverted and (b) high-setpoint inverted images presented in Figure 1b and Figure 1c. In a) the large red (small green)
circles indicate the apparent location of the up (down) atoms. In (b) the dotted outlines indicate the position of the atoms in the inverted image and the
red (green) circles indicate the new apparent position of the up (down) atoms. Solid white lines link the inverted and noninverted images of the same
atoms.

defined surfaces. First, we consider the case of “inverted”

images (Figure 1b). Although we refer to this contrast as

“inverted” we also note that similar imaging can occur in the

case of “enhanced-depression” images (where the height of the

up atoms is reduced, and the dips associated with the down

atoms are enhanced [25]). However, it appears that in this case

the “up” atoms appear as dark depressions, as we have observed

depressions corresponding to known defect-based protrusions

on the surface with tips displaying similar inverted contrast over

the clean surface (Supporting Information File 1). Inverted

images have previously been reported during NC-AFM imaging

of Si(111) [16], but in this instance this was likely due to the

influence of significant tunnel currents [17], and also during the

imaging of adsorbed molecules [4,26,27]. Here, however, an

additional subtlety is revealed upon imaging the same region at

slightly higher Δf setpoints (Figure 1c). It is now clear that, in

addition to the depressions, a corresponding second set of

protrusions is evident at a spacing of 0.56 ± 0.01 nm. This

suggests an intriguing form of “double tip”, where it appears

one apex of the tip has an attractive interaction with the surface

atoms, whilst the other (at the same tip–sample separation) is

more repulsive.

The identification of the depressions as “up” atoms was

performed by identifying characteristic structures and cross-

comparing between the inverted image and the subsequent high

setpoint image. This is demonstrated in Figure 2 in which we

use a phason buckling defect (2 dimers in a row in the same

buckling configuration). By using the defects to correlate the

features between the two images it can be seen that in the high

setpoint image (Figure 2b) the apex producing the “inverted”

image and the apex producing the “conventional” image are

offset by 0.56 ± 0.01 nm (c.f., the spacing of the dimer rows

0.77 ± 0.01 nm), which is suggestive of two atoms terminating

the tip and exhibiting radically different interactions with the

surface, either due to different elemental composition, or a

structurally distorted charge density. It should be noted that

thermal drift during these scans was negligible (much less than

one atomic diameter per scan), and therefore drift is not an issue

in the assignment of atomic position. This assignment is

confirmed by analysis of other images with similar contrast in

which the presence of dopant-related defects [22,28] allows

unambiguous identification of true contrast inversion

(Supporting Information File 1), we also stress that in the

absence of tunnelling electrons this imaging must have a

different origin to the image inversion that is due to a tunnel-

current-induced force as recently reported by Weymouth et al.

[17].

Another imaging type we commonly observe is the so-called

“dimer-tip” type image [5,6]. Typically this is characterised by

surface atoms appearing elongated and rectangular, and a

degree of asymmetry in the imaging (c.f., Figure 1d and

Figure 1e), and has been hypothesised to result from a silicon

dimer-like termination of the tip apex.

In addition to these previously reported image types, we also

observed at least three additional characteristic image types.

Figure 1f shows pairs of “up” atoms that appear to be joined to

form a “crescent” shaped curved protrusion. This is similar, yet

distinct, from Figure 1g, which we term the “wormlike” topo-

graphy. Here the “up” atoms are clearly resolved but joined

together to form a long continuous undulating band along the

row. The final image type is shown in Figure 1h. Here the “up”

atoms are imaged as flattened discs. In addition we note

intriguing, and well-defined, straight edges on some discs,

suggestive of a complex polygonal tip apex.

This wide variety of tip apices may, in part, be due to our low

temperature operation, which may allow a population of meta-

stable tip structures to exist [29] that might only have short life-

times at room temperature. Additionally, our STM-based tip
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preparation may allow us to access a wider apex parameter

space than is available from conventionally prepared silicon

cantilever AFM tips. Moreover, it must be noted that although

we strongly suspect our tips are bulk silicon terminated, at least

four atomic species (W and O from the tip and Si and B from

the surface) are, in principle, available to terminate the apex,

each of which may result in a radically different tip–sample

interaction [30].

In each image of Figure 1 the apparent positions of the “up” and

“down” atoms of the dimers were assigned by checking the

registry of the dimer rows against recognised surface features

(such as defects). Line profiles were taken along the dimer row

in each case, directly over the apparent positions of the atoms,

with the exception of Figure 1c, where the line profile was

taken in the same absolute position as Figure 1b to highlight the

offset position of the normal and inverted atomic positions.

Analysis of line profiles taken along a dimer row in each topo-

graph provides insight into the differences in tip–sample inter-

action (Figure 1i). Despite their asymmetry it is clear that both

the “dimer” and “crescent” images show a similar corrugation

to the “conventional” image. The “wormlike” image, despite

looking superficially similar, actually shows a marked reduc-

tion in apparent corrugation. In contrast, the “discus-like” image

shows a dramatically enhanced corrugation, suggesting (in light

of significant dissipation observed during imaging; see

Supporting Information File 1) that the tip may be deformed

significantly during scanning. The “inverted” image shows a

dip in apparent height over the atomic positions, but at higher

setpoint the edge of the offset protrusion is evident, with a

corrugation similar to that seen in the conventional image. It

should be noted that variation in setpoint can also result in vari-

ation in measured corrugation. In each case, however, we

imaged using a Δf setpoint just below that required to perturb

the surface [19]. Consequently, we do not expect the imaging

forces between different tips to be significantly different in each

case, an assumption confirmed by force spectroscopy experi-

ments (see discussion below). It is instructive to note that direct

comparison of the frequency shift setpoints for each image is

not a good measure of the site specific (short-range) tip–sample

interaction, as the magnitude of Δf is highly dependent on the

macroscopic radius of curvature of the tip (and indeed any CPD

between tip and sample), as well as on the oscillation amplitude.

The long-range forces can change dramatically after tip prepara-

tion by voltage pulsing or making contact with the surface. We

find that regardless of the long range behaviour the maximum

short range force (with the exception of “inverted” imaging)

between tip and sample is usually in the range of 1–2 nN, with

forces at the imaging position of ~0.1–0.5 nN. We find the

onset of scan-induced dimer flipping provides a natural compar-

ative measure of the (approximate) short-range interaction

forces between different scans, as this occurs at a reasonably

well-defined tip–sample interaction force.

Force spectroscopy
In order to further elucidate the differences in interaction

between different apices, we performed experiments to measure

the frequency shift versus z (i.e., Δf(z)) with a number of tip

apices. The long-range van der Waals and electrostatic compon-

ents were removed by fitting the long-range Δf curve to a power

law of the form a/(b + z)c (a detailed discussion of the fitting is

found elsewhere [5,19,31]). We inverted the resultant short-

range Δf data by using the Sader–Jarvis algorithm [32] to deter-

mine the short-range force between the surface and tip apex. In

particular we note that the removal of the long-range force by

this method may result in significant errors, depending on the

quality of the data, range of extrapolation, and determination of

short-range cut-off point, amongst other factors. We intend to

address in detail the uncertainties associated with short-range

force extraction in an upcoming publication [33]. Here, how-

ever, we restrict ourselves to the estimation of uncertainties of

up to ~30% in the final inverted forces, the main source of this

error being the extrapolation required from the long-range

power-law fit used to remove the long-range forces. This

hinders rigorous quantitative comparison to simulations with

different tip apices as the difference in force profiles between

simulated force spectroscopy experiments (with different tip

apices) are of the same order as the uncertainties associated

with the technique for the long-range fitting. Nonetheless, we

are able to state that the force profiles associated with the

“inverted” image differ significantly from the “dimer” and

“conventional” images, and that the observed dissipation varies

strongly between different tip apices. The results of these exper-

iments are presented in Figure 3. All of the data presented in

Figure 3 were taken during the same experimental session with

the same qPlus sensor, therefore only changes in the tip apex

would appear to explain the changes in the observed contrast.

In Figure 3a we show typical force spectroscopy data obtained

with a tip demonstrating a “conventional” image. Spectroscopy

was performed over both “up” and “down” atoms of the dimers.

In the case of the “down” atom, spectroscopy produced a correl-

ated dimer-flip event as detailed previously [19]. This results in

a significant hysteresis between approach and retract as the

atom under the tip changes state. However, over the “up” atom

the forward and retract curves overlap within the error of the

measurement, indicating that no significant inelastic structural

changes occurred on tip or surface. This assumption is

supported by the negligible dissipation in both cases [7,34], and

we note that the measured forces and behaviour are qualitat-

ively similar to previous results on the same surface [19].
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Figure 3: Experimental short-range force (nN) and dissipation (eV/cycle) as a function of relative tip–sample displacement for three different tip
apices. The zero in the z scale indicates the feedback position. In each case spectroscopy was performed over the apparent location of both an “up’
and “down” dimer atom. Results were obtained with the same probe in one experimental session. (a) Data acquired with a tip demonstrating “conven-
tional” atomic resolution. Δfset = −4.3 Hz, A0 = 0.25 nm (3 × 3 median smoothing applied to inset figure). (b) Data acquired with a tip demonstrating
“inverted” atomic resolution. Δfset = −5.1 Hz, A0 = 0.1 nm. (c) Data acquired with a tip demonstrating “dimer” atomic resolution. Δfset = −8.4 Hz, A0 =
0.25 nm. (d) Raw Δf and It data corresponding to the spectra in (a). We note that the tunnel current remains zero throughout, as was the case for the
spectra in (b) and (c) (data not shown). Note that for (a) and (b) the dissipation signals for each of the spectra overlap within the noise of the data.
Insets: Typical imaging for each tip type. Red dot: Location of spectra over “down” atom, White cross: Location of spectra over “up” atom. Keys are
the same for each graph.

The inverted imaging demonstrates radically different behav-

iour (Figure 3b). Although the onset of the short-range force

occurs over approximately the same range, the turn-around

point (i.e., the minimum in the force–distance plot) is almost an

order of magnitude smaller than that with the tip producing the

“conventional” image. Similar to other reports of inverted

contrast we also observe a crossover in the force curves taken

over inverted and noninverted regions. In the third set of data,

we performed the same experiment with a tip demonstrating

“dimer”-type imaging (Figure 3c). Similar to the work of Oyabu

et al. on Ge(111) [7], we observe significant dissipation, both at

“up”, and “down”, atom positions. Also we note there is signifi-

cant hysteresis in the force curves, even over the structurally

stable “up” atoms, indicating that significant deformations

occur at the tip apex during close approach. Interestingly,

despite the dramatic differences between the three imaging

types, analysis of the force curves reveals that the “imaging

force” (i.e., the short-range force between tip and sample at the

feedback position) was approximately 0.1–0.2 nN regardless of

the image type. We stress that as these results are all obtained in

the same session, and in the absence of any tunnel current

(Figure 3d), only changes at the tip apex can be responsible for

the altered tip–sample interaction.

Conclusion
In conclusion we have presented data demonstrating a wide

range of stable image types in the small-amplitude NC-AFM of

the Si(100) surface at 5 K. We have shown that the qualitative

and quantitative behaviour of the tip–sample interaction can

vary strongly with the same sensor, suggesting that the very

apex of the tip dominates the short-range force, and hence the

imaging. While we note that the elucidation of the tip structures

that produce these contrasts is likely to be nontrivial, we hope

that these results will inspire further debate in the modelling

community, and help further understanding of contrast mechan-

isms in NC-AFM imaging of semiconductor surfaces. In par-

ticular we note that by operating at zero bias, the influence of

tunnelling electrons is eliminated, highlighting the fact that the
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different types of contrast arise from variations in the short-

range covalent interaction between tip and surface. Future

experiments related to the controlled functionalisation of the tip

may allow us to selectively “tune” the interaction based on the

identification of imaging and force-profile signatures, which

will be critical for future chemically selective manipulation

strategies.
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Abstract
Magnetic force microscopy (MFM) allows one to image the domain structure of ferromagnetic samples by probing the dipole forces

between a magnetic probe tip and a magnetic sample. The magnetic domain structure of the sample depends on the alignment of the

individual atomic magnetic moments. It is desirable to be able to image both individual atoms and domain structures with a single

probe. However, the force gradients of the interactions responsible for atomic contrast and those causing domain contrast are orders

of magnitude apart, ranging from up to 100 Nm−1 for atomic interactions down to 0.0001 Nm−1 for magnetic dipole interactions.

Here, we show that this gap can be bridged with a qPlus sensor, with a stiffness of 1800 Nm−1 (optimized for atomic interaction),

which is sensitive enough to measure millihertz frequency contrast caused by magnetic dipole–dipole interactions. Thus we have

succeeded in establishing a sensing technique that performs scanning tunneling microscopy, atomic force microscopy and MFM

with a single probe.

174

Introduction
Ferromagnetism is a collective phenomenon showing a parallel

alignment of atomic magnetic dipole moments over macro-

scopic domains caused by a quantum-mechanical exchange

interaction. Regions of aligned spins, called domains, are used,

for example, to store bits of information on hard discs. Such

ferromagnetic domains have much larger magnetic dipole

moments, as many atoms contribute to the resulting moment.

To probe magnetic structures on the atomic as well as on the

domain-size scale in real space, variations of Scanning

Tunneling Microscopy (STM) [1] and Atomic Force

Microscopy (AFM) [2] are used. To explore spin structures on

conductive samples, the Spin Polarized-STM (SP-STM) [3,4] is

a powerful tool. The SP-STM measures the spin-dependent

conductivity between a spin-polarized tip and the spin-depen-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:maximilian.schneiderbauer@physik.uni-regensburg.de
http://dx.doi.org/10.3762%2Fbjnano.3.18
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Figure 1: (a) MFM probes the force between the magnetic dipole moment of a probe tip and the magnetic stray field of a sample. With a qPlus
sensor, the same probe can be used to perform (b) (SP-) STM and (c) AFM (MExFM) experiments.

dent local density of states of the sample (Figure 1b). STM is

unable to probe insulating surfaces but AFM can be used: The

antiferromagnetic surface structure of NiO (001) was imaged by

Magnetic Exchange Force Microscopy (MExFM) [5]. In

MExFM the magnetic exchange force between a tip atom with

fixed spin orientation and a sample atom is measured

(Figure 1c).

Imaging magnetic domains by Magnetic Force Microscopy

(MFM) [6,7] is nowadays well-established. MFM images the

magnetic-dipole interaction of a ferromagnetic tip and a

domain-structured sample (Figure 1a). Typically, magnetically

coated silicon cantilevers are used. These cantilevers are

produced in large quantity by microfabrication techniques.

Typical probe features are spring constants on the order of

10 Nm−1 and resonance frequencies of about 100 kHz. Another

type of force sensor is made from a quartz (SiO2) tuning fork.

The qPlus sensor [8] is based on a quartz tuning fork, in which

one prong is attached to a carrier substrate. The large spring

constant of the qPlus, k = 1800 Nm−1, allows one to overcome

the snap-to-contact-problem in small-amplitude operation [9].

In this mode, the qPlus setup is customized for combined

STM/AFM measurements with atomic resolution [10].

However, in standard MFM experiments, this large k, in combi-

nation with the resonance frequency f0 ≈ 31000 Hz, leads to

very small frequency shifts (Equation 1).

Whereas MFM experiments employing quartz tuning forks,

with both prongs oscillating, were previously conducted

[11,12], the qPlus sensor has not yet proven its ability to detect

weak long-range magnetic dipole interaction. In this article we

show that the qPlus sensor is also capable of MFM experiments.

We show imaging contrast of several millihertz in the large-

amplitude regime, which is typically used for MFM. Therefore,

we achieved a setup that is able to record a wide range of scan-

ning-probe imaging signals; starting from domain-resolving

MFM experiments, culminating in atomically resolved STM

and AFM experiments (Figure 1).

Results and Discussion
In frequency modulation AFM (FM-AFM) the measured

frequency shift Δf is proportional to an averaged force gradient

 with kts = −∂Fts/∂z; Fts is the force acting between tip and

sample within one oscillation period; the z-direction is perpen-

dicular to the sample surface. Within the gradient approxima-

tion, Δf is given by:

(1)

To determine the sensitivity of the experimental setup, and thus

the minimum detectable averaged force gradient , one

has to calculate the frequency noise of the setup δ(Δf). In
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FM-AFM setups δ(Δf) is a sum of three uncorrelated noise

sources [13,14]: Thermal noise

(2)

deflection-detector noise

(3)

and oscillator noise

(4)

Here A is the cantilever amplitude, f0 the undisturbed resonance

frequency of the cantilever, k the spring constant, Q the quality

factor of the oscillation, nq the deflection-noise density, B the

bandwidth of the measurement, kB the Boltzmann constant and

T the temperature.

In each term, the frequency noise is inversely proportional to

the oscillation amplitude A of the force sensor. Thus, we can

reduce frequency noise by using large amplitudes and therefore

minimize the . Moreover, one achieves the best signal-

to-noise ratio by using an amplitude that is on the order of the

decay length of the interaction being measured [15]. Here we

take advantage of the large decay length of the magnetic dipole

force, which is in the range of domain sizes, around 100 nm.

Thus we chose oscillation amplitudes from 20 nm to 100 nm.

Typical values in our ambient qPlus setup are f0 ≈ 31000 Hz,

k ≈ 1800 Nm−1, Q ≈ 2000, B ≈ 50 Hz, nq ≈ 50 fm/  and

A = 50 nm. This yields a frequency noise of δ(Δf) ≈ 0.5 mHz.

From Equation 1 we can now calculate the minimum detectable

force gradient  ≈ 5 × 10−5 Nm−1. In comparison,

commercial silicon-cantilever setups with a standard MFM

probe, f0 ≈ 75 kHz and k ≈ 3 Nm−1, are sensitive to force gradi-

ents down to  ≈ 5 × 10−7 Nm−1.

All experiments presented here were performed under ambient

conditions. For vibration isolation the microscope is mounted

on a mechanical double damping stage [16]. We used the

Nanonis SPM [17] control electronics and the Multipass con-

figuration to perform lift-mode experiments for MFM. The lift

mode is a two-pass technique that enables a separation of topo-

graphic and, here, magnetic signals. In the first pass, a line is

scanned in FM-AFM to obtain the topography of the surface.

With the second pass, this previously acquired topographic

trace is used to track the probe over the surface at an elevated

tip–sample distance. Thus, the short-range van der Waals force

is kept constant, and any force change is caused by long-range

interactions, including the magnetostatic interaction. To mini-

mize the long-range electrostatic interaction we compensated

for the contact potential difference (CPD) in both paths. We

determined the CPD by taking Kelvin parabolas over the

sample surface; typical values are 250 mV. The Nanonis Multi-

pass configuration also allows us to vary the scan speed on

different paths. For the second path, in which the frequency

shift is detected, we lowered the scan speed to half of the value

used for topography imaging, thus reducing the detection band-

width. As already mentioned, the oscillation amplitude should

always be adapted to the interaction of interest. Thus, the lift-

mode technique could be improved by programming a small

amplitude for the topographic path and a large one for the

magnetic path. In our current setup, the same amplitude is used

for both paths. For FM detection we utilized the Nanonis OC4

and Nanosurf Saphyr, both of which are fully digital, allowing

lowest noise operation. As a reference sample we used a

41 GB hard disc from MAXTOR with a bit density of approxi-

mately 2 Gbit/in2, resulting in a bit size of approximately

(200 × 600) nm2.

Assuming a rigid tip magnetization in the z-direction, the

magnetostatic force is a function of the magnetic moment of the

tip and the gradient of the magnetic stray field of the surface

[18]:

(5)

Here  is the effective dipole moment of the probe and

 is the magnetic stray field of the sample. As 

primarily varies in the z-direction, perpendicular to the sample

surface, the main contribution of Fmag is given by the partial

derivative in the z-direction. By using the same sample one can

therefore vary the interaction strength by means of the magnetic

moment of the tip and the lift-mode height.

In a first attempt we used an electrochemically etched bulk-iron

tip (see inset in Figure 2a) and magnetized it for scanning by

means of a strong permanent magnet. With this tip, and with an

amplitude of 20 nm in both paths and a lift height of 45 nm, we

imaged the bit structure of the hard-disc sample. The topo-

graphic image shows the typical surface texture of a hard disc

(Figure 2a). The sizeable drift in both images is due to long

measuring times, which were necessary in order to reduce the

noise by reducing the bandwidth. In Figure 2b the flattened raw
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Figure 2: Lift Mode FM-MFM image using a qPlus sensor with an etched iron tip attached to it (see inset in a). Flattened raw data with imaging para-
meters f0 = 24097 Hz, k = 1250 Nm−1, Q = 1161, A = 20 nm and lift height 45 nm. (a) Topography and (b) lift-mode frequency shift.

Figure 3: Lift Mode FM-MFM image employing a qPlus sensor with a commercial cobalt-coated MFM cantilever tip attached to it (see inset in a). Flat-
tened raw data with imaging parameters f0 = 32517 Hz, k = 1800 Nm−1, Q = 1870, A = 25 nm and lift height 35 nm. (a) Topography and (b) lift-mode
frequency shift.

data of the frequency-shift channel gathered in lift-mode show

an image contrast of ±5 mHz along the bit tracks. According to

the resonance frequency f0 = 24097 Hz and spring constant

k = 1250 Nm−1 of the sensor this contrast corresponds to a force

gradient of ±520 μNm−1. The flat contrast in the upper-right

and lower-left corner in Figure 2b is a marker region as we

could measure another bit track beside it. The magnetic contrast

in Figure 2b was also confirmed by scanning the same sample

with a commercial silicon MFM cantilever setup (Nanosurf

Flex AFM). Moreover we measured the expected bit density of

≈1.9 Gbit/in2 in Figure 2b.

As large magnetic moments of the probing tip can influence and

even destroy the magnetic structure of the observed sample, a

small magnetic moment is desirable. However, tips with a small

magnetic moment reduce the interaction energy (Equation 5)

and thus the signal strength, bringing the signal close to its

noise floor. Here a trade-off has to be made between increased

sensitivity due to decreased measurement bandwidth and large

thermal drift at room temperature due to long acquisition times.

To benchmark our setup, we reduced the magnetic moment of

the tip by attaching a commercial MFM cantilever tip

(NanoWorld Pointprobe MFMR, coated with approx. 40 nm

cobalt alloy) onto a qPlus sensor. This has been done before in

tuning-fork setups in room-temperature ultrahigh-vacuum

systems [19] and low-temperature systems [12,20,21]. For this

sensor setup, see inset in Figure 3a, we found an amplitude of

25 nm in both paths and a lift height of 35 nm to be a good

choice. The first-pass topography data set shows the expected

surface structure (Figure 3a). The scan speed again had to be set

to relatively slow values, allowing for a small bandwidth, but

leading to sizeable drift, as seen in both sets of Figure 3. The

frequency-shift data set in the second (MFM) path was flat-

tened by applying a simple parabolic fit and shows an image

contrast of ±10 mHz (Figure 3b). Along the magnetic tracks, the
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frequency shift varies by ±2 mHz. Based on the properties of

the sensor, f0 = 32517 Hz and k = 1800 Nm−1, this frequency

shift corresponds to a force gradient of ±220 μNm−1.

Conclusion
The key aim of this study was to find out if it is possible to

observe the weak contrast caused by magnetic dipole interac-

tions, with a qPlus force sensor that is optimized to detect the

strong force gradients of chemical bonds. Chemical bonds show

force gradients up to about 100 Nm−1, while we have shown

here that a sensor with a stiffness of 1800 Nm−1 can resolve

force gradients from magnetic dipole forces with a magnitude

of only ±220 μNm−1. Therefore, we have clearly demonstrated

that, although the relevant prefactor f0/k (Equation 1) is only

about  20  Hz(N/m)−1  for  the  qPlus  sensor  versus

4000 Hz(N/m)−1 for standard Si cantilevers with f0 = 200 kHz

and k = 50 Nm−1, it is perfectly feasible to perform magnetic

force microscopy with qPlus sensors, even under ambient

conditions.

State-of-the-art low-temperature magnetic force microscopy has

been applied to measure the Barkhausen effect, yielding a

frequency-shift contrast of 0.7 Hz for a cantilever with

f0 = 195 kHz and k = 47 Nm−1 [22], which corresponds to a

magnetic force gradient of 340 μNm−1. At low temperatures we

expect that the noise in our MFM measurements will decrease

dramatically due to an increase in Q, a decrease in nq

(Equation 2–Equation 4), and a decrease in thermal frequency

drift, therefore we trust that qPlus sensors will become a

competitive alternative to Si cantilevers for performing MFM

under such conditions. The key benefit of employing the qPlus

sensor in MFM, however, is that atomically resolved STM and

AFM as well as MFM is possible without changing the probe.
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Abstract
Noncontact atomic force microscopy provides access to several complementary signals, such as topography, damping, and contact

potential. The traditional presentation of such data sets in adjacent figures or in colour-coded pseudo-three-dimensional plots gives

only a qualitative impression. We introduce two-dimensional histograms for the representation of multichannel NC-AFM data sets

in a quantitative fashion. Presentation and analysis are exemplified for topography and contact-potential data for graphene grown

epitaxially on 6H-SiC(0001), as recorded by Kelvin probe force microscopy in ultrahigh vacuum. Sample preparations by thermal

decomposition in ultrahigh vacuum and in an argon atmosphere are compared and the respective growth mechanisms discussed.
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Introduction
Graphene grows epitaxially on the Si face of 6H-SiC(0001) by

thermal decomposition in vacuum or an inert atmosphere.

Recently, fundamental studies have led to an improvement of

this process, now allowing for the production of almost wafer-

size single-layer graphene coverage [1-3]. Understanding the

interaction between the substrate and the epitaxial layer during

the growth process is crucial for further optimization. Towards

this goal, the graphene layer thickness has been determined by

various methods including scanning tunnelling microscopy

(STM) [4], Raman spectroscopy [5], low-energy electron

microscopy [6,7], transmission electron microscopy [8], and

atomic force microscopy (AFM) [9,10]. AFM also allows the

identification of the graphene layer thickness from the local

contact potential as determined by means of Kelvin probe force

microscopy (KPFM) [11,12]. As a further advantage, KPFM

determines step heights more accurately than STM or AFM

with constant bias [13] and is therefore employed in this study

to investigate the growth mechanisms of graphene on

SiC(0001).

The carbon for graphene growth on SiC(0001) is obtained from

thermal decomposition of the bulk substrate. Heating the

sample to temperatures above 1100 °C leads to Si evaporation

and to the formation of carbon-rich reconstructions [3]. At even

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:roland.bennewitz@inm-gmbh.de
http://dx.doi.org/10.3762%2Fbjnano.3.19
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Figure 1: Topography images of the SiC(0001) sample (a) before annealing, (b) after oxide removal at 1000 °C, and (c) after graphene growth at
1300 °C. Step heights in (a) are 1.5 nm between the large terraces and 0.25 nm towards the small depressed islands (indicated by the arrow). Step
heights in (b) are 0.25, 0.50 and 0.75 nm, evenly distributed. Step heights in (c) vary from 0.09 nm to 0.75 nm.

Table 1: Table of different step heights found before and after graphenization of 6H-SiC(1000). Dominant step heights are underlined. After graphen-
ization the substrate step heights formed as multiples of the SiC(0001) bilayer height of 0.25 nm may vary by the graphene thickness of 0.33 nm.

Substrate Step heights found Figure

Wafer SiC as received 1.5 and 0.25 nm Figure 1a
Graphenized in argon 0, 0.25, 0.5, 0.75 , 1, …, 2 nm

± 0.33 nm for each of the above.
Figure 2a, Figure 3a, Figure 4b

Wafer SiC heated to 1000 °C 0.25, 0.50, 0.75 nm Figure 1b
Graphenized in UHV 0.75 nm ± 0.33 nm Figure 1c, Figure 2a, Figure 4a

higher temperatures these processes lead to the growth of

graphene. A high homogeneity of the graphene coverage was

obtained in ultrahigh vacuum by cyclic heating to 1200 °C [2]

and in an argon atmosphere by prolonged heating to 1650 °C

[1]. On the Si face of the 6H-SiC(0001) wafers the thickness of

the graphene layer is limited to two or three layers. The layer

coverage is controlled by the growth temperature rather than by

the duration of the heating cycle [14]. The determination of sub-

strate step heights and of related changes in the graphene

coverage has already provided interesting insight into the

possible growth mechanisms. For example, Charrier et al.

observed a preferred step height of one half of a unit cell of

6H-SiC(0001) after thermal decomposition [15]. Lauffer et al.

correlated these steps with a change in the graphene coverage,

based on the observation that one half of a unit cell has almost

the same carbon density as one layer of graphene [16].

Experimental
Noncontact atomic force microscopy (NC-AFM) measure-

ments were performed in ultrahigh vacuum (UHV,

p < 2·10−10 mbar) by means of a home-built microscope similar

to the one described in [17]. Kelvin probe force microscopy

(KPFM) studies were performed in the frequency-modulation

mode [18,19]. The modulation frequency was set to 1000 Hz

with a bias amplitude of 200 mV. Polycrystalline diamond-

coated tips (nanosensors) with a typical radius of 20 to 70 nm

were used. Frequencies for the first normal mode of the

cantilever were around 100 kHz. This choice of cantilever gives

the opportunity to perform complementary contact-mode fric-

tion and noncontact KPFM experiments on the same surface

areas [20].

Graphene grown in UHV
The substrate material for the study is the Si face of

6H-SiC(0001). The unit cell of 6H-SiC is composed of six

bilayers of SiC(0001) each with a height of 0.25 nm. Wafers of

6H-SiC(0001) were purchased from SiCrystal AG. Polishing

scratches were removed by hydrogen etching (grade 5.0,

p = 1 bar, T = 1550 °C, t = 15 min) [1]. After insertion into

UHV and heating to 120 °C for 10 h to remove adsorbed water,

the surface was imaged by NC-AFM (Figure 1a). Flat terraces

with a typical width of 500 nm were found. The surface of

terraces is covered with irregular mounds of up to 0.5 nm in

height. Smaller depressed islands decorate the steps between

terraces (see white arrow in Figure 1a). The steps between

terraces have a typical height of 1.5 nm, whereas the smaller

steps towards the depressed islands have a height of roughly

0.25 nm (Table 1). The step heights match the height of the SiC
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Figure 2: Topography images of graphene layers epitaxially grown on SiC(0001); (a) preparation in UHV, (b) preparation in an argon atmosphere.
Step heights in (a) vary from 0.09 nm up to 0.75 nm. The total height of the step bunch in (b) is 3.25 nm. The contrast in the contact potential in (c)
was recorded simultaneously with the topography in (b). Blue areas indicate single-layer graphene; red areas with 130 mV higher contact potential
indicate double-layer graphene.

unit cell of 1.52 nm [21] and the SiC bilayer height of

1.52 nm/6 = 0.253 nm, respectively.

The surface oxide was removed in UHV by direct-current

heating (T = 1000 °C, t = 6 min) [3]. The temperature was

determined with an infrared pyrometer adjusted to an emis-

sivity of 0.9. This oxide removal technique is known to change

the SiC surface stoichiometry, as the oxide layer is removed by

evaporation of SiO gas. Overall, the surface structure remains

the same upon oxide removal (Figure 2b). The width of the

large terraces is slightly reduced and a number of smaller and

larger pits and islands with lateral extensions of only a few

nanometers up to hundreds of nanometers are found. Except for

a few remaining rough spots the surface is now atomically

smooth. Step heights between the smooth terraces are mostly

0.25 nm, 0.5 nm and 0.75 nm, which again correspond to multi-

ples of the SiC(0001) bilayer height (Table 1). The step height

between rough spots and adjacent smooth terraces was found to

be approximately 0.17 nm in good agreement with previous

studies[10].

Graphene was grown by first heating the sample to 1000 °C for

6 min to remove contaminants and also to reduce the pressure

burst during the subsequent graphenization step of heating to

1300 °C for 30 s [3]. This treatment changes the topography

significantly (Figure 1c). The largest atomically flat areas now

have a lateral extension of only 100 nm. The sample is covered

with small pits of hexagonal shape. A large variety of step

heights is found (Table 1).

Graphene grown in an argon atmosphere
The same starting material and sample preparation, i.e., wafer

manufacturer, polishing, and hydrogen etching, were used for

the graphenization in an argon atmosphere at 1650 °C following

the procedure describe in [1]. After graphenization the sample

was introduced into the UHV chamber and heated for 10 h at

120 °C in order to remove adsorbed water.

A direct comparison of samples prepared in UHV and in an

argon atmosphere reveals huge differences in the surface topog-

raphy (Figure 2a and Figure 2b). While the sample prepared in

UHV exhibits the pitted structure described above, the sample

prepared in an argon atmosphere shows only a few straight step

bunches every several microns.

Results
KPFM measurements reveal variations in the graphene

coverage as contributing to the different step heights observed.

Figure 3 shows a typical step structure for a sample prepared in

an argon atmosphere. Of the two topographic steps (Figure 3a)

only one coincides with a change in contact potential

(Figure 3b). The underlying surface structure is analyzed in

Figure 3c and represented in an atomic ball-and-stick scheme in

Figure 3d. The left step is a substrate step of three bilayers of

SiC with a height of 0.75 nm, indicated by the three blue blocks

representing the bilayers. The right step is a substrate bilayer

step combined with a change in graphene coverage from single

to double layer. The resulting topographic step height is

0.09 nm, the change in contact potential 130 mV. Such analysis

is supported by the fact that steps with a height that is a multiple

of the SiC bilayer height never coincide with a change in

contact potential. The interface layer introduced in Figure 3c

has been reported as a graphitic layer covalently bound to the

SiC substrate [4,16]. While its influence on the electronic struc-

ture and contact potential is under discussion, it has no influ-

ence on the step heights between graphene-covered terraces.
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Figure 3: (a) Topographic image showing two steps found typically on
samples prepared in an argon atmosphere. (b) Corresponding image
of the contact potential difference. Note that only the small step in (a)
coincides with a shift in contact potential. (c) Topography (blue) and
contact-potential (green) profiles taken along the dashed line in (a).
Underlying is a schematic illustration of the corresponding substrate
composition. Different layers are drawn to their corresponding step
height as SiC(0001) bilayer (0.25 nm, blue), interfacial layer (unknown
height, light blue), and graphene layer (0.33 nm, orange). (d)
Schematic atomic model of the surface structure, showing SiC
bilayers, the carbon-rich interface layer, and single- and double-layer
graphene.

Rendering the data sets into a pseudo-three-dimensional repre-

sentation provides an intuitive understanding of the structure

and composition of the sample [22]. Figure 4a shows results for

a sample prepared in UHV. The topography data is rendered

and overlayed with a colour scale representing the local contact

potential. Most parts of the sample show a bluish colour indi-

cating single-layer graphene coverage. Some smaller terraces

exhibit a higher contact potential represented in red, which indi-

cates double-layer graphene. Double-layer graphene spots are

regularly observed to grow over a SiC bilayer substrate step. No

change in contact potential is observed without a corresponding

Figure 4: Rendered images of graphene layers on SiC(0001) prepared
in (a) UHV and (b) an argon atmosphere. The colour represents the
local contact potential. Bluish colour indicates single-layer graphene,
reddish colour double-layer graphene.

change in step height. The much simpler surface structure of

samples prepared in an argon atmosphere is demonstrated in

Figure 4b. The identification of surface areas such as the one in

Figure 4b by KPFM allows subsequent experiments to be aimed

at a direct comparison between single and double layer

graphene, for example, in friction experiments.

While this visualization method allows for a quick identifica-

tion of the surface structure, we will now introduce two-dimen-

sional histograms as a complementary data representation.

These histograms are very useful for a quantitative analysis of

the complex structures of samples prepared in UHV.

Histograms represent the distribution of values in a given data

set. Here we are using two-dimensional histograms to represent

the data contained in multichannel NC-AFM frames. Several

signal values are assigned to each pixel of a scanned frame, e.g.,

topography and contact-potential values. Using topography and

contact potential as axes of a two-dimensional scatter plot, the

frequency of occurrence of each pair of topography and contact-
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Figure 5: Two-dimensional histograms based on the data set for the rendered images in Figure 4. The colour scheme represents the number of data
couples that fall into the respective topography and contact-potential bin; (a) sample prepared in UHV, (b) in an argon atmosphere. Black arrows indi-
cate a height difference of 0.75 nm, equal to half a unit cell of 6H-SiC(0001), and the grey arrow a height of 0.25 nm, equal to one bilayer of
SiC(0001). Red arrows indicate the step height of 0.33 nm corresponding to one graphene layer. Green arrows indicate a suggested graphene growth
process, in which three SiC bilayers are consumed to produce one single graphene layer. Points with less than 5 counts are left transparent to
enhance readability of the graph. The colour scale ranges from 5 (blue) to 70 (red) occurrences per 0.01 nm and 1.75 mV.

potential values is represented by a colour scheme. In this way,

topography and contact potential can be graphically correlated

while their quantitative values can be directly read from the

plot. In order to make two such histograms comparable, topog-

raphy and contact-potential values are given with respect to the

values found in one reference area of the scan frame. A scan

frame recorded with 512 lines of 512 pixels provides 262144

data points for this scatter plot, enough for a distinct representa-

tion of the relationship between topography and contact poten-

tial. Figure 5 shows two-dimensional histograms based on the

data sets already presented in the rendered images in Figure 4.

The sample prepared in UHV is analyzed in Figure 5a. Two

distinct groups of clustered data points are lined up vertically,

reflecting the coverage by single and double-layer graphene.

Within each group, a distinct step height of 0.75 nm is domi-

nant, which corresponds to half the unit cell of 6H-SiC(0001).

The step height between single- and double-layer graphene

terraces is typically 0.42 nm, indicated by green arrows in

Figure 5a. It has been suggested that half a unit cell of

SiC(0001) is consumed for the growth of one layer of graphene.

This relation suggests itself as the density of carbon atoms is

very similar for one half of a unit cell of SiC and one layer of

graphene. The step height of 0.42 nm is then given as the differ-

ence between 0.75 nm for half a unit cell and 0.33 nm for the

height of one layer of graphene.

The sample prepared in an argon atmosphere is analyzed in

Figure 5b, its structure with wide terraces and few steps is

reflected in the observation of only two narrow clusters of data

points in the histogram. The two groups correspond to a height

difference of 0.64 nm, i.e., about 0.33 nm less than four

SiC(0001) bilayers, which is again the step height of the

graphene layer. Therefore we conclude that the lower terrace is

depressed by four SiC bilayers but is covered by one additional

graphene layer compared to the upper terrace. The extra SiC

bilayer decomposed for the structure in Figure 5b as compared

to Figure 5a is indicated by the grey arrow.

Discussion
The results described above shed light on the growth mecha-

nism of graphene on the Si face of 6H-SiC(0001). After oxide

removal at 1000 °C in UHV, the step heights vary between one,

two and three bilayers of the SiC(0001) structure. Subsequent

graphenization at 1300 °C in UHV results in a preferred step

height of three bilayers of SiC(0001). Two mechanisms leading
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to this step height have been suggested. As discussed above, a

little more than three bilayers SiC(0001) provide the carbon

atoms required to form one graphene sheet [3]. This simple

stochiometric argument is supported by our experimental

results, as all spots for single-layer graphene coverage are

connected to double-layer graphene spots by the corresponding

green arrows in Figure 5. The contact potential difference

between single- and double-layer graphene is always found to

be close to 130 mV.

However, the stochiometric argument does not explain the

preferred step height of 0.75 nm between single-layer graphene

areas or between double-layer graphene areas. Hupalo et al. [2]

have concluded that different SiC bilayers within the SiC(0001)

unit cell have different Si evaporation rates, i.e., the first bilayer

of each half unit cell evaporates fastest, followed by the second

bilayer, whereas every third bilayer exhibits a low evaporation

rate. In Figure 5a all height differences fit multiples of three SiC

bilayers. Double layer graphene areas are shifted in height by

exactly 0.33 nm, i.e., the thickness of one graphene layer.

Therefore, single and double layers of graphene have grown on

terraces defined by half unit cells of the 6H-SiC(0001) struc-

ture. Terraces not following this rule were found rarely,

supporting the suggestion of Hupalo et al. for a mechanism of

graphene growth in UHV.

Samples prepared in an argon atmosphere differ significantly in

step structure. Atomically flat terraces extend over several

microns. They are separated by bunches of steps reaching

heights of up to 10 nm. The steps have heights that correspond

to multiples of a bilayer of SiC(0001), varying from single up to

seven SiC bilayers.

These results indicate that the mechanism described for growth

in UHV is not the dominant mechanism for the step structure

formation upon growth in argon. The terraces found after

graphenization in argon are larger than those found on the

starting material, excluding a simple carbon-maintaining trans-

formation of the sample. Furthermore, step heights between the

large terraces do not match the height of the half unit cell. The

differences may be explained by enhanced diffusion at the

elevated temperature of 1650 °C used for the preparation in

argon as compared to 1300 °C for the preparation in UHV.

Several studies have shown that the diffusion of carbon and

silicon atoms differs significantly for the two temperatures, for

which absolute values are still under discussion [23-25]. Diffu-

sion of carbon atoms from areas with carbon excess to carbon-

depleted areas appears to be a reasonable mechanism for the

formation of larger terraces. Future models of the effect of

diffusion will have to take into account the preferred nucleation

of double-layer graphene at step bunches.

Samples prepared in argon show an interesting deviation of the

contact potential difference between single and double layer

graphene from the average value of 130 mV. Terraces that are

separated by steps with a height other than a half unit cell of

SiC(0001) exhibit contact potential differences of 130 ± 50 mV,

examples are presented in Figure 2c and Figure 5b. We found

no predictable relation between step height and contact poten-

tial difference in the available data. The origin of these devia-

tions is not clear at present, but differences in the interface layer

between graphene and SiC at different stacking positions within

the unit cell are plausible candidates to explain the variations in

contact potential. These differences could express themselves as

a variation of the surface reconstruction (e.g., (5×5), (6×6)

versus (6√3×6√3)R30°) of the interface layer [4].

Finally, we add a few comments on the data quality in the two-

dimensional histograms. The contact potential signal recorded

in KPFM shows only a little noise and drift, and can be directly

processed in the form of histograms. In contrast, the topog-

raphy signal needs to be processed to correct for the effects of

drift, piezo creep, and piezo hysteresis [26]. The goal, and the

justification, for processing is to obtain a minimal curvature of

atomically flat terraces. Most NC-AFM operating in UHV do

not offer the opportunity to linearize the piezo actuators in a

closed-loop scheme. However, for ambient conditions such

linearized instruments are commercially available and provide

suitable input data for two-dimensional histograms, in particu-

lar when the lift-mode KPFM is used [27].
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Abstract
The growth of pentacene on KCl(001) at submonolayer coverage was studied by dynamic scanning force microscopy. At cover-

ages below one monolayer pentacene was found to arrange in islands with an upright configuration. The molecular arrangement

was resolved in high-resolution images. In these images two different types of patterns were observed, which switch repeatedly. In

addition, defects were found, such as a molecular vacancy and domain boundaries.

186

Introduction
To understand the functionalization of surfaces with molecular

building blocks, an important step is to study the self-assembly

of molecules. Scanning tunneling microscopy (STM) enables

such studies on conductive surfaces [1,2]. On metallic surfaces,

molecular growth is usually governed by strong adsorbate–sub-

strate interactions. However, for some applications in the field

of thin-film electronic devices, insulating substrates are required

in order to decouple the molecular structure from the substrate.

On insulators the interaction of the molecules with the substrate

is much weaker than on metals because the partial transfer of

electrons is expected to be weak, such that the interaction is

dominated by van der Waals and electrostatic interactions, as

opposed to chemical bonding. A unique tool to investigate the

thin-film structure of molecules adsorbed on insulating ma-

terials is the scanning force microscope (SFM). To date only a

limited number of molecules have been studied on insulating

substrates, see for example [3-11]. Among the frequently

studied organic molecules, pentacene has promising perspec-

tives for thin-film electronic devices due to its high carrier

mobility [12]. Besides its high carrier mobility, this π-conju-

gated organic molecule shows shape anisotropy, which leads to

a preferential orientation with respect to the substrate in bulk

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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crystals and crystalline thin films. Shape anisotropy also causes

a pronounced anisotropy of the electronic transport properties.

Therefore, the electronic properties of pentacene are closely

related to its structural order, and a precise control of the molec-

ular packing and the crystalline orientation of thin films is of

vital interest for the optimization of organic electronic devices

[13].

The adsorption of pentacene on various substrates has been

investigated with diffraction methods and STM [14-18]. On

single crystalline metal surfaces such as, e.g., Cu(110), Au(111)

and Ag(111) [19-24], pentacene forms a wetting layer of flat-

lying molecules. These order in a commensurable superstruc-

ture with respect to the surface pattern. The growth of multi-

layers depends on the structural details of the substrate. A

recent SFM study has shown the morphology of thin pentacene

films on Cu(111) with molecular resolution [25]. On graphite,

template-induced growth from one monolayer to thick films

was studied by STM [18]. The molecular arrangement even on

the top of islands with several nanometers in height appears to

be commensurate with the graphite surface. On the more inert

SiO2, templating is not possible, due to the disordered substrate.

The molecules crystallize in an upright configuration from the

first layer onward [26]. In this configuration, the long edge of

the molecule forms an angle of nearly 90° with the surface. In

thin films, the molecules crystallize in a thin-film phase [27]

that is similar to the bulk phases [28,29] but shows a different

tilting angle. On alkali halides, diffraction measurements and

ambient SFM measurements of thick pentacene films show

similar phases [30-34]. Single flat-lying molecules on ultrathin

NaCl films on Cu(111) have been examined by SFM with

unprecedented resolution with the aid of a functionalized tip

[35].

In this work, we describe the arrangement of pentacene

adsorbed on the KCl(001) single-crystal surface. For submono-

layer coverage the molecules form islands with upright

ordering. In molecularly resolved images of these islands two

different molecular patterns are observed. Furthermore, the

high-resolution images show domain boundaries and a defect

resulting from a molecular vacancy.

Experimental
Experiments were carried out in an ultrahigh-vacuum (UHV)

variable-temperature SFM (Omicron NanoTechnology GmbH,

Taunusstein, Germany) with a base pressure below 3 × 10−10

mbar. Terraces separated by atomic steps were obtained by

cleavage of atomically clean KCl(001) (Kohrt, Altenholz,

Germany). The cuboid KCl crystal was mounted such that its

edges were aligned with the unturned slow and fast (x,y) scan

directions. This alignment of the crystallographic [100] and

Figure 1: (a) SFM image showing part of a large pentacene island that
overgrows two monoatomic substrate steps. f0 = 160.440 kHz,
Δf = −1.541 Hz, oscillation amplitude A ≈ 125 nm, Vbias = −1.875 V.
(b) Cross section along the line in (a) cutting two step edges and the
island border. (c) Sketch of the upright alignment of the pentacene
molecules. (d) Top view of the herringbone arrangement of pentacene
in the bulk phase.

[010] directions with the (x,y) directions was double-checked

by looking at the KCl step edges. After cleavage of the KCl

crystal in air, the crystal was immediately introduced into the

UHV chamber. Subsequently it was heated to 400 K for about

one hour in order to remove contaminations such as water as

well as charge buildup produced during the cleavage process.

Pentacene molecules (ABCR, Karlsruhe, Germany, purity

>98%) were degassed for several hours at temperatures slightly

below the evaporation temperature (508 K). Several angstroms

of pentacene were deposited from a resistively heated Knudsen

cell, while the surface was kept at room temperature. The rate

was approximately 1 Å/min and was monitored by a quartz

microbalance. Supersharp silicon cantilevers provided by

Nanosensors (Neuchatel, Switzerland) were heated in vacuum

to about 390 K to remove contaminants. Frequency-modulation

dynamic SFM measurements were carried out by using a phase-

locked-loop frequency demodulator from Nanonis (SPECS,

Zürich, Switzerland). Typical resonance frequencies f0 and

spring constants k of the cantilevers were 160 kHz and 45 N/m,

respectively. Samples were investigated at room temperature

and afterwards at low temperatures. For the data shown here the

sample was cooled to below 28 K and investigated under condi-

tions of a nonconstant thermal drift smaller than 0.1 Å/s. The

piezo-scanner calibration was double checked by performing

high-resolution measurements on the Si(111) surface. To reduce

the influence of long-range electrostatic forces, the tip–sample

work-function difference was compensated by application of

the appropriate bias voltage to the tip.

Results and Discussion
Figure 1a shows the KCl(001) surface with submonolayer

coverage of pentacene molecules forming an extended island

over several microns. The island displays an apparent height of
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Figure 2: Pattern I. Imaged with an angle of 45°. (a) Topograph. (b) Simultaneously acquired dissipation signal. (c) Magnification of the section in (a)
on which two possible molecular arrangements are displayed. Parameters: f0 = 160.440 kHz, Δf = −1.541 Hz, A ≈ 125 nm, Vbias = −1.895 V.

15.5 ± 1 Å which corresponds to the van der Waals length of

the molecule, indicating an upright configuration (Figure 1b).

The height of the molecular steps was cross-calibrated by com-

parison with single KCl steps. Another indication for an upright

configuration of the molecules is their smooth growth over sub-

strate step edges. The steps are clearly visible through the mole-

cular film (Figure 1a), which also suggests a high crystallinity

of the molecular islands. As mentioned before, pentacene films

of several hundred nanometers in thickness order into crys-

talline layers on alkali halides [30,32-34]. Additionally,

pentacene films of approximately 30 nm as well as 100 nm

thickness have been found to grow epitaxially on KCl(001) in

ambient-pressure SFM and diffraction studies [32,33].

Depending on the substrate temperature during deposition the

pentacene films consist of varying fractions of bulk and thin-

film phases, in which for higher substrate temperature the bulk-

phase fraction dominates [33]. While the bulk phase shows an

interlayer distance of 14.1 Å [28,29], the interlayer distance of

the thin-film phase on KCl(001) is increased to 15.4 Å [32].

This difference is too small to draw a final conclusion based on

SFM measurements, but our results hint at a thin-film-phase

configuration. Since already at submonolayer coverage the

molecules are arranged in this upright configuration, our results

demonstrate that the molecule–substrate interaction is indeed

weak compared to the intermolecular interaction. Figure 1c

illustrates the upright ordering of the molecules. For compari-

son we have added a top-view sketch of the well-known bulk

phase, showing the herringbone arrangement that the molecules

assume to optimize the π-stacking (Figure 1d). The thin-film

phase differs in the top-view only slightly from the bulk phase.

Figure 2 and Figure 3 display molecularly resolved images

providing more details about the molecular configuration

obtained in this study. Mainly two different types of patterns

(I, II) are observed. During imaging at the same frequency shift,

the images change repeatedly between these two patterns.

Pattern I is characterized by a nearly square surface unit cell

(Figure 2c). The molecular unit cell is roughly aligned with the

[010] and [100] directions of the KCl substrate. The difference

between the experimentally observed alignment and the

expected one is consistent with thermal drift. In Figure 2c two

possible molecular arrangements are displayed. For both

arrangements the molecules have been associated with the dark

features of the image, as is typical for inverted contrast, but an

association with the bright features is also possible. The red

model is obtained when each dark feature is associated with one

molecule. The green model is the one expected from X-ray

diffraction studies [32,33]. In STM and SFM measurements of

upright-standing pentacene molecules (see, e.g., [17]) the

contrast of the turned molecule in the center of the unit cell is

often weaker. This could also be the case here such that no dark

feature is observed in the center of the unit cell. In particular if

one or several molecules are located on the tip apex and

contribute to the imaging forces, the contrast could strongly

depend on the relative orientation of tip and surface molecules.

For pattern II (Figure 3a) rather small features are observed

compared to the size of the molecule (van der Waals dimen-

sions for 98% electron density contours: 15.5 Å × 6.3 Å × 2.4 Å

[22]). Consequently, if the structure derived from X-ray diffrac-

tion measurements is superimposed on the SFM image, the unit

cell has a substructure. This could be caused by a multiple tip.

For pattern II, we associate the molecules with the bright

features of the contrast. The repeated changes between pattern I

and II could then be explained by contrast inversion or a tip

switch due to pick-up or drop-off of a molecule. In Figure 3b a

change of the pattern occurs in the lower part of the scanned

area. This change is not caused by a tip change, as the border
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Figure 3: Pattern II. (a) Image displaying a defect. (b) Imaged with an angle of 45°. (c) Magnification of the contrast change in (b) with an illustration
of the 3 × 1 superstructure. Parameters: f0 = 160.440 kHz, Δf = −1.541 Hz, A ≈ 125 nm, Vbias = −1.895 V.

between the original and the modified pattern does not corres-

pond to a line scan but occurs at an angle with respect to the

fast-scan direction. In the modification of pattern II, marked by

a rectangle, some of the dark features appear less pronounced

while others appear more pronounced. In some parts, every

third dark feature appears stronger than the other two, i.e., a

3 × 1 superstructure is formed (Figure 3c).

At least for pattern I an alignment along the substrate directions

is observed, hinting at epitaxial growth. This is in agreement

with the point-on-line epitaxy suggested for thicker pentacene

films in the thin-film and bulk phases [32,33].

Additionally, two kinds of defects were observed. For pattern I,

a line defect is observed that also follows the KCl [100] direc-

tion (Figure 2a and Figure 2b). On the upper side of the line

defect the molecular pattern is displaced along the [100] direc-

tion compared to the lower side of the defect. The intrinsic

distortions of the image make it difficult to estimate the amount

of displacement in this direction. The image does not contradict

the possibility that the pattern is displaced by a lattice vector of

the substrate unit cell, which is much smaller than the molec-

ular unit cell. In that case the line defect could release strain

induced by the epitaxy of the molecules on the surface. Another

possibility is that the line defect results from a twinned growth.

The line defect also has a profound effect on the energy dissipa-

tion (Figure 2b). The dissipated energy per oscillation cycle can

be estimated by Ediss ≈ E0(Aexc − Aexc,0)/Aexc,0 with E0 =

πkA2/Q [36]. In this formula, Aexc,0 describes the excitation

amplitude of the free cantilever and Aexc the excitation ampli-

tude in the presence of the sample surface. A denotes the oscil-

lation amplitude and Q the quality factor of the free cantilever.

On the undisturbed part of the surface (marked with ‘A’ in

Figure 2b) about 250 meV/cycle are additionally dissipated in

each unit cell. At the line defect two areas can be distinguished.

In one row of unit cells (area B) only the intrinsic dissipation of

the cantilever is observed. Whereas, in another row (C) up to

760 meV are additionally dissipated per oscillation cycle. The

increased energy dissipation could be due to extra uncompen-

sated electrostatic charge that induces currents in the tip in each

oscillation cycle. In this case, we would expect to see strong

effects from this charge in the topographic image,which we do

not observe. Another possibility is that in the first part of the

defect (B) mobile molecules are clamped due to the locally

occurring strain, thus resulting in a row of reduced energy dissi-

pation. This would imply that the defect also contains rows of

more loosely bound molecules (C), which cause enhanced

energy dissipation compared to the undisturbed island. This line

defect shows the true molecular resolution of pattern I.

For pattern II a point-like defect is displayed in Figure 3a. Here,

a darker area is observed with the size of half a unit cell. We

attribute this defect to a molecular vacancy caused by one

missing molecule. This defect shows that also for pattern II true

molecular resolution is obtained. The dissipation contrast in

Figure 2b shows that the images were obtained at rather close

tip–sample distances. At such small distances the positions of

the molecules could be influenced reversibly by the interaction

with the SFM tip. However, during the measurements also an

irreversible modification of the sample took place. After the

data shown in Figure 2 was acquired the molecular resolution

was suddenly lost and a hole with a depth of the island was

imaged in the area where the previous scans were performed

(Figure 4). We exclude the possibility that one of the observed

patterns was caused by an irreversible interaction with the scan-

ning tip, because they repeatedly switched.
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Figure 4: Large-area scan of the area where Figure 2 and Figure 3
were recorded with molecular resolution. f0 = 160.440 kHz,
Δf = −1.541 Hz, A ≈ 125 nm, Vbias = −1.895 V.

Conclusion
The arrangement of pentacene molecules in islands grown

on KCl(001) at submonolayer coverage was investigated. It was

found that the molecules form islands in an upright configur-

ation. Molecularly resolved images of these islands showed two

types of patterns that changed repeatedly. High resolution

images revealed further characteristics of the molecular film,

such as different defects, e.g., molecular vacancies and domain

boundaries.
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Abstract
Based on high-resolution noncontact atomic force microscopy (NC-AFM) experiments we reveal a detailed structural model of the

polar (111) surface of the insulating ternary metal oxide, MgAl2O4 (spinel). NC-AFM images reveal a 6√3×6√3R30° superstruc-

ture on the surface consisting of patches with the original oxygen-terminated MgAl2O4(111) surface interrupted by oxygen-defi-

cient areas. These observations are in accordance with previous theoretical studies, which predict that the polarity of the surface can

be compensated by removal of a certain fraction of oxygen atoms. However, instead of isolated O vacancies, it is observed that O is

removed in a distinct pattern of line vacancies reflected by the underlying lattice structure. Consequently, by the creation of trian-

gular patches in a 6√3×6√3R30° superstructure, the polar-stabilization requirements are met.

192

Introduction
While the application of metal oxides in, e.g., catalysis, gas

sensors, fuel cells, high-k dielectrics and corrosion protection

has seen a very strong development, fundamental research on

the surface properties of metal oxides has been a topic of

growing interest [1]. However, in many interesting cases the

metal oxide is electrically nonconducting, which severely

complicates the use of almost all traditional surface-sensitive

techniques relying on the scattering or emission of charged

particles. As a consequence the basic surface characterization

and in particular a direct atomic-scale characterization of the

surface structure is largely missing for a range of important

metal oxides. In recent years, the noncontact atomic force

microscope (NC-AFM) has been established as a unique tool to

provide atomic-resolution real-space images of all types of flat

surfaces regardless of the conductivity of the material, including

many of the important insulating metal oxides [2-4]. The

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Figure 1: (a) Ball model of the MgAl2O4 stacking sequence in the [111] direction showing one repeat unit of 4.67 Å in height. (b–g) The hexagonal
patches show six ball models, which illustrate the possible surfaces obtained from a bulk-truncation of the sequence in (a).

NC-AFM, applied to metal-oxide single-crystal surfaces under

ultrahigh vacuum, thus allows the first detailed characterization

of surface morphology down to the atomic scale of this impor-

tant group of materials. In this work, a new surface-structure

model of the MgAl2O4(111) surface, based on experimental

NC-AFM data obtained on this surface, prepared under well-

controlled ultrahigh vacuum (UHV) conditions, is presented.

MgAl2O4 is a prototypical material with the so-called spinel

structure, which defines a larger group of ionic materials with

the AB2X4 stoichiometry [5]. For spinel, the repeat units

perpendicular to any low-index surface normal consist of layers

with alternating charge (see e.g., Figure 1a), and the surface

terminations are therefore nominally polar and unstable in the

truncated-bulk form [6-8]. The mechanisms that have been

observed to lead to compensation of the surface dipole for such

surfaces may strongly modify the surface relative to the trun-

cated-bulk situation and are often divided into three groups:

Change of the surface stoichiometry (reconstruction, terracing,

etc.), adsorption of charge-compensating species from

the residual gas (e.g., hydrogen), and electron redistribution

between the top and bottom crystal faces. Depending on the ma-

terial and the conditions under which the surface is kept, one or

more of these stabilization mechanisms may be active, as previ-

ously observed, e.g., for ZnO [8-11]. It was recently shown that

stabilization of the spinel MgAl2O4(100) surface may be

achieved by a combination of cation redistribution in the

surface layers and adsorption of hydrogen [12]. LEED experi-

ments on thin Co3O4(111) films with the spinel structure

[13,14] show evidence for an apparently unreconstructed (1×1)

surface, the stability of which was proposed to be based on a

Co2+/Co3+ inversion process leading to charge compensation.

In the present case of MgAl2O4(111), no previous experimental

studies are available concerning the surface structure.

According to a theoretical study by Harding et al., and

other theoretical studies [15-17], the oxygen-terminated

MgAl2O4(111) is evaluated to be in its lowest energy state with

42% of the oxygen atoms removed from the oxygen crystal

plane to fulfill the stabilization requirements. Furthermore,

calculations show that dissociative adsorption of water up to a

90% coverage is very favorable and leads to high stability

[18,19]. The NC-AFM data presented in this work reveal the

MgAl2O4(111) surface to have a characteristic surface mor-

phology consisting of triangular patches, the orientation and
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Figure 2: Experimental NC-AFM images recorded on the MgAl2O4(111) surface prepared by sputtering and annealing in oxygen (1150 °C, p(O2) =
1 × 10−7 mbar). (a) Large-scale NC-AFM image (200 × 200 nm2) of the surface (∆fset = −15 Hz, Ubias = −8.5 V, Ap–p = 10 nm) showing step edges
forming 60° angles. The graph for line scan 1 reflects the corrugation of a step. The position of the line scan is indicated in the image. (b) High-resolu-
tion zoom-in on a terrace (20 × 20 nm2), which shows a hexagonally ordered superstructure with a lattice parameter of 5.7 nm. The graph for line
scan 2 shows the corrugation associated with the superstructure. The position of the line scan is indicated in the image. (c) Ball model of a single step
edge on MgAl2O4(111) terminated by Al atoms.

coverage of which are in agreement with the theoretical predic-

tions for an oxygen-terminated surface with a certain percentage

of the surface-layer atoms removed.

Results and Discussion
Figure 2a shows a large-scale NC-AFM image of the freshly

prepared MgAl2O4(111) sample revealing an almost perfectly

flat surface. A few step edges are resolved on the surface,

forming 60° angles, which reflects the hexagonal symmetry of

surface atoms on the (111) surface. The bulk stacking sequence

perpendicular to the surface in the [111] direction is somewhat

complicated since it consists of 18 crystal layers in the form

(O3O–Al3–OO3–Mg–Al–Mg)3 .  One of  these  three

O3O–Al3–OO3–Mg–Al–Mg repeat units is illustrated in the

side-view ball model in Figure 1a, indicating also the repeat-

unit separation distance of a·√3/3 = 4.67 Å, where a = 8.08 Å

[20]. Line scan 1 below Figure 2a shows the typical step-edge

height measured at 4.7 ± 0.1 Å corresponding to the height of

one O3O–Al3–OO3–Mg–Al–Mg repeat unit in the side-view

ball model of Figure 1a. Because the measured step-edge height

is always some multiple of 4.7 Å, it is assumed that the surface

exposes only one type of termination. Figures 1b–g show top-

view ball models of the six different possible (111) bulk-termi-

nations obtained by truncating at each of the layers in the

O3O–Al3–OO3–Mg–Al–Mg sequence. The six layers give rise

to four types of surface termination: The surface can be termi-

nated by either a hexagonally ordered oxygen plane (Figure 1b

and Figure 1d), two different planes of Al3+ ions placed at octa-

hedral sites (Figure 1c or Figure 1f), or a plane terminated by

Mg2+ ions placed at tetrahedral sites (Figure 1e and Figure 1g).

The distance between the O3 and O crystal planes is ~0.16 Å,

which is why these planes in practice are considered as one
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single O surface layer [15]. As also indicated on the oxygen-

terminated surface in Figure 1b, the primitive surface unit cell

in the hexagonal representation, ahex, has a lattice constant of

5.72 Å. Considering that the crystal is prepared under an

oxygen atmosphere we consider the surface terminated with an

O3–O layer as the most probable candidate from these six

models (Figure 1b), in particular since this is also predicted to

be the overall most stable (111) termination [15,16]. To achieve

a completely stable nonpolar surface of this kind it is further-

more calculated that 42% of the surface O anions in the O3 part

of the O3–O layer should be removed [15]. It was previously

suggested that formation of a corrugated surface would

contribute to the overall stabilization of a polar surface. The

effect is explained by the nonstoichiometry involved in the for-

mation of step edges. In the case of Zn-terminated ZnO(0001), a

stabilization mechanism was proposed involving the formation

of preferentially O-terminated edges and pits, which effectively

lowers the excess amount of Zn on this polar surface and

reduces the surface dipole [21,22]. To evaluate the effect of step

edges in the present case for MgAl2O4(111), a ball model is

constructed in Figure 2c, which illustrates the structure of single

step edges arising for an oxygen-terminated surface. When a

step edge is created and terminated by aluminium cations (grey

balls) in this model, more oxygen atoms (red balls) than Al

atoms are removed from the surface, which could contribute to

the surface stabilization according to the electrostatic criteria.

However, the step-edge density in the large-scale NC-AFM

images is seen to be far too low for this to be the primary stabi-

lizing effect, and therefore other types of surface reconstruc-

tions must be present.

Higher-resolution NC-AFM images indeed reveal that the

MgAl2O4(111) surface exposes a characteristic superstructure

shown in the zoom image in Figure 2b (zoom-in area marked on

Figure 2a with a dashed white square). The superstructure is

observed to be composed of large triangular patches arranged in

hexagonal symmetry described by a 5.7 nm unit cell, with each

of the large triangles surrounded by six smaller protrusions,

which also appear to have a triangular outline. For comparison,

the rhombic unit-cell vector of the unreconstructed (1×1)

surface is ten times smaller, i.e., ahex = 5.72 Å (Figure 1b).

Large-scale NC-AFM images furthermore show that the unit-

cell vectors defining the superstructure are rotated by 30° as

compared to the well-defined directions of the step edge

(Figures 2a and 2b), i.e., the superstructure is most likely

rotated by 30° compared to the basic unit-cell vectors of the

(111) surface. Line scan 2 in Figure 2b shows that the apparent

depth associated with the dark regions surrounding the trian-

gles is measured to be approximately 0.4 Å in NC-AFM

images. This corrugation is below the minimum distance of

~1.2 Å between two consecutive crystal planes in the [111]

direction, i.e., between the O3–O and the Al3 layer (Figure 1a).

However, it is well known that the atomic-level NC-AFM

contrast in topographic measurements between two areas with a

different chemical composition may be affected by work-func-

tion differences [23] or the structure and composition of the tip

[2]. Furthermore, the size of the NC-AFM tip apex may hinder

the accurate measurement of the true lowest point in the narrow

geometrical depression between the triangles, and from this

perspective it is reasonable to consider the dark region to reflect

so-called line vacancies in which O atoms have been desorbed

from the topmost O3–O layer.

Figure 3a shows a superstructure model superimposed on the

NC-AFM image, which serves to illustrate the long-range

hexagonal ordering of the two types of triangular patches. The

experimentally observed superstructure, held together with the

electrostatic stabilization criteria for the O3–O-terminated

MgAl2O4(111), can now be utilized to construct a tentative

structural model of the MgAl2O4(111) surface termination. The

structural model has to comply with the symmetry and the

dimensions obtained from the NC-AFM data, i.e., a superstruc-

ture with a unit cell approximately ten times the size, and

rotated by 30°, relative to the primitive hexagonal surface unit

cell with lattice parameter ahex = 5.72 Å. Furthermore, the

model has to expose two types of triangular patches, and the

number of oxygen atoms has to be decreased in order to comply

with the electrostatic requirements. In principle, compensation

of the surface polarity is achieved by the removal of 42% of the

topmost O3 layer only. However, selectively removing this frac-

tion only from the O3 part of the full O3–O evidently does not

match the experimentally observed superstructure. Instead we

do not discriminate between O in the O3–O layers, and there-

fore calculate that the total number of oxygen atoms in the

O3–O oxygen layer has to be reduced from 4 to 2.74. Before we

proceed to the model, it is relevant to first inspect the subsur-

face Al3 layer shown in Figure 3b, which is exposed when O is

removed from the top layer. The underlying Al atoms consti-

tute a so-called Kagomé lattice that, in this situation, may actu-

ally facilitate the creation of triangular shapes with a specific

size and tentatively explain the experimentally observed struc-

ture. Considering that O needs to be removed in lines in order to

comply with the observed structure, it is observed that Al has

different densities along alternating lines on the Kagomé lattice,

i.e., the density is a factor of two lower along the black line

indicated in Figure 3b compared to the red line. Since underco-

ordinated Al is presumably associated with a high energy, we

suggest that O is mainly removed along the low-density Al

lines. Such circumstances clearly favor the formation of line

vacancies, as compared to randomly distributed vacancies,

which then, given the hexagonal surface crystal structure, drives

the creation of triangular structures as observed in the experi-



Beilstein J. Nanotechnol. 2012, 3, 192–197.

196

Figure 3: (a) Experimental NC-AFM image with the surface super-
structure model superimposed. (b) Illustration of the subjacent
aluminium lattice exposing a Kagomé pattern, which facilitates the for-
mation of triangular patches. The O atoms are indicated along the
black lines in order to illustrate the coordination along the lines. (Al:
small grey, O: large, red). (c) Ball model illustrating the (6√3×6√3)R30°
superstructure observed on the MgAl2O4(111) surface. The super-
structure is created be the removal of oxygen atoms in triangular
shapes.

ments. Starting from a fully covered O layer, the removal of

oxygen atoms along the thin black line in Figure 3b, leads to a

factor of two fewer aluminium atoms exposed as compared to

removal of oxygen atoms along the thin red line. Figure 3c

illustrates a structural model of the best fit to the experimen-

tally observed pattern, constructed from the considerations

above. The model is constructed by removing triangles

consisting of double O rows coordinated only to the low-density

Al rows in the subsurface layers as shown in the ball model

below Figure 3c. All other configurations do not match either

the size or symmetry of the observed superstructure, or lead to

significant deviations in the amount of O removed from the

surface compared to the optimum. The model in Figure 3c

reflects a very large 6√3×6√3R30° superstructure with a unit

cell parameter of 6√3·ahex = 5.9 nm, and the 30° orientation

matches the experimentally observed structure. The amount of

oxygen removed corresponds to 114 out of 432 per superstruc-

ture unit cell, leading to a total decrease in the initially O4

surface layer to O2.9, which is close to the theoretically

predicted optimum amount of O2.74 required to stabilize the

surface by charge removal alone. Any remaining surface

polarity can be explained by the compensation originating from

the step edges (Figure 2c) or scattered O vacancies, which are

not imaged in the NC-AFM images. It is noted that the criteria

used above do not unambiguously determine the observed struc-

ture, and the detailed features, such as the specific size of the

triangular features, may be influenced by other factors such as

vacancy repulsion and edge energies, which are not readily

explained by our data. It should be possible to image the surface

in atomic detail with NC-AFM, and such future studies may be

able to clarify the role of additional O vacancies and also shed

light on surface hydroxy groups (OH), which have been

observed to play a role in the stabilization of the MgAl2O4(100)

surface [12].

Conclusion
The NC-AFM study presented in this work proposes a surface

model for the polar MgAl2O4(111) surface. Under the assump-

tion that the surface becomes terminated by an oxygen layer

when synthesized in an oxygen atmosphere, a structural model

is proposed that complies with both the electrostatic stabiliza-

tion criterion for this polar surface, which requires the removal

of ~42% of the surface oxygen, and fits with the size and trian-

gular symmetry of the observed 6√3×6√3R30° superstructure.

The preferred formation of the observed triangular shapes on an

originally oxygen-terminated surface with hexagonal symmetry

can be explained by the underlying Kagomé Al lattice, which is

shown to facilitate the removal of oxygen in line vacancies with

a triangular symmetry.

Experimental
The experiments were performed in ultrahigh vacuum (UHV)

with a base pressure better than 1 × 10−10 mbar. The UHV

system is equipped with a combined STM/AFM microscope,

X-ray photoelectron spectroscopy (XPS) and means for sample

preparation. The MgAl2O4 single crystal used for this NC-AFM

study was purchased from the MTI Corporation with an EPI

polished (111) facet. The crystal was first rinsed in a 1:1 mix-

ture of nitric acid (65%) and water followed by annealing in a

furnace at a temperature of 1000 °C for 4 h. After introduction

to the vacuum chamber the samples underwent cycles of Ar+

sputtering (5 min at 1 keV acceleration energy) followed by

annealing (5 min at 1150 °C utilizing a 2 °C/s temperature up
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and down ramp) in a 1 × 10−7 mbar O2 atmosphere. After

approximately 15 such cleaning cycles the crystal was suffi-

ciently flat and clean for performing NC-AFM. We monitored

the surface cleanliness by XPS using Mg Kα radiation (Phoibos

100 analyzer and XR 50 source, SPECS GmbH, Berlin,

Germany). XPS spectra were recorded with the surface normal

pointing in the direction of the analyzer and revealed the pres-

ence of only Mg, Al and O. XPS spectra were recorded regu-

larly during the preparation, and the stoichiometry of the crystal

was not observed to change as function of the number of

preparation cycles.

For NC-AFM, silicon cantilevers from Nanoworld with a reso-

nance frequency of 330 kHz and a force constant of 42 N/m

were utilized. The constant-detuning mode was used for topo-

graphic imaging of the surface by fixing the detuning of the

AFM cantilever at a specific setpoint (Δfset) and recording the

variation of the tip height (z) while raster scanning the surface.

The surface potential, measured after annealing the crystal, was

generally quite high, often in the range 4–8 V. Therefore, the

voltage applied between the surface and the tip, Ubias, was

monitored and adjusted regularly to minimize the electrostatic

forces arising from the contact potential difference.
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Abstract
Bimodal atomic force microscopy is a force-microscopy method that requires the simultaneous excitation of two eigenmodes of the

cantilever. This method enables the simultaneous recording of several material properties and, at the same time, it also increases the

sensitivity of the microscope. Here we apply fractional calculus to express the frequency shift of the second eigenmode in terms of

the fractional derivative of the interaction force. We show that this approximation is valid for situations in which the amplitude of

the first mode is larger than the length of scale of the force, corresponding to the most common experimental case. We also

show that this approximation is valid for very different types of tip–surface forces such as the Lennard-Jones and

Derjaguin–Muller–Toporov forces.
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Introduction
Since the invention of the atomic force microscope (AFM) [1],

numerous AFM studies have been pursued in order to extract

information from the sample properties in a quantitative way

[2-16]. Both static (contact) [2-7] and dynamic [8-11,14-17]

AFM methods have been applied. Static techniques such as

nanoindentation [2], pulsed-force mode [3] and force modula-

tion [4-6] are able to extract quantitative properties of the

sample in a straightforward manner, but they are usually slow

and invasive. Although these techniques allow control of the

force applied to the sample, they are usually limited to forces

above 1 nN, and such forces can damage the structure of soft

samples.

On the other hand, AFM techniques based on dynamic AFM

modes have the ability to make fast and noninvasive measure-

ments. They are potentially faster because the quantitative

measurements can be acquired simultaneously with the topog-

raphy. In addition, the lateral forces applied to the sample can

be smaller, which minimizes the lateral displacement of the

molecules by the tip. Moreover, dynamic modes have already

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ricardo.garcia@imm.cnm.csic.es
http://dx.doi.org/10.3762%2Fbjnano.3.22
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Figure 1: (a) Scheme of the first two eigenmodes of a cantilever and the tip deflection under bimodal excitation. In bimodal FM-AFM changes in the
interaction force produce changes in the resonant frequency. The feedback loop keeps the resonant frequency of the 1st mode constant by changing
the minimum tip–surface distance. (b) Frequency shifts of the 1st and 2nd modes as a function of the tip–surface distance.

demonstrated their ability to map compositional properties of

the sample [11,18,19]. However, quantifying physical prop-

erties is hard, because a direct relationship between observables

and forces is difficult to deduce.

Since the observable quantities in dynamic modes are averaged

over many cycles of oscillation (amplitude and phase shift for

amplitude modulation AFM (AM-AFM) [20,21], and frequency

shift and dissipation for FM-AFM [22,23]), it is not straightfor-

ward to obtain an analytical relationship between observables

and forces. It is known that in FM-AFM the frequency shift of

the first mode can be directly related to the gradient of the force

when the amplitude is much smaller than the typical length

scale of the interaction. For larger amplitudes, the frequency

shift is related to the virial of the force [24,25]. Sader and Jarvis

have proposed an alternative interpretation of FM-AFM in

terms of fractional calculus [26,27]. They showed that the

frequency shift can be interpreted as a fractional differential

operator, where the order of differentiation or integration is

dictated by the difference between the amplitude of oscillation

and the length scale of the interaction.

Successful approaches to reconstruct material properties in a

quantitative way came along with the development of novel

AFM techniques, such as scanning probe accelerometer

microscopy (SPAM) [8,28], or by making use of higher

harmonics of the oscillation in order to relate the force with the

observable quantity through its transfer function [11]. In par-

ticular, the torsional-harmonic cantilevers introduced by Sahin

et al. allowed the reconstruction of the effective elastic modulus

of samples in air [14] and liquids [29-31].

Bimodal AFM [32,33] is a force-microscopy method that

allows quantitative mapping of the sample properties (Figure 1).

Bimodal AFM operates by exciting simultaneously the

cantilever at its first and second flexural resonances. The tech-

nique provides an increase in the sensitivity toward force varia-

tions [15,18,19,33-36] with respect to conventional AFM. At

the same time, it duplicates the number of information channels,

through either the amplitude and phase shift of the second mode

in bimodal AM-AFM, or the frequency shift Δf2 and dissipa-

tion of the second mode in bimodal FM-AFM. Experimental

measurements have shown the ability of bimodal AFM to

measure a variety of interactions, from electrostatic to magnetic

or mechanical, both in ultrahigh vacuum [36-38], air [33,34,39-

41] and liquids [15,18,19]. Furthermore, it is compatible with

both frequency-modulated [15,36-38] and amplitude-modu-

lated AFM techniques [18,19,33,34,39-41]. Recently, Kawai et

al. [36] and Aksoy and Atalar [42] found a relationship between

Δf2 and the average gradient of the force over one period of

oscillation of the first mode.

Here, we propose a theoretical approach to determine the

frequency shift in bimodal FM-AFM in terms of a fractional

differential operator of the tip–surface interaction force. The

frequency shift of the second mode is related to a quantity that

is intermediate between the interaction force and the force

gradient. This quantity is defined mathematically as the half-

derivative of the interaction force. This approach does not make

any assumptions on the force law, and it explains the advan-

tages of bimodal FM-AFM with respect to conventional

FM-AFM whenever the amplitudes of the first mode are

larger that the characteristic length of scale of the interaction

force.

Results and Discussion
Frequency shift of the second mode in
bimodal AFM
The problem of a cantilever vibrating under bimodal excitation

can be studied by means of the averaged quantities of the dissi-

pated energy and the virial [43-45]. The virial of the nth mode is

defined as
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(1)

where t is the time and T is the period of the oscillation

The tip deflection in bimodal FM-AFM can be described as:

(2)

where z0 is the mean deflection, and An and ωn are the ampli-

tude and the frequency of the nth mode.

By substituting Equation 2 into Equation 1 and replacing Fts by

its equivalent according to the Newton equation, an expression

for the virial of the second mode that applies to bimodal

FM-AFM is deduced [45]

(3)

An additional approximation can be performed by considering

that the free amplitude of the second mode A2 is much lower

than the free amplitude of the first mode (A2 << A1) [15,36,42].

In this case z(t) can be expanded in powers of A2cos(ω2t − π/2),

and the virial of the second mode is given by

(4)

where zc is the average cantilever–sample separation.

By combining Equation 3 and Equation 4 we deduce a relation-

ship between the second-mode parameters and the gradient of

the force averaged over one cycle of the oscillation of the first

mode.

(5)

where fn = ωn/2π, and dmin is the minimum distance between tip

and sample (dmin ≈ zc − A1).

Interpretation of the frequency shift in
bimodal FM-AFM in terms of the half-
derivative of the force
By defining a new variable u = A1cos(ωt − π/2), the frequency

shift of the second mode (Equation 5) can be expressed as

the convolution of the force gradient with the function

, in the same way that the frequency shift of the

first mode in conventional FM-AFM can be seen as the convo-

lution of the force gradient with the semicircle 

[24]:

(6)

By using the definition of the Laplace transforms of the force

F(z) and its derivative F′(z)

(7)

(8)

By substituting Equation 8 in Equation 6 we have

(9)

where

(10)

T′(x) can be expressed in terms of the modified Bessel function

of the first kind of order zero I0(x) (T′(x) = I0(x)e−x) [46]. By

comparing Equation 8 and Equation 9, it can be seen that Δf2 is

related to the gradient of the force through the derivative oper-

ator and a function T′(λ). By analogy with the Sader and Jarvis

method to express the frequency shift of the first mode in

conventional AFM [27], the local power behavior of the func-

tion T′(x) around any point  can be studied. By matching

the value of T′(x) and its first derivative to the expression

T′(x) ≈ cxd, where c and d are local constants, we obtain an

expression for the term d, which governs the power behavior of

the function T′(x), and for the term c
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(11)

(12)

For x → 0, we can see that , which means that

 while for larger x, , which means that

 This implies that when A1 >> 1/λ

(13)

By introducing Equation 13 in Equation 9,

(14)

By using the property of the Laplace transform [27]

(15)

a direct relationship between Δf2 and the half-derivative of the

force  and, alternatively, to the half-integral of the

force gradient  can be found

(16)

(17)

where

(18)

(19)

and Γ(n) is the Gamma function. The above fractional defini-

tions correspond to the so-called right-sided forms of the frac-

tional derivative and integrals [47]. Therefore the frequency

shift of the second mode can be related to the half-derivative of

the force, or, alternatively, it can be related to the half-integral

of the force gradient whenever the amplitude of the first mode

A1 is larger than the typical length scale of the interaction force.

This is the typical experimental situation in bimodal FM-AFM,

in which large amplitudes of the first mode are used in order to

make the imaging stable [36,37] and to increase the contrast in

the bimodal channel [18,19].

Fractional derivatives have a wide range of applications [47,48].

For example, they have been used for describing anomalous-

diffusion processes, for modeling the behavior of polymers and

in viscoelastic-damping models. In general, there is a near-

continuous transformation of a function into its derivative by

means of fractional derivatives. To illustrate this, Figure 2

shows the behavior of a function, together with its derivative,

half-derivative and half-integral. We observe that the half-

derivative always lies between the function and its derivative,

while the half-integral is displaced to the left with respect to the

function, and lies between the function and its integral.

Figure 2 shows the function (1/x6 − 1/x2), together with its

derivative, its integral, its half-derivative and its half-integral. It

is worth mentioning that the minimum and its x value for the

half-derivative are situated between those of the derivative and

the original function (Figure 2a). A similar situation happens

with the half-integral in comparison with the function and its

integral (Figure 2b).

Next, we demonstrate that the frequency shift in bimodal AFM

is directly related to the half-derivative of the interaction force

for two different tip–surface forces, namely Lennard-Jones

forces and those described by the DMT model. We have

compared the results obtained from Equation 6 with the results

estimated from the half-derivative of the force (Equation 16) for

a Lennard-Jones force and for the force appearing in the DMT

model [49]. The force constant, resonant frequency and quality

factor of the first and second flexural modes of the cantilever

are, respectively, k1 = 4 N/m, k2 = 226.8 N/m, f01 = 103.784

kHz, f02 = 666.293 kHz, Q1 = 200, Q2 = 240. The ratio of the

amplitudes A1/A2 = 1000 nm and the tip radius R = 3 nm.

The Lennard-Jones force for the interaction between two atoms

is [50]

(20)
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Figure 2: Fractional operators of (0.14/x6 − 1/x2). (a) The function, half-derivative and derivative are plotted. (b) The function, half-integral and inte-
gral are plotted.

Figure 3: Comparison between the general expression (Equation 6) and the half-derivative (Equation 16) relationship to the frequency shift of the
second mode in bimodal FM-AFM for two different forces. (a) Lennard-Jones force characterized by ε = 0.5 · 10−20 J and σ = 0.1 nm, and A1 = 4 nm;
(b) DMT force characterized by H = 0.2 · 10−20 J, Eeff = 300 MPa, and A1 = 10 nm.

where ε is related to the depth of the energy potential and σ to

the length scale of the interaction force.

For the force which appears in the DMT model [51]

(21)

where H is the Hamaker constant of the long-range van der

Waals forces, d0 is the equilibrium distance, R is the tip radius

and Eeff is the effective Young’s modulus, which is related to

the Young’s moduli Et and Es and Poisson coefficients νt and νs

of the tip and sample by

(22)

Figure 3 shows the comparison between the frequency shift of

the second mode found through Equation 6 compared to that

found by using the numerical half-derivative of the force (Equa-

tion 16) for a Lennard-Jones force and for a DMT force. The

agreement obtained between the numerical simulations and the

results deduced from the half-derivative of the interaction force

are remarkable (see insets). Because the dependencies of the

force on the distance in the Lennard-Jones and DTM models are

rather different, we infer that the approach deduced here is

general and applies to any type of force that could be found in

an AFM experiment.
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Figure 4: Comparison between the general expression (Equation 23) and the half-integral relationship (Equation 24) to the frequency shift of the first
mode in bimodal FM-AFM for two different forces. (a) Lennard-Jones force characterized by ε = 0.5 · 10−20 J and σ = 0.1 nm, and A1 = 4 nm; (b) DMT
force characterized by H = 0.2 · 10−20 J, Eeff = 300 MPa, and A1 = 10 nm.

Interpretation of Δf1 in bimodal FM-AFM in
terms of the half-integral of the force
For the sake of completeness, we compare the results obtained

by using the expressions relating the frequency shift of the first

mode and the half-integral of the force as deduced by Sader and

Jarvis [27]. Δf1 can be seen as the convolution of the force with

the function  [24]:

(23)

When the amplitude of the first mode is larger than the length

scale of the interaction, the frequency shift of the first mode is

related to the half-integral of the force:

(24)

Figure 4 shows the agreement obtained between the frequency

shift of the first mode found through Equation 23 compared to

that found by using the numerical half-integral of the force

(Equation 24) for a Lennard-Jones force and for a DMT force.

This agreement also supports the interpretation of the observ-

able quantities in terms of fractional operators. In addition, it

illustrates the differences of using bimodal AFM over conven-

tional FM-AFM. When A1 is much smaller than the length scale

of the interaction, the corresponding observable is proportional

to the derivative both in conventional FM-AFM and in bimodal

FM-AFM. However, when A1 is larger than the length scale of

the interaction, Δf1 is proportional to the half-integral of the

force, while Δf2 is proportional to the half-derivative of the

force.

Dependence of the approximate expressions
for Δf1 and Δf2 on A1
To better appreciate the differences between the frequency

shifts of the first and second modes, we represent their depend-

ence on the amplitude of the first mode (Figure 5).

When the amplitude of the first mode is much smaller than the

length scale of the force, the asymptotic limit of d(x) and c(x)

(Equation 11 and Equation 12) for small x enables us to ap-

proximate  By inserting this in Equation 9 we obtain

(25)

which corresponds to the experimental conditions of Naitoh et

al. [35] in bimodal FM-AFM. This equation has the same

dependence with the mode parameters and the force gradient as

the one found for the frequency shift of the first mode in

conventional FM-AFM in the limit of small amplitudes [24]

(26)

Figure 5a and Figure 5b show a comparison between the numer-

ical results obtained from Equation 6 and the half-derivative

(Equation 16) and derivative (Equation 25) for the frequency

shift of the second mode approximations, which are valid in the
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Figure 5: Comparison between the general expression for the frequency shift of the second mode in bimodal FM-AFM (Equation 6) and the (a) half-
derivative relationship (Equation 16) and (b) derivative relationship (Equation 25). Comparison between the general expression for the frequency shift
of the first mode in bimodal FM-AFM (Equation 23) and the (c) half-integral relationship (Equation 24) and (d) derivative relationship (Equation 26) for
different A1 and a Lennard-Jones force characterized by ε = 0.5 · 10−20 J and σ = 0.1 nm, A1/A2 = 5000.

large and small amplitude limits, respectively. For A1 above

0.1 nm, the half-derivative approximation should be used, while

for A1 below 0.1 nm, the derivative approximation is a good

choice. Figure 5c and Figure 5d show a comparison between the

numerical results obtained from Equation 23 and the half-inte-

gral (Equation 24) and derivative (Equation 26) approximations

for the frequency shift of the first mode, which are valid in the

large and small amplitude limits. When A1 is above 0.4 nm, the

half-integral approximation can be used, while the derivative

approximation is a good choice only when A1 is smaller than

0.01 nm. There is a range between A1 = 0.01 and A1 = 0.4 nm,

which depends on the typical length scale of the interaction, in

which an approximation for intermediate amplitudes should be

used.

Conclusion
We have deduced an expression that relates the frequency shifts

in bimodal frequency modulation AFM with the half-derivative

of the tip–surface force or, alternatively, with the half-integral

of the force gradient. The approximations are valid for the

common experimental situation in which the amplitude of the

first mode is larger than the length scale of the interaction force.

The approximations are also valid for two different types of

forces, namely Lennard-Jones interactions and DMT contact-

mechanics forces. We conclude that the fractional-calculus ap-

proach is well suited to describe bimodal frequency modulation

AFM experiments, which are characterized by the presence of

several forces with different distance dependencies.
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Abstract
Measurements of the frequency shift versus distance in noncontact atomic force microscopy (NC-AFM) allow measurements of the

force gradient between the oscillating tip and a surface (force-spectroscopy measurements). When nonconservative forces act

between the tip apex and the surface the oscillation amplitude is damped. The dissipation is caused by bistabilities in the potential

energy surface of the tip–sample system, and the process can be understood as a hysteresis of forces between approach and retrac-

tion of the tip. In this paper, we present the direct measurement of the whole hysteresis loop in force-spectroscopy curves at 77 K

on the PTCDA/Ag/Si(111) √3 × √3 surface by means of a tuning-fork-based NC-AFM with an oscillation amplitude smaller than

the distance range of the hysteresis loop. The hysteresis effect is caused by the making and breaking of a bond between PTCDA

molecules on the surface and a PTCDA molecule at the tip. The corresponding energy loss was determined to be 0.57 eV by evalua-

tion of the force–distance curves upon approach and retraction. Furthermore, a second dissipation process was identified through

the damping of the oscillation while the molecule on the tip is in contact with the surface. This dissipation process occurs mainly

during the retraction of the tip. It reaches a maximum value of about 0.22 eV/cycle.

207

Introduction
Noncontact atomic force microscopy (NC-AFM) is a powerful

tool for the study of surface properties. The invention of the

frequency-modulation mode (FM) [1] has made it possible to

achieve true atomic resolution [2] with a NC-AFM. In this

mode the distance between the sample and the tip is adjusted by

maintaining the frequency shift of the cantilever at a constant

value while scanning the sample. During operation the oscilla-

tion amplitude is kept constant by a second control loop. The

amplitude control loop provides valuable information on

nonconservative interactions between the tip apex and the

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:manfred.lange@uni-due.de
http://dx.doi.org/10.3762%2Fbjnano.3.23
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Figure 1: (a) STM image of the PTCDA/Ag/Si(111) √3 × √3 surface. Scan area: 250 nm × 250 nm, tunneling voltage U = 0.9 V, tunneling current
I = 70 pA. (b) Simultaneously recorded frequency shift at an oscillation amplitude of 2.8 Å. The Ag/Si(111) √3 × √3 surface gives rise to a larger
frequency shift than the PTCDA islands.

sample, which cause damping of the oscillation amplitude [3].

The excitation energy needed to keep the oscillation amplitude

constant is directly related to the dissipation.

While the mechanisms of topographic imaging are well under-

stood [4], the dissipation processes on the atomic scale need to

be investigated. In general, dissipation can be understood as a

hysteresis of forces between approach and retraction of the tip

[5,6]. The hysteresis is caused by bistabilities in the potential

energy surface of the tip–sample system. Experiments and

calculations [7,8] show that dissipation on the atomic level orig-

inates from the adhesion or displacement of single atoms caused

by strong interaction between the sample and the tip apex.

Simulations for an MgO tip and a MgO surface by L. N.

Kantorovich and T. Trevethan [6] showed that the width of such

a hysteresis, which may be observed experimentally, depends

on the temperature. Due to thermal excitation the width reduces

to 1 Å at 100 K and to 0.1 Å at room temperature. The develop-

ment of NC-AFM instruments that operate at low temperatures

and with small amplitudes should enable a direct evaluation of

such a hysteresis by analysis of the differences between the

force–distance curves during approach and retraction.

In this paper, we report the measurement of hysteresis in force-

spectroscopy curves at 77 K with a home-built low-temperature

tuning-fork-based AFM (LT-TF-AFM) [9]. When a conductive

sample is used, scanning tunneling microscopy (STM) and

FM-AFM measurements may be combined. The use of a tuning

fork as a sensor allows an oscillation amplitude in the

subnanometer regime to be used, due to its large spring constant

of about 9000 N/m.

The force-spectroscopy measurements were performed on

the organic molecule 3,4,9,10-perylene-tetracarboxylic-

dianhydride (PTCDA) grown on a Ag/Si(111) √3 × √3 surface.

PTCDA has been extensively studied as a candidate for organic

devices [10-15] and its adsorption geometry and binding mech-

anism is well-known on several surfaces. Furthermore the elec-

tronic structure and growth of PTCDA on the Ag/Si(111)

√3 × √3 surface is well understood [10,16,17]. In the submono-

layer range the PTCDA molecules grow on the Ag/Si(111)

√3 × √3 surface in three different phases, namely the herring-

bone, square and hexagonal phases.

Results and Discussion
Figure 1a shows an STM 250 nm × 250 nm overview scan of

the PTCDA/Ag/Si(111) √3 × √3 surface after the deposition

of ~0.3 ML PTCDA. The PTCDA molecules grow from step

edges or between steps and form single- or double-layer islands.

The PTCDA islands can be clearly distinguished from the

Ag/Si(111) √3 × √3 surface by the simultaneously recorded

frequency-shift (AFM) image (Figure 1b). The frequency shifts

on the PTCDA islands and Ag/Si(111) √3 × √3 surface are

about −1 Hz and −2 Hz, respectively. This means that for a

given tunneling current the attractive forces are stronger on the

Ag/Si(111) √3 × √3 surface than on the PTCDA islands.

Prior to the force-spectroscopy measurements the tungsten tip

was prepared by making “soft contact” between the tip and a
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Figure 3: (a) Frequency-shift versus distance curve. The contribution from the long-range forces has been subtracted. The spectroscopy measure-
ment was recorded with an oscillation amplitude of 2.8 Å and a bias voltage of 0.1 V to eliminate the electrostatic interaction. The black curves repre-
sent the approach of the tip to the surface, the red curves the retraction. (b) Simultaneously recorded tunneling current.

PTCDA island. Before and after the soft dipping process the

area of contact was scanned to ensure that a PTCDA molecule

was picked up with the tip apex. The force spectroscopy data

presented in this paper are recorded on the double-layer

PTCDA island displayed in Figure 2. The PTCDA molecules

are arranged in a herringbone phase, as indicated by the

drawing of the molecule.

Figure 2: STM image of a double layer of PTCDA arranged in a
herringbone phase. The structure is indicated by the schematic
drawing of molecular lattice. Scan area: 9 nm × 9 nm; tunneling
voltage U = 1 V; tunneling current I = 60 pA.

In order to compensate the electrostatic long-range forces,

frequency-shift versus bias-voltage curves were recorded on the

PTCDA herringbone island, revealing a contact potential differ-

ence of 0.1 V. By adjusting the bias voltage to this value the

electrostatic long-range forces can be eliminated. The long-

range van der Waals (vdW) interaction was determined by

fitting the frequency-shift versus distance (df–z) data at large

tip–sample separation by the function (2.8) given in [18]. The

vdW fit was extrapolated and subtracted from the df–z curves,

resulting in df–z curves determined by the pure short-range

interaction (dfSR). Figure 3a shows the short-range dfSR–z curve

measured on the PTCDA herringbone island with an amplitude

of 2.8 Å. The black curve represents the approach of the tip

towards the surface and the red curve the retraction. The dfSR–z

curves reveal a hysteresis due to a change of the forces between

the tip and sample. To ensure that the hysteresis loop was not

induced by a permanent modification of the tip or sample,

images of the surface were repeatedly taken before and after

each measurement. Since the hysteresis was only observed after

the tip had picked up a molecule we assume that it is induced by

the PTCDA molecule on the tip apex. Most likely the molecule

on the tip apex forms a bond with one or more molecules of the

herringbone island when the tip comes very close to the surface.

This bond is successively broken when the tip is retracted.

The width of the hysteresis loop is about 3–4 Å, hence larger

than the oscillation amplitude of the tuning fork. The width

corresponds to a geometric change in the tip–sample

configuration, which is probably caused by the lifting of the

molecule. A schematic representation of the process is

displayed in Figure 4.
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Figure 4: Scheme of the dissipation processes. The black arrows mark the different “snapshots” for the approach of the tip (upper part of the
drawing), the red arrows for the retraction (lower part of the drawing). At points (c) and (f) the molecule at the tip abruptly flips to a new position
thereby dissipating energy into short-lived vibronic excitations. This energy is given by the work done by the tip as can be seen from the hysteresis in
the force distance curves. While the molecule is bridging the gap a second dissipation process occurs, which results in the damping of the oscillation
of the tip.

The simultaneously measured tunneling current is shown in

Figure 3b. It was calculated from the recorded time-averaged

tunneling data by using the script of J. E. Sader and Y. Sugi-

moto [19]. Since it does not show a significant hysteresis, it

may be concluded that the main contribution to the current does

not flow through the molecule. Although there are minor kinks

in the curve of the tunneling current when the tip approaches

the surface, these cannot be uniquely attributed to bond forma-

tion by the PTCDA molecule. When the tip was retracted from

the surface a significant dip in the tunneling current was found.

By comparison to other measurements this may be attributed to

the molecule between the tip and the surface.

A second dissipation process is observed through the damping

of the oscillation of the tip. It occurs in every cycle of the oscil-

lation, hence many thousands of times during the measurement

of the force–distance curves. Figure 5a shows the dissipation

signal (Ediss) for the approach (black dots) and the retraction

(red dots) measured as the power needed to maintain a constant

amplitude. As can be seen from the inset, the simultaneously

measured oscillation amplitude varies by less than +/− 1%.

During the approach of the tip this type of dissipation starts

very close to the surface and becomes more prominent upon

retraction, reaching a maximum value of 0.22 eV/cycle. It

decreases with increasing distance and vanishes at a distance of

0.25 nm from the closest approach. Figure 5b displays the dissi-

pation signal of the retraction together with the force–distance

(FSR–z) spectrum calculated from the dfSR–z data of Figure 3a

by using the script by J. E. Sader and S. P. Jarvis [20]. The

damping of the oscillation is observed within the distance range

that corresponds to the hysteresis in the force–distance curves,

i.e., where the forces for approach and retraction of the tip are

different. As sketched in Figure 4, it is rather intuitive that this

dissipation is associated with the motion of the molecule

between the tip and the sample. It is interesting to compare the

energy for this process to the energy associated with the making

and breaking of the bond between the PTCDA molecule and the

surface, which is given by the area of the hysteresis loop [5,6].

The dissipated energy of this process was determined to be

approximately 0.57 eV, which is of the order of the energy of a

chemical bond. In [21] the value of about 1 eV is given for the

lifting off of the PTCDA molecule completely from the surface.

Hence, the observed energy fits well for breaking the bond of

a molecule that is partially bound to the surface. It is about

two times larger than the maximal energy dissipated by the

molecule during the oscillation of the tip.
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Figure 5: (a) Dissipation signal for approach (black dots) and retraction (red dots). The inset displays the simultaneously recorded oscillation ampli-
tude. The maximum in the dissipation signal is found during the retraction. (b) Dissipation signal for the retraction together with the calculated
force–distance curves.

Figure 4 illustrates a model to explain the two dissipation

processes during the approach and retraction of the tip.

The black arrows (upper path of the drawing) represent

the approach corresponding to the black curve in Figure 5b.

The red arrows in the drawing indicate the retraction and

correspond to the red curves in Figure 5b. The bond

formation between the PTCDA molecule at the tip and the

molecules of the surface occurs in Figure 4c. Once the

molecule is situated between the tip and the surface the

oscillation of the tip is damped. During further approach of the

tip towards the surface this dissipation increases. During the

retraction of the tip the dissipation reaches a maximum before

the bond is finally broken at much larger distance (Figure 4f).

At that point the damping of the oscillation vanishes and

there is no significant difference in the forces between the

forward and backward directions. In contrast to the breaking

of the bond of an individual atom, the binding of the molecule

to the surface results from the superposition of many

contributions and this binding can be successively torn apart,

which may explain why no abrupt change is observed in the

force–distance curve.

Conclusion
We have resolved the hysteresis loop in force-spectroscopy

measurements induced by the bond formation and breakage

between a PTCDA molecule at the tip of an NC-AFM probe

and PTCDA molecules of the sample surface. The dissipated

energy of this process is given by the area of the hysteresis loop

and was determined to be 0.57 eV. While the molecule is

situated between the tip and the surface the oscillation of the tip

of the NC-AFM is damped. The dissipation energy of this

process is 0.22 eV/cycle at maximum.

Experimental
The experiments were performed at 77 K under ultrahigh

vacuum (UHV) conditions. Measurements were performed

using a home-built LT-TF-AFM [9], which is able to operate

both as an STM and as an FM-AFM. The tuning fork is used in

the qPlus configuration [22]. The oscillation amplitude of the

tuning fork can be chosen in the subnanometer regime due to its

large spring constant of about 9000 N/m, preventing a jump to

contact. This offers the advantage that in this regime the

measurements are more sensitive to short-range forces and

dissipation processes. The resonance frequency and quality

factor of the tuning fork at 77 K temperature and under UHV

conditions are about 28 kHz and 10000, respectively.

The tuning fork and tunneling signal are wired separately to

avoid any crosstalk. Both signals are amplified by home-built

current-to-voltage converters outside the vacuum system. For

the detection and regulation of the tuning-fork oscillation a

phase-locked-loop system supplied by Specs Zürich (Nanonis)

is used. Scanning control and data acquisition are performed by

the open-source software GXSM [23] combined with home-

built electronics. For image processing the free software

WSXM [24] is used.

Sample preparation was performed as follows. Si(111) was

flash annealed at 1500 K by direct resistive heating. The sample

was then cooled down slowly from 1200 K to 800 K to prepare

the 7 × 7 reconstruction. Next, 1.0 ML of Ag was evaporated

while the Si reconstruction was kept at 800 K. This results in a

surface covered by the √3 × √3 reconstruction [25]. Finally,

~0.3 ML PTCDA was deposited while the sample was at room

temperature.
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Abstract
The adsorption on KBr(001) of a specially designed molecule, consisting of a flat aromatic triphenylene core equipped with six

flexible propyl chains ending with polar cyano groups, is investigated by using atomic force microscopy in the noncontact mode

(NC-AFM) coupled to Kelvin probe force microscopy (KPFM) in ultrahigh vacuum at room temperature. Two types of mono-

layers are identified, one in which the molecules lie flat on the surface (MLh) and another in which they stand approximately

upright (MLv). The Kelvin voltage on these two structures is negatively shifted relative to that of the clean KBr surface, revealing

the presence of surface dipoles with a component pointing along the normal to the surface. These findings are interpreted with the

help of numerical simulations. It is shown that the surface–molecule interaction is dominated by the electrostatic interaction of the

cyano groups with the K+ ions of the substrate. The molecule is strongly adsorbed in the MLh structure with an adsorption energy

of 1.8 eV. In the MLv layer, the molecules form π-stacked rows aligned along the polar directions of the KBr surface. In these

rows, the molecules are less strongly bound to the substrate, but the structure is stabilized by the strong intermolecular interaction

due to π-stacking.
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Introduction
The study of molecular adsorption on atomically clean, well-

defined surfaces of bulk insulators is progressing rapidly due to

the development of atomic force microscopy in the noncontact

(or frequency modulation) mode [1-13]. A wide variety of

structures, from 3-D islands to single molecules have been

observed on different surfaces with an ever-increasing resolu-

tion, and there is still room for progress as shown by the

impressive submolecular resolution that has been demonstrated

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:gauthier@cemes.fr
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in recent works on the adsorption of pentacene [14] or decastar-

phene [15] molecules on Cu(111) and on a NaCl(001) bilayer

on Cu(111). During the same period, Kelvin probe force

microscopy (KPFM) has been combined with NC-AFM [16-19]

to investigate metallic or semiconducting surfaces, as well as

adsorbates [20,21] or thin insulating films on metals [18,22,23].

But its application to bulk insulating surfaces [24-26] is only

beginning, and studies of molecular adsorption on these

surfaces are still very scarce [6,8]. Coupling these two tech-

niques is not only interesting for the characterization of the

electrical properties of the adsorbates, but also for the extrac-

tion of topographic images that are free from distortion induced

by electrostatic forces [27].

In the following, we present the first results of a coupled

NC-AFM and KPFM study of the adsorption on KBr(001) of

2,3,6,7,10,11-hexa(cyanopropyloxy)triphenylene (HCPTP),

presented in Figure 1. This molecule was designed to adsorb

strongly on an alkali halide surface in the hope of blocking its

diffusion at room temperature. It is equipped with six flexible

propyl chains ending with dipolar CN groups. These groups

were proven recently to behave as strong anchoring entities for

a truxene derivative adsorbed on KBr(001) [10,11] due to their

efficient electrostatic interaction with the K+ ions of the surface.

Figure 1: (a) Molecular scheme and (b) structure of HCPTP optimized
in vacuum.

Results
Low coverage deposits
An image of the molecules at low coverage, deposited at room

temperature on KBr(001), is shown in Figure 2. The white dots

that appear on the step edge have a size that is compatible with

single molecules, but the resolution is not high enough for a

convincing identification. The dots on the terraces are more

extended. Their diameter ranges from 3 to 5 nm whereas their

height reaches 0.9 nm. We interpret them to be small molecular

aggregates comprising a few to a few tens of molecules.

Figure 2: Constant-frequency-shift image of the KBr surface after the
deposition of a small amount of molecules at room temperature.
Imaging conditions: Δf = −5 Hz, oscillation amplitude A = 2 nm.

Figure 3: Upper image: topography and lower image: Kelvin map of a
KBr terrace with a higher coverage. Imaging conditions: Δf = −20 Hz,
A = 2 nm. The profiles correspond to the white lines drawn on the
images.

A KBr terrace with a higher coverage is shown in Figure 3, with

its simultaneously measured Kelvin voltage map. A negative

shift of approximately 0.4 V appears on the largest aggregates

relative to the mean KBr signal. According to the standard

interpretation [28-30], the sign of this shift is indicative of the

presence of permanent dipoles that have a component pointing

outward from the surface, or of positive charges under the tip.

Higher coverage deposits
For higher coverage, the molecules were deposited at room

temperature and the surface was studied at room temperature

and after annealing at 80 °C and 150 °C. The complete study of

the evolution of this system with temperature is not the purpose

of this report. Here, for the sake of simplicity, we only discuss

the results after annealing at 150 °C. Note that the types of

structure we observed after the 150 °C annealing were already

present at room temperature, differing essentially by the size of

their domains. The images of a higher-coverage deposit,

annealed at 150 °C during 30 min, presented in Figure 4, show

that several structures coexist on the surface.
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Figure 5: (a) and (b) are the profiles that correspond to the blue and green lines drawn in Figure 4a; (c) is the profile corresponding to the black line
on Figure 4e, and (d) is the histogram of Figure 4e.

We first focus on the upper part of the images. It can be seen by

comparing Figure 4a and Figure 4b that the line bordering the

large triangular area on its right (arrows in Figure 4a and

Figure 4b) has been displaced toward the right during the 13 h

time lapse separating them. The enlargements of Figure 4c and

Figure 4d show that the surface liberated by this process

presents dots that are quite similar to the molecular aggregates

of Figure 3. For this reason, we identify this region as the KBr

substrate. The phenomenon observed in Figure 4 can then be

attributed to a dewetting process of a molecular layer [4] corres-

ponding to the domain labeled MLh in Figure 4a. Its height of

0.4 nm (profile in Figure 5a) is compatible with the height of a

molecule lying flat on the substrate. Observation of such an

evolution at room temperature on a system that has been

annealed at 150 °C shows that it is kept far from equilibrium by

the very slow kinetics of reorganization. The Kelvin maps of

Figure 4e and Figure 4f show a very clear contrast between KBr

and MLh (profile in Figure 5c). The Kelvin bias on MLh is

shifted toward negative values relative to KBr, that is, in the

same direction as for the aggregates discussed previously.

We now examine the third type of domain present in these

images (labeled MLv), which displays dark lines oriented along

a polar <110> direction (see also Figure 8). The profiles of

Figure 5a and Figure 5b show that their height relative to the

KBr surface amounts to approximately 1.6 nm. This value does

Figure 4: Images of a sample annealed at 150 °C after the deposition
of the molecules at room temperature. (a) and (b): topographic images,
(c) and (d): enlargement of the areas marked by a white rectangle on
(a) and (b); (e) and (f): Kelvin maps obtained simultaneously with (a)
and (b). (b), (d) and (f) were measured on the same area as (a), (c)
and (e) after a time lapse of 13 h. Imaging conditions: Δf = −20 Hz,
A = 2 nm. Two KBr monoatomic steps are outlined in green in (b).
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Figure 6: (a) Topographic and (b) Kelvin map of a high molecular
coverage annealed to 150 °C; (c) and (d) are enlargements of the
upper-left parts of (a) and (b) (blue rectangle). Δf = −20 Hz, A = 2 nm.

not vary from one layer to the other (note that the domain

located in the lower part of Figure 4a and Figure 4b is crossed

by a KBr monoatomic step, outlined in Figure 4b) and is

comparable to the diameter of a molecule (see the scale in

Figure 1). This observation indicates that these MLv domains

comprise a layer of molecules standing approximately upright

on the KBr surface. The mean distance between the dark lines is

around 11 nm and the associated corrugation is between 0.1 and

0.2 nm. The Kelvin maps of Figure 4e and Figure 4f show that

the Kelvin signal is also shifted toward negative values relative

to KBr for the MLv domains, with a comparable mean Kelvin

bias (histogram in Figure 5d). Nevertheless, the Kelvin map on

the two types of structures has a different aspect, being more

heterogeneous on the MLv domains. This heterogeneity is not

clearly correlated to the topographic images.

Another example of images of a high-coverage deposit,

annealed to 150 °C, is shown in Figure 6. Some well-resolved

defects appear in the MLh domain in the upper-left area of the

topographic image of Figure 6a (see the enlargement in

Figure 6c). These defects are also visible in the Kelvin map of

Figure 6b (enlarged in Figure 6d). They appear as clear dots,

corresponding to a positive shift of the Kelvin voltage on the

order of 0.8 V relative to the mean Kelvin voltage of the

surrounding MLh domain. As expected the spatial resolution in

the Kelvin map is lower than in the topography map due to the

longer range of electrical forces relative to van der Waals

forces.

The different domains that appear in Figure 6 have been labeled

and the monoatomic KBr steps outlined in green. These attribu-

tions are based on the measurement of the height of the

different structures and their Kelvin signature, as discussed

Figure 7: High resolution topographic images of an MLh domain.
A = 2 nm. (a) Δf = −35 Hz, (b) Δf = −50 Hz. The unit cell is indicated
in (b).

previously. The steps have a remarkable shape, quite different

from what is observed on the clean KBr surface, before adsorp-

tion, where they are mostly straight and aligned along the

nonpolar KBr(001) directions. It is clearly seen that the step

morphology is strongly coupled to the structure of the MLv

domains. The steps tend to align along the same polar direction

as the dark lines of the structure. These steps are highly unstable

on the clean surface due to their high electrostatic energy. They

can be stabilized only by charged species, in the present case by

adsorption of the negatively charged N atoms of the CN groups.

This observation also points to a massive KBr surface mass

transfer during the annealing of the substrate due to molecular

adsorption. The mechanisms at work during this transformation

could be of the same nature as those discussed recently in the

study of the restructuring of KBr(001) steps by truxene mole-

cules [11]. Finally, we note that when the molecular structure

crosses portions of steps that are not aligned in these directions,

these dark lines are not visibly affected, indicating that this

structure has a strong intrinsic cohesion.

High-resolution images of MLh and MLv
domains
Two high-resolution images obtained on the same MLh domain

are shown in Figure 7. The molecular network can be described

by a unit cell characterized by u (2.9 nm, −13° from [100]) and

v (3.7 nm, +61° from [100]) (Figure 7b). Note that due to the

different imaging conditions in Figure 7a and Figure 7b, the

molecular layer appears as a network of black holes in (a) and

white bumps in (b). Comparing the size of this unit cell with the

size of the molecule (Figure 1) suggests that the basis of the

network comprises two molecules.

The images on a MLv domain displayed in Figure 8 show that

the dark lines that appear in the large-scale images of Figure 4

and Figure 6 are separated by thinner lines, delimiting rows

with a width of ~2.3 nm, slightly larger than a single molecule.

A modulation with a period of ~4 nm appears along the rows.
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Because of the above-mentioned observation that the dark lines

can cross a KBr atomic step without be perturbed, we tenta-

tively interpret these observations as indicating that one row

corresponds to a stack of molecules in relatively strong inter-

action. Note that, as remarked before, the Kelvin map

(Figure 8b) is very heterogeneous, with values of the Kelvin

voltage varying between −0.5 and +1.2 V. This dispersion is in-

dicative of a certain degree of disorder as is also observable in

the topography image of Figure 8a.

Figure 8: High resolution (a) topographic and (b) Kelvin image of an
MLv domain. A = 2 nm, Δf = −20 Hz. The arrows in (a) point to the
~4 nm modulation.

Numerical simulations
To gain insight into the adsorption and dynamic properties of

HCPTP on KBr(001), we performed numerical simulations, as

described in the Methods section. The calculated lowest-energy

adsorbed conformation of HCPTP on KBr(001) is displayed in

Figure 9.

Figure 9: Lowest-energy adsorbed conformation of HCPTP adsorbed
on KBr(001). (a) Top and (b) side view. K+ ions are violet, N atoms are
blue. The arrow in (b) points to the CN group that is not bound to a K+

ion.

The molecule is bound to the surface by the electrostatic inter-

action between its CN groups and K+ ions. The flexibility of the

propyl chains allows the molecule to reach five K+ ions. One of

the chains cannot bind and its CN group stays at a larger dis-

tance from the surface (Figure 9b). The N atoms of the CN

groups that bind the molecule are at a mean distance of 0.28 nm

while the central aromatic core lies flat at a distance of 0.4 nm

from the surface plane. The calculated adsorption energy of

1.8 eV is quite large. It includes not only the contribution of the

five CN groups but also the interaction energy of the negatively

charged oxygen atoms and the aromatic core with the surface,

which can be roughly evaluated by calculating the adsorption

energy of hexamethoxytriphenylene on KBr(001) under the

same conditions. We obtain 0.8 eV, meaning that each CN

group contributes approximately (1.8 − 0.8)/5 = 0.2 eV, in good

agreement with the value obtained for the CN groups of the

truxene derivative mentioned previously [10].

Molecular dynamics studies of the diffusion of a HCPTP mole-

cule were performed with the same force field in the NVT

ensemble with a Nose–Hoover thermostat. Simulations at 300 K

show that the molecules diffuse by successive hopping of CN

groups from one K+ to another in a way that is similar to the

"walking" of the truxene-derived molecule described recently

[10]. To get an order of magnitude for the diffusion coefficient,

we observe that the molecule travels approximately 1 nm in a

time T = 2.5 ns. Thus, D = <x2>/(4T) ≈ 10−10 m2·s−1.

Discussion
Molecular structures
Figure 2 shows that step edges act as preferred adsorption sites

for the molecules at low coverage. This is not surprising as the

interaction of a CN group is expected to be enhanced due to the

availability of adjacent K+ sites on nonpolar steps, as shown for

truxene molecules [11]. The origin of the molecular aggregates

observed in Figure 2 and Figure 3 is less clear. As indicated

previously a single molecule diffuses at room temperature

despite its six CN anchoring groups. A lower estimate of the

distance that a molecule would travel on a defect-free surface

without interacting with another molecule during the deposition

can be obtained in the following way: For a deposition molec-

ular flux F, the mean time τF separating the arrival of two

successive molecules in an area L2 is τF = 1/(F·L2). During this

time, a molecule travels a mean distance of <L2> = 4DτF.

Combining these relations, we get (<L2>)1/2 ≈ (4D/F)1/4 = 1 μm

(with F = 3·1014 molecules·m−2·s−1, corresponding to one MLh

monolayer in 1000 s). This value is a lower estimate since

landing in the same area is a necessary, but far from sufficient,

condition for two molecules to meet. Considering that the mean

distance between defects on KBr(001) is smaller than 1 μm, this

estimation shows clearly that the nucleation is heterogeneous,

i.e., dominated by the adsorption of the molecules on defects.

Another observation, which points in the same direction, is that

the aggregates have a height that is larger than the 0.4 nm of the

MLh layer, i.e., they are 3-D. This transition to 3-D, which
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happens neither for the MLh nor for the MLv, should be

favored by a particular adsorption configuration of the mole-

cules adsorbed on the defects responsible for the nucleation of

the aggregates.

Note that the density of aggregates observed in Figure 2 and 3 is

much higher than the density of defects that are observed on the

clean KBr surface before adsorption. Associating each aggre-

gate with one or several defects implies that the molecules are

able either to create defects or to combine with preexisting

defects, which are mobile at room temperature and conse-

quently undetectable on the images of the clean surface. Investi-

gating precisely the first stages of the growth of this system

would answer these questions, but our present data set does not

allow conclusions to be drawn. More extensive numerical simu-

lations would also be necessary.

The measurement of a 0.4 nm height for the MLh monolayer

and the high-resolution images of Figure 7 are indicative of a

structure composed of molecules lying flat on the surface. The

observation of the dewetting of this monolayer (Figure 4) shows

that the molecules are mobile at the border of the layer. These

observations suggest an adsorption geometry close to the calcu-

lated conformation in Figure 9. Indeed, considering the high

value of the adsorption energy, one does not expect the lateral

intermolecular interactions to be strong enough to significantly

affect the adsorption conformation of the single molecule.

A tentative model of the MLh layer is shown in Figure 10. The

unit cell vectors u and v have been chosen on the basis of the

experimental values extracted from Figure 7b. They are given in

terms of the conventional surface unit-cell vectors a and b by

u = 4a − b and v = 2.5a + 4.5b. Their modulus and angle are

then given by u (2.7 nm, −14°/[100]) and v (3.4 nm,

+61°/[100]) in good agreement with the experiment (Figure 7b).

The molecular basis comprises two molecules that have been

positioned on the surface in the lowest-energy conformation of

Figure 9. Note that the molecules are separated enough to avoid

van der Waals contact and should be only weakly interacting

with each other, confirming our previous suggestion.

The images of Figure 4 do not show where the molecules of the

dewetting MLh layer go. Nevertheless, the fact that the MLh

layer was never observed to expand and that no other structures

(such as double MLh layers) appeared during this phenomenon

strongly suggests that they contribute to the growth of the MLv

layer. This conclusion would imply that the MLv structure is

more stable than the MLh structure. Considering the structure of

the molecule, it is seen that only two CN groups can adsorb on

K+ ions when the molecule is nearly vertical, contributing

approximately 0.4 eV to the adsorption energy. The stabiliza-

Figure 10: Tentative model of the MLh layer.

tion of MLv relative to MLh should then result from the inter-

molecular interaction energy, which should exceed 1.8 − 0.4 =

1.4 eV. This is indeed the case. The interaction energy between

two free HCPTP, calculated with the COMPASS force field

when the triphenylene cores are in a π-stacking configuration, is

on the order of 2.5 eV, well above this threshold. MLv is then

more stable than MLh and the transition between these two

structures is kinetically limited, as the dewetting transition

observed in Figure 4 confirms.

Interpretation of the observed Kelvin voltages
In the adsorption configuration shown in Figure 9, the mole-

cule acquires a dipolar moment of 12 debyes pointing along the

normal to the KBr surface. It is the interaction of the cyano

groups with the K+ ions that polarizes the molecule. According

to the standard interpretation [28-30], such a dipole is expected

to induce a negative shift of the Kelvin voltage. Consequently

and considering that, as discussed previously, the adsorption

conformation of the molecule in the MLh layer should not be

significantly different from the single-molecule conformation,

we interpret the negative shift of the Kelvin voltage observed on

MLh relative to KBr as being due to the adsorption-induced

polarization of HCPTP.

The Kelvin contrast on the aggregates is also negatively shifted

relative to KBr, indicating that they exhibit either a dipole

moment pointing along the KBr surface normal or a positive

charge. The contrast on MLv is difficult to interpret without the

help of a suitable model. A tentative explanation would be the

following: The vertical molecule is adsorbed on two K+ ions

through two CN groups. This geometry leads to a high density

of dipoles pointing along the KBr surface normal when the
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molecules are stacked in rows. The upper part of the adsorbed

molecules, far from this polarized interface, is disorganized, as

revealed in particular in the Kelvin maps of this structure, and it

is reasonable to assume that due to this randomness it

contributes less to the Kelvin voltage. The tip feels dominantly

the dipolar layer created by the adsorption of the CN groups on

the K+ ions. Note that a rapid evaluation gives a dipole density

for the MLv that is twice that of MLh, but the precise orienta-

tion as well as the distance from the tip should be taken into

account for a meaningful comparison of the Kelvin voltage on

these two structures.

These considerations were aimed at explaining the sign of the

shifts of the Kelvin voltage between the different structures. We

now comment on the magnitudes of the Kelvin voltages that we

observe. It has been suggested recently that the mean Kelvin

voltage monitored on Kelvin maps can be related to the electro-

static nature of the tip (neutral, polar or charged) [31]. We

observed occasionally abrupt variations of the Kelvin voltage

(~100 mV), which signal evolutions of the tip structure, but

these events were never accompanied by a significant change in

the Kelvin contrast as reported in [31]. We conclude that our

tips always had the same electrostatic behavior. We also

measured slow drifts in the mean Kelvin voltage on a scale of a

few volts around 0 V over a time scale of hours. For the three

tips we used in these experiments (two Si uncoated tips and a

Pt-coated tip) the Kelvin voltage difference between KBr and

MLh/MLv was approximately constant at 1.4 ± 0.2 V. These

relatively high values are in contrast to the values reported for

studies of adsorbates on metals [20,21]. On these systems, the

electric potential is fixed at the surface of the metal, at a micro-

scopic distance from the tip. The situation is radically different

on thick insulators, in which case the potential is imposed on

the metallic plate that supports the sample, which is some

millimeters away. Then, the potential drops in the insulator in a

way that depends not only on the dielectric constant of the ma-

terial and the tip–surface distance, but also on the tip radius.

The effective potential applied to the surface structures is then

largely smaller than the applied bias. This effect, which

explains the high values we observe, renders a quantitative

analysis of the Kelvin voltage more difficult on bulk insulators

than on conducting substrates.

Conclusion
We have demonstrated that HCPTP forms two types of mono-

layer on KBr(001): MLh where the molecules are lying flat on

the substrate and MLv where they stand upright. High-contrast,

well-resolved Kelvin maps were obtained simultaneously with

the topographic NC-AFM images. The precise structure of these

two monolayers could not be determined from the images. But

the measurement of their height on the electrostatic force-

compensated topographic images, completed by numerical

calculations of the adsorption conformation of the molecule

leads to a consistent interpretation of the Kelvin maps in terms

of adsorption-induced polarization of the molecule by the elec-

trostatic interaction of the cyano groups with K+ ions.

HCPTP was designed with its six CN groups to limit the diffu-

sion of the molecule on the KBr(001) surface. What the present

study demonstrates is that maximizing the adsorption energy

does not necessarily imply a low diffusion coefficient. There is

in fact no simple relation between adsorption and diffusion

energy, especially for large molecules with numerous degrees

of freedom [32]. Moreover, a high adsorption energy is likely to

induce surface restructuring, as observed in the present case.

While such processes could be useful to modify the surface at

will, this is not always desirable. Clearly, more elaborate strate-

gies are needed to progress toward our objective of immobi-

lizing a molecule on a bulk insulating substrate at room

temperature.

Methods
Experimental
Experiments were conducted in a commercial room-tempera-

ture (RT) ultrahigh vacuum STM/AFM (Omicron NanoTech-

nology GmbH, Taunusstein, Germany). The original optical

beam-deflection system was improved by replacing the LED by

a superluminescent laser diode (Superlum, Moscow, Russia)

coupled to the system by an optical fiber. The control elec-

tronics were from Nanonis (SPECS, Zurich, Switzerland). The

KBr crystal (~3 mm thick) was cleaved in air, quickly trans-

ferred to the UHV system and finally heated at 480 K for 1 h to

remove the charges produced during the cleavage process. This

preparation method produces an atomically well-ordered

surface with (001) terraces separated by atomic steps, mainly

oriented along the nonpolar <100> crystallographic directions

of the surface. We characterized this surface by KPFM and

found that charges are always present on the step edges, as

reported in [25]. In contrast, only a few charged defects (less

than 10 per μm2) were observed on the terraces. Molecules were

deposited from a heated boron nitride disk on which a few

drops of the molecular solution were left to dry. QNCHR

silicon cantilevers provided by NanoSensors (Neuchatel,

Switzerland) were used, with no special preparation except a

moderate heating (150 °C) in vacuum. The resonance frequen-

cies were close to 290 kHz, with quality factors ranging from

40,000 to 45,000. An experiment was also performed with a

Pt-coated tip (PtNCH), but the resolution obtained (in topog-

raphy as well as in the Kelvin maps) was not satisfying. KPFM

coupled to NC-AFM exists in two flavors [17], namely the

frequency- and amplitude-modulation modes. In this work, we

use the frequency-modulation mode. The voltage was modu-
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lated at 1 kHz with an amplitude of 2 V. The images were

obtained in the constant Δf mode with an oscillation amplitude

of A = 2 nm and small values of Δf, corresponding to normal-

ized frequency shifts [33] γ = kA3/2Δf/f0 = 0.25 fN·m1/2 at most

(k ~ 40 N·m−1). Under these conditions the interaction of the tip

with the surface is quite small and it is expected that only van

der Waals and electrostatic forces contribute to the image. Note

that at the Kelvin voltage, provided that no net surface charges

are present, the topographic image becomes a pure van der

Waals image. The measured height of the observed structures is

then close to that given by the molecular models, facilitating the

structural identification. Great care was taken to avoid any

cross-talk between the different signal channels available in

NC-AFM. Constant Δf images were recorded simultaneously

with maps of the Kelvin voltage, the frequency shift, the ampli-

tude and the excitation voltage. For all the images presented in

this paper, the excitation voltage map was uniform, at a value

close to its value in the absence of tip–surface interaction. The

<100> nonpolar directions of the KBr(001) surface are oriented

in the horizontal and vertical directions.

Molecular synthesis
2,3,6,7,10,11-Hexa(cyanopropyloxy)triphenylene (HCPTP) was

prepared in 73% yield by reaction of 2,3,6,7,10,11-hexa-

hydroxytriphenylene (HHTP) with 4-bromobutyronitrile in dry

DMF in the presence of potassium carbonate. HHTP was

obtained from 2,3,6,7,10,11-hexamethoxytriphenylene

according to [34]. To a suspension of 4-bromobutyronitrile

(636 mg, ca. 0.43 mL, 4.3 mmol) and dry potassium carbonate

(3.2 g, 23.2 mmol) in dry DMF under argon was added HHTP

(200 mg, 0.62 mmol). The mixture was then stirred under argon

at RT for 55 h and then poured into water (150 mL) under stir-

ring. Neutralization by H2SO4 (5 M) gave a beige precipitate,

which was filtered and dried under vacuum. Recrystallization

from ethyl acetate (300 mL) or by column chromatography

(SiO2, DCM–AcOEt, 8:2) and drying under vacuum at 40 °C

for 7h gave HCPTP (319 mg, yield: 71%). Rf = 0.5 (TLC,

DCM–AcOEt, 7:3); 1H NMR (CD2Cl2, 300 MHz) δ 7.90 (s,

6H, arom), 4.36 (t, J = 5.7 Hz, 12H, CH2O), 2.71 (t, J = 7 Hz,

12H, CH2CN), 2.27 (m, 12H, NCCH2CH2) ppm; 13C NMR

(CD2Cl2, 75 MHz) δ 149.1, 124.4, 108.1, 67.8, 26.2, 14.9 ppm;

MS m/z (DCI, NH3): 728 [M + H]+; Anal. calcd for

C42H42N6O6: C, 69.4; H, 5.8; found: C, 69.2; H, 6.1.

Numerical simulation
The geometry of the molecule adsorbed on KBr(001) was opti-

mized by using Materials Studio [35] with the COMPASS force

field [36]. This force field is well adapted to the system that we

consider here, because it has been parameterized by using

condensed-phase properties in addition to ab initio and empir-

ical data for isolated molecules [37,38]. It is well known from

previous studies that the adsorption of organic molecules on this

type of surface is dominated by van der Waals and electrostatic

interactions, and that the charge transfer between the substrate

and the molecule is negligible [39]. The KBr slab was

composed of 6 × 6 × 3 unit cells. Two KBr layers were free to

relax during the simulations.
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Abstract
Key developments in NC-AFM have generally involved atomically flat crystalline surfaces. However, many surfaces of

technological interest are not atomically flat. We discuss the experimental difficulties in obtaining high-resolution images of rough

surfaces, with amorphous SiO2 as a specific case. We develop a quasi-1-D minimal model for noncontact atomic force microscopy,

based on van der Waals interactions between a spherical tip and the surface, explicitly accounting for the corrugated substrate

(modeled as a sinusoid). The model results show an attenuation of the topographic contours by ~30% for tip distances within 5 Å of

the surface. Results also indicate a deviation from the Hamaker force law for a sphere interacting with a flat surface.

230

Introduction
Noncontact atomic force microscopy (NC-AFM) has brought

considerable advancement to the atomic-scale study of surfaces,

by allowing both atomic-resolution imaging and atomically

resolved force spectroscopy. Generally, these advancements

have been made on atomically flat crystalline surfaces. Yet,

many surfaces of technological interest are neither crystalline

nor atomically flat and this presents a challenge for the assess-

ment of measurement resolution and the ultimate determination

of the structures of interest. Problems of friction and adhesion

serve as examples in which roughness is a determining factor,

and a full understanding of the microscopic interactions requires

adequately resolved measurements [1,2].

SiO2 grown as a gate dielectric on Si wafers, for example, is

amorphous and exhibits stochastic surface roughness. Precise

measurement of this roughness by AFM has generated contro-

versy following the widespread use of SiO2 as a support for

exfoliated graphene, which may be probed with UHV scanning

tunneling microscopy (yielding full atomic resolution, as

demonstrated by several groups) [3-7]. The controversy arises

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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when STM measurements of graphene/SiO2 are compared with

AFM measurements of the bare SiO2 substrate, because AFM

measurements of SiO2 generally show a much smoother

topography than is shown by STM of graphene/SiO2. Moti-

vated by the experimental difficulty in measuring SiO2 surfaces,

we propose a model to gain insight into this issue.

Here we present experimental findings on SiO2 that have moti-

vated the modeling of tip–surface interactions for the case of a

corrugated surface. We discuss the issues that arise when the

surface is corrugated on relatively small length scales (our best

measurements on SiO2 yield a correlation length of 8–10 nm).

We develop a continuum model that explicitly accounts for a

quasi-1-D substrate corrugation (modeled as a sinusoid) and

obtain the response of a spherical tip to van der Waals (vdW)

interactions. To our knowledge, it is the first model to directly

incorporate the lateral variation of van der Waals forces due to

surface corrugation and to attempt to quantify this in terms of

contours of constant frequency shift. We discuss the first results

of this model, specifically showing attenuation of the substrate

corrugation in imaging. We also report a deviation from the

generally assumed Hamaker force law for the interaction of a

sphere with a flat surface (F ~ AHR/6z2).

SiO2 resolution controversy
Graphene was brought to prominence by the pioneering work of

Geim and Novoselov in developing a fabrication technique for

graphene devices involving optical identification of exfoliated

flakes on 300 nm thick SiO2/Si [8]. As a result, much of the

early scanning probe investigations were performed on SiO2

and questions about the relationship between graphene device

properties and substrate properties, including topography,

remain prominent in the field of graphene research. The first

investigations of SiO2-supported graphene by means of scan-

ning-probe methods appeared in 2007 [5,6]. These early investi-

gations attributed the roughness of the graphene to the rough-

ness of the underlying SiO2. Previously, measurements of

suspended graphene by TEM in diffraction mode suggested an

“intrinsic” rippling in the graphene structure [9], which presum-

ably originates from the same physics that describes the crum-

pling of soft membranes [10]. More recently, a study comparing

scanning-probe measurements of the corrugation of single-layer

graphene (by UHV STM) with that of SiO2 (by ambient AFM)

reported a significantly greater corrugation for the graphene

than that observed for the SiO2 [4]. These measurements were

interpreted as an “intrinsic” rippling of the partially suspended

graphene, presumably of the same origin as that observed

by TEM for fully suspended graphene [9]. However, any

significant “suspension” and intrinsic rippling of the graphene

over SiO2 is hard to reconcile with the energetics of substrate

adhesion [11-13].

Our previous work [14] addressed the issue of intrinsic rippling

in SiO2-supported graphene by presenting high-resolution UHV

NC-AFM measurements of the SiO2, in which it was shown

that there were more small-scale features present on the SiO2

than previously measured. The corrugation of bare SiO2 was

shown to be slightly greater than the corrugation of the

graphene over all relevant length scales and, thus, the graphene

conforms to the substrate, consistent with the energetics of

bending and adhesion. This study helped to resolve questions

about the relationship between the substrate and the graphene

topography for SiO2. Specifically, the higher-resolution

measurement of the substrate roughness allowed a quantitative

analysis based on theories of membrane adhesion. It also

brought to the fore the experimental difficulty of obtaining

high-resolution AFM images on corrugated surfaces, given that

many previous measurements of SiO2 appear to be under-

resolved. It is likely that further high-resolution SPM studies

will provide breakthroughs in problems that are currently poorly

understood, such as the unusually high adhesion energy of

graphene to SiO2 [15], and its anomalous frictional behavior

[16]. Beyond graphene, the use of SiO2 is commonplace as

a substrate in electronic-device research (carbon-nanotube

devices, organic electronics, etc.).

While one may readily obtain atomic resolution on certain flat

surfaces, such as the well-studied (7 × 7) reconstruction of

Si(111), obtaining this same level of resolution on rough

surfaces presents an experimental challenge. Under suitable

conditions, atomic resolution of amorphous surfaces has been

achieved. For atomically resolved images of barium silicate

glass, UHV contact-mode AFM with a relatively high loading

force (25–50 nN) was utilized [17]. Quartz glass has also been

measured with comparable resolution, leading to real-space

images of the amorphous atomic structure [18]. Despite the

atomic resolution obtained for quartz in [18], those measure-

ments fail to account for the observed topography of SiO2-

supported graphene, due to apparent differences in surface

structure between the carefully UHV-prepared quartz in that

study and the SiO2 substrates used for graphene. As with the

barium silicate measurements, for high-resolution measure-

ments of SiO2, special conditions were necessary [18]. In order

to obtain the high-resolution measurements of the SiO2

presented in this paper, a supersharp tip, with a nominal radius

of curvature of 2–5 nm, was crucial. Comparing the images

obtained with these supersharp tips to those obtained with a

metal-coated tip of nominal radius 30 nm, demonstrates the

distinct improvement in resolution (Figure 1a and Figure 1b).

Features with radius of curvature as small as 2.3 nm were

observed in images with the supersharp tip (Figure 1a) [19].

Yet, under comparable experimental conditions, the (7 × 7)

structure of Si(111) could be discerned with atomic resolution
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Figure 1: AFM resolution examples: (a) high resolution UHV NC-AFM image of SiO2 displaying features with radius of curvature ~2.3 nm (Rtip nomi-
nally 2 nm, ∆f = −20 Hz, A = 5.0 nm, image size = 200 nm × 200 nm) (b) under-resolved UHV NC-AFM image of SiO2 with the same height scale as
(a) (Rtip nominally 30 nm, ∆f = −150 Hz, A = 1.0 nm, image size 200 nm × 200 nm) (c) UHV NC-AFM image of Si(111) with inset showing atomic reso-
lution (Rtip nominally 7 nm, ∆f = −40 Hz, A = 7.1 nm, image size 50 nm × 50 nm).

without the aid of a supersharp tip (Figure 1c). Atomic resolu-

tion on Si(111) depends on the short-range chemical forces and

the bonding configuration of the tip apex atom [20-23], whereas

long-range vdW interactions are a constant background force

for AFM imaging of this and other flat surfaces. In contrast, for

corrugated surfaces, the vdW interactions will vary laterally and

thus play a greater role in determining the contour followed by

the probe tip. These experimental observations highlight the

difficulty in obtaining adequately resolved NC-AFM measure-

ments on rough, amorphous surfaces and challenge the assump-

tion that, for a given tip radius, the resolution on a rough surface

will be comparable to the resolution on a flat surface. While it is

the controversy over the resolution of the SiO2 substrate that

motivates our modeling of AFM resolution for corrugated

surfaces, the vdW interaction model itself is more generally

applicable to other corrugated surfaces.

Model of the corrugated-surface resolu-
tion
Here we briefly outline the analytic development of the model.

Ultimately we wish to find the dependencies of the potential,

force, frequency shift, etc., for the case of a spherical tip and a

quasi-one-dimensional corrugated surface. The following

sections develop the calculation on the assumption that interac-

tions are pairwise additive, beginning with a Lennard-Jones

interaction between two atoms [24]. The formalism here closely

follows that of [11], in which a detailed analytical theory was

developed to model the adhesion of graphene to a sinusoidally

corrugated substrate.

This section is presented as follows:

1. Development of the basic formalism for carrying out nu-

merical integration of a Lennard-Jones potential, for a

“point atom” interacting with a semi-infinite substrate.

By obtaining this “point atom” potential, one can then

integrate over the tip volume to obtain the tip–surface

potential. We first obtain results for a flat surface with

boundary at z = 0, initially for the “point atom” and then

for a spherical tip body. This allows a check of the nu-

merical integration scheme by comparison with analyti-

cal results.

2. We then apply the method to a corrugated surface. As an

intermediate result, we discuss the tip–surface potential

and its z dependence since we find a different scaling

from the sphere–plane result generally assumed.

3. Finally, to simulate NC-AFM imaging, we compute

frequency shifts for the spherical-tip/corrugated-surface

system.

We begin with the Lennard-Jones potential written as

(1)

which represents the interaction between a pair of atoms sepa-

rated by a distance r. Following the Hamaker procedure, we

assume that the total interaction energy (atom–surface or

tip–surface) is obtained pairwise by integration of this potential.

1 Atom–surface potential
We first consider a “point atom” interacting with a flat, semi-

infinite substrate with density ρS (number/volume). The integra-

tion may be written as

(2)

As shown in [25], this has an analytic solution. For a general

potential described by



Beilstein J. Nanotechnol. 2012, 3, 230–237.

233

(3)

the substrate-integrated potential is

(4)

and this is valid for n > 3. Here z represents the distance from

the “point atom” to the substrate surface. We use subsript “a–s”

to denote that this is a potential for an “atom” interacting with

the semi-infinite substrate.

For n = 6 (the usual attractive vdW form) this reduces to

(5)

Combining the attractive r−6 term and repulsive r−12 term, the

result may be expressed as

(6)

with

(7)

By inspection, it is apparent that Equation 6 represents a poten-

tial with depth w0 at distance h0 from the surface. Additionally,

one sees that choosing (w0, h0) is equivalent to choosing (C1,

ρs), according to Equation 7. Thus, in our numerical implemen-

tation we choose values for w0 and h0. As a first check on our

substrate by numerical integration, we compare the numerical

integration of Equation 2 with the analytical result in

Equation 6. In this case the interaction is parameterized as

w0 = 1.0 aJ and h0 = 0.3 nm. The agreement is excellent, as

shown in Figure 2.

2 Tip–surface potential
Once the atom–surface potential is obtained, the tip–surface

potential is obtained in an analogous manner. It is computed as

(8)

Figure 2: Verification of atom–substrate potential: Potential wa–s
versus z for numerical and analytical schemes for a “point atom” inter-
acting with a flat surface. The near-perfect overlap of the curves
demonstrates the fidelity of the numerical integration scheme.

Figure 3: Schematic illustrating the model geometry: The surface is
sinusoidally corrugated along the x direction only, with wavelength λ
and amplitude δs. The surface corrugation is independent of y (quasi-
1-D geometry). The tip is modeled as a sphere of radius R.

where the uppercase W designates a potential between two

extended objects. Here, ρt is the tip density (number/volume)

and the integration is over the (spherical) tip volume. The z co-

ordinate for Wt–s(z) is the distance between the surface and the

apex of the spherical tip (the point closest to surface), as

depicted in Figure 3. Employing the NIntegrate function in

Mathematica 8.0, the numerical integration of Equation 2 gener-

ates the atom–surface potential as a tabulated function of z, with

scaling determined by (w0, h0). We then numerically integrate

this tabulated function over the spherical tip volume, for

varying tip–surface distance z, using an approach that incorpo-

rates the IDL routines INTERPOLATE and INT_3D. As a

check on this numerical integration, we compare against the

exact analytical result for a sphere attracted to a flat surface by
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van der Waals forces. It is well-known that the sphere–plane

Hamaker integration has the approximate solution [25]:

(9)

in the limit z << R, where AH is the Hamaker constant for the

tip–surface material system, given by AH = C1·π2·ρs·ρt.

Equation 9 is sometimes used for fitting the vdW background in

NC-AFM experiments [26,27]. However, for the tip radii

modeled here, the limiting approximation is not accurate

enough to serve as a test for the tip integration scheme, and we

use the following exact analytical expression:

(10)

In Figure 4, we plot −Wt–s versus z to show that the numerical

integration over the tip volume accurately reproduces the exact

formula. Additionally, we plot the function z−1 to indicate the

small-z limiting behavior. In all numerical calculations the full

Lennard-Jones potential of Equation 6, including both the

attractive and the repulsive terms, is utilized. While the analyti-

cal expression in Equation 10 is limited to the attractive inter-

action, the agreement in Figure 4 is excellent.

Figure 4: Hamaker force for flat surfaces: Relationship between tip
potential and distance from the surface. Here the distance is taken
relative to the surface position (distance from surface = z(x) − zs(x)).
The dashed line is a reference for the 1/z dependence expected from
the Hamaker force law for the interaction between a flat surface and a
sphere. The numerical results show excellent agreement with the
exact potential (Equation 10).

Following these consistency checks on the numerical integra-

tions with a flat substrate surface as a reference, we now extend

the calculation to a corrugated surface. The treatment follows

that of [11]; in analogy with Equation 2 the atom–substrate

potential is written as

(11)

with the essential difference being the upper integration limit on

z. The upper integration limit in z is now the (sinusoidal)

surface profile zs(x), given by zs(x) = δs·sin (2 πx/λ). Note that

wa–s is necessarily a function of x and z. The tip–surface poten-

tial is obtained in analogy with the calculation for the flat

surface (Equation 8), and is also a function of x and z.

All computations are carried out with λ = 10 nm, δs = 0.5 nm,

w0 = 0.169 aJ, and h0 = 0.3 nm. The particular choice of ampli-

tude and wavelength is based on our best measurements of

SiO2, which gave rms roughness ~0.38 nm and correlation

length ~10 nm. The 10 nm period is divided into 16 intervals at

which points the potential is calculated (shown as black dots on

the sinusoidal surface in Figure 3). In the z direction, the grid is

much finer, namely 0 to 40 nm in increments of 0.01 nm. The

40 nm range is necessary to incorporate realistic tip diameters,

and to allow proper integration over the oscillation amplitude,

as discussed below. Our scheme is motivated by simplicity;

however, an adaptive grid scheme would be desirable to deal

with the rapidly varying behavior of wa–s near the surface and

very smooth asymptotic behavior several nm from the surface.

The computation of the atom–surface potential wa–s(x,z) for the

corrugated surface requires some careful discussion. In [11],

analytical formulas were derived for the integration given in

Equation 2. However, the formulae developed there ultimately

make the approximation that z >> δs, and consequently they do

not work well at relatively small z (anomalies begin to appear

even >1 nm from the surface contour). This is why a final nu-

merical integration was adopted in our work to obtain wa–s(x,z).

There appear to be inherent numerical difficulties in computing

the integral for a sinusoidal surface, and we are currently

limited in the closest distance to the surface for which we can

compute wa–s. For example, in the case of the flat substrate, our

numerical integration routine allows computation of wa–s to

within 0.19 nm of the surface. In that case, the potential is in the

highly repulsive regime with a value of about +24.60w0, where

w0 is the depth of the potential well at the minimum. The

equivalent calculation for a corrugated surface with δs = 0.5 nm

and λ = 10 nm is generally limited to ~0.26 nm throughout most

of the corrugation period (the potential cannot be computed

closer than 0.26 nm to the surface). The limits on wa–s carry

over directly into limits on Wt–s, as we only integrate the tip

potential where the integrand is defined. Thus within our

continuum model with a perfectly rigid tip and substrate, we
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cannot generally take the tip into the regime in which the

overall interaction is repulsive. This is rather unsatisfactory at

present, as it would be preferable to have well-defined numeri-

cal values (even if unrealistically large), and then let the limits

of the model be decided on physical grounds, i.e., peak force or

stress on the tip apex, etc.

3 Calculation of frequency shifts
Once the tip–surface interaction potential Wt–s is obtained, the

interaction force Ft–s is found straightforwardly by differenti-

ation with respect to z. We then compute the frequency shift

using the following expression [28], which is exact to 1st order

in classical perturbation theory:

(12)

with spring constant k = 40 N/m and resonant frequency

f0 = 300 kHz. We then convert to the normalized frequency

shift γ, which is defined as [20]

(13)

Results and Discussion
Using the model, we arrive at several key results. First, we find

that the generally assumed Hamaker force law for the inter-

action between a spherical tip and a flat surface does not hold in

the case of corrugated surfaces. Second, we find that the imaged

structure is attenuated with respect to the surface geometry,

even for small distances between the tip and the sample.

Deviation from the sphere–plane Hamaker
force law
In the previous section, we discussed the Hamaker integration

for a sphere interacting with a flat surface through van der

Waals forces. The integration can be carried out without

approximation to yield the exact formula; this exact formula is

cumbersome and given by Equation 10. In the limit z << R, this

formula simplifies greatly to Wt–s ≈ −AHR/6z, which is often

used in describing tip–sample vdW forces. Applying the

formalism developed for a sinusoidally corrugated surface, we

find that the basic scaling with distance is fundamentally

different when the surface is corrugated.

Figure 5 shows the relationship between Wt–s and the local

height above the surface (h = z(x) − zs(x)) for tip radii of 5 nm

and 10 nm, at four high symmetry points on the corrugated

surface (x = 0, x = λ/4, x= λ/2, and x = 3λ/4). We compare the

curves derived from the corrugation model to the exact curves

corresponding to a flat surface, and additionally show the refer-

ence curve 1/z, which represents the small-z limiting behavior

for the flat surface. We see that, unlike the flat case, the curves

do not show a 1/z dependence in the limit of small tip–sample

distances. Assuming a relationship of the form 1/zβ for Wt–s

versus the tip–sample distance, we find β > 1. This means that

the tip potential drops off more quickly with increasing dis-

tance than one would expect from application of the Hamaker

force law for the relationship between a sphere and a plane.

Additionally, the dependence of Vtip on the tip–sample distance

varies with lateral position, showing the strongest distance

dependence at the valley position (x = 3λ/4, blue curve) and the

weakest distance dependence at the peak position (x = λ/4, red

curve). For x = 0 and x = λ/2, the distance dependencies are

equivalent, which is consistent with the observation that these

two locations are mirror symmetric in geometry. For all lateral

positions studied, a departure from the sphere–plane Hamaker

force law results. The departure is most pronounced when the

tip is in close proximity to the surface; as the distance from the

surface increases the potential converges to the exact result for a

flat surface. While the deviation from the sphere–plane

Hamaker force law is not mapped throughout the corrugation

(λ, δ) parameter space here, we expect that for a given tip radius

the deviation will decrease with longer λ and smaller δ due to

decreased interaction between the tip and the substrate side

walls. This prediction is consistent with the flat surface case,

which is restored in the limits λ → ∞ and δ → 0.

Figure 5: Hamaker force law for corrugated surfaces: Tip–sample dis-
tance dependence of tip potential for high-symmetry points (inset,
x = 0, x = λ/4, x = λ/2, and x = 3 λ/4) for the two radii (R = 5 nm and
R = 10 nm); for x = 0 and x = λ/2 the curves overlap. Lines for the
exact analytical form (Equation 10) of the Hamaker relationship
between a sphere and a plane are shown (black line) for comparison.
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Attenuation of surface features
To determine the degree of attenuation of surface features for

NC-AFM, contours of constant frequency shift were calculated

(Figure 6) by using the method described in the previous

section. Here, we present results for a tip with radius 5 nm.

With increasing distance from the surface these contours show

attenuation of the corrugation. As discussed in the previous

section, the proximity to the surface is limited by our first nu-

merical integration to obtain wa–s. At our computational limit,

the nearest contour that we can calculate corresponds to a

normalized frequency shift of −0.72 nN·nm1/2 (−22.8 fN·m1/2),

which is well into the range in which atomic-resolution images

are normally obtained [20]. Most significantly, at this inter-

action level the contours are attenuated by ~30% (lower-most

contour, purple curve in Figure 6). At −0.1 nN·nm1/2 (upper-

most contour, red curve in Figure 6) the model predicts over

50% attenuation compared to the surface corrugation. The

attenuation of surface features can be understood intuitively by

considering the vdW interaction of the tip and the corrugated

sample surface. For flat surfaces, the vdW interaction provides

a constant background and is most strongly concentrated at the

tip apex, but for corrugated surfaces the vdW interactions over

peak positions and valley positions are different and interac-

tions with the side of the tip become more important. For the

valley positions, the attractive force between the tip and the

sides of the valley will lead to a stronger attraction than for the

flat surface case and thus result in a higher z position for the

same frequency shift. A similar physical argument can be made

for the peak positions. In this case the downward slope means

that neighboring atoms are farther away, the vdW interactions

with these atoms is smaller compared with the flat case due to

the increased distance, and as a result the same frequency shift

will occur at a lower z position. The vdW interactions with

neighboring atoms become more dominant at larger z distances

(smaller frequency shifts), and therefore one can intuitively

expect greater attenuation (lowering of peak positions and

heightening of valley positions) based on these simple, physical

vdW arguments. A similar argument was presented by Sun et. al

in describing the attenuation in the graphene moiré structure on

Ir(111) due to the vdW interaction between the tip and the

underlying Ir(111) structure [29]. While attenuation is to be

expected for increased distance between the tip and the sample,

we emphasize that the degree of attenuation for a tip of 5 nm

radius is significant even at small distances, with a normalized

frequency shift that is relatively large. To obtain accurate

experimental results with NC-AFM it is of critical importance

to choose a frequency shift setpoint such that the distance

between the tip and the surface is minimized, especially when

seeking accurate topography of corrugated surfaces. The model

used does not account for local bonding, electrostatic forces, or

atomistic interactions beyond the inclusion of a pairwise vdW

interaction, all of which affect the AFM resolution; nonetheless,

even if these interactions were included, the varying vdW

and resultant attenuation of features still presents a problem

to resolution.

Figure 6: Contours of constant normalized frequency shift, γ, for a
corrugated surface. Attenuation is observed as the distance from the
surface increases. Here, zabs gives an absolute position in the z direc-
tion, not a relative distance from the surface.

Conclusion
As is already well known in the field of atomic force

microscopy, a sharp tip and close proximity to the surface is the

key to obtaining accurate topographic images with high resolu-

tion. Here we have shown that, even more so than for flat

surfaces, these factors are especially important for high-resolu-

tion imaging of rough surfaces, based only on the differences

between vdW interactions. While the model results support the

experimental difficulty of obtaining accurate images of rough

surfaces, the model itself oversimplifies the multifaceted

complexities of experimental AFM setups. More complex

models, which include short-range bonding and electrostatic

forces, more realistic tip geometries, and calculations for closer

proximities between tip and sample, are needed for a more

complete and quantitatively accurate understanding of the

factors limiting the resolution of corrugated surfaces.

Experimental
All NC-AFM images were collected with a JEOL ultrahigh-

vacuum atomic force microscope with a base pressure of

4 × 10−8 Pa. SiO2 samples (Figure 1a and Figure 1b) were

cleaved in air to the proper size then quickly transferred into the

ultrahigh-vacuum JEOL AFM system (4500A, Nanonis

controller). SiO2 samples were baked at 130 °C for cleaning. In

order to replicate the experimental substrate preparation often

used for graphene exfoliation, no additional cleaning pro-

cedures were performed before imaging of the SiO2. Si(111)

samples (Figure 1c) were cleaned in UHV by the standard
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procedure with repeated flashing at 1530 K, followed by slow

cooling through the (1 × 1)-to-(7 × 7) phase transition [30].

NC-AFM measurements were performed with commercially

available cantilevers; supersharp tips were used for the high-

resolution SiO2 measurements (Veeco TESP-SS with nominal

radius of 2–5 nm), metal-coated Si for the under-resolved SiO2

measurements (MikroMasch DPER15), and uncoated Si for the

Si(111) measurements (Nanosensors Point Probe NCH with

nominal radius 7 nm). All images are presented in raw form,

with only a plane-fit background subtraction. Commercial

software (SPIP) was used for the presentation of image data.
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Abstract
In frequency-modulation atomic force microscopy the direct observable is the frequency shift of an oscillating cantilever in a force

field. This frequency shift is not a direct measure of the actual force, and thus, to obtain the force, deconvolution methods are neces-

sary. Two prominent methods proposed by Sader and Jarvis (Sader–Jarvis method) and Giessibl (matrix method) are investigated

with respect to the deconvolution quality. Both methods show a nontrivial dependence of the deconvolution quality on the oscilla-

tion amplitude. The matrix method exhibits spikelike features originating from a numerical artifact. By interpolation of the data, the

spikelike features can be circumvented. The Sader–Jarvis method has a continuous amplitude dependence showing two minima and

one maximum, which is an inherent property of the deconvolution algorithm. The optimal deconvolution depends on the ratio of the

amplitude and the characteristic decay length of the force for the Sader–Jarvis method. However, the matrix method generally

provides the higher deconvolution quality.
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Introduction
The atomic force microscope (AFM) was invented 25 years ago

as an offspring of the scanning tunneling microscope (STM),

extending the imaging capabilities to insulators [1]. Nowadays

the focus of development and investigation shifts from purely

topographic imaging, in spite of this still being the main use of

an AFM, to quantitative force measurements between single

atoms or molecules in high-resolution, dynamic AFM modes.

Examples are the measurement of the force needed to move an

atom on surface [2] or the chemical identification of different

adatom species [3]. Another trend is the three-dimensional force

mapping [4,5] giving tomographic insight into the force field

over atoms and molecules. However, all these remarkable

results have to rely on inversion methods as the force is not

directly measured in the dynamic modes of an AFM.

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:joachim.welker@physik.uni-regensburg.de
http://dx.doi.org/10.3762%2Fbjnano.3.27
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Figure 1: (a) Definition of the z-axis: The cantilever oscillates with a constant amplitude A. The lower turnaround point is denoted with zltp and the
center of the oscillation is at zltp + A. (b) The frequency shift can be calculated as a convolution of the force gradient kts with a semicircular weight
function w.

For high-resolution atomic force microscopy commonly the

frequency-modulation (FM) technique is used [6]. In FM-AFM

the direct observable is the frequency change of an oscillating

cantilever due to the force field acting between the tip of the

probe and the sample surface. The corresponding frequency

shift is related to the actual force by a convolution [7]. Hence to

obtain the force, deconvolution methods are necessary.

A number of inversion methods from frequency shift to force

have been suggested. Iterative methods were proposed by

Gotsmann [8] and Dürig [9]. The higher harmonics of the

cantilever oscillation can be exploited to recover the force

instantaneously [10]. Hölscher showed that a deconvolution is

possible if the amplitude dependence of the frequency shift is

known [11]. Predominantly, the direct deconvolution methods

of the Δf(z) dependency that were proposed by Sader and Jarvis

[12] and Giessibl [13] are used. These methods were found to

be the most robust [14]. Both methods start from the same equa-

tion for the convolution, but they have different approaches in

solving it for the force.

In this paper we compare the Sader–Jarvis deconvolution

method and Giessibl’s matrix method. We use the analytical

formulas of the Morse and Lennard-Jones model forces and the

corresponding frequency shifts. The analytically calculated

frequency shifts are deconvoluted back into a force and

compared with the original model force.

In the first section we introduce the model forces and the

corresponding frequency-shift curves. In the second section

both deconvolution methods and their implementation for

discrete data points are described. In the third section we

present the results of the simulation showing a nontrivial ampli-

tude dependence of the deconvolution quality and discuss the

origin of the variations in deconvolution quality.

Forces and frequency shifts in FM-AFM
In FM-AFM the force is not directly proportional to the

measured frequency shift, but instead to the average force

gradient, as can be seen from a simple model. Let us assume an

interaction potential between a tip and a sample denoted by

Vts(z). Accordingly, the force is given by Fts(z) = −(dVts(z)/dz)

and the force gradient by kts(z) = −(dFts(z)/dz). If kts is constant

over the range of one oscillation cycle, which is fulfilled, for

example, for small amplitudes, the actual resonance frequency f

can be calculated with an effective spring constant k + kts

(1)

where m is the effective mass and k the spring constant of the

cantilever. For kts << k we can expand the square root in

Equation 1 and calculate the frequency shift Δf = f − f0

(2)

In general kts is not constant over the oscillation cycle, espe-

cially for larger amplitudes A. In this case the oscillation of the

cantilever has to be taken into account. A derivation of the

frequency shift caused by an arbitrary force Fts is given, for

example, in reference [15] based on the Hamilton–Jacobi

formalism:

(3)

where zltp is the lower turnaround point of the oscillation (see

Figure 1a). Thus the frequency shift can be calculated by a
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convolution of the force with an amplitude-dependent weight

function. Integration by parts of Equation 3 leads to a more

intuitive form:

(4)

This equation describes the frequency shift Δf as a convolution

of the force gradient kts with a semicircular weight function

with radius A (see Figure 1b). Equation 4 is equivalent to

Equation 2 upon replacing kts with the average force gradient

Equation 3 needs to be inverted in order to calculate the force

for a given Δf(z) curve. Additionally, it enables us to calculate

the expected frequency shift for a given force law. In reference

[16] analytical functions of Δf(z) curves for power and exponen-

tial force laws were calculated. A common exponential force

law is the force derived from the Morse potential used to

describe the bonding between two atoms:

(5)

(6)

Here Ebond is the bond energy, κ is the decay constant and σ is

the equilibrium distance. The frequency shift that is derived

from such a Morse force law is given by [16]:

(7)

with  being the Kummer function (see section 13.2.1 in

[17]).

Another potential commonly used to describe the interaction

between two atoms is the Lennard-Jones potential. In contrast to

the Morse potential, the Lennard-Jones potential is based on

power functions and has only two parameters, that is, the

equilibrium distance σ and the bond energy Ebond:

(8)

(9)

The Lennard-Jones force law leads to the frequency shift [16]:

(10)

with  being the hypergeometric function (see section

15.3.1 in [17]). In this work we use both the Morse and the

Lennard-Jones force laws as model systems to judge the quality

of the force-deconvolution methods.

Force-deconvolution methods for discrete
data
Sader and Jarvis [12] proposed an analytical force-deconvolu-

tion method (hereinafter called the Sader–Jarvis method). The

force Fts(zltp) is expressed in terms of a Laplace transformation.

In doing so, Equation 3 can formally be solved for Fts. But to

calculate the actual expression numerically, part of the Laplace

transformed function needs to be approximated by a rational

function. Using fractional calculus, Sader and Jarvis provide

an equation to recover the force Fts from a Δf(z) in a closed

analytical form:

(11)

Practically, the frequency shift is not given as an analytical

function but in discrete data points Δfi = Δf(zi), i = 1,…,N. It is

convenient to define z1 as the point of closest approach and

zi+1 > zi, but the data points do not need to be equidistant. Upon

implementation of Equation 11, both the derivation and the inte-

gration have to be calculated numerically. The derivation is
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replaced by the difference quotient and the integral is calcu-

lated following, for example, the trapezoidal rule:

(12)

where

(13)

is a correction term. Sader introduced this term in his imple-

mentation of the force-deconvolution algorithm [18] to account

for the divergence of the integrand in Equation 11 at t = zltp.

The correction term is given by the integration over the interval

[zj,zj + 1] with Δf(t) assumed to be constant. The numerical inte-

gration is conducted over the discretized integrand

(14)

This implementation is of course only one possibility. There

are, for example, other algorithms than the trapezoidal rule to

perform the numerical integration in Equation 12. Choosing

another integration algorithm, the correction term in

Equation 13 may become unnecessary (see for example [19]).

However, further below we will show that it is not the

numerical integration that is the limiting factor in accuracy, but

rather the used approximation.

Another method was proposed by Giessibl [13] (hereinafter

called the matrix method). This method directly uses the

discrete nature of the frequency shift versus distance data.

The starting point is also the discretized Equation 3, but

the data points Δfi = Δf(zi), i = 1,…,N must be equidistant:

zi = (i − 1)d + z1. Here, z1 is the first z value with nonzero

frequency shift coming from far away from the sample. Hence

the z-axis is opposite to the one used in the Sader–Jarvis

method. Equation 3 can be expressed as a matrix equation by

appropriate substitution and index shifting:

(15)

The matrix elements Wij are given by

(16)

where α = round(A/d) is the ratio of the amplitude A and the

step width d rounded to the nearest integer. The upper and

lower boundaries of the integral are given by

(17)

The integral in Equation 16 can be evaluated analytically

resulting in . In order to solve Equation 15 for Fts the

equation needs to be multiplied from the left with the inverse

matrix M = W−1 resulting in

(18)

Hence the deconvolution method does not need any approxima-

tion and only involves the calculation of the inverse matrix M.

It is a common argument that the implementation of the matrix

method is more complicated than the Sader–Jarvis method and

needs high-performance mathematical software tools [14]. The

implementation of Equation 12 and Equation 18 used in this

work was done in MATLAB [20], and the scripts are available

in Supporting Information File 1. Both implementations are

straightforward and work also with the freely available soft-

ware GNU Octave [21] without modification. As both

MATLAB and Octave have built-in optimized routines for

matrix operations, the matrix method is slightly faster. This may

change upon use of a different implementation or different soft-

ware.

Comparison of the force-deconvolution
methods
For comparison we consider two theoretical model systems, the

Morse potential (Equation 5) and the Lennard-Jones potential

(Equation 8). For these model systems we can derive the force

laws Fts(z) (Equation 6, Equation 9) and the frequency-shift

curves Δf(z) (Equation 7, Equation 10) for an FM-AFM force

sensor. The calculated frequency-shift curves are deconvoluted

back to a force curve FS/M by using the Sader–Jarvis (S) and the

matrix (M) method, respectively.
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In order to compare the two deconvolution methods for

different force laws, we need a measure for the deconvolution

quality. In this work we use the coefficient of determination

(CoD)

(19)

as a measure of the similarity of the modeled force Fts to the

deconvoluted force FS/M. The  denotes the average of the

deconvoluted force and N is the number of data points. The

CoD is widely used as a measure of the goodness of fit. Gener-

ally, 0 < R2 ≤ 1 holds independently of the number of data

points, and the order of magnitude of the force giving a CoD of

1 corresponds to a perfect match. In principle, a negative CoD

can also occur, if the force model fits the deconvoluted force

worse than just taking the average of the deconvoluted force. As

the CoD does not give information about the shape of the devia-

tion, the residuals

(20)

are calculated for selected amplitudes (see below). Both the

CoD and the residuals as a measure of the deconvolution quality

emphasize the errors at positions with very steep gradients.

Therefore, a small shift of the deconvoluted forces, especially in

the repulsive regime, leads to strong deviations. However, as

the analysis shows, both measures provide a good insight into

the deconvolution quality.

Two important parameters of the atomic interaction are the po-

sition and the value of the force minimum (maximum attractive

force). Therefore, we also compare the deviation from the

model values:

(21)

(22)

To calculate the frequency shift we chose a tuning fork sensor

in the qPlus design [13] with a spring constant of k = 1800 N/m

and a resonance frequency of f0 = 32768 Hz. This sensor can

operate with very small amplitudes in the picometer range up to

large amplitudes in the nanometer range [22]. The amplitude

contributes to the deconvolution in a nontrivial way, whereas k

and f0 are just linear factors. Therefore, we investigated the

amplitude dependence of the deconvolution for the Sader–Jarvis

and the matrix method.

We took 500 logarithmically distributed amplitude values A in

the range from 10 pm to 1 nm. For each amplitude the Morse

and Lennard-Jones force and frequency-shift curves were calcu-

lated in a z range from 0.23 nm to 5 nm with 5000 data points.

We assumed an equilibrium distance of σ = 0.235 nm and a

bond energy of Ebond = 0.371 aJ, which were previously used to

model a silicon–silicon interaction [15]. Additionally, for the

Morse potential we assumed a decay constant of κ = 4.25 nm−1.

This leads to a maximum attractive force of Fmin = −790 pN at

zmin = 398 pm and Fmin = −4.25 nN at zmin = 261 pm for the

Morse and Lennard-Jones force laws, respectively.

Results
Results for a Morse force law
Figure 2 shows the amplitude dependence of the CoD R2 of the

Morse force law based on both the Sader–Jarvis and the matrix

deconvolution method. Both methods reveal a nontrivial ampli-

tude dependence of the deconvolution quality. Upon using the

Sader–Jarvis method the CoD varies continuously reaching the

smallest value at an amplitude of A = 137 pm and the largest at

A = 352 pm. With the matrix method the CoD exhibits periodic

spikelike features that grow in magnitude as the amplitude is

decreased. For larger amplitudes A > 100 pm the CoD

converges to 1. However, both deconvolution methods have a

R2 > 0.990 over the whole of the considered amplitude range.

Thus in terms of the CoD both methods work very well.

Figure 2: Amplitude dependence of the CoD for the Morse force law.
The positions marked with 1, 2, 3, and 4 correspond to the amplitudes
12.8 pm, 12.9 pm, 137 pm and 352 pm, respectively.

In order to show that these small variations in the CoD repre-

sent measurable differences between deconvoluted force and

the model force, the model and deconvoluted force curves

FS/M(z) and the residuals ΔFS/M(z) are plotted in Figure 3 for

selected amplitudes marked in Figure 2. For tip–sample

distances greater than 1.5 nm the deviation is below 1 pN. But

in the interesting region around the force minimum and in the

repulsive regime there are deviations up to 109 pN for both

deconvolution methods.
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Figure 3: Model force Fts(z), deconvoluted force FS/M(z) and the residuals ΔFS/M(z) for the Morse force law with selected oscillation amplitudes. (a)
Amplitude 1 in Figure 2 (12.8 pm) with R2 ≈ 1 for the matrix method. (b) Amplitude 2 in Figure 2 (12.9 pm) with R2 = 0.995 for the matrix method. (c)
Amplitude 3 in Figure 2 (137 pm) with R2 = 0.990 for the Sader–Jarvis method. (d) Amplitude 4 in Figure 2 (352 pm) with R2 ≈ 1 for both methods.

A comparison of the residuals ΔFS/M(z) for an amplitude of

12.8 pm (Figure 3a) and 12.9 pm (Figure 3b) reveals that in

case of the matrix method even tiny differences in the oscilla-

tion amplitude can have a great effect on the quality of the

deconvolution. This manifests as a drop in the CoD from 1 to

0.995. Similarly, strong deviations are present in the residuals

for the Sader–Jarvis method. The Sader–Jarvis method leads to

a CoD of R2 = 0.990 at the lowest amplitude of A = 137 pm (see

Figure 3c) and to R2 ≈ 1 at the highest amplitude of A = 352 pm

(see Figure 3d). This rise in the CoD of 0.01 connotes a

decrease in the maximum deviation from 109 pN to 13 pN in

the residuals. The greatest deviation occurs in the region of the

steep gradient to the left of the force minimum, which is caused

by a small shift in the z values of the deconvoluted force. As

can be seen from the force curves, the agreement in that range is

still reasonably good.

The amplitude dependence of the force minimum ΔFmin(A) in

Figure 4a has a similar shape to the amplitude dependence of

the CoD in Figure 2. The deviations from the force minimum in

the Sader–Jarvis method vary continuously, and the largest

deviation at an amplitude of A = 123 pm almost coincides with

the minimum of the CoD at A = 137 pm. The matrix method

shows spikelike features similar to Figure 2 in the deviation of

the force minimum that become greater with decreasing ampli-

tude. However, for amplitudes exceeding 110 pm these devia-

tions become smaller than 3 pN. Whereas the CoD is always

above 0.990, the deviations of the force minimum are up to

53 pN corresponding to 7% of the actual value Fmin = −790 pN

for both deconvolution methods. For most of the considered

amplitude range ΔFmin is positive for both methods. Therefore,

the absolute value of the deconvoluted maximum attractive

force is smaller than the actual maximum attractive force. The

deviation in the position can only take an integer multiple of the

step width d between the z values (see Figure 4b). For the

Sader–Jarvis method deviations up to nine data points corres-

ponding to ΔzFmin = 9 pm occur. The matrix method is in this

regard very accurate as there are only deviations of one data

point at most.

Results for a Lennard-Jones force law
In Figure 5 the amplitude dependence of the CoD for the

Lennard-Jones force law is shown. The amplitude dependence

is again continuous for the Sader–Jarvis method, but the curve
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Figure 4: Amplitude dependence of the deviation in magnitude (a) and position (b) from the force minimum for the Morse force law. The steps in (b)
are due to the discretization of the z-values.

is shifted to smaller amplitudes compared to the Morse force

law in Figure 2. The Sader–Jarvis method exhibits minima at

amplitudes of 23 pm and 122 pm and a maximum at 58 pm. The

matrix method shows again the periodic spikelike features.

Additionally, for larger amplitudes the CoD R2 does not

converge to 1. The deconvolution quality expressed by the CoD

R2 ≥ 0.993 is also very high for the Lennard-Jones force law.

Figure 5: Amplitude dependence of the CoD for a Lennard-Jones
force law. The positions marked with 1, 2, 3, and 4 correspond to the
amplitudes 11.7 pm, 12.0 pm, 23 pm and 58.3 pm, respectively.

The deconvoluted force curves and the residuals of the

Lennard-Jones force law shown in Figure 6 show significant

deviations only for tip–sample distances below 0.55 nm.

Comparing the residuals of the matrix method for an amplitude

of 11.8 pm (Figure 6a) and 12.0 pm (Figure 6b) also shows a

strong deviation of the deconvolution quality due to only a

small increase in amplitude, as was observed for the Morse

force law. At the first minimum of the CoD for the Sader–Jarvis

method the maximum difference between the deconvoluted

force and the model force is 460 pN (Figure 6c). For an ampli-

tude of 58.3 pm (Figure 6d) the deviation for the Sader–Jarvis

method is only 78 pN corresponding to a CoD of R2 ≈ 1.

For the Lennard-Jones force law the shape of the ΔFmin(A)

curve (Figure 7a) is similar to the amplitude dependence of the

CoD in Figure 5. Using the Sader–Jarvis method the largest

deviation appears at an amplitude of 21 pm, approximately

where the CoD has its first minimum. At this position, the

deconvoluted force minimum is larger than the minimum of the

model force. Therefore, the absolute value of the maximum

attractive force is smaller than the correct value. At the second

minimum of the CoD (A = 120 pm) the deviation is negative.

For the matrix method most amplitudes result in a positive

ΔFmin meaning that the absolute value of the maximum attrac-

tive force is underestimated. The deviations from the actual

force minimum rise up to 293 pN for the matrix method and up

to 259 pN for the Sader–Jarvis method, which is 7% and 6%,

respectively, of the correct value Fmin = −4.25 nN. The devia-

tions of the position of the force minimum shown in Figure 7b

are very small in the case of the Lennard-Jones force law

compared to the Morse force law. There are no deviations for

the matrix method and the Sader–Jarvis method shows only

deviations of one data point at most.

Discussion
To determine the origin of the amplitude-dependent periodic

spikes in the CoD for the matrix method, in Figure 8, we plot

the CoD versus the ratio of amplitude and step width A/d for the

Morse and the Lennard-Jones force law. The position of the

best deconvolution quality strongly depends on the simulation

parameters (force law, amplitude range). But a sharp drop of R2

for A/d ≈ n + 0.5 is seen for all parameters. Therefore, we

suggest using only integer ratios of A/d as they are furthest

away from the singularities.

At first glance the matrix method does not seem to be suitable

for small amplitudes. But the drop in the CoD for small ratios

A/d is not related to a shortcoming of the matrix method for

small amplitudes but rather to a numerical artifact that is



Beilstein J. Nanotechnol. 2012, 3, 238–248.

245

Figure 6: Model force Fts(z), deconvoluted force curves FS/M(z) and the residuals ΔFS/M(z) for the Lennard-Jones force law with selected oscillation
amplitude. (a) Amplitude 1 in Figure 5 (11.7 pm) with R2 = 0.9996 for the matrix method. (b) Amplitude 2 in Figure 5 (12.0 pm) with R2 = 0.996 for the
matrix method. (c) Amplitude 3 in Figure 5 (23 pm) with R2 = 0.994 for the Sader–Jarvis method. (d) Amplitude 4 in Figure 5 (58.3 pm) with R2 ≈ 1 for
the Sader–Jarvis method.

Figure 7: Amplitude dependence of the deviation in magnitude (a) and position (b) from the force minimum for the Lennard-Jones force law. The
steps in (b) are due to the discretization of the z-values.

Figure 8: Dependence of the CoD on the ratio A/d of amplitude and step width for the Morse and the Lennard-Jones force law. The inset shows that
the spikes are always at positions A/d = n + 0.5 for both force laws with an integer n.
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emphasized by using too few data points for the deconvolution.

This can be seen as the CoD always goes back to its optimum

value even for low ratios of A/d < 30. If the data points are not

given in an appropriate spacing, interpolation methods can be

used. This additional data processing increases computational

time and memory requirements for the deconvolution. In

general it is advisable to use ratios A/d > 50 as the variation in

R2 becomes very small for greater ratios, whereas a very small

ratio A/d ≤ 1 can even result in a negative CoD.

For the Sader–Jarvis method the situation is different. The

R2(A) curves show two distinct minima and one maximum at

which the deconvolution quality is optimal. However, the posi-

tions of the minima and the maximum are not connected to the

ratio A/d. Therefore, interpolation does not yield a better decon-

volution performance.

In fact, the deconvolution quality depends on the ratio of the

amplitude and the characteristic decay length of the force law.

For a Morse force law the decay length is inversely propor-

tional to the parameter κ. In Figure 9a the CoD is shown for

Morse force laws with κ’s from 2 nm−1 to 10 nm−1. We can

scale the amplitude axis for every individual CoD curve by κ, as

is shown in Figure 9b. The minima and maxima of all curves

coincide very well on the scaled axis. In the derivation of

Equation 11 the function T(x) = e−xI1(x), where I1(x) is the

modified Bessel function of the first order [17], is approxi-

mated by [12]

In Figure 9c the squared relative error of this approximation

(23)

is shown. By comparison of Figure 9b and Figure 9c it is

evident that the variation in the deconvolution quality is not a

numerical artifact, but an inherent property of the deconvolu-

tion method due to this approximation. This approximation

exhibits a maximum error of 5%, as already pointed out in

[12,23]. This is in concordance with the results presented in this

work yielding a maximum error of 7% in the force minimum.

Unfortunately, the optimal and the worst deconvolution lie very

close together on the order of the characteristic decay length.

For a Morse law the optimal deconvolution is attained for

A ≈ 1.5 κ−1 and the worst for A ≈ 0.59 κ−1. The deconvolution

Figure 9: (a) Amplitude dependence of the CoD for Morse force law
with different decay constants κ (see legend in (b)). (b) The same data
shown in (a) but with a scaled abscissa κA. The minima and maxima
coincide on the scaled axis. (c) square of the relative error SqRE of the
approximation of the function T(x).

quality rises again for larger amplitudes A > 7 κ−1. However,

usually amplitudes in the order of the characteristic decay

length of the force are desired to obtain the best signal-to-noise

ratio [24]. Therefore, in a real experiment it is difficult to judge

whether the Sader–Jarvis method will provide an optimal

deconvolution.

Besides the deconvolution algorithm, there are other uncertain-

ties in the experimental parameters that have a direct effect on

the correctness of the force deconvolution: The stiffness k, the

amplitude A (sensor sensitivity) and the tip–sample distance z

(z-piezo sensitivity). The uncertainties of these parameters are
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in the range of a few percent. Another important prerequisite to

the experimental data is that the frequency shift curves extend

far enough from the surface, so that Δf(z) and its derivative

dΔf(z)/dz go to zero, because of the finite number of data points

used for the deconvolution.

Conclusion
We have shown how the deconvolution methods proposed by

Sader and Jarvis and Giessibl can be implemented for discrete

data points. The analysis of the deconvolution methods has

shown that both methods work fine when we are considering

the coefficient of determination. However, in certain cases there

are significant differences in the deconvolution quality with

respect to the amplitude dependence. The deviation from the

force minimum was found to be 7% for both methods in the

worst case. The matrix method is very sensitive to the ratio A/d

of the amplitude A and the step width d of the Δf(zi). The decon-

volution can always be optimized by using this method either

by taking an integer value of A/d or by interpolating the data to

an integer or very large ratio. The deviations with the

Sader–Jarvis method do not originate from the discrete nature

of the data points. Therefore, interpolation does not increase the

deconvolution quality. The quality is related to the ratio of the

amplitude and the characteristic decay length of the force due to

the approximation used. For a Morse force law with a decay

constant κ it was found that optimal deconvolution is reached

for κA = 1.5. Generally, the matrix method provides the higher

deconvolution quality, as the data, if necessary, can always be

interpolated to equidistant points with a high integer ratio A/d.

If additional data processing is not desired and the data is given

in a low or unsuitable ratio A/d, the Sader–Jarvis method

provides a good alternative.

Supporting Information
Supporting Information File 1
Implementation of the Sader–Jarvis and the matrix force

deconvolution algorithm in MATLAB [20].

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-3-27-S1.zip]
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Abstract
We present the results of simultaneous scanning-tunneling and frequency-modulated dynamic atomic force microscopy measure-

ments with a qPlus setup. The qPlus sensor is a purely electrical sensor based on a quartz tuning fork. If both the tunneling current

and the force signal are to be measured at the tip, a cross-talk of the tunneling current with the force signal can easily occur. The

origin and general features of the capacitive cross-talk will be discussed in detail in this contribution. Furthermore, we describe an

experimental setup that improves the level of decoupling between the tunneling-current and the deflection signal. The efficiency of

this experimental setup is demonstrated through topography and site-specific force/tunneling-spectroscopy measurements on the

Si(111) 7×7 surface. The results show an excellent agreement with previously reported data measured by optical interferometric

deflection.
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Introduction
The invention of scanning probe techniques, in particular scan-

ning tunneling microscopy (STM) [1] and atomic force

microscopy (AFM) [2], had a tremendous impact on our under-

standing of the physical, chemical and material properties of

surfaces and nanostructures at the atomic scale. STM is based

on the detection of the tunneling current between a probe and a

sample, and it turned quickly into a standard technique widely

used to characterize conductive surfaces and to modify objects

at the atomic scale. Unfortunately, the requirement of conduc-

tive samples strongly prevents the STM technique from poten-

tial applications on nonconductive surfaces, e.g., technologi-

cally important oxide materials.

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:majzik@fzu.cz
mailto:a.bettac@omicron.de
http://dx.doi.org/10.3762%2Fbjnano.3.28
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This serious limitation was overcome by the introduction of

AFM, which detects forces acting between the tip and the

sample. Atomic-scale imaging was achieved later on for both

conductors and insulators [3] by means of the so-called static

mode. The main drawback of static-mode AFM is the presence

of a strong tip–sample interaction, which makes scanning

destructive for both the tip and sample, and reliable interpreta-

tion of the atomic contrast becomes very difficult. The next

milestone in AFM history was the introduction of the

frequency-modulation (FM)-AFM technique by Albrecht and

co-workers [4]. By applying this method Giessibl demonstrated

the possibility of achieving true atomic resolution on the proto-

typical Si(111) 7×7 surface [5]. Among others, this seminal

work initiated a fast progression of the FM-AFM technique

over the past decade [6,7].

At the beginning, mainly silicon-based cantilevers oscillating

with large amplitudes (tens of nanometers) were used, because

they possess the important oscillation stability [8-10]. The key

factor to achieve atomic resolution is the proper choice of

several parameters, for example, the spring constant and the

oscillation amplitude (see Table I in [11]). Theoretically, the

optimal signal-to-noise ratio (SNR) is achieved at a value of the

oscillation amplitude that is comparable with the characteristic

decay length (κF) of the forces responsible for imaging. Thus,

the optimal oscillation amplitude should be on the order of a

few angstroms or even less. Furthermore, an additional benefit

of a small oscillation amplitude is the reduction of the sensi-

tivity to contributions from long-range forces. Also large-ampli-

tude operation significantly decreases the measured value of the

time-averaged current and subsequently reduces the sensitivity

in detection of the tunneling current. Therefore the application

of small amplitudes in simultaneous AFM/STM experiments

seems to be a natural choice.

Consequently, a new kind of sensor was introduced, based on a

quartz resonator, into the field of FM-AFM. So far, the most

popular and reasonable way to reach the desired small ampli-

tudes is to replace the microfabricated (Si) cantilevers by stiff,

piezoelectric quartz tuning forks similar to those used as

frequency references in watches. The configuration when one of

the prongs is attached to a solid substrate and the free prong acts

as a cantilever with the capability of self-sensing, is called

qPlus, named by Giessibl [12]. One of the largest benefits of

this design is that it has nearly the optimal stiffness for the oper-

ation of FM-AFM at low amplitudes while keeping the force

sensitivity high enough [13]. Not surprisingly, the qPlus design

presented high potential for outstanding atomic-scale imaging

from its early stages [14]. In addition, the parts of the qPlus

sensor are large enough for assembly of the sensor simply by

hand. Let us note that using a length-extensional resonator is

another interesting alternative to the qPlus configuration

[15,16]. The comparison of their performance is still an open

issue in the community [13].

Probably the first measurement of forces acting between the tip

and the sample during STM scanning was performed by Dürig

et al. [17] already in 1986. Further attempts to perform simulta-

neous STM and AFM measurements by FM-AFM [18-20]

appeared almost a decade ago. Recently, there has been an

increasing number of successful simultaneous AFM/STM

measurements with coated Si-cantilevers [21-24], qPlus sensors

[25-28] and length-extensional quartz resonators [16,29]. The

possibility of measuring the interaction forces simultaneously

with the flow of electrons between the tip and the sample opens

a new horizon in the understanding of elemental processes of

the electron transport on surfaces [30] and in clarifying the rela-

tionship between the short-range force and the tunneling current

in metal contacts [31,32].

Unfortunately, in the case of quartz-based sensors with self-

sensing, the presence of the tunneling current may introduce an

undesired interference (cross-talk) between the current and the

deflection channel. Therefore special attention has to be paid to

minimize the impact of this phenomena to a negligible level.

Albers et al. [33] already mentioned a kind of coupling of the

tunneling current and used, as a solution, a separate wire for the

current measurement.

In this paper, we investigated the origin of the coupling between

the deflection and the tunneling-current channel. As a result, we

show that the cross-talk is a result of the speed limit of the

current-to-voltage converter used for detection of the tunneling

current and the stray capacitance between the internal connec-

tions of the microscope. Based on our findings, we made some

modifications of the sensor design and of the internal wiring

too. Simultaneous STM/AFM measurements on the Si(111) 7×7

surface with the modified setup were carried out to prove that

the cross-talk has no significant impact on the measured quan-

tities. Simultaneously measured force, tunneling current

and dissipation are compared to theoretical predictions [34]

and with measurements of the optical interferometric

deflection [21].

Experimental
General description
The measurements were performed at room temperature with an

Omicron VT XA qPlus AFM/STM system operating at a base

pressure below 1 × 10−10 mbar. In this experimental setup, the

tunneling current is acquired with an in vacuo preamplifier

floating at the potential of the bias voltage and the sample

holder is grounded. NanoSurf EasyPLL is used for the FM
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demodulation and the Omicron MATRIX control system for the

data acquisition. The qPlus sensors were built from commer-

cially available tuning forks from Micro Crystal, originally

packed in the SMD package MS1V-T1K. The original tuning

fork was shortened in order to reach higher sensitivity (charge

produced by deflection) [35], which allows us to reach lower

amplitudes. The interaction force between the tip and surface

atoms was calculated from the measured frequency-shift data by

means of the Sader formula [36]. The tunneling current It was

calculated from the time-averaged tunneling current <It> by

using a similar approach [37].

Cross-talk between the deflection and the
tunneling-current channel
The aim of this section is to discuss the basics of the so-called

cross-talk phenomenon, in which interference between the

current and deflection channels leads to undesired modulation

of the tuning-fork motion. First, we will demonstrate how the

modulation of the tunneling-current signal due to dynamic

motion of the probe may affect the functionality of the current-

to-voltage converter. In particular, we will discuss conditions

under which the virtual ground is no longer constant. Combina-

tion of the oscillating ground potential with the presence of a

stray capacitance between the wires connecting the electrodes to

operational amplifiers may induce a current between the chan-

nels. This current leads to artificial modulation of the detection

channel resulting in the so-called cross-talk phenomena. We

will show, that the cross-talk is controlled by three parameters:

(i) The resonant frequency f0 of the fork; (ii) the stray capaci-

tance Cc and (iii) the maximum amplitude of the modulation

 of the virtual ground potential. The last parameter is a

function of the oscillation amplitude A and the characteristic

decay length of the tunneling current κI and depends on the

characteristics (mainly on the slew rate) of the preamplifier.

In FM-AFM mode, the sensor oscillates with the resonant

frequency f0. Upon a decrease of the tip–sample distance the

value of f0 is changed by Δf due to forces acting between the

probe and the sample. If the tip and the sample are conductive, a

tunneling current It can be detected. The impact of the modula-

tion of the tip–sample distance on the tunneling current is

shown in Figure 1. Since the tunneling current depends expo-

nentially on the tip–surface separation z as It(z)=I0e−2κz, the

harmonic modulation produces sharp peaks in the current signal

(Figure 1B). As a consequence, the frequency spectrum of the

tunneling current shows higher harmonics of the modulation

signal (Figure 1C).

The tunneling current It is converted to a voltage signal Vout

with the current-to-voltage converter (IVC). The circuit diagram

of an IVC is presented in Figure 2, where Rf is the feedback

Figure 1: The effect of z modulation (A) on the tunneling current (B).
amod = 0.1 nm and f0 = 73180 Hz; It calculated by using It(z) = I0e−2κz

where κI = 11.9 nm−1 and I0 = 0.1 nA. In order to see better, the
frequency distribution FFT is also shown (C).

Figure 2: Circuit diagram of a current-to-voltage converter (IVC) where
Rf is the feedback resistance with the parallel capacitance Cf. Ci is the
input capacitance (in addition to the one of the amplifier). Cp repre-
sents the parasitic capacitance of the feedback resistor. The input of
the operational amplifier floats at the virtual ground potential (Vg).
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resistor with the parallel capacitance Cf and Ci represents the

input capacitance caused by cabling. The current passing

through the feedback resistor Rf induces a voltage drop that is

equal to the value of RfIt. Due to the potential difference

between the input terminals, the operational amplifier (OPA)

will change its output voltage Vout, compensating the voltage

drop to ensure zero potential-difference between the input

terminals. Because the inverting input is kept at the ground

potential this terminal is called the virtual ground. The output

voltage correlated with the tunneling current is Vout = −RfIt.

When working with small values of the tunneling current (on

the order of nA) the feedback resistance Rf must be high enough

to achieve a reasonable value for the output voltage. However

there is a side effect to high-gain operation. The frequency

response is strongly reduced as the gain is inversely propor-

tional to the bandwidth. In such a regime, the feedback capac-

itor Cf plays an important role in the circuit reducing the gain at

high frequencies (i.e., eliminates instabilities and prevents self-

oscillations). In a real circuit, the parasitic capacitance Cp

across the large-feedback resistor Rf (≈100 MΩ) is in the range

of a picofarad, which fully covers the function of the feedback

capacitor Cf. Therefore, we will consider only the parasitic

capacitance Cp in the rest of the discussion.

For circuit analyses we performed numerical simulations with

the SPICE-based analog simulation program TINA-TI [38]. The

frequency response of the IVC is shown in Figure 3A. For

calculations we used the macro model of Op111 with parame-

ters Rf = 100 MΩ, Cp = 1 pF and Ci = 10 pF. The parameter Ci

corresponds to the capacitance of the ≈10–15 cm long coaxial

cable (depending on the exact type of the cable) making the

connection between the tip and the input of the OPA [39].

As already mentioned, the voltage drop will appear on the

inverting input of the OPA. The OPA will counteract by

producing the same voltage on the output, but with opposite

sign to keep the differential voltage at zero between the input

terminals. As it can be seen from Figure 3A the output voltage

Vout varies with the frequency. In terms of currents, the output

voltage can be better expressed as −RfIt/(1 + 2πfRfCp) [40]. At

small frequencies, the term 2πfRfCp is negligible and the orig-

inal expression for the output voltage Vout = −RfIt is recovered.

For the frequencies higher than the first frequency pole f1 =

1/(2πRfCp) (in our case f1 = 1.6 kHz) the amplifier gain drops

−20 dB/decade, being proportional to 1/f. In this regime, the

amplifier behaves as an integrator circuit and the value of Cp

becomes dominant. The voltage at the capacitor is equal to the

charge q on the capacitor divided by its capacitance, therefore

Vout = q/Cp. Because the output voltage Vout is proportional to

the charge, it is also called a charge amplifier. The charge

Figure 3: (A) Frequency response of the IVC presented in Figure 2.
The following parameters were used to simulate Rf = 100 MΩ,
Cp = 1 pF and Ci = 10 pF. (B) The effect of the tunneling current
presented in Figure 1 on the virtual ground.

amplification breaks at the second pole in the frequency

response (f2) which is around 110 kHz in this particular

example setup.

The optimal function of the IVC is guaranteed as long as the

value of the virtual ground potential Vg is held at the ground

potential. Vg is kept constant by varying the output voltage Vout.

The slew rate of the OPA determines the maximum speed at

which the output voltage can change. For sinusoidal changes

given by , the slew rate must exceed

(1)

with the maximum value at t = 0:

(2)

For the resonant frequency of the tuning fork (73180 Hz) and

the output voltage of 1 V, the maximum speed (dVout/dt) is
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Figure 4: (A) The coupling between the deflection and the tunneling
current channel is established by the stray capacitance Cs. To show
the effect of the cross talk, signals shown in Figure 1 were used as
input values for the amplifiers. (B) The signal in the deflection channel
is altered significantly at the output VD for Cs values exceeding 1 pF.

0.46 V/μs. The maximum slew rate of Op111 is 2 V/μs which

means that optimal operation of the IVC is ensured for output

amplitudes <4.3 V at the given frequency. As was already

shown in Figure 1, the tunneling current during dynamic AFM

measurements contains much higher frequency components

than the resonant frequency of the tuning fork. Therefore the

OPA may not be able to keep the virtual ground (gap voltage)

constant with high precision, due to the speed limit of the

amplifier. When data from Figure 1 are used for simulation of

the circuit function, Vg shows oscillations with peak amplitudes

 ≈ 80 μV.

The modulated potential in the current channel may interfere

with the input signal of the deflection channel. The coupling of

the channels is driven by the stray capacitance Cs (Figure 4). To

demonstrate how the crosstalk affects the deflection signal, we

analyzed the configuration shown in Figure 4. To simplify the

electric circuit, identical amplifiers were used in both channels

(Figure 2). For the given resonant frequency f0 = 73180 Hz the

amplifier operates in the charge amplifier regime (Figure 2). To

simulate the output from the deflection channel close to our

experimental conditions, 3 μC/m sensitivity was used for the

sensor [13]. The transmitted signals, shown in Figure 1, were

used as input values of the amplifiers in our simulation. Using

100 pm deflection amplitude with a capacitance Cp of 1 pF we

obtain an output voltage of approx. 300 μV.

Figure 5: (A) If the slow Op111 is replaced by a faster OPA, Op637,
the modulation of the virtual ground  can be significantly reduced
(by a factor of 40). (B) Consequently, the signal in the deflection
channel is altered at much higher Cs values.

If the input terminal of the amplifier in the deflection channel is

held at the ground potential, the current  due to the stray

capacitance between the channels can be expressed as

(3)

Hence the maximum current  is defined (using Equation 2

for Vg instead of Vout) as

(4)

where  can be estimated by circuit simulations. From

Equation 4 we immediately see that the maximum current 

(or in other words the degree of the cross-talk) depends on the

value Cs as well as on the resonance frequency f0 and the

maximum amplitude of the ground potential oscillation .

The magnitude of  depends also on the frequency f0, the

oscillation amplitude A and the characteristic decay length of

the tunneling current κI. Therefore the crosstalk can be

enhanced when the sensor is operated at high frequencies.

Figure 4 shows that the signal in the deflection channel appears

significantly altered at the output, VD, for Cs values exceeding

1 pF. In the case of a stray capacitance of 5 pF the crosstalk

causes a decrease of the initial value of VD from 273 μV to

250 μV with a 6.8° phase shift. Note here, that by inverting the

sign of the bias voltage the result will be different and even

larger oscillation signals can be detected.

Together with Cs, the crosstalk depends also on the speed of the

amplifier response. It was shown that the virtual ground is

modulated when the amplifier response is too slow. The same

analysis was carried out with Op637 instead of Op111. The

Op637 has a much higher slew rate (≈50 times). The results

show that the modulation of the virtual ground is reduced by a

factor of 40 (Figure 5A). As a consequence, the crosstalk

appears at much higher values of Cs (Figure 5B).
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In conclusion, we showed that the crosstalk between the current

channel and the deflection depends mainly on two parameters:

(i) The stray capacitance Cs between the channels; (ii) the reso-

nance frequency f of the sensor. The cross-talk alters the

detected oscillation amplitude and its phase. The amplitude

regulator tends to suppress the artificial oscillation amplitude

leading to the appearance of a “dissipation” signal. This can

take both positive and negative values. Finally, special atten-

tion has to be paid when the tuning fork is used at higher

harmonics or higher flexural modes, because the harmonic

modulation of the tunneling current can appear in the deflection

signal due to the coupling between the channels.

The prevention of the cross-talk phenomena
In a joint project with Omicron Nanotechnology, we evaluated

the crosstalk in the qPlus sensor. We suggested several

improvements in order to keep the capacitive couplings as low

as possible. First, we modified the construction of the sensor.

Originally, one of the electrodes of the tuning fork was

connected to the deflection amplifier and the second electrode

was used for detection of the tunneling current. The tip was

glued directly to the electrode. This arrangement of electrodes

can lead to self excitations by the AC component of the virtual

ground potential at the It detection path. The capacitance

between the electrodes of the tuning fork acts as a coupling

capacitor.

In the new sensor design, the tip is connected with a separate

wire (0.25 μm gold) to the OPA for the current channel. The

measurement of the tunneling current by means of a separate

wire was also reported by other groups [33,41,42]. The elec-

trode originally used for detection of the tunneling current is

grounded to create a shielding electrode (Figure 6). The gold

wire and the tip on the active prong have to be electrically

isolated from the quartz of the prong to avoid self-oscillations

of the sensor.

We found that the original ceramic support of the tuning fork

with printed wiring increases the capacitance between the

tunneling current and the deflection channels. We replaced the

ceramics with a metal plate connected to the ground potential.

The electrodes of the tuning fork and the tip itself are directly

connected to the connector pins. The metal plate now works as

an extra shielding between the pins used to connect the current

and deflection channels. The modified wiring on the ceramic

support, with grounded metal plates on both sides, shows

similar electrical properties to those expected for a fully

metallic support. Beside the modifications in the sensor design,

we replaced the internal coaxial cable making connection

between the tip and the tunneling-current amplifier with a

double-shielded one, and also the sensor reception stage was

Figure 6: (A) Original connections in which one of the electrodes of
the tuning fork was connected to the deflection amplifier and the
second electrode was used for detection of the tunneling current.
(B) To reduce the capacitance between the channels and eliminate
any possibility of self-excitation, the tip is connected by a separated
gold wire to the IVC and the electrode originally used for the tunneling
current is now grounded. The wire and the tip is electrically isolated
from the rest of the fork.

altered to reduce the stray capacitance even further. Moreover,

as was already mentioned, the sensitivity of the sensor can be

increased by shortening the tuning fork. The higher deflection

signal reduces the impact of the cross-talk at a given amplitude

compared to sensors having the original length, and lower

amplitudes can be reached. Let us note that collecting the

tunneling current on the sample side with carefully designed

internal wiring can be an alternative option for several micro-

scopes.

Results and Discussion
Force and tunneling current
We performed simultaneous STM/AFM measurements on the

Si(111) 7×7 surface using our modified sensor. The measure-

ments were performed in the constant frequency shift mode at

room temperature. To compensate for long-range electrostatic

forces, the bias voltage was adjusted to the minimum of the

Kelvin parabola (generally about +0.4 V). Figure 7 shows a set

of images of the average tunneling current <It> and topography

at a constant frequency shift (z) for decreasing tip–sample sep-

aration. While we were unable to observe any atomic contrast in

the topography signal at Δf setpoints above about −35 Hz

(Figure 7A and Figure 7B), the atomic contrast in <It> was

already achieved. Upon approach of the tip further towards the

sample, the onset of the short-range chemical force FSR is

reached and the atomic contrast in the z map appears. When the

setpoint Δf is tuned to more negative values, the atomic corru-

gation induced by the chemical interaction [43] between the tip

apex and the adatoms becomes larger.

In addition, we performed site-specific point spectroscopy

[44,45] above Si adatoms. Note that the spectroscopy curves
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Figure 8: Two typically observed profiles of the dependence of the short-range interaction force (FSR) and the tunneling current (It) on the tip–sample
separation (z) with a logarithmic plot of It in the inset. The first tip termination (A) presents a much stronger attractive short-range interaction than the
second (B), and in addition the tunneling current is much smaller in case (B). The acquisition parameters are f0 = 73180 Hz, a = 0.215 nm,
k = 3750 N/m, and Vbias = 0.4 V.

Figure 7: A set of constant-frequency-shift maps (z) and simultane-
ously recorded average-tunneling-current maps (<It>). The frequency-
shift setpoints for topographic imaging are (A) −35 Hz, (B) −40 Hz and
(C) −45 Hz.

shown in Figure 8A were obtained with a slightly different tip

than the maps in Figure 7. To obtain the bare short-range force

above an adatom, we subtracted the long-range component of

the force measured above the corner hole site. The dependence

of the short-range chemical force and the tunneling current on

the tip–sample distance is plotted in Figure 8A.

For this particular tip, the short-range force maximum reached

1.5 nN. Both the tunneling current and the short-range force

show an exponential dependence, A(z) = A0e−2κz where A stands

for It or FSR, on the tip–sample distance z at large distances (for

z > 0.24 nm for It). We also estimated the characteristic decay

lengths of the tunneling current κI = 11.9 nm−1 and the short-

range force κF = 6.3 nm−1. Comparing the characteristic decay

lengths κI ≈ 1.89 × κF, we immediately find that the tunneling

current is proportional to the square of the short-range force

(It = ). Note that this relation corresponds to the interaction

between two localized states degenerate in energy, as was

recently predicted theoretically (see a related discussion in

[34]).

For distances z smaller than 0.24 nm, the tunneling current is no

longer an exponential function of the distance z. It drops signifi-

cantly due to the substantial modification of the atomic and

electronic structure of the surface dangling-bond state [46]. The

drop occurs close to the setpoint, at which the short-range force

reaches the maxima. Our spectroscopic data agree very well

with similar measurements by means of the beam-deflection

method [21].

Additionally, we repeated the spectroscopy measurement with

the same sensor but with a different tip apex. The tip change

was induced by applying a combination of z pulses and voltage

pulses. The obtained data show (Figure 8B) a significant reduc-

tion of the force maximum of the short-range force FSR ≈

0.8 nN. In the weak-interaction regime (here z > 0.07 nm), the

exponential dependence is presented. However, the character-
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istic decay length of the tunneling current κI = 7.6 nm−1

decreases while the decay length of the short-range force

increased to κF = 6.9 nm−1. The ratio between the characteristic

decay lengths is now κI ≈ 1.10 × κF. Therefore, in this particu-

lar case the tunneling current It is closely proportional to the

chemical force FSR, as has been observed experimentally [32]

and predicted theoretically [32,34].

Dissipation signal
The appearance of the dissipation signal and its origin in the

FM-AFM experiment has received a lot of both experimental

[18,47,48] and theoretical [49-52] attention in recent years.

However, a general understanding of the dissipation mecha-

nism is still lacking. Beside the electronic-structure effects

[53,54] and adhesion hysteresis at the atomic scale [49,51],

there is also a so called “apparent dissipation”. Recently Labuda

et al. [55] showed that the apparent damping can be attributed to

the transfer function of the piezo-acoustic excitation system.

Therefore the dissipation signal needs to be carefully analyzed

because it is one of the best indicators of the instrumental arti-

facts. As discussed in the previous section, the cross-talk is

accompanied by the presence of a distinct dissipation signal.

Furthermore, the simultaneous measurement of the tunneling

current and the frequency shift introduces additional complexity

to the origin of the dissipation signal. Recently, Weymouth et

al. reported a so called “phantom force” phenomenon [30], in

which an additional force arises due to a limited electron trans-

port of injected charge in samples with low conductance.

However, not much is known currently about its impact on the

dissipation signal.

In this section we analyze the effect of the tunneling current on

the dissipation signal. This can be achieved by directly

comparing the dissipation and tunneling current above the

corner hole and adatom. As clearly shown in Figure 9 the dissi-

pation signals are very similar, despite the strong difference in

the magnitude of the tunneling current. Hence it can be

concluded that the tunneling current does not directly affect

(due to any kind of the cross-talk) the amplitude regulation in

our modified experimental setup. One could also note that at

room temperature the tunneling current does not give rise to any

nonconservative forces in the case of the Si(111) 7×7 substrate.

In order to analyze the long-range dissipation in Figure 9, the

relationship between the frequency shift and dissipation was

investigated for both tip terminations presented in the previous

subsection (reactive “tip A” and less reactive “tip B”).

Comparing the frequency shift during the z approach for both

tips, we can see that the the long-range forces are more domi-

nant for “tip A”.

Figure 9: Analyses of the impact of the tunneling current on dissipa-
tion. It can be clearly seen that the tunneling current does not affect
the dissipation, either directly (by cross-talk) or indirectly by induced
nonconservative forces

Interestingly we found that the long-range dissipation signal is

correlated with the frequency shifts. In order to see the relation-

ship between the frequency shift and the dissipation signal

better, we plot the dissipation as a function of Δf for data

measured above the adatoms (see insets in Figure 10). In both

cases, the long-range parts show a linear relationship. Further-

more, the slopes are nearly identical in both cases (4.0 ± 0.3) ×

10−3 eV/Hz for “tip A” and (3.7 ± 0.6) × 10−3 eV/Hz for “tip

B”. The proportional relationship is broken at −76 Hz in the

case of “tip A” and −20 Hz in the case of “tip B”. The linear

dependence between dissipation and Δf suggests that the origin

of the dissipation here is more instrumental (apparent) than

related to the tip–sample interaction.

The apparent dissipation presented in our data can be explained

by means of the effect of the piezo-transducer transfer function

reported recently [55]. This idea is supported by the fact that the

relationship between the frequency shift and the apparent dissi-

pation in Figure 10 shows the same quantitative characteristics

for both data sets. However, other tuning forks (operating at

different eigenfrequencies) show different apparent dissipation

or even no apparent dissipation at all.

Using the linear dependence of the apparent dissipation signal

on Δf, we can define a simple correction function independent

of the surface site. Using the correction function, we can
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Figure 10: Relationship between the frequency shift and the dissipation for the reactive tip termination (A) and also for the less reactive one (B).
Dissipation is plotted with a continuous line and the frequency shift with a dashed line. The corner hole data is marked with black and the adatom with
red. In the insets the dissipation is plotted as a function of the frequency shift for the adatom data.

subtract the apparent dissipation signal from the data set. The

bare short-range dissipation signal is plotted in Figure 11

together with the short-range interaction for better comparison.

The same correction function was applied for damping

measured above the corner hole as well. The dissipation signal

becomes flat after the correction at large distances. A minor

increase of the dissipation signal appears upon the onset of the

chemical force above the adatom site. Therefore, we can

attribute the origin of the dissipation signal to the adhesion

hysteresis [49].

Conclusion
We presented a modification of an Omicron qPlus VT system,

designed to avoid crosstalk between the deflection and the

tunneling-current channels. In the new design of the sensor, the

current-to-voltage converter of the STM is connected directly to

the tip with a gold wire. Beside separating the tunneling-current

signal, it was necessary to replace the original ceramic support

by a metal one in order to reduce the capacitive coupling

between the channels. The site-specific force/tunneling-current

measurements on the Si(111) 7×7 surface show excellent agree-

ment with the published results obtained with an optical beam-

deflection system. The sudden decrease of the tunneling current

[46] caused by the formation of a covalent bond between the tip

and the sample was clearly repeated, as in the previous work.

Analysis of the dissipation signal shows that the tunneling

current does not induce artificial damping up to 100 nA at room

temperature. The dissipation detected by the amplitude regu-

lator is the result of mainly two contributions. The first one,

which has a long-range characteristic, is related to the instru-

Figure 11: Corrected dissipation for damping measured above the
adatom and above the corner hole. The corner hole shows only
nondissipative interactions. The adatom starts to show dissipation
when the z approach reaches and exceeds the force maximum.

mentation and can be subtracted. The second one appears only

above the adatom site after the tip approach exceeds the pos-

ition of the maximum of the short-range attractive force. We

attribute the second contribution to the adhesion hysteresis [49].
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Abstract
The frequency-resolved viscoelasticity of a hydration layer on a mica surface was studied by pulse-response measurement of a

magnetically driven atomic force microscopy cantilever. Resonant ringing of the cantilever due to its 1st and 2nd resonance modes

was suppressed by means of the Q-control technique. The Fourier–Laplace transform of the deflection signal of the cantilever gave

the frequency-resolved complex compliance of the cantilever–sample system. The significant viscoelasticity spectrum of the hydra-

tion layer was successfully derived in a frequency range below 100 kHz by comparison of data obtained at a distance of 300 nm

from the substrate with those taken in the proximity of the substrate. A positive value of the real part of the stiffness was deter-

mined and is attributed to the reported solidification of the hydration layers.

260

Introduction
Liquid solvation is a phenomenon common to a large variety of

liquid–solid interfaces [1]. In particular, water solvation, or

hydration, on hydrophilic surfaces has drawn interest because of

its relevance to biological phenomena on the molecular scale.

The dynamical properties of hydrated water have been reported

to largely differ from those of bulk water based on the analysis

of results from various macroscopic experimental approaches

[2-4]. Among the new experimental methods developed in the

last few decades, atomic force microscopy (AFM), which was

originally invented as an imaging method, has also manifested

its potential as a site-specific profiling tool of force interaction.

Utilizing the high spatial resolution of AFM, various intriguing

properties of liquid solvation [5-19], especially hydration

[8,9,11-15,18,19], have been newly revealed. It should be noted

that, in addition to its high spatial resolution, AFM possesses a

distinguished aptitude for dynamical measurements, which is

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:masami@u-gakugei.ac.jp
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mainly due to the cantilever sensor having the character of a

well-defined oscillator. Measurement of the complex response

function to oscillatory stress of the sample under study, i.e., the

viscoelasticity, is a common approach for studying the dynam-

ical properties of matter, especially so-called soft matter.

It is remarkable that the time-scales of hydration dynamics

reported, based on AFM [11,13,15,19] and other mechanical

measurements [20,21], differ by orders of magnitude from even

those reported from conventional macroscopic hydration

measurements, and thus are enormously longer than the bulk

value of about 8 ps derived from dielectric relaxation measure-

ments. Here it should be noted that the dielectric measurements

detect rotational relaxation of the molecules and therefore

should not necessarily coincide with mechanical measurements,

such as AFM, in which the translational motion of molecules is

considered to play a role. Microscopic viscoelasticity measure-

ments using the AFM hold the potential to approach water

hydration from an aspect that has been little explored. At the

moment viscoelasticity measurements of hydrated water using

the AFM have mostly been carried out only at a single

frequency. As a matter of course, interest is oriented toward the

mapping of the frequency-resolved viscoelasticity spectrum.

The number of reports of the frequency-resolved viscoelasticity

analysis of soft matter using the AFM is quite limited [22-25].

Using the method of exciting the AFM cantilever with a well-

characterized magnetic force [26,27], attempts have been made

to measure the frequency-resolved viscoelasticity spectrum of

soft-matter systems. The most straightforward approach is a

frequency-domain measurement, in which an oscillatory stress

is applied to the cantilever interacting with the sample while its

frequency is swept, and the viscoelasticity of the sample is

derived from the transfer function of the cantilever response.

This was applied to a single polymer chain tethered between the

probe and the substrate [24]. Another approach contrasting with

the frequency-domain measurement is a time-domain measure-

ment in which the time-dependent response to a stress pulse or

step is analyzed [28]. Implementation of a simple step-response

measurement based on AFM was exemplified previously [25].

In this measurement a step stress is applied to the cantilever and

the response signal u(t) is converted to the corresponding

frequency response function, i.e., a complex compliance

, by Fourier–Laplace transformation as,

(1)

Actually, the time differentiation of u(t) required prior to

Fourier–Laplace transformation is disadvantageous with respect

to the signal-to-noise ratio. In the previous report of the step-

response measurement the inferior signal-to-noise ratio of the

signal hindered detailed analysis. In the present report a pulse-

response measurement in which differentiation of the response

signal can be dispensed with is described. The viscoelastic

response of water in the proximity of hydrophilic mica surface

is extracted as a frequency spectrum.

Results and Discussion
The experimental setup for the magnetic control of the

cantilever is essentially similar to the one reported previously

[25] and is briefly described below. Since in the present ap-

proach the viscoelastic response of the composite system of the

cantilever and sample is measured, if the response of the

cantilever is too strong it can screen the contribution of the

sample. In order to suppress the resonant response of the

cantilever the technique of quality-factor-control (Q-control)

[29] is employed. The device for magnetic driving of the

cantilever consists of two sections; a Q-control circuit for

suppression of resonant ringing and a wide-band electromagnet

driver, as shown in Figure 1. The Q-control section has an

op-amp differentiator, for conversion of the cantilever deflec-

tion into velocity, and an amplifier. Although it is ideal to

suppress multiple resonance modes independently, the imple-

mentation is not realistic; independent setting of feedback gains

requires filters in the circuit, which would inevitably perturb its

phase response. It is much more practical to cover multiple

resonance modes with a single differentiator having a fairly

large bandwidth. Since the gain of a differentiator is propor-

tional to the frequency, a cutoff frequency fc = (2πRiCi)
−1 is set

to ca. 80 kHz. Figure 2 shows the gain and phase of the

Q-control section measured with its pulse input shunted to the

ground and the amplifier gain set to the typical operational

condition. It is well known that an ideal differentiator has a gain

proportional to the frequency and a phase at 90 degrees to that

of the input. In Figure 2, the differentiated signal can be

detected above the noise at around 1 kHz and the phase reaches

90 degrees at around 4 kHz. The influence of the cutoff,

however, soon starts to make it deviate from 90 degrees as the

frequency increases. Since a phase error of 45 degrees is often

used as a standard for secure feedback, the operation range of

this Q-control circuit is evaluated to be from 1.2 to 60 kHz, over

which also the gain is almost linear with the frequency. As an

inevitable result of using the differentiator, the gain of the

Q-control feedback increases with the frequency. This is,

however, advantageous in compensating the increase in effec-

tive stiffness with mode number [30]. The subsequent electro-

magnet-driver section is a constant-current amplifier that detects

the load current through a resistor inserted in series with the

load and keeps it proportional to the input voltage signal with

the help of a wideband amplifier inserted in the feedback loop.
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Figure 1: Schematic diagram of cantilever regulation by means of magnetic force. The system consists of a Q-control circuit with a differentiator and a
wide-band constant-current driver.

Figure 2: Transfer function of the differentiator in the Q-control circuit
with a cutoff frequency of about 80 kHz. The solid and broken lines
indicate phase and gain, respectively.

The net bandwidth of the constant-current driver and the elec-

tromagnet is larger than 1 MHz [24,25], which is sufficient for

the present measurement.

The measurement was carried out with a 0.03 N/m silicon

nitride cantilever integrated with a probe tip. The tip surface

was cleaned by UV irradiation in air prior to the installation.

After the tip was brought into contact with a freshly cleaved

mica substrate, the sample stage of the AFM apparatus was

readjusted to give an appropriate tip–substrate separation. For

the reduction of noise, the wave data were averaged 256 times.

Prior to the measurement a 500 Hz square wave with a duty

cycle of 50% was applied to the driving circuit for Q-control

gain adjustment. Figure 3a shows the input wave, the current in

the electromagnet, and the cantilever deflection recorded with a

Q-control gain of zero at a tip–substrate separation of ca.

700 nm. The cantilever deflection shows undulation due to the

1st mode resonance and also a spikelike shoulder due to the

Figure 3: Effect of Q-control on the step-response of the cantilever
recorded at about 700 nm from a mica substrate in water with zero
Q-control gain (a) and with the optimum gain (b). The fine broken, thick
solid, and fine solid lines indicate the input-voltage signal, current in
the electromagnet, and cantilever deflection, respectively. The
cantilever swing amplitude corresponds to about 4 nm.

2nd mode. With the Q-controller gain adjusted, the feedback

action is superimposed on the current and the ringing features in

the deflection signal disappear as shown in Figure 3b. Although

the profile of the actual coil current is no longer identical to the

input signal due to the Q-control feedback as shown in
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Figure 3b, a simple consideration of the transfer function

reveals that the situation is effectively identical to the case of

driving a virtual, resonance-free cantilever with the input wave-

form [25]. The Q-control gain was fixed to this value through-

out the measurement. Figure 4 shows a comparison of the

power spectrum density (PSD) of thermal noise in the

cantilever-deflection signal before and after Q-control gain opti-

mization. The peaks in the noise density at the 1st and 2nd reso-

nance modes are suppressed, whereas the peaks at the 3rd and

4th modes are enhanced as a result of the above-mentioned

cutoff frequency, although this is not harmful for the measure-

ment.

Figure 4: Comparison of the power spectrum density (PSD) of thermal
noise in the cantilever-deflection signal before (fine line) and after
(thick line) Q-control gain optimization. The peaks in the noise density
at the 1st and 2nd resonance modes are suppressed whereas the
peaks at the 3rd and 4th modes are enhanced due to the cutoff
frequency of 80 kHz.

It is crucial to accurately regulate the tip–substrate distance for

a reliable measurement. In the case of the present pulse-

response measurement, however, an appropriate signal for feed-

back regulation is not present. As a compromise, prior to the

pulse-response measurement the above mentioned 500 Hz

square wave was applied to the driver and the tip–substrate dis-

tance was regulated with the amplitude of the 500 Hz compo-

nent of the cantilever deflection being detected with a lock-in

amplifier. By setting the feedback reference to 90% of the full

amplitude, the cantilever proved to remain stably at about 1 nm

from the substrate. After the distance was stabilized the feed-

back loop was held and the duty cycle of the input signal was

immediately changed to 99.5% so that a square pulse with a

duration of 10 μs was applied to the driver circuit. Since a soft

cantilever with a nominal spring constant of 0.03 N/m was used,

once it drifted into contact with the substrate during data acqui-

sition, it could hardly be separated unless the sample stage was

moved. Thus, such data could be readily discriminated after the

acquisition and be excluded from analysis.

Figure 5a shows the input pulse signal, the current, and the

cantilever deflection at a tip–substrate gap of ca. 300 nm, and

Figure 5b the same signals with the tip brought close to the

point of contact. Since the feedback of the sample stage is

temporarily held during the pulse measurement, the accurate

value of the tip–substrate gap is not known for the data shown

in Figure 5b. The cantilever deflection signal swings by

2.5 mV, which corresponds to a downward deflection of about

1 nm, and then relaxes to the rest position in both Figure 5a and

Figure 5b. Although these two response waveforms seem alike

at a glance, a closer look reveals that the one recorded in prox-

imity to the substrate decays faster. The waveform segments

corresponding to a time section of 0 to 0.3 ms in Figure 5a and

Figure 5b were extracted for analysis.

Figure 6 shows complex compliances

and

derived by Fourier–Laplace transformation of the response

waveforms shown in Figure 5a and Figure 5b, respectively. One

common and pronounced feature in these compliances is a peak

at about 3 kHz in the imaginary parts and the corresponding

drop in the real parts. These features are typical of a relaxation

determined by a single pair of simple elastic and viscous

elements, and is immediately attributed to the cantilever

response. For further analysis the compliances  and

 were inverted to complex elasticities

and

as,

(2)

where i = 1,2, as shown in Figure 7a. Since elasticities of

parallel mechanical elements are additive, the stiffness

of  the  hydrated water  in teract ing wi th  the  probe
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Figure 5: Comparison of pulse responses recorded at 300 nm from the substrate (a) and in close proximity (b). The fine broken, thick solid, and fine
solid lines indicate the input-voltage signal, current in the electromagnet, and cantilever deflection, respectively. The cantilever swings toward the sub-
strate with an amplitude of about 1 nm.

Figure 6: Complex compliance of cantilever–water system calculated
by Fourier–Laplace transformation of the response signals in
Figure 5(a) and Figure 5(b). The solid and broken lines indicate the
real and imaginary parts, respectively, and the fine and thick lines the
data at 300 nm and in close proximity, respectively.

 can be derived as

shown in Figure 7b. The above mentioned response of the

cantilever is well suppressed by subtraction, with the exception

of a slight subtraction error, especially evident as a negative

value of  around 1 kHz. Since the original response

signal in Figure 5 decays in about 0.3 ms, the elasticity data

below 3 kHz is not so informative. Probing a frequency regime

below this would require a cantilever having a longer relax-

ation time in water. Therefore the positive constant value of

 in the low-frequency regime in Figure 7b is not real-

istic. This is obvious also from the fact that a fluid cannot main-

tain finite stiffness down to zero frequency unless it is

completely solidified. However, this positive value is main-

tained in the higher frequency regime, and this stiffening

accounts for the observed shortening of the relaxation time. On

the other hand,  seems to start increasing above 10 kHz,

although it substantially perturbed by noise. Similar behaviors

of  and  were observed in a different data

acquired in the same experimental run, apart from a irrepro-

ducible singularity around 6 kHz attributed to the influence of

the residual 1st mode resonance of the cantilever. A constant

value of  hints at a system having only a single relax-

ation time. Then, however, it should show a simple linear

increase in , which seems contrary to the data in
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Figure 7b. It is probable that the apparent onset in  at

10 kHz is actually the point at which the signal reaches a

measurable level. For a decisive conclusion a more refined

measurement is indispensable.

Figure 7: Derivation of the viscoelasticity of hydrated water. The
compliance data shown in Figure 6 are inverted to give the elasticity
(a). Solid and broken lines indicate the real and imaginary parts, res-
pectively, and fine and thick lines the data at 300 nm and in close prox-
imity, respectively. Subtraction of the two data sets gives the real (solid
line) and imaginary (broken line) parts of the viscoelasticity (b).

In the previous report on step-response measurement, the

response signal in the cantilever deflection exhibited a substan-

tially longer decay time in the proximity of a mica substrate in

water [25]. In the present experiment the result seems quite the

contrary, that is, the decay time seems to be rather shortened by

hydration, as shown in Figure 5. Although the properties probed

by the step-response and pulse-response measurements are basi-

cally similar for an elastic sample, these two methods may lead

to different outcomes for quasi-fluid samples. A quasi-fluid

sample loaded with a step stress continues to relax until it

reaches a new equilibrium state. This effect leads to a lateral

flow of the fluid and is detected as a long decay time of the

cantilever position and hence a large apparent drag coefficient

[31]. This lateral flow is considered to cause coupling between

the longitudinal response of the hydration layer and its shear

property, and thus complicates the data analysis [19]. In the

case of the pulse-response measurement, the effect of such a

flow is expected to be weaker.

In the present measurement the feedback loop for regulation of

the tip–sample gap must be suspended during the period of data

acquisition. There is no insurance against fluctuation of the true

tip–sample distance due to thermal or mechanical drift,

although it was confirmed after data acquisition that the tip had

not drifted into contact with the substrate. For further progress it

is necessary to combine the present method with operation

modes having resolution along the substrate-normal direction,

such as the force-profile measurement. It should also be noted

that the properties of solvation layers are strongly dependent on

the number of layers. In order for the probe not to destroy the

layer with the pulse motion, the S/N ratio must be improved

such that a pulse with smaller amplitude is sufficient. Since

hydration on mica is considered to become distinguished when

the film thickness is reduced to several molecular layers, i.e.,

less than 1 nm, an improved measurement with a smaller pulse

magnitude is expected to reveal more detail on the properties of

the hydration.
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Abstract
Recently, the compound semiconductor Cu3BiS3 has been demonstrated to have a band gap of ~1.4 eV, well suited for photo-

voltaic energy harvesting. The preparation of polycrystalline thin films was successfully realized and now the junction formation to

the n-type window needs to be developed. We present an investigation of the Cu3BiS3 absorber layer and the junction formation

with CdS, ZnS and In2S3 buffer layers. Kelvin probe force microscopy shows the granular structure of the buffer layers with small

grains of 20–100 nm, and a considerably smaller work-function distribution for In2S3 compared to that of CdS and ZnS. For In2S3

and CdS buffer layers the KPFM experiments indicate negatively charged Cu3BiS3 grain boundaries resulting from the deposition

of the buffer layer. Macroscopic measurements of the surface photovoltage at variable excitation wavelength indicate the influence

of defect states below the band gap on charge separation and a surface-defect passivation by the In2S3 buffer layer. Our findings

indicate that Cu3BiS3 may become an interesting absorber material for thin-film solar cells; however, for photovoltaic application

the band bending at the charge-selective contact has to be increased.

277

Introduction
Thin-film solar cells based on absorbers made from

Cu(In,Ga)Se2 [1] or CdTe [2] reach the highest efficiencies

currently available. Both semiconductors are interesting for the

application in solar cells because of their excellent absorption

properties due to the direct band gap. With the current efforts

towards a large-scale fabrication of such solar cells, problems

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:sascha.sadewasser@inl.int
http://dx.doi.org/10.3762%2Fbjnano.3.31
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Figure 1: XPS measurements on Cu3BiS3 and Cu3BiS3 etched in
NH3. (a) Overview spectrum showing that Na, oxides, and C contami-
nation are effectively reduced by the NH3 etch. (b) Detailed spectrum
of the S 2p and Bi 4f peaks showing the presence of Bi2O3 in the
as-prepared Cu3BiS3 layer and its removal by the NH3 etch.
(c) Detailed spectrum of the Bi 5d and Na 2p peak showing the pres-
ence of Bi2O3 and Na and their effective removal by the NH3 etch. The
blue spectra represent the difference spectra between the as-prepared
and the NH3-etched Cu3BiS3 samples.

may occur due to the limited availability of some of the

constituents, such as In, Se, Cd or Te, and the respective toxic-

ity of some of these elements. Therefore, current research

efforts are exploring alternative, nonconventional, highly

absorbing semiconductors to be used in thin-film solar cells. As

one possible alternative, it was demonstrated recently that thin

films of Cu3BiS3 can be prepared in a combination of chemical

bath deposition and a sputtering process [3,4]. The band gap of

these Cu3BiS3 thin films was shown to be ~1.4 eV [3], which

makes them an excellent candidate for application in solar cells.

It was also shown that thin films prepared by a coevaporation

process present good structural and optical properties [5,6].

Recently, the potential of the Cu3BiS3/In2S3 heterojunction was

investigated by surface photovoltage (SPV) and Hall-effect

measurements, showing a passivation of surface defect states in

the Cu3BiS3 by the In2S3 buffer layer and the formation of a

photovoltaic active interface with a SPV of ~130 mV [7].

It is well known from the Cu(In,Ga)Se2 solar cells that a buffer

layer is required between the n-ZnO window and the p-type

absorber layer to reach high efficiency values [8]. Traditionally,

CdS deposited by chemical bath deposition (CBD) has been

used as a buffer layer to reach the highest efficiency figures.

However, in recent years intensive research has been performed

to avoid the toxic Cd-compound and implement a Cd-free

buffer layer [9]. Successfully implemented materials include

In2S3, ZnS, and Zn1−xMgxO, deposited by a variety of tech-

niques, such as chemical bath deposition, atomic layer deposi-

tion, ion layer gas reaction (ILGAR) deposition, evaporation,

and spray deposition [9].

One interesting aspect of the above mentioned solar cell ma-

terials CdTe and Cu(In,Ga)Se2 is their high efficiency despite

the abundance of grain boundaries (GBs). Scanning probe

microscopy experiments have provided significant insight into

the physics of grain boundaries on these materials [10]. Specifi-

cally, recent experiments provided evidence for the benign

properties of the GBs [11,12], in agreement with previous theo-

retical work [13,14]. Also the influence of the buffer layer on

the grain boundaries was addressed, providing evidence for a

diffusion of sulfur from the CdS buffer layer into the grain

boundaries of the Cu(In,Ga)Se2 absorber film [15,16].

In this work we present a comparative analysis of the nanoscale

optoelectronic properties of Cu3BiS3 thin films and different

buffer layers, investigated by KPFM, locally resolved SPV

measurements, and macroscopic spectral SPV measurements.

Results and Discussion
Chemical surface analysis by X-ray photo-
electron spectroscopy (XPS)
For the validity and interpretation of surface-sensitive KPFM

measurements, it is important to know the state of the surface of

the examined sample. Surface oxidation can modify the work

function of the sample and complicate data analysis. To clean

the surface of Cu3BiS3 samples, we used an NH3 treatment

prior to introduction into the ultrahigh-vacuum (UHV) system

of the KPFM. To investigate the effect of this treatment, we

analyzed samples exposed to the same NH3 treatment by XPS.

Figure 1a shows an overview XPS spectrum of the as-prepared

(lower curve) and NH3-etched (upper curve) Cu3BiS3 samples.

The expected peaks of Cu, Bi and S are clearly visible. Add-

itionally, the as-prepared Cu3BiS3 sample also shows signals of

Na, C and O. Na presumably diffused out of the glass substrate,

while C and O are a result of storage in air. The NH3 etch effec-

tively removes the Na from the surface, while the peak heights

of the C and O peaks are significantly reduced. More details

about the chemical form in which oxygen is present can be

inferred from the detail spectra shown in Figure 1b and

Figure 1c. The as-prepared Cu3BiS3 sample shows clearly

asymmetric peak shapes due to the presence of Bi2O3. It is also

clear that the NH3 etch removes these oxide peaks to a large

extent. This can be well seen by comparison of the difference
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Figure 2: KPFM measurements of the (from left to right) NH3-etched Cu3BiS3, and Cu3BiS3 with the In2S3, ZnS and CdS buffer layers. The rows
show, from top to bottom, the topography image, the derivative image of the topography, and the simultaneously recorded work-function image in the
dark. The bottom row shows histograms of the work-function images in the dark (lower curve) and under illumination (upper curve) with respective
Gaussian fits to describe the work function distributions.

spectra (blue line) with the expected range of the Bi2O3 peaks

(gray boxes) [17]. The presence of an additional Bi2S3 phase

cannot be completely excluded from the present measurements.

However, the presence of elemental Bi can almost certainly be

excluded. The analysis of the S 2s peak (not shown) add-

itionally confirms the removal of sulfate phases by the NH3

treatment. Therefore, we can unambiguously confirm that the

etched surface is in a state nearly free of oxides, which resem-

bles the state of the Cu3BiS3 surface onto which the buffer

layers from the chemical bath will be deposited.

Surface characterization by Kelvin probe
force microscopy (KPFM)
In order to comparatively characterize the growth and elec-

tronic properties of the different buffers, we performed KPFM

measurements on the Cu3BiS3 samples with all three buffer

layers, and as a reference also on the pure Cu3BiS3 surface after

NH3 etching. Figure 2 shows the results on all surfaces, in

which the topography is shown in the upper row, the derivative

of the topography in the second row, and the work-function

image in the third row; a histogram displaying the work-func-
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tion distribution in the dark and under illuminated conditions

(red laser, λ = 675 nm, 70 mW/cm2) is shown in the bottom

row. The columns show the surfaces of the NH3-treated

Cu3BiS3, and the Cu3BiS3 with the In2S3, ZnS and CdS buffer

layers, from left to right, respectively.

A wealth of information can be extracted from these KPFM

images. The topography of all samples shows a granular struc-

ture with a grain size on the order of 300 to 600 nm, which

corresponds to grains of the Cu3BiS3 film. The finer details of

the topographic structure are more easily visible in the dz/dx-

derivative images presented in the second row of Figure 2. Here

a clear difference between the etched Cu3BiS3 sample and the

samples with a deposited buffer layer is seen. The derivative

image of the Cu3BiS3 sample shows smooth grain surfaces,

whereas the corresponding images of the deposited buffer layers

show small grains (exemplarily indicated by green lines) on top

of the large grains of the Cu3BiS3 film (exemplarily indicated

by blue lines). These smaller grains exhibit sizes on the order of

20 to 100 nm and can be attributed to the nanocrystalline nature

of the deposited buffer layers.

The work-function images in the third row of Figure 2 provide

additional information about the buffer layers and the Cu3BiS3

film. The presented images represent the raw data, shifted only

by the constant work function of the tip. Due to the rough

surface topography, sporadic tip changes could not be avoided

(visible as the horizontal streaks). However, since the measured

work function does not change abruptly at these tip changes, we

can exclude a significant modification of the tip. The spread of

the work-function distribution is therefore analyzed in the form

of a work-function histogram, represented in the bottom row of

Figure 2. The lower histogram represents the work-function

measurement under dark conditions, while the upper histogram

is measured for an illuminated sample.

The histograms can be fitted very well by two or three Gaussian

distributions, where the center of each Gaussian distribution

gives the most frequent value of the work function and the stan-

dard deviation σ gives a measure of the spread of the values.

We would like to point out, that this spread is not to be

confused with an error of measurement. It is a real distribution

of work function values on the measured surface. The informa-

tion thus extracted from the histograms is represented in a

condensed form in Figure 3, showing for the different samples

(on the x-axis) the center of the work function and the spread of

the work function values. The values for each Gaussian curve

are slightly offset for better visibility.

From Figure 3, it is clearly visible that the spreads of the work-

function values for the etched Cu3BiS3 film and for the ZnS and

Figure 3: Overview of the measured work-function values and their
distribution for all samples investigated. Black squares indicate values
for measurements in the dark and red circles for measurements under
illumination. The spread of the work function is indicated by the gray
and light red bars around the data points.

CdS buffers on Cu3BiS3 are similar, in the range of 10 to

80 meV. In contrast to this, the spread of the Gaussian distribu-

tion for the sample with the In2S3 buffer is much smaller, only

6–13 meV. These results are in agreement with our previous

measurements [7], from which we drew conclusions toward an

effective passivation of the Cu3BiS3 surface by the In2S3 buffer

layer.

Defining the surface photovoltage as the difference in work

function between the dark and the illuminated state (SPV =

Φdark − Φlight), we can compare the SPV between the different

samples. This is shown in the upper panel of Figure 3. While

the etched Cu3BiS3 surface and the CdS and ZnS buffer layers

exhibit a positive SPV, only the In2S3 buffer layer exhibits a

negative SPV. This corresponds to charge separation due to

band bending at the internal Cu3BiS3/In2S3 interface when

considering a p-type Cu3BiS3 and an n-type buffer layer. The

positive SPV for the other buffer layers can be interpreted as a

separation of holes towards the surface and consequently a

reduction of upward band bending. More insight into the effects

of the In2S3 buffer layer was obtained by a detailed investi-

gation of this surface by macroscopic spectrally resolved SPV

(see next section).

A special strength of KPFM is the possibility to obtain locally

resolved work-function information, as displayed in Figure 2.

Special attention can be devoted to the electronic structure of

grain boundaries in these polycrystalline materials. For the

NH3-etched Cu3BiS3 sample, only a weak correspondence can
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Figure 4: In-phase (solid circles) and 90°-phase-shifted (open circles) SPV spectra of (a) Cu3BiS3 and (b) Cu3BiS3/In2S3 samples at a modulation
frequency of 3060 Hz. From these, spectra of the (c) PV amplitude and (d) phase angle for Cu3BiS3 (solid circles) and Cu3BiS3/In2S3 (open triangles)
samples were derived. The solid line in (c) gives the light intensity.

be observed between the topography (Figure 2a) and the work

function (Figure 2i), indicating that the charge state at the grain

boundaries is similar to that of the grain surface. On the In2S3

and CdS buffer layers, the situation is significantly different.

The work function images in Figure 2j and Figure 2l show an

increased work function at the position of the grain boundaries

of the Cu3BiS3 film. From the comparison with the small gran-

ular structure observed from the images of the topography

derivative, it is evident that the increased work function coin-

cides with the grain boundaries of the underlying Cu3BiS3 film

and not the In2S3 or CdS buffer layer. The more positive work

function indicates negatively charged grain boundaries in the

Cu3BiS3 film, in contrast to the NH3-etched film. The change in

work function amounts to 10–20 meV for the In2S3 buffer layer

and to 60–150 meV for the CdS buffer layer. The size of this

upward band bending is in a similar range to the band bending

observed for Cu(In,Ga)Se2 solar-cell absorbers [18]. In contrast

to the In2S3 and CdS buffer layers, the ZnS buffer layer does

not exhibit any significant contrast at the grain boundaries.

Characterization using spectral surface
photovoltage (SPV)
Figure 4 shows the in-phase (also called x-signal) and 90°-

phase-shifted (also called y-signal) photovoltage (PV) spectra of

Cu3BiS3 (a) and Cu3BiS3/In2S3 (b) samples. The x-signal

begins at photon energies significantly below the optical band

gap of Cu3BiS3. For Cu3BiS3 the in-phase PV signal is initially

positive and increases to about 13 µV with increasing photon

energy. Before a strong increase of the signal up to 114 µV at

photon energies around 1.24 eV, several sign changes are

observed at about 0.79, 0.87, 0.91 and 0.99 eV and respective

transitions in between. The y-signal shows similar character-

istic transitions but without changes of sign.

For the Cu3BiS3/In2S3 sample the x- and y-signals exhibit nega-

tive and positive signs, respectively, and the signs do not

change over the whole spectrum, in contrast to the Cu3BiS3

sample. The x- and y-signals begin at photon energies between

0.9 and 1.0 eV and reach maxima of −0.65 and 0.24 mV at 1.32

and 1.20 eV, respectively. The present case of a negative sign of

the x-signal together with a positive sign of the y-signal can be

interpreted as photogenerated electrons being preferentially sep-

arated towards the internal interface [19].

Several peaks or changes of the sign in the SPV spectra disap-

peared after the deposition of In2S3 on Cu3BiS3. This can be

interpreted as the disappearance of surface defect states from

which separation of photoexcited charge carriers is possible,

i.e., chemical reactions at the Cu3BiS3/In2S3 interface lead to

the passivation of surface-defect states in the band gap of

Cu3BiS3.

Often it is useful to analyze the amplitude and phase angle

instead of the x- and y-signals; the amplitude is defined as the

square root of the sum of the squared x- and y-signals, and the

cotangent of the phase angle is the ratio of the x- and y-signals.
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The amplitude and phase-angle spectra are shown in Figure 4c

and Figure 4d for the Cu3BiS3 and Cu3BiS3/In2S3 samples.

Additionally, the spectrum of the light intensity is shown for

comparison. There are distinct shoulders and peaks in the

amplitude spectra, which are related to the onset of electronic

transitions from which charge separation is possible and that

depend also on the light intensity. A normalization of SPV

spectra to the light intensity or to the photon flux is usually

impossible due to the fact that different processes, even with

opposite direction of charge separation, may contribute to the

SPV signal, making its response highly nonlinear. We would

like to point out here that the PV amplitude in the present

measurements is much smaller than that found in [7], since the

present measurements were performed with modulated light and

with a different light source/intensity. On the other hand, the

behavior of the phase angle can help to distinguish dominant

processes of charge separation and recombination. The peaks in

the phase-angle spectrum of the Cu3BiS3 sample at 0.83, 0.96

and 1.12 eV can be interpreted, for example, as charge sep-

aration from deep defect states with the respective energies

above the valence-band edge (excitation of electrons into unoc-

cupied surface states) or below the conduction band edge (exci-

tation of electrons from occupied surface states).

The phase angle of the Cu3BiS3/In2S3 sample changes strongly

from about 35° at 0.88 eV to 161° at 1.32 eV and remains rather

constant at higher photon energies, while a change from 160 to

165° can be distinguished between 1.46 and 1.7 eV. A spectral

range with a nearly constant value of the phase angle can be

understood as a spectral range for which the mechanisms of

charge separation, transport and recombination remain similar.

This can be the case, for example, at photon energies above the

mobility gap if the diffusion length of photogenerated charge

carriers is significantly shorter than the absorption length of the

exciting light, and if the unmodulated quasi Fermi levels are not

very different. Therefore, we can conclude that the mobility gap

of Cu3BiS3 is about 1.3 eV. Furthermore, photogeneration of

charge carriers from defect states leads to the appearance of

mobile and immobile charge carriers and therefore to a change

of response times. Usually the response times become longer

and therefore a change of the phase angle from values close to

180° toward 90° can be expected; this was observed for the

Cu3BiS3/In2S3 sample between 1.3 and 0.94 eV.

Defect states appear differently in PV spectra depending on the

modulation frequency, due to the role of response times for

different processes. PV amplitude spectra are depicted in

Figure 5 for different modulation frequencies. Usually, PV

amplitudes decrease with increasing modulation frequency. For

the Cu3BiS3 sample signatures of the three relatively broad,

deep defect levels were observed at all frequencies. We remark

that dips in the amplitude spectra could appear, for example,

when the sign of SPV signals changed. For better interpretation

a correlation of SPV with photocurrent measurements at

Cu3BiS3 layers would be helpful. Three characteristic spectral

regions were distinguished for Cu3BiS3/In2S3 samples below

0.9 eV (deep defect states), between 0.9 and 1.1 eV (exponen-

tial tail states), and above 1.1–1.3 eV (photogeneration of

mobile electrons and holes). The PV amplitude of the deep

defect states vanishes at frequencies above 1 kHz for the

Cu3BiS3/In2S3 samples. Disorder in the material leads to states

in the band gap close to the band edges, resulting in an expo-

nential decay of the SPV. The characteristic energy of these

exponential tails can be estimated at about 40 meV for

Cu3BiS3/In2S3 samples at a modulation frequency of 3060 Hz,

based on the solid fit line [20].

Figure 5: PV amplitude spectra of (a) Cu3BiS3 and (b) Cu3BiS3/In2S3
at modulation frequencies between 3.5 and 3060 Hz. The solid curve
in the upper panel gives the light intensity. The straight line in the lower
panel shows a fit to the data at 3060 Hz describing exponential tail
states [20].

Conclusion
We have analyzed the formation of various buffer layers on

Cu3BiS3 compound semiconductor films for applications as

absorbers in solar cells. The In2S3, ZnS, and CdS buffer layers

grow as small-grained films (grain size of 20–100 nm) on the

Cu3BiS3 polycrystalline absorber. The deposition of In2S3 and

CdS layers appears to charge the grain boundaries of the under-

lying Cu3BiS3 thin film negatively. In agreement with the

narrow work-function distribution of the In2S3 buffer layer

(width of 6–13 meV), the spectral surface photovoltage

revealed a passivation of defect states at the absorber/buffer

interface, evidenced by a reduction of the sub-band-gap SPV.
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To develop the promising Cu3BiS3 semiconductor toward an

efficient solar cell, future activities should include the investi-

gation of the n-type window layer, i.e., ZnO. This additional

n-type layer may also lead to an increased band bending at the

pn-junction, thereby leading to better performing solar cells.

Experimental
Sample growth
Cu3BiS3 thin films were grown by coevaporation in two stages.

In the first stage a BixSy layer is grown by simultaneous evapor-

ation of Bi and S. In the second stage the Cu3BiS3 compound is

formed by evaporation of Cu, in a sulfur environment, onto the

BixSy layer, with the substrate temperature kept at 300 °C

during the complete process [6]. Layers of Cu3BiS3 (thickness

about 1 µm) were deposited on glass coated with Al, deposited

by dc magnetron sputtering [21]. For analysis by Kelvin probe

force microscopy (KPFM) [7], surface photovoltage (SPV), and

X-ray photoemission spectroscopy (XPS), sample contact was

established at the Al back contact.

CdS thin films were deposited onto the Cu3BiS3 layers from a

solution containing thiourea (Scharlau) and cadmium chloride

(CdCl2) (Merck) as sources of S2− and Cd2+, respectively. The

thickness of the films was ~80 nm, as measured with a Veeco

Dektak 150 surface profiler. For specific experimental condi-

tions see [22].

ZnS films were grown by coevaporation of metallic precursors

evaporated from a tungsten boat for Zn and a tantalum effusion

cell for sulfur. The substrate was heated to ~250 °C. A thick-

ness monitor (Maxtec TM-400) with a quartz-crystal sensor was

used to measure the deposition rate of Zn. The thickness of the

films was ~120 nm, as measured with a Veeco Dektak 150

surface profiler. Details of the ZnS film preparation are given

in [23].

In2S3 buffer layers were deposited by coevaporation of In and S

on the substrate heated to ~300 °C. The deposition system

consists of the same components mentioned above for the

growth of films of ZnS. The thickness of the films was

~150 nm. Both, the ZnS and the In2S3 buffer layers were

deposited on NH3-etched Cu3BiS3 films.

X-ray photoelectron spectroscopy
The chemical surface condition of the as-prepared Cu3BiS3 and

Cu3BiS3 etched with NH3 was analyzed in an ultrahigh-vacuum

(UHV) chamber (“CISSY” at Helmholtz-Zentrum Berlin) by

X-ray photoelectron spectroscopy [24]. Mg Kα (1253.6 eV)

radiation from a SPECS XR 50 X-ray gun served as the excita-

tion source. The emitted photoelectrons were detected by a

CLAM 4 electron spectrometer from Thermo VG Scientific.

For surface cleaning, the sample was etched in a 3% aqueous

NH3 solution for 150 s at room temperature and transferred

through air into the UHV system within less than 5 min.

Kelvin probe force microscopy
Kelvin probe force microscopy measurements were performed

in a modified Omicron UHV AFM/STM operating at room

temperature and a base pressure <10−10 mbar [25], by using the

amplitude-modulation technique (AM mode). We used PtIr-

coated cantilevers (Nanosensors) with a first resonance

frequency of ~75 kHz, measuring the contact potential differ-

ence (CPD) using the second resonance mode at ~450 kHz and

an ac voltage of 100 mV. For detection of the cantilever oscilla-

tion a laser with λ = 980 nm was used, thus avoiding any excita-

tion of the investigated samples. The work function of the

surfaces was obtained from the measured CPD by calibration of

the tip against a sample of highly oriented pyrolytic graphite

with a known work function. The surface photovoltage was

determined by illuminating the samples with red laser light (λ =

675 nm, 70 mW/cm2) and subtracting the work function in the

dark [26]. Also for KPFM, samples were NH3 etched and trans-

ferred through air into the UHV system within less than 5 min.

Spectral surface photovoltage
Spectral dependent SPV measurements were performed at

−186 °C in the fixed-parallel-plate-capacitor arrangement [27].

A quartz prism monochromator with a halogen lamp was used

for modulated excitation (mechanical chopper frequencies

between 3.5 Hz and 3 kHz). SPV signals were measured by

means of a high-impedance buffer with a dual-phase lock-in

amplifier. Spectral SPV experiments were performed on

untreated Cu3BiS3 samples.
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Abstract
We investigated the adsorption of 4-methoxy-4′-(3-sulfonatopropyl)stilbazolium (MSPS) on different ionic (001) crystal surfaces

by means of noncontact atomic force microscopy. MSPS is a zwitterionic molecule with a strong electric dipole moment. When

deposited onto the substrates at room temperature, MSPS diffuses to step edges and defect sites and forms disordered assemblies of

molecules. Subsequent annealing induces two different processes: First, at high coverage, the molecules assemble into a well-orga-

nized quadratic lattice, which is perfectly aligned with the <110> directions of the substrate surface (i.e., rows of equal charges) and

which produces a Moiré pattern due to coincidences with the substrate lattice constant. Second, at low coverage, we observe step

edges decorated with MSPS molecules that run along the <110> direction. These polar steps most probably minimize the surface

energy as they counterbalance the molecular dipole by presenting oppositely charged ions on the rearranged step edge.
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Introduction
The adsorption of organic molecules on a crystalline substrate

surface is governed by a delicate balance between the mole-

cule–molecule (MM) and the molecule–substrate (MS) inter-

action. The latter can strongly depend on the registry between

the organic layer and the inorganic substrate, especially if coin-

cidences between the two lattices are possible (for an overview

of the different epitaxial ordering see, for example, [1,2]). On

the one hand, for metallic and semiconducting substrate

surfaces, there often exists quite a strong MS interaction, which

can either be caused by covalent binding or by weak overlap

between the π-orbitals of the organic molecule and the elec-

tronic states of the surface. On the other hand, for insulating
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substrates, the vertical MS interaction is often much weaker

than, for example, the intermolecular π-stacking of the organic

molecules. Although for certain molecules π-stacking can lead

to the formation of one-dimensional wires [3], in general, for

organic–inorganic heteroepitaxy (OIHE) on insulating

substrates the growth mode is often governed by a dewetting

process [4] as the MM interaction dominates.

In the last few years, many studies have been focused on alkali

halide surfaces as model systems for the study of OIHE on insu-

lating substrates (for an overview see, for example, [5]). These

surfaces are nonreactive, easy to prepare by cleavage of single

crystals or by vapour deposition of thin films on metal

substrates, and they are atomically well-defined. Different

routes have been proposed to circumvent the problem of dewet-

ting since it is the control of a few, down to even single, homo-

geneous and well-ordered molecular layers that is desired for

many applications in molecular (opto-)electronic devices.

As has been shown by Loppacher et al. [6], large and ordered

structures are obtained if either the MM or the MS interaction

dominates. In the former case, the structures mostly grow in

three-dimensional crystallites [7-10]. Only for systems in which

the MM interaction was directional, as for example by

H-bonding [11] or by covalent bonding [12,13], layer-by-layer

growth or even one-dimensional growth [14] was observed.

When the MS interaction dominates, monolayer (ML) growth

can be obtained more easily. For example, a few systems have

been reported in which a metastable phase with a point-on-point

epitaxy [15,16] or other well-defined epitaxies [17] were found

and single molecular layers were observed. Furthermore, struc-

tured monolayer growth was obtained on a nanostructured

surface [18].

In our work we study the influence of the molecular dipole on

the adsorption of zwitterionic molecules on ionic-crystal (100)

template surfaces. The crystals chosen (NaCl, KCl, RbCl, and

KBr) all show the same structure (face-centered cubic, or rock

salt) and thus provide an identical quadratic pattern of alter-

nating electric charges on the surface, but with a different lattice

constant (see below in Table 1). In other heteroepitaxial systems

it was often observed that the orientation of an incompressible

overlayer depended not only on the parameters during the

sample preparation (substrate temperature, evaporation rate),

but also on the lattice mismatch between the two structures

[9,19]. Therefore, we have chosen the above-mentioned model

substrates in order to verify whether the electrostatic MS inter-

action between the molecular charge distribution and the ions

on the substrate surface could be used to force the molecular

arrangement along equally charged  oriented substrate

lines, regardless of the substrate lattice constant.

Experimental
The molecule we used is the zwitterion 4-methoxy-4′-(3-

sulfonatopropyl)stilbazolium (MSPS). MSPS molecules were

synthesized in accordance with the method previously described

by Serbutoviez et al. [20] and Makoudi et al. [21]. MSPS is

composed of a sulfonato endgroup (SO3
−), which carries a

negative charge and which is linked via an alkyl-chain to a

pyridinum ring carrying a positive charge (N+). MSPS mole-

cules adopt two main conformations corresponding to the

cis/trans isomerization of the C–C double bond. Cis (agraffe-

like) and trans (scorpion-like) are described in Figure 1.

However, only the scorpion-like isomer is obtained after the

synthesis, because it is more stable than the cis isomer. The

permanent electric dipole of the trans isomer is 16.8 D, the total

length of this isomer is 1.28 nm. Due to the isomerization of the

C–C double bond, the cis isomer is shorter than the trans isomer

(0.53 vs 1.28 nm).

Figure 1: MSPS can have two conformations, namely the agraffe-like
cis (a) and the scorpion-like trans (b) isomerization.

The ionic single-crystal substrates (MaTecK GmbH, Jülich,

Germany) were cleaved ex situ and annealed in situ (UHV

conditions) to 150–250 °C in order to obtain clean terraces and

well-defined step edges.

The molecules were deposited from home-built pyrolytic boron

nitride crucibles with the substrate kept at room temperature.

The deposition rate was monitored by a quartz micro balance

and set to approximately 0.5 ML/min. Large-scale ordering of

the deposited molecular layers could only be achieved after

subsequent annealing of the substrate to ≈110 °C for

15–30 min. Annealing to lower temperatures only affected the

substrate surface a little; choosing higher temperatures resulted

in desorption of the molecules.

Noncontact atomic force microscopy (NC-AFM) measure-

ments were performed in situ under UHV conditions

(<2·10−10 mbar) by means of a variable temperature AFM (VT-

AFM, Omicron Nano Technology GmbH, Taunusstein,

Germany) equipped with RHK electronics (SPM1000, RHK

Technology, Troy, MI 48083, USA). Cantilevers used are PPP-

NCL (Nanosensors, Neuchâtel, Switzerland) with resonance

frequencies of ≈150 kHz, spring constants of ≈50 N/m, and
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Figure 3: (a) Topography image of ≈1 ML of MSPS adsorbed on KCl (Δf = −75 Hz, A0 = 7 nm); (b) shows a close up view on an MSPS island
boundary with both, the MSPS and the KCl substrate imaged with molecular resolution (Δf = −17 Hz, A0 = 5 nm). (c) Fourier transform of the image
displayed in (b), two quadratic and parallel lattices are observed; MSPS has a slightly larger lattice constant. (d) simulation of a Moiré pattern obtained
by superimposing the lattices of KCl and MSPS. (e) Topography image of ≈0.3 ML MSPS on RbCl (Δf = −60 Hz, A0 = 7 nm) with a close up view of an
MSPS island in (f) (Δf = −230 Hz, A0 = 7 nm). (g) Topography image of ≈0.5 ML MSPS on KBr (Δf = −25 Hz, A0 = 10 nm) with a close up view on an
MSPS island in (f) (Δf = −30 Hz, A0 = 10 nm).

quality factors of ≈35,000. Typical oscillation amplitudes were

5–10 nm (10–20 nm peak-to-peak). The cantilevers were heated

in situ to ≈150 °C for one hour in order to remove contami-

nants from the tip. In NC-AFM, the oscillation amplitude of the

cantilever is kept constant by an oscillation feedback controller

and the topography is regulated by keeping the frequency shift

Δf constant. The contact potential difference between the tip

and the sample was compensated by applying the corres-

ponding bias voltage to the tip (static, no feedback). For image

evaluation we used the WSxM software [22].

Results and Discussion
The topography image of ≈0.2 ML MSPS deposited on a clean

KCl substrate surface is depicted in Figure 2a. MSPS diffuses to

step edges and impurities and forms disordered amorphous

islands, but with a more or less uniform height, and no forma-

tion of larger clusters or double layers. Most probably, the

strong electrostatic MS interaction hinders both a three-dimen-

sional growth and a reorganization into closely packed ordered

islands on a large scale. It is only after a subsequent annealing

cycle (110 °C for 15 min) to temperatures close to the sublima-

tion temperature of MSPS (≈120 °C) that large-scale ordering

of MSPS into rectangular islands is observed (Figure 2b). These

islands are all oriented along the  direction of the sub-

strate (see inset of Figure 2b for substrate orientation) and show

a regular, quadratic Moiré pattern, several nanometers large,

parallel to the island boundaries. With the annealing cycle, we

also observe a rearrangement of the KCl substrate surface,

which will be discussed at the end of this section. For the

moment we would just like to mention that the diffusion of

MSPS, with its strong electric dipole, on an ionic surface can

create atomic-scale defects (see for example the upper part of

Figure 3b).

Figure 2: 0.2 ML of MSPS evaporated onto KCl. (a) displays the
NC-AFM topography after deposition at RT (Δf = −59 Hz, A0 = 7 nm),
(b) shows the surface after annealing to 110 °C for 15 min (Δf =
−40 Hz, A0 = 7 nm). The substrate orientation is shown in the inset.

For a detailed investigation of the lattice parameters of both the

molecular protrusions in the MSPS islands and the Moiré

pattern respectively, we proceeded as follows: first, atomic-

resolution images of the substrate surface (e.g., inset of

Figure 2b) were used to determine the substrate orientation and

to calibrate the scanner; second, the MSPS islands (and, if

possible, simultaneously the substrate surface) were imaged on

the molecular length scale; and third, large-scale images of the

islands with the Moiré pattern were acquired. All images were

drift corrected and evaluated in order to give the most accurate

values for the experimentally determined lattice constant of

MSPS cmsps,exp as well as for the Moiré pattern lMoiré,exp.

Figure 3a shows the topography image of ≈1 ML of MSPS on

KCl. The image was taken after the annealing cycle, which
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Figure 4: Conformations of MSPS on KCl(001). Only the positions of the substrate anions have been drawn. In (a) and (b), the white area depicts one
patch of the molecular Moiré, as experimentally derived on KCl(001):  = 31 × 31 Å2,  = = 4.65 Å being the interionic
distances along the  and  directions, respectively. (a) MSPS adsorbed in the scorpion-like conformation with molecular rows parallel to the

 direction (I) and to the  direction (II). Arrangements (I) and (II) do not match the experimental findings (see text). (b) MSPS in the agraffe-
like conformation with the corresponding rectangular unit cell: a1m × a2m = 5.1 × 10.2 Å2 aligned along the  and  directions, respectively.
Note that a2m is twice as large, which reflects the fact that each molecule is composed of two protrusions along this molecular axis (orange areas). In
the agraffe-like conformation, the MM interaction is increased due to the interaction between the zwitterionic part of one molecule and the dipole
moment of the anisyl part of the neighboring molecule, as illustrated in the top view (c) and in the side view (d).

induced the self-organization of the molecules. A large-scale

ordering into islands one and two ML thick with a regular

quadratic Moiré pattern of lMoiré,exp = 30 ± 2 Å is observed. On

a molecular length scale, quadratic lattices are measured for

both the molecular protrusions as well as for the substrate

(Figure 3b). A Fourier-transform of the image in Figure 3b

reveals two equally oriented quadratic lattices with the MSPS

lattice measuring cmsps,exp = 5.1 ± 0.1 Å (Figure 3c).

As mentioned above, MSPS has several conformational degrees

of freedom and thus it is difficult to determine its exact con-

formation in the well-ordered islands observed on KCl.

Makoudi et al. [23] used scanning tunneling microscopy (STM)

to measure MSPS on Au(23 23 21) and observed a parallelo-

gram unit cell with dimensions of 1.1 × 0.5 nm2, and the mole-

cules were adsorbed in the so-called scorpion-like con-

formation. The dipole moment of the molecule, which in this

conformation is oriented perpendicular to the substrate surface,

could only be imaged with low contrast, or not at all, by STM,

due to its reduced conductivity and the fact that it is flexible.

In order to draw conclusions about the most probable con-

formation of the molecule adsorbed on the surface, we compare

the experimentally determined parameters with the possible

molecular conformations (the so-called scorpion- or agraffe-like

conformation obtained by numerical simulation of a single

molecule in vacuum, see Figure 1). Note that the comparison

between the apparent size of the quadratic molecular unit cell

(5.1 × 5.1 Å2) and the distance between the ends of the mole-

cule in the two former conformations (1.28 or 0.53 nm, respect-

ively) requires each molecule to be imaged as (at least) two

protrusions to account for the experimental images. To illus-

trate this issue, we have sketched the two adsorption conforma-

tions of the molecule on KCl(001) in Figure 4. In the case of the

agraffe-like conformation, one might be tempted to consider a

single protrusion (0.53 vs 0.51 nm) per molecule. However, in

this situation, it is not possible to account for the experimental

molecular unit cell as there would be a huge steric hindrance

due to the molecular aspect ratio. From the fact that the molec-

ular islands grow in a twofold symmetry, we conclude that one

molecule must be represented by exactly two protrusions.
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For the scorpion-like conformation, similar to the STM experi-

ments [23], the two protrusions observed in the experimental

pattern must be the aromatic rings, which are separated by

6.5 Å. This distance is too large to fit the experimentally

observed pattern when the molecules are aligned along the

 direction of the substrate (Figure 4a, I). When aligned

along the  direction (Figure 4a, II), there is steric hinder-

ance between the aromatic rings and a molecular film can only

be formed when the aromatic rings are tilted by ≈40 °C with

respect to the substrate surface. To our knowledge, such a film

would only organize on a large scale if there was a significant

MM interaction, as is, for example, the case for molecules with

strong H-bonding [11]. It is therefore very unlikely that the

molecules adopt the scorpion-like conformation, as first the

molecular distances do not fit the experimental ones, and

second, the formation of a homogeneous layer would not be

promoted by MM interaction.

In contrast, for the agraffe-like conformation, the distance

between the two ends of the molecule (i.e., 5.3 Å as depicted in

Figure 1) is close to the experimentally observed value of 5.1 Å.

The molecule adsorbs with its pyridine ring parallel to the

surface and the N+ charge on a line of substrate anions (see

Figure 4b). Furthermore, if the molecules are rotated alter-

nately by 180°, along the  direction, a MM interaction can

be established in both directions of the molecular unit cell. This

interaction is formed between the zwitterionic part of one mole-

cule and the anisyl part (i.e., methoxyphenyl) of the neigh-

boring molecules (Figure 4c and Figure 4d). An additional indi-

cation in favor of the agraffe-like conformation is the fact that

the highly ordered organic layers are only formed after subse-

quent annealing cycles up to 110 °C. This temperature is suffi-

ciently high to induce the isomerization of MSPS on the

surface, as the isomerization energy for stilbene (i.e., a mole-

cule that represents the central part of MSPS only) is estimated

to be ≈0.2 eV [24]. We therefore think that it is the agraffe-like

conformation that the molecules adopt in our experiment and

that the molecular unit cell must be rectangular, measuring

5.1 Å × 10.2 Å along the  and  directions, respectively.

In our images, although the two ends of the molecule are chemi-

cally different, they appear with equal contrast.

In order to completely understand the self-organization of

MSPS on KCl there are two additional points that must be clari-

fied: First, is the observed Moiré pattern an effect of coinci-

dences between the quadratic lattices of molecules and

substrates, and can the molecular lattice be regarded as being

incompressible (i.e., the intermolecular interactions are much

stronger than the molecule–substrate interactions)? Second, is

the orientation of the molecular layers along the  direc-

tions of the substrate due to a registry between the lattices of the

Table 1: Experimental and calculated MSPS lattice constants cmsps
and Moiré pattern distances lMoiré. For the calculated values a 2-D
coincidence is assumed for (n − x) MSPS/n ionic distances; x = 1 or 2.

substrate NaCl KCl RbCl KBr

csub 3.98 Å 4.44 Å 4.62 Å 4.67 Å
cmsps,exp — 5.13 ± 0.1 Å 5.2 ± 0.1 Å 5.2 ± 0.3 Å
lMoiré,exp — 30 ± 3 Å 38 ± 4 Å 50 ± 5 Å
cmsps/csub 11/9 7/6 9/8 11/10
cmsps,calc 5.12 Å 5.18 Å 5.2 Å 5.14 Å
lMoiré,calc 44 Å 31 Å 42 Å 51 Å

substrate and the molecule (i.e., the gain in adsorption energy

for a point-on-line coincidence as described in [9,19]), or is it

due to the electrostatic interaction between the molecular dipole

and the rows of charges present along the  direction?

The first question of whether the Moiré pattern is formed due to

coincidences between the two quadratic lattices of the substrate

cKCl and the molecules cmsps,exp can be easily answered as

follows: The MSPS lattice is overlaid on the lattice of KCl with

parallel orientation as observed in the experiment. Figure 3d

shows a schematic representation (SPlot by Stefan C. B.

Mannsfeld, Stanford Synchrotron Radiation Lightsource, Menlo

Park, CA, USA) in which each circle corresponds to a protru-

sion in the MSPS lattice. Its color is varied as a function of the

distance between its center and the position of the underlaying

substrate ion. The darker the spot, the better the coincidence

between the adsorbed molecule and the underlying substrate

ion. Only one type of substrate ion is considered, as the electric

charge of the N+ close to the surface (see Figure 1a) will most

probably adsorb on an anion Cl− and not on a cation K+.

Figure 3d clearly shows that the experimental Moiré pattern is

perfectly reproduced and, thus, the observed pattern can be

explained by a simple coincidence between two parallel

quadratic lattices. Note that the closer the two lattice parame-

ters of MSPS and the substrate are, the larger the scale of the

Moiré pattern will be. In order to verify if the organic layer is

incompressible, we deposited and annealed sub-ML of MSPS

on the NaCl, RbCl, and KBr substrates, which present signifi-

cantly different lattice constants compared to KCl (Table 1). As

can be seen from the values of the measured MSPS lattice

constant cmsps,exp in Table 1, for the substrates KCl, RbCl, and

KBr, all measured cmsps,exp are within ±1% error of 5.15 Å. The

fact that no large-scale ordering is found for NaCl will be

discussed below.

In order to answer the second question of whether the orienta-

tion of the organic overlayer is determined by a pure topo-

graphic effect of the quadratic substrate lattice or if it is the
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Figure 5: Model for the lateral stress ε in a MSPS film adsorbed on KBr (left) and NaCl (right). (a) and (d) display the position of the adsorbed mole-
cule with respect to the sinusoidally shaped Eads potential; (b) and (e) indicate if there is tensile or compressive stress within the film along the short
molecular axes a1m (i.e., the  direction), and (c) and (f) along the long molecular axes a2m (  direction).

lines of equal charges on the ionic substrate orient along the

 direction, we have to further evaluate the adsorption of

MSPS on the substrates of KCl, RbCl, and KBr. If it is not the

electrostatic MS interaction but a pure geometric effect that

dominates the adsorption of MSPS on ionic substrates, one

would expect that the orientation of the rectangular MSPS

islands should vary for the different substrates (see Introduc-

tion and [9,19]).

Figure 3e,f and Figure 3g,h show large-scale and molecular-

scale topography images for MSPS adsorbed and annealed on

RbCl and KBr surfaces, respectively. On both substrates, the

alignment of the molecular islands is parallel to the  direc-

tion of the substrate, which clearly indicates that it is the elec-

trostatic MS interaction between a molecular charge distribu-

tion and the substrate surface that dominates the self-organiza-

tion of these molecules. A detailed evaluation of the observed

lattice constants cmsps,exp for the different substrates as well as

the Moiré pattern lMoiré,exp is depicted in Table 1. It should be

remembered that the rectangular molecular unit cell 

measures two cmsps,exp distances along  and one along 

(see Figure 4).

A comparison of the experimentally determined values cmsps,exp

and lMoiré,exp with the ones calculated assuming that there is an

exact coincidence for (n − 1) molecular protrusions with n sub-

strate ions, shows that the calculated cmsps,calc maintains an

almost constant value within 5.15 Å ± 1% and that the calcu-

lated parameters of the Moiré pattern are in excellent agree-

ment with the experimental values for the substrates of KCl,

RbCl, and KBr, respectively (see Table 1).

For NaCl, however, there is no coincidence for (n − 1) distances

cmsps with n substrate distances, which would result in a lattice

constant cmsps of close to 5.15 Å (rigid monolayer of MSPS as

observed on the other substrates), but only for (n − 2) molec-

ular protrusions (11 interionic distances for 9 molecular

distances would give cmsps,calc = 5.12 Å; see Table 1). In order

to illustrate why an n − 1 coincidence, but not an n − 2 coinci-

dence, would show large-scale ordering, we used the following

one-dimensional model for the cases of KBr (i.e., 10 cmsps for

11 substrate distances) and NaCl (i.e., 9 cmsps for 11 substrate

distances) along both molecular axis directions as depicted in

Figure 4.

First, we assume that the adsorption energy Eads varies laterally

following the Madelung surface potential of the substrate, i.e., a

sinusoidal potential, and we position the molecules according to

the two coincidences (Figure 5a and Figure 5d). Along the short

molecular axes, each molecular protrusion corresponds to an

anchoring site (i.e., the dipolar end with the pyridine ring and its

positive charge N+ adsorbed on an anion Cl−). The case for the

long molecular axes, in which only every second molecular

protrusion corresponds to an anchoring point, will be discussed

below. Second, we calculate the lateral force that would act on a

molecule within that potential (i.e., the derivative −∂Eads/∂x) for
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each discrete molecular position. Finally, we plot the difference

of these discrete forces between two neighboring molecules in

order to get an estimate for the local stress ε within that inter-

molecular bond. This stress competes with the stabilizing MM

interaction. Although the film is incompressible, we assume that

it can be pulled apart by tensile stress under certain circum-

stances as explained below.

For KBr we observe one area of tensile stress, which is centered

between two areas of compressive stress. The latter are

anchored on the substrate, as the first and last molecule of the

row are above their preferred adsorption sites, at which the

positive charge of the zwitterion would be strongly adsorbed on

an anion Cl− (Figure 5a and Figure 5b). For NaCl there is a

double modulation of the stress ε within the film along the

 direction (Figure 5e). In contrast to the case of KBr

described above, these areas of tensile stress are only anchored

on one side. The area of compressive stress in the middle is not

anchored to the substrate as the molecules are not above their

preferred adsorption site but only close to it. Therefore, for

MSPS adsorbed on NaCl, the intermolecular bonds will be

locally ruptured and the long-range ordering will be perturbed,

and thus no Moiré pattern will be visible. All the same, we

assume that the strong electrostatic MS interaction will still

force small domains or lines of molecules to arrange along the

Cl− lines upon annealing; however, there are too many disloca-

tions, such that only small areas with a more or less uniform

height can be observed (not shown).

Along the long molecular axes (i.e., the  direction), only

every second molecular protrusion could act as an anchoring

point. As depicted in Figure 5c for KBr, this does not change

the shape, with a single modulation of the stress compared to

the short molecular axes for the substrates with an even number

of molecular protrusions per lMoiré. However for the NaCl sub-

strate with an odd number of protrusions per lMoiré, the N+

charge would be on site only after two distances lMoiré, and

thus, the stress along this direction shows a very inhomoge-

neous modulation as depicted in Figure 5f.

The experimental results on the four ionic crystal surfaces

described above clearly indicate that it is the coincidence

between lines of dense molecular rows and the  direction

of the substrate that dominates the adsorption of the zwitter-

ionic MSPS on ionic-crystal surfaces. The fact that the 

direction of the substrate presents lines of equally charged ions

underlines the fact that it is the electrostatic MS interaction that

determines the self-organization of MSPS, with its electric

dipole moment perpendicular to the substrate surface. We there-

fore conclude that the observed overlayer is a coincidence II

epitaxy, when we follow the classification scheme by Hooks et

Figure 6: (a) Large-scale topography image of electron-bombarded
KCl showing the characteristic holes (Δf = −12 Hz, A0 = 5 nm); (b)
topography image after deposition of ≈0.1 ML MSPS and subsequent
annealing (Δf = −24 Hz, A0 = 3 nm).  oriented step edges are
visible, which are decorated with a few molecules (black dots).

al. [2]. The characteristics of such a type of epitaxy are that only

some of the overlayer lattice points lie on primitive substrate

lattice lines and that a supercell can be constructed. The condi-

tion for a supercell in our case requires that the reciprocal-space

lattice vectors for the substrate a* and the molecular layer b*

satisfy the following criterion b* = fa* , with f being a frac-

tional number (see the Fourier transform in Figure 3c). Finally,

the fact that the molecular lattice constant almost does not

change on the different investigated surfaces is clear proof that

the molecular layer is incompressible and that the lateral mole-

cule–molecule (MM) interaction is quite strong.

As mentioned above, we observe a rearrangement of the sub-

strate surface during the annealing cycle. The observed effect is

especially significant for surfaces with low MSPS coverage. It

is most likely that, during the annealing cycle, as the molecules

prefer to adsorb at step edges and as the steps are not

completely decorated, the molecules diffuse along the steps and

do not self-organize but, rather, modify the sample topography.

In order to observe in more detail how the molecules rearrange

the step edges, we prepared a KCl surface with quadratic holes

(produced by electron-beam irradiation, see references in [5])

shown in Figure 6a. After deposition of ≈0.1 ML of MSPS and

subsequent annealing, the substrate exhibited holes in KCl with

many of the step edges oriented along  directions and

which were most probably decorated with MSPS molecules

(visible as black dots, Figure 6b).  oriented steps are polar

and thus energetically unfavorable; we therefore assume that

the originally  and  oriented step edges change their

orientation to the  and  direction in order to

compensate for the strong electric dipole moment of the

adsorbed MSPS. A similar rearrangement of an ionic surface

was observed for truxenes on KBr by Trevethan et al. [25]. In

these experiments, the restructuring of rectangular edges to

round structures is attributed to the fact that these molecules

interact more strongly with kink and inner corner sites of a

certain polarity.
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Conclusion
In summary, we have shown that zwitterionic MSPS adsorbs

most probably in an isomerized agraffe-like conformation on

ionic-crystal surfaces, with its electric dipole moment perpen-

dicular to the substrate surface. We observe homogeneous and

incompressible monolayers of MSPS on KCl, RbCl, and KBr

substrates. Our experiments clearly indicate that it is the electro-

static molecule–substrate (MS) interaction between the positive

charge of the zwitterion and the negatively charged anion of the

substrate surface that determines the adsorption of MSPS in a

large-scale quadratic supercell (type II coincidence [2]). For all

three substrates, dense molecular rows follow the  and

 directions of the substrate, with every sixth (KCl) to

tenth (KBr) molecule in coincidence with a corresponding sub-

strate ion. It is this coincidence together with the large-scale

organization that creates the experimentally observed Moiré

pattern. Although, the electrostatic MS interaction dominates

the adsorption mechanism, a large-scale organization of MSPS

can only take place if a reasonable coincidence is possible along

the  direction of the substrate, which was not the case for

NaCl substrates on which the inhomogeneous stress within the

molecular layer made a large-scale organization impossible.

Finally, the strong molecular dipole moment can interact with

the substrate in such a way that during annealing, molecules

diffuse along substrate step edges and induce a reorientation of

the steps in order to compensate for the electrostatic field of the

adsorbed molecular dipole.
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Abstract
This work introduces the concept of time–frequency map of the phase difference between the cantilever response signal and the

driving signal, calculated with a wavelet cross-correlation technique. The wavelet cross-correlation quantifies the common power

and the relative phase between the response of the cantilever and the exciting driver, yielding “instantaneous” information on the

driver-response phase delay as a function of frequency. These concepts are introduced through the calculation of the response of a

free cantilever subjected to continuous and impulsive excitation over a frequency band.
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Introduction
Atomic force microscopy (AFM) has made important

progresses towards the characterization of material properties at

the nanoscale (elastic constants, force interactions, friction,

molecular interactions, to name only a few) by means of

dynamic techniques that extended the microscope capabilities

well beyond simple topographic measurements [1,2]. Among

the techniques developed in dynamic AFM, multimode excita-

tion and the so called band-excitation methods have been put

forward recently [3-5]. All of these techniques are based on the

frequency, amplitude and phase response around one or more

cantilever oscillation modes when the tip interacts with the

sample surface. The temporal evolution of the amplitude, phase

or frequency response is in many cases a fundamental para-

meter. The implementation of these techniques is based on the

continuous excitation of multiple flexural cantilever modes

[3,4], impulsive cantilever excitation [5] or thermal-noise exci-

tation [6-9].

Thermal noise analysis has been performed, with the aid of

wavelet transforms, to characterize the time–frequency response

of a thermally excited cantilever in dynamic force spectroscopy

[10-12]. In these previous works, the focus was on the time

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:gabriele@dmf.unicatt.it
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evolution of the brownian power spectral density of the tip

when it is in contact with the force field of the sample surface

(e.g., van der Waals, adhesion, Hertz interaction regime).

However, wavelet analysis, in analogy with the classical Fourier

transform, also provides phase information when complex func-

tions are used as a wavelet basis.

The scope of this work is to introduce the idea that a

time–frequency map of the phase difference between the

cantilever response signal and the driving signal can be

extracted with a wavelet cross-correlation (WCC) technique,

based on the inherent phase information residing within the

complex Gabor transform. This analysis has been exploited

principally in the field of meteorology, oceanography and

geophysical studies [13-15]. Since, to the best of our knowl-

edge, there are no examples of WCC used in AFM, we will

illustrate some examples based on the response of a damped

harmonic oscillator, which in many situations is a good model

for an oscillating cantilever, to different kinds of driving forces.

Through the wavelet cross-correlation it is possible to quantify

the power correlation and the relative phase between the

cantilever response and the driving signal under reasonable

assumptions [15]. In the last few years, the investigation of

phase-analysis techniques [16,17] contributed to the under-

standing of energy-dissipation processes and elastic response in

heterogeneous samples, an important topic in biological

research, where the liquid environment is principally of interest.

In liquids the typical cantilever Q-factor ranges from 5 [18] up

to 40, for this reason we will focus our attention on the simula-

tion of low-Q oscillators.

Wavelet cross-correlation
The wavelet transform has shown great potential in various

scientific disciplines, but it is not widespread in the context of

noncontact AFM. This may be due to the absence of discus-

sions of the practical and technical aspects of wavelet analysis

relating to noncontact AFM. This article shows the use of

wavelet cross-correlation by means of two simple but paradig-

matic examples: The continuous and the impulsive band excita-

tion of a free cantilever.

Before introducing the cross-correlation concept, we give a

brief introduction to wavelet transform theory [19]. Wavelet

analysis is based on the projection (convolution) of a discrete

time series f(t) (the signal), where t is the time index, onto a set

of continuous functions Ψs,d(t) derived from the translations and

dilations of a mother wavelet Ψ(t), where

(1)

s and d are real parameters and s > 0. Any set of functions

constructed as in Equation 1 and meeting the fundamental

requirements of zero average, implying that Ψ(t) is an oscil-

lating function, and rapid decay at infinity (technically Ψ(t)

must be continuous and have a compact support; this is called

the admissibility condition), are called wavelets.

The convolution of f(t) with Ψs,d(t), at the scale s and delay d, is

the wavelet transform (WT) of the signal Wf(s,d):

(2)

This is a continuous wavelet transform, because the parameters

s and d vary continuously. The translation parameter d corre-

sponds to time and the dilation parameter s corresponds to

temporal period (or its inverse, frequency). Equation 2 expands

the time series f(t) into a bidimensional parameter space (s,d)

and gives a local measure of the relative resemblance of the

wavelet to the signal.

The complex mother wavelet (also called Gabor wavelet or

Gaussian wavelet) used in this work, as described in [10], is

represented as

where σ controls the amplitude of the Gaussian envelope, and

thus its time–frequency resolution, and η is the carrier

frequency. Since the intrinsic time–frequency resolution in WT

is determined by the wavelet set over which the signal is

expanded, we chose a Gaussian wavelet basis because it is

particularly adapted to follow signals in time, having the least

spread in both the frequency and time domain and thus the best

time–frequency resolution. The temporal parameter t in the

expression of the Gabor wavelet can be regarded as a (dimen-

sionless) discrete index and likewise σ and η are dimensionless

wavelet parameters defining the wavelet shape over the discrete

sampling string. The Gabor wavelet (dimensionless) center

frequency at scale s is given by f = η/(2πs). It is possible to as-

sociate a pseudofrequency F (in Hz) at a scale s by considering

that f is sampled with a time interval T, such that F = f/T. There-

fore, the wavelet dilations set by the scale parameter s are

inversely proportional to the frequency F. In the following

analysis, the dimensionless wavelet parameters are chosen as



Beilstein J. Nanotechnol. 2012, 3, 294–300.

296

σ = 1 and η = 6. This choice of parameter gives an adequate

balance between time and frequency localization, which in

wavelet analysis are subjected to a classical Heisenberg-like

principle of indetermination (for details see [10]).

Given two time series f(t) and g(t), with wavelet transforms

Wf(s,d) and Wg(s,d), the cross-wavelet spectrum is defined as:

(3)

where * denotes the complex conjugate. Since the cross-correla-

tion coefficients are complex numbers, they can be represented

as Wf(s,d) = |Wf(s,d)|exp(Φf(s,d)). |Wf(s,d)| represents the

wavelet amplitude, Φf(s,d) is the absolute phase. Both

amplitude and phase are relative to the “point” (s,d) in the

frequency–time plane. The cross-wavelet power, |Wfg(s,d)|,

shows regions in time–frequency space where the time series

have a high common power. The relative phase difference

between the two time series (Φf(s,d) = phase of f; Φg(s,d) =

phase of g), can be calculated as:

(4)

where < > represents a smoothing operator. It must be noted

that this definition depends essentially on the action of the

smoothing operator on the various wavelet spectra. The same

situation in found in the definition of optical coherence, see

[20]. For a discussion of this fundamental but rather technical

aspect, see [15,21]. In general terms, a high correlation between

two time series does not necessarily imply that there is any kind

of connection or cause-and-effect relationship. This means that

the time series can have high common power at a given time

and frequency and still being uncorrelated, a problem which

arises also when analyzing the correlation of signals with stan-

dard Fourier transform techniques. As an example, a correla-

tion peak will be always present in the cross correlation

between white noise and a sinusoidal signal, without implying

any causal connection between the two time series. For this

reason it is important to observe the phase relationship: A

strong causal connection implies that the oscillations of the two

series must be phase locked.

Results
As an example to highlight the characteristics of wavelet cross-

correlation, consider the case of a damped cantilever with a dis-

placement z(t) that obeys the classical mass–spring equation

(5)

where f(t) is the driving force per unit mass.

The above equation of motion is integrated numerically with a

free resonant frequency of f0 = ω0/(2π) = 1 MHz, a quality

factor Q = 4 and an excitation driving frequency that linearly

sweeps the frequency interval 0.1f0 < Δf < 0.9f0 in 50 μs

(chirped driver). The driving function is f(t) = zdcos(νd(t)t),

where zd is the driving amplitude and νd(t) the driving

frequency that is linearly chirped: νd(t) = A + Bt, A = 0.1 MHz

and B = 0.016 MHz/μs. Note that the actual instantaneous driver

frequency as a function of time is the time derivative of the total

driver phase, i.e., A + 2Bt. As a consequence, the resonance at f0

is excited when the instantaneous driving frequency sweeps

through f0, which does not coincide with the frequency νd(t). In

Figure 1 the result of the numerical integration is shown and is

compared with the driving frequency, which sweeps through the

frequency band at a constant rate.

Figure 1: The response of a damped harmonic oscillator (red line) to a
chirped driver (blue line) whose frequency is linearly swept in the
interval 0.1f0 < Δf < 0.9f0 over 50 μs, where f0 = ω0/(2π) = 1 MHz is the
resonant frequency of the oscillator. The quality factor is Q = 4 and the
initial conditions are 10 nm amplitude and zero velocity.

The wavelet cross-correlation analysis in Figure 2 evidences

the oscillator phase relationship to the driving frequency

(arrows), simultaneously with the cross-wavelet power spectral

density (represented in the color scale, identifying the time-

series common power), as a function of time and the

instantaneous frequency [22]. The figure shows the magnitude

of the wavelet cross-correlation between the two signals,

Wzf(ω,t) = Wz(ω,t)Wf(ω,t)* and the relative phase (arrows).

Phase arrows indicate the phase relationship of the oscillator to

the driving sinusoid (pointing right: in-phase; left: anti-phase;

up: oscillator lagging behind driver by 90°). The edge effects

are delimited by continuous lines. We note that the representa-

tion in terms of the cross-correlation between the damped
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harmonic oscillator and the chirped driver allows us to capture

more intuitively the evolution of the spectral content of the

cantilever oscillations, in a way that is not possible with a tradi-

tional Fourier transform. However, the utility of this technique

is even more relevant when we deal with impulsive excitation.

Figure 2: Wavelet cross-correlation between the chirped driver and
the response of the damped harmonic oscillator (quality factor Q = 4),
as shown in Figure 1. The wavelet cross-correlation coefficients
(reported in the color scale) evidence the common power between the
two time series in the time–frequency plane. Note that the frequency
axis is represented in octaves as the base-2 logarithm of the ratio of
the oscillator frequency to the resonant frequency. The color scale is
proportional to the wavelet cross-correlation power and is represented
in octaves. The arrows superimposed on the representation given by
the color scale show the local phase difference between the oscillator
and the driver. Arrow pointing right: in-phase; left: anti-phase; up: oscil-
lator lagging behind driver by 90°. The area where edge artifacts may
distort the picture are delimited by a lighter shade.

An excitation signal that can be used in AFM band excitation is

the sinc function. It is defined as

(6)

This function is the continuous inverse Fourier transform of the

rectangular pulse of width 2π and height 1. It is used as a simul-

taneous excitation over a limited frequency range. The time

response of the damped cantilever to a properly scaled sinc

function is shown in Figure 3. The response of the oscillator

starts abruptly from nearly zero deflection with a finite velocity:

A dynamic that is typical of impulsive forces. The wavelet

cross-correlation analysis is shown in Figure 4. The spectral

components have a temporal evolution peaked around the exci-

tation pulse, as expected. To extract information from these

signals, it is interesting to follow the “local” phase difference

between driver and oscillator around the oscillator resonance.

Below resonance the spectral components of the oscillator are

in-phase with the driver, above resonance they are in anti-phase,

and while at resonance they show a phase lag of π/2 with

respect to the spectral components of the driver. It is important

to note that the phase relations just described refer to a

Figure 3: The response of a damped harmonic oscillator (red line,
quality factor Q = 4) to a sinc driver (blue line) with an amplitude of
10 nm and a flat excitation bandwidth up to 2.5 MHz. Initial conditions
are zero amplitude and zero velocity.

Figure 4: Wavelet cross-correlation between the sinc driver and the
response of the damped harmonic oscillator (quality factor Q = 4), as
shown in Figure 3.

frequency band that has been simultaneously excited and

encompasses the resonant frequency.

Although the above description of the spectral phase appears

intuitive, it would not be possible to obtain it by means of a

classical Fourier analysis. If the signal is not stationary, as is the

case in band excitation, the squared magnitude of the Fourier

coefficients measure the average energy contained in a spectral

interval without tracing its effective time evolution. In this case

the phase relative to each spectral component is not “local” in

time, preventing its interpretation in terms of a causality rela-

tionship with a specific perturbing agent.

It is interesting to note that the cross-correlation analysis allows

us to separate those spectral components that are directly influ-

enced by the driver and those relative to the subsequent evolu-

tion of the oscillator response, when the impulsive driver action

has died down. We consider the same excitation as in Figure 3,

but with an oscillator that has a much higher Q-factor, Q = 40.
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Figure 5: The response of a damped harmonic oscillator (red line,
quality factor Q = 40) to a sinc driver (blue line) identical to that speci-
fied in Figure 3.

Figure 6: Wavelet cross-correlation between the sinc driver and the
response of the damped harmonic oscillator (quality factor Q = 40), as
shown in Figure 5.

The time evolution is shown in Figure 5. We note that the initial

displacement is not amplified in proportion to the Q-factor, as

one would have anticipated on the basis of standard resonance

amplification, as can be seen from the comparison with

Figure 3. The higher Q-factor manifests as a response of the

oscillator that now extends over a longer time span, well

beyond the driver pulse. The wavelet cross-correlation is similar

to that seen in Figure 4, because the cross-correlation is zero

when the driver has decayed down and thus independent of the

temporal extension of the oscillator, see Figure 6. In this case

the time extent of the spectral components near resonance is

increased in comparison to Figure 4 due to a less abrupt

damping of the oscillaton motion.

Since the oscillator signal extending beyond the driver pulse

can carry useful information but is not visible in the cross corre-

lation, an artificial signal can be used as a reference. The phase

of the oscillator can be tracked by correlating it with a refer-

ence harmonic signal at the resonant frequency, as we demon-

strate in Figure 7. In this case the oscillator phase is leading that

of the reference by π/2. It is important to note here that the

value of the phase difference depends on the choice of the refer-

ence signal, but its evolution in time can carry information on

the interactions of the oscillator with the environment. The

obvious implication that this analysis mode has on band-excita-

tion techniques is the separation of the cantilever response into

two distinct periods: An initial stage during the active driving

that set the cantilever in motion and a following stage in which

the undriven cantilever decays to a steady state.

Figure 7: Wavelet cross-correlation between a sinusoidal reference
signal at resonance and the damped harmonic oscillator response
(quality factor Q = 40), to a sinc driver, as shown in Figure 5.

Discussion
In this section we would like to comment on how to exploit

WCC and wavelet phase analysis in a practical AFM experi-

ment, discussing the implications for the real cantilever

dynamics as opposed to modeling a harmonic oscillator. A

fundamental feature of wavelet phase analysis consists of

measuring the phase response of the cantilever with respect

to complex excitation signals (band excitations, frequency

sweeps, structured pulses), and displaying the results in the

time–frequency plane, with a resolution set by the Heisenberg

principle, as shown in the simulations reported in Figure 2,

Figure 4, and Figure 6 for a damped harmonic oscillator. This is

in contrast to standard phase measurements, in which the phase

response is mapped with respect to a continuous single-

frequency excitation. A strategy to gain information from

wavelet phase analysis relies on taking a reference “phase

carpet”, corresponding to a free cantilever, for a given excita-

tion signal. This is a time–frequency map of the phase differ-

ence between the cantilever response signal and the driving

signal when the cantilever is not engaged in interaction. Succes-

sive excitation of the interacting cantilever provides the inter-

action “phase carpet”. Subtracting the interacting phase carpet

from its reference, allows us to retrieve the local phase rotation,

that is a function of the tip–surface interaction and the chosen

excitation/driving signal. With this approach the phase rotation

is measured at each frequency that resides within the excited
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band around a cantilever resonance and it is possible to follow

its time evolution. The advantage with respect to single-

frequency techniques is a more robust all-frequency characteri-

zation of the phase rotation and the possibility of connecting

this information with the amplitude variation at each point in

the time–frequency plane. With respect to traditional analysis,

in which the spectral information is extracted with a Fourier

transform, the wavelet representation disentangles the inter-

action spectra in the time domain. The spectral components

acquire an interaction causality that is absent in the Fourier

spectrum, revealing the time succession in which the phase or

the amplitude at a specified frequency has been altered by the

interaction. In certain cases this information may be of great

utility, for example to enable correlation of phase-jumps with

the interaction processes, that usually have time-scales that are a

fraction of the oscillation period. It is foreseen that in similar

cases the wavelet analysis could track dynamics otherwise not

visible in a Fourier spectrum because of the superposition of

spectral contributions generated at different times.

In amplitude-modulation AFM (tapping mode) wavelet analysis

is useful to track the time evolution of the nonlinearities in

tip–surface dynamics. The wavelet analysis allows one to

follow more than a single flexural mode simultaneously [10,11]

and the eventual harmonics due to a nonlinear response, charac-

terizing their time evolution. Regarding the phase response, we

expect that nonlinear interaction will produce phase discontinu-

ities in the WCC between the driving signal and the cantilever

response, whose temporal dynamics should be accessible. As an

example, the spectral response of a cantilever in liquid excited

at its first flexural resonance, and which impacts on a sample, is

controlled by the elastic parameters of the sample and deter-

mines the degree of excitation of the higher flexural modes

[17]. The cantilever spectral distribution upon impact, captured

with wavelet amplitude and phase analysis, is thus a fingerprint

of the material properties. This information can be used, at the

very least, to determine compositional contrast.

A final remark is due concerning the effect of noise (thermal

and environmental noise) on wavelet analysis while processing

data collected under normal AFM operating conditions. One

might expect noise to be a limiting factor when performing

wavelet analysis, due to the fact that the wavelet analyzes the

signals for a shorter time and therefore loses the averaging

effect present in traditional Fourier spectra. Regarding environ-

mental noise, it has been demonstrated that by using only

thermal excitation it is possible to retrieve useful information

from force spectroscopy [11] with a single approach curve

under standard operating conditions. Regarding the thermal

noise, the excitation signals must have amplitudes exceeding

that of the thermal noise, because averaging is limited or absent.

In this case, the choice of the excitation amplitude depends on

the type of cantilever, on its quality factor and on the parame-

ters to be measured. We anticipated that only extremely

low amplitude excitations should have portions of the

time–frequency map rendered useless below the noise floor.

Further (ongoing) studies will be necessary to gain insights into

the limitations of wavelet analysis.

Conclusion
The application of wavelet analysis to interacting cantilevers is

a promising route to the characterization of material properties

on the nanoscale. The wavelet correlation technique allows one

to measure the phase relationship between driver force and

cantilever response in complex excitation schemes. The

complete time–frequency picture of the phase evolution can be

exploited as an important tool to characterize material response

and tip–sample interactions. The wavelet correlation analysis

sets into a different perspective the AFM techniques, which

have been analyzed so far only in terms of Fourier transform.
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Abstract
Background: Characterization at the atomic scale is becoming an achievable task for FM-AFM users equipped, for example, with a

qPlus sensor. Nevertheless, calculations are necessary to fully interpret experimental images in some specific cases. In this context,

we developed a numerical AFM (n-AFM) able to be used in different modes and under different usage conditions.

Results: Here, we tackled FM-AFM image calculations of three types of graphitic structures, namely a graphite surface, a graphene

sheet on a silicon carbide substrate with a Si-terminated surface, and finally, a graphene nanoribbon. We compared static structures,

meaning that all the tip and sample atoms are kept frozen in their equilibrium position, with dynamic systems, obtained with a

molecular dynamics module allowing all the atoms to move freely during the probe oscillations.

Conclusion: We found a very good agreement with experimental graphite and graphene images. The imaging process for the

deposited nanoribbon demonstrates the stability of our n-AFM to image a non-perfectly planar substrate exhibiting a geometrical

step as well as a material step.
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Introduction
In the family of atomic force microscopy (AFM) techniques,

the frequency-modulation (FM) mode provides subatomic

and submolecular resolution [1-4]. Since the pionnering

work performed by Giessibl [5], a large variety of surfaces

have been observed at the atomic scale. For example, atomic

features were imaged on Si [6-12], InSb [13], GaAs [14],

Ge [15], NiAl [16,17], MgO [18-20], NaCl [21-25], CaCO3

[26], TiO2 [27-29], NiO [30], KBr [21,31-35], CaF2 [36], and

graphite [37-44] to mention just a few. Moreover, from

monolayer to single molecules, submolecular resolution

has been obtained on various molecular systems [3,45-59].

Recently, impressive results were shown with single pentacene

C22H14 and C16H10N2O2 molecules adsorbed on a thin

NaCl film deposited on a Cu(111) surface [52,53]. These

breakthroughs were possible with a functionalized tip, that

is, with a CO molecule attached to the tip apex acting as a

supertip [60]. Most of the mentioned studies were based

on a technical improvement consisting of the use of a tuning

fork of the qPlus sensor type [61]. This sensor is an AFM

tip that is fixed to one branch of a quartz tuning fork and

provides a stiff probe capable of being approached close enough

to the sample without touching the surface [62]. When the

probe is oscillating above the sample, one of the characteristics

of an experimental FM-AFM setup is the presence of several

feedback loops to pilot the probe based on the dynamic

behavior of the oscillator. Briefly speaking, an important

element of the FM-AFM experimental apparatus is the

frequency detection by demodulation performed with the

aid of a phase-locked loop (PLL). This allows measurement

of the frequency shift Δf from the fundamental resonance

frequency of the free cantilever due to the tip–sample

interactions. Moreover, two controllers are involved in the

FM-AFM, namely the amplitude-controller (AC) and the

distance-controller (DC) modules. The first one deals with

the control of the oscillation amplitude of the probe, main-

taining it at a constant value, and giving at the end an image

representing a dissipation measurement. The second one keeps

the resonance frequency shift Δf due to the probe–surface inter-

action constant, hence providing the topographic image. The

complexity of the two entangled loops of the FM-AFM, each

with different gain parameters to be adapted to the experi-

mental conditions, has been tackled through analytical and nu-

merical solutions. Different approaches have been proposed to

theoretically describe the FM-AFM [63-66]. The numerical

FM-AFM described in this paper is based on the development

already described by Nony et al. [67], and the details of the

adaptation and the improvement will be described elsewhere

[68]. All the blocks constituting the experimental FM-AFM

setup were translated into numerical blocks in the overall

n-AFM.

Graphene is a material that is now widely tackled in the

condensed-matter community due to its fascinating prospects

related to its particular electronic properties [69-72]. Many

papers report on the growth process, which occurs mainly on

metallic surfaces or on the silicon carbide surface, and on the

characterization at the atomic scale by scanning tunneling

microscopy (STM) or Raman spectroscopy [73-79]. Recently,

the ability to create nanoribbons of graphene [80-82] arises

because such a system exhibits a gap opening, thus providing a

semiconducting behavior to the material. Actually, the structure

of the edge of these nanoribbons of few nanometers in width

plays a role in the expected electronic properties due to the

confinement effect and due to the reactivity of the carbon atoms

at the edges [79,83]. It is thus important to control and to deter-

mine the atomic structure of these edges, especially if one wants

to functionalize them with molecules to tune their electronic

properties [83].

Here, we propose a reliable numerical FM-AFM tool to study

the imaging process with a good flexibility in terms of para-

meter choice. The efficiency of this numerical AFM is showed

through model systems of three graphitic structures, namely a

graphite substrate, a graphene surface on a SiC substrate, and

the edges of graphene nanoribbons, in frozen-atom and free-

atom modes.

Technical details of the numerical AFM
(n-AFM)
n-AFM in frequency-modulation mode
The n-AFM simulates the behavior of a frequency-modulation

AFM with parameters compatible with an ultrahigh-vacuum

environment. The probe oscillates at or close to its fundamental

resonance frequency . In this mode, the amplitude of oscilla-

tion is kept constant. When the oscillator is far enough from the

sample, it can be considered as a free oscillator with f0 = .

Upon approach toward the sample, an interaction between

the tip and the sample appears and disturbs the oscillator

motion, which leads to an almost instantaneous frequency shift,

Δf =  − f0. The frequency shift varies depending on the

tip–sample distance. This is a critical parameter of FM-AFM.

As already mentioned and described in previous contributions

[65,67,84], a FM-AFM is composed of several blocks dedi-

cated to AC and DC modules, and also the PLL. The PLL block

has as input signal, i.e., the normalized signal depicting the

oscillator motion. This block is used as a frequency demodu-

lator and as a synchronized signal generator. Indeed, the input

signal is demodulated in order to compute the frequency shift

and a signal synchronized with the input is generated in order to
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Figure 1: Illustration of constant-height and constant-Δf imaging modes in nc-AFM. We consider, as an illustrative situation, the cases of a homoge-
neous and atomically corrugated surface with a step (a) and a heterogeneous, but still atomically corrugated surface (b). In each situation frequency
shift versus tip–surface separation (H) curves are presented above α and β surface sites. The tables below the curves illustrate the resulting imaging
contrast (from white to dark grey, standing for large to small values of the variable) above each type of site depending upon the imaging mode.
Contrast-inversion situations may appear depending on (i) the imaging mode, (ii) the interaction regime between the tip and the surface and (iii) the
nature of the interaction between the tip and the surface atoms.

be used as the new normalized excitation signal. In this way, the

excitation signal remains coherent with the oscillation of the

probe.

The AC keeps the oscillation amplitude constant and equal to a

predefined setpoint. Large-amplitude (typically 10–20 nm) to

small-amplitude (of the order of 0.02 nm to mimic a qPlus

sensor [62]) settings are available with the n-AFM. The DC

allows the regulation of the tip–sample distance based on mini-

mizing the difference between Δf and the frequency setpoint.

This regulation yields the sample topography. Each block was

transposed into a numerical program and included in a general

code written in Fortran 90 language. Just a few parameters are

needed as input for the oscillator: stiffness constant k, quality

factor Q, resonance frequency f0, amplitude A.

The versatility of the n-AFM allows the production of two types

of image. In constant-height mode, the tip is approached toward

the surface up to the point where the predefined setpoint, Δfset,

corresponding to a tip–surface separation, Hset, is reached.

Then, the DC is disengaged, the XY-scan is engaged and the Δf

variations around Δfset are recorded. In this situation, the scan is

therefore performed at nearly constant height, Hset (subject to

vertical drift, which is obviously to be reduced as much as

possible). Conversely, in constant-Δf mode, the DC remains

engaged. Then, the image depicts the regulation of the

tip–surface separation that is required to maintain constant Δfset.

Therefore, beyond the known influence of (i) the tip–surface

interaction regime (attractive versus repulsive; the attractive

regime is such that H > Hmin, and the repulsive regime is such

that H < Hmin, where Hmin corresponds to H at Δfmin, i.e., the

minimum in the frequency shift versus tip–surface separation

(H) curve) and (ii) the chemical nature of the tip–surface inter-

action on the contrast formation of the resulting images, the

measured images may as well depend on the acquisition mode.

To illustrate this point, let us consider two situations illustrated

in Figure 1.

First, we consider a reactive or inert tip interacting with two

identical atoms, one on an atomically flat lower terrace, and the

other on a nearby upper terrace. Owing to the similar chemical

nature of the atoms, Δf versus H curves measured on top of each

of them exhibit similar features, and notably similar Δf minima.

The curves are simply H-shifted with respect to each other

(Figure 1a). This will correspond to the case of the recon-

structed graphene discussed hereafter. Second, we consider a

less reactive or inert tip above two different surface sites lying

at almost the same height on the surface (e.g., a top and hollow

site on a graphite surface, as explained hereafter, Figure 1b). In

the case of the corrugated surface, it can be seen in Figure 1a

that an image recorded in constant-height mode in the attractive

regime will yield an inverted contrast compared to an image
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recorded in constant-Δf mode, whatever the value of Δfset is

(attractive or repulsive regime). In the case of the heteroge-

neous surface, an inversion contrast will be observed between a

constant-Δf mode image acquired in the attractive regime and a

constant-height mode image, whatever the interaction regime is.

Moreover, a molecular dynamics (MD) module is added by

linking the n-AFM to the MD code DL_POLY [85]. This MD

module can be implemented when it is necessary to take

temperature conditions and/or deformations of the tip and the

sample upon interaction into account. One of the main difficul-

ties here is to handle the different time scales that characterize

the different dynamic behaviors of the oscillator and the AFM

junction atoms. Finally, a Kelvin probe force microscopy

module (KPFM) [86-88] will be included in a near future. It

should be mentioned also that when the tip interacts chemically

with the substrate through bond creation between the tip apex

atom and surface atoms, the choice of the force-field method

may be difficult to justify. In that case, although reactive force

fields exist [89-91] and may be implemented with the n-AFM,

advanced first-principles methods [92] are well adapted to deal

with local changes of electronic structure when the tip interacts

with the sample surface, especially for KPFM [93,94]. For weak

chemical interactions and van der Waals forces, theoretical

studies have demonstrated accurate results for carbon-based

systems [95-97], but are too slow and too computationally

expensive compared to semiempirical models in the context of

the n-AFM. The overall n-AFM system will be described else-

where [68].

The settings used for this study are similar to the ones in

[52], which correspond to a qPlus sensor: Aset = 0.2 Å,

f0 = 23165 Hz, kc = 1800 N·m−1, Q = 50000.

An important input is the tip–sample interaction, which will

be described in the following section for the three graphitic

structures.

Description of the interaction forces
In this study, the used model for the tip is composed of a nanos-

phere to mimic the probe body supporting a cluster of atoms for

the tip apex. The sphere has a radius R of 4 nm and its force of

interaction with a surface  is well described by

(1)

if (r − R) « R [98]. Hk is the Hamaker constant (1 eV) and r the

sphere–surface distance.

The cluster has a pyramidal diamond-like structure and is

composed of 29 atoms [99]. The external interactions, that is

between the atoms of the tip cluster and the atoms of the

sample, are described by a Buckingham pairwise potential:

(2)

where a, b, A and B are constants depending on the type of

atoms and are chosen in the data file of the MM4 force field

[100,101].

When the MD module is switched on, the atoms of the tip and

of the substrate are free to move under the constraints of

internal and external interactions, and of a thermostat

accounting for the external temperature. This constitutes the

so-called free-atoms mode. In this case, the n-body Tersoff

potential [89,102] was used for the internal interactions between

atoms of each of the subsystems (the tip apex and the sample).

This potential is designed to reproduce the covalent systems of

the group IV elements in the periodic table (carbon, silicon,

germanium, etc). Recent improvements of this potential [103]

do not modify the results presented below.

In the case of graphite, the van der Waals interaction between

two layers is described by a standard Lennard-Jones potential:

(3)

with ε = 0.011 eV and σ = 3.2963 Å.

Results and Discussion
Graphite surface imaging
AFM imaging of the graphite surface is a difficult task because

the interaction between the tip and the sample is generally

weak. Following Hembacher et al. [41], the normalized

frequency shift γ = kA3/2Δf/f0 is estimated to be |γ| < 1 fN·m1/2.

With the parameters used with the n-AFM, one gets

γ ≈ 7 × 10−18 Δf N·m1/2, that is γ ≈ −0.1 fN·m1/2 with

Δf = −13 Hz. From an experimental point of view, such a

low value explains why graphite imaging is tedious and so

challenging.

There are several previous studies that tackle the atomic

determination of the graphite surface by FM-AFM [37-44,104-

106]. Indeed, there is a discrepancy in the interpretation of the

brightest features on the surface. By coupling STM and

FM-AFM [41,44], one may identify the actual graphite struc-
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Figure 2: (a) Constant-height FM-AFM image of the graphite surface with Hset = 4.3 Å. White and dark circles correspond to A and B atoms, respect-
ively. (b) Same as in (a) with Hset = 2.75 Å. (c) Constant-frequency-shift FM-AFM image of the graphite surface with Δfset = −13 Hz. The size of these
three images is 9 × 9 Å2. (d) Scanlines above the green line shown in inset in the constant-height mode (Hset = 2.75 Å) for the frozen-atoms (blue)
and free-atoms (black) regimes.

ture observed in the images. Nevertheless, the role played by

the tip (structure and composition) seems to impact directly

upon the imaging process [44,107,108].

Here, we consider a graphite (0001) sample consisting of three

graphene layers stacked with the abab structure each separated

by 3.34 Å [109] and with 1792 carbon atoms each. The carbon

atoms on the uppermost layer of the sample may be classified

into two types, A with another neighboring atom just under-

neath, and B above a hollow site h. The tip is composed of 29

carbon atoms with a diamond-like organization. Results are

presented in Figure 2 (in all the presented images, the scanning

is from the left to right alternately, and from the bottom to the

top). Force–distance spectra above different surface sites show

a rather small variation due to the softness of the interaction, as

sketched and enhanced in Figure 1b and similar to the Figure 2c

(black and open symbols) in [44]. Figure 2a shows an image of

the graphite surface in the frozen-atoms mode and at constant

height, Hset = 4.3 Å, where H is the distance between the

topmost surface plane and the terminating atom of the tip apex.

At this distance, the tip oscillates in the attractive part of the

tip–surface interaction force curve. This is the reason why the

frequency shift exhibits a negative value. The maximum of

corrugation is about 0.12 Hz, which is very weak. Such a low

value is measured with the n-AFM because it works ideally

without external noise sources and with no atomic vibration in

the frozen-atoms mode. The A atoms appear brighter than the B

atoms and the h-sites show a depression.

Nevertheless, a numerical noise remains due to the approxima-

tion made, which induces the fuzzy aspect of the image. The

amplitude of the numerical noise is about 0.01 Hz on the

frequency shift.

In the repulsive regime, the tip is scanned with a height Hset =

2.75 Å, and the corresponding image is shown in Figure 2b.

Notice that the input parameters are the same as those previ-

ously used, but now the frequency shift is positive. Because the

slope of the curve of the interaction force is much more abrupt

in the repulsive part than in the attractive part, the maximum of

corrugation is larger and reaches 87 Hz. The numerical noise is

hidden by such values of frequency shift and the image looks

much sharper. During the oscillation and the scanning, the tip

experiences a maximal force of about 1.43 nN.

The relative atomic contrast in the two images at constant

height in the attractive and repulsive regimes remains the same

(Figure 1b): The A atoms appear brighter than the B sites.
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Indeed, the images exhibit a honeycomb pattern, with the most

attractive and the least repulsive force above the hollow site in

Figure 2a and in Figure 2b, respectively. This is in qualitative

agreement with experiments [38,40,42,43] and calculated

results [38,44]. Quantitative comparison may be tricky because

parameters are different (working parameter set, reactive or

inert tip, etc.). In [38], a tip–sample interaction model is based

on a Lennard-Jones potential and gives similar results if one

compares the scan line in Figure 2d. Of course, such a pairwise

potential (Lennard-Jones or Buckingham potential) is not able

to describe a reactive tip, and the contrast is explained in terms

of the Pauli repulsion in the repulsive region.

For the constant-frequency-shift mode at Δfset = −13 Hz, the

result in the frozen-atoms mode is shown in Figure 2c. Here

too, the tip explores the attractive range of the tip–surface inter-

action force with H around 4.58 Å and the tip experiences a

minimal force of about −0.5 nN. One can see a contrast inver-

sion compared to the previous cases in the constant-height

mode (see Figure 1b and the corresponding table) but the bright

spot above the hollow site has the same physical origin as previ-

ously, and it reflects the most attractive force as well. It is

interesting to note that the maximum of corrugation is

extremely small, about 0.004 Å which shows the consistent

stability of the numerical distance controller. One may note that

the chosen model of interactions gives a minimal Δf of about

−14 Hz. To keep the tip in the attractive regime and to avoid an

instable regime in which the controller is not able to prevent a

tip crash on the surface, we have taken the Δfset value

mentioned above. Even if the corrugation is very low to be

easily measured experimentally, one sees the difference

between the A and B top sites and these results are qualitatively

in agreement with experiments reported in the literature.

The results of the free-atoms mode at constant height (Hset =

2.75 Å) are shown in Figure 2d through a scanline above the

graphite surface (see inset) corresponding to a condition at T =

4.9 K. Compared to the frozen-atoms result, the dynamic behav-

ior induces a diminution of the corrugation (around 13 Hz) and

a slight lateral shift due to the small motions of the carbon

atoms during the scanning. Even a tiny out-of-plane displace-

ment of the graphite atoms (<0.05 Å) generates a variation of

about 90 Hz due to the abrupt slope of the Δf(H) curve in the

repulsive zone.

Supported graphene on a silicon carbide
substrate
We consider here a graphene sheet on a Si-terminated 6H-SiC

surface (5284 C atoms for the graphene sheet and three SiC

layers for the substrate with 1332 Si and 1332 C atoms each

giving in total a system of 13276 atoms). First, one has to

consider the relaxation of the graphene layer with respect to the

atomic structure of the substrate. By performing a full energy

minimization of the system with DL_POLY-4 using periodic

boundary conditions and with a Tersoff potential to connect the

graphene and the SiC substrate, we found a buckling of the

graphene sheet that is due to the incommensurability between

the graphene and the SiC surfaces. The results shown in

Figure 3a are similar to those obtained by DFT [74] or by using

a more sophisticated empirical potential [110]: A quasi-hexa-

gonal superstructure with a 6 × 6 periodicity is revealed with

more or less long edges and a corrugation of about 1.2 Å. Such

a soft corrugation of the moiré patterns is an interesting system

for the n-AFM.

We performed FM-AFM calculations at constant height with

Hset = 3.8 Å and at constant frequency shift with Δfset =

−12.5 Hz after relaxation of the graphene layer on SiC. The

results are presented in Figure 3b and Figure 3c, respectively.

On both images in the frozen-atoms mode, one recognizes the

graphene reconstruction with distinct edges, and sharp nodes at

the crossing points of the edges. Indeed, the Δf corrugation

ranges from −20.0 Hz to 275.9 Hz in Figure 3b. This clearly

indicates a rather strong repulsive regime at some points

(yellow-red) due to the reduction of the tip–atom surface dis-

tance. Moreover, one can easily distinguish the long edges,

which are two rows of C atoms higher than the narrow ones.

The 6 × 6 periodicity was observed in noncontact mode AFM

[111] but with smoother edges obtained in the constant-

frequency-shift mode. In the attractive regime shown in

Figure 3c, we observe a corrugation of 0.4 Å which may be

measurable experimentally. Notice that there is no contrast

inversion for the graphene hexagons on the ridges, whereas

there is an inversion for hexagons in the center of the super-

structure (Figure 1a and the corresponding table). This arises

from a crossing between Δf(H) curves as shown in Figure 1. At

the center of the superstructure, one recovers the previous case

of the graphite surface. The red (green) curve in Figure 1b could

illustrate a tip–surface approach curve above a top (hollow) site:

In the constant-frequency-shift mode, it is mandatory to work

with a Δfset higher than the minimum Δf (the red curve in the

figure). As illustrated in Figure 1b, there is no intersection

between the two typical curves. This thus implies a contrast

inversion. On the contrary, and with the same requirement for

the Δf setpoint, if Δf(H) curves have a crossing point, as

illustrated in Figure 1a, there is no contrast inversion. In this

figure, the red characteristics should represent an approach

curve above a surface atom that sits slightly out of the plane

compared to the green one, corresponding to an approach above

an atom in the surface plane. This shift can occur due to the

local relaxation of the carbon atom network, as is the case for

the graphene ripples.



Beilstein J. Nanotechnol. 2012, 3, 301–311.

307

Figure 3: (a) Atomic structure of the buckled graphene on SiC with the height of graphene atoms classified in three categories: red, blue and green
are the colors for the highest, the intermediate and the lowest carbon atoms, respectively. (b) Calculated graphene FM-AFM image with Hset = 3.8 Å
along the white box in (a). The Δf corrugation is 295.9 Hz. The image size is 63.9 × 50.1 Å2. The small black hexagon corresponds to a carbon ring of
the surface. (c) FM-AFM calculated graphene image with Δfset = −12.5 Hz along the white box in (a). The height corrugation is 0.4 Å (5.44 Å to
5.04 Å). The image size is 63.9 × 50.1 Å2. (d) Scanlines above the white line in (b) for the frozen-atoms (blue) and free-atoms (black) regimes.

To go further, one needs to estimate the actual influence of the

tip and of the temperature at T = 4.9 K in the free-atoms mode.

By comparing the scan lines presented in Figure 3d, one sees

that the system governed by MD exhibits, in some respects, a

lower corrugation in the large ridge zones but a similar signal

around the middle of the superhexagon. It appears also that the

displacement of carbon atoms under these conditions is not

homogeneous regarding their positions in the quasi-hexagonal

superstructure. For rings on the higher ridge and at the center of

the superhexagon, the mobility is reduced at T = 4.9 K. This is

not the case for the other carbon rings, which induce a change

in the frequency shift signal (almost 2 Hz at this temperature).

This effect could be related to the local constraints of the carbon

rings in the buckled graphene sheet.

Graphene nanoribbon edges
In the recent literature in the graphene community, there is a

vivid interest in graphene nanoribbons (GNR), because one may

tune their electronic structure through chemical edge modifica-

tion. Before reaching this stage, precise characterization of the

structure of the edges has to be tackled experimentally by trans-

mission electronic microscopy, scanning tunneling microscopy

(STM) or calculations [79,82,112-118]. Generally, GNRs show

a zigzag or armchair configuration. It was also demonstrated

that the zigzag edge may reconstruct to a configuration with

Stone–Wales-like defects consisting of alternate pairs of

pentagons and heptagons. Nevertheless, a recent theoretical

contribution shows that the zigzag edges are found to be domi-

nant for graphene nanoribbons obtained with proper etching

[119].

Actually, as far as we know, there are no experimental

FM-AFM imaging studies that reveal the edge structures of

GNR. Nevertheless, some STM images succeed in identifying

the edge conformation, although with a mixing of structural and

electronic contributions [79]. As we are mainly interested in the

capability of the n-AFM to image a GNR deposited on a SiC

surface, we chose to start calculations with a GNR exhibiting a

pristine zigzag edge [119]. The GNR consists of 684 carbon

atoms forming a ribbon with a width of 18.38 Å. The SiC sub-

strate is the same as previously used and the total system has

8676 atoms. Periodic boundary conditions are imposed along

the main axis of the GNR. After a full energy relaxation, the

GNR is slightly buckled and similar patterns to those seen in the

graphene layer are obtained (Figure 4c). These patterns were

also observed experimentally by STM on GNR or on graphene

quantum dots [79,114,115]. A calculated FM-AFM image

acquired with the n-AFM in the frozen-atoms regime is shown

in Figure 4a. Here, the setpoint is Hset = 3.8 Å and the Δf corru-

gation is 81.7 Hz.
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Figure 4: (a) FM-AFM calculated image of a graphene nanoribbon with Hset = 3.8 Å. The Δf corrugation is 81.68 Hz. The image size is 63.9 ×
50.1 Å2, which corresponds to the black area in (c). (b) Scan lines above the white line in (a) for the frozen-atoms (blue) and free-atoms (black)
regimes. (c) Atomic model of the reconstructed GNR (same color code as in Figure 3d) on the SiC substrate (yellow, silicon atoms; black, carbon
atoms).

At this setpoint, it is not possible to resolve the atomic structure

of the SiC substrate, and the GNR appears globally darker due

to the increase in attraction below the tip. If one compares the

extremal values of the graphene and the GNR images, one

remarks that the maximum Δf is more than four times smaller

for the GNR. It means that repulsion is less important due to

smaller deformations of the network of carbon atoms in the

GNR. This is consistent with the reduced size of the GNR in

which the mechanical constraints are less important at the

borders. One may also notice that the stability of the n-AFM is

satisfactory during the scanning. Indeed, the tip oscillator expe-

riences, first, a geometrical step due to the presence of the GNR

on the SiC surface (the average distance between the GNR and

the SiC surface plane is about 2.1 Å), and second, an inter-

action step between the bare SiC surface and the “SiC substrate

plus the GNR”. These two steps are well accepted by the nu-

merical DC of the n-AFM.

Finally, we compare the frozen-atoms and the free-atoms

regimes along a scanline above the GNR in Figure 4b. The

carbon atoms relax more freely generating a larger shift than in

the case of graphene (1.5–2.0 Hz). One observes that the pres-

ence of the tip locally affects the structure at 4.9 K. It should

also be mentioned that the lateral extension of the tip apex has a

rather limited influence on the atomic behavior due to the

limited size of the tip cluster. In order to take into account the

interaction due to the lateral facets of the whole probe, one

either discretizes the tip body by small volume elements and

calculates a pairwise potential between each element and the

atoms of the sample [120], or one adapts a self-consistent

formalism to calculate the interactions between a dielectric

probe of arbitrary shape and a corrugated surface [121-123].

Conclusion
We have proposed calculated images with the help of a numeri-

cal AFM (n-AFM) working in the FM-AFM mode. This n-AFM

is a reliable numerical tool to address different conditions of

use, from large to small (qPlus) amplitudes, either at constant

height or at constant frequency shift. Moreover, the coupling of

a molecular dynamics module allows us to take into account an

external temperature as well as the mechanical pressure of the

tip during the sample scanning. We have shown three examples

on graphitic structures: (i) a flat graphite surface, (ii) smooth

corrugated ripples of a graphene sheet relaxed on a silicon

carbide substrate, and (iii) a corrugated transition of a graphene

nanoribbon supported by a SiC surface. Improvements remain

to be made for the prospective study of single molecule imaging

and/or manipulation processes and related physical problems,

such as dissipation [66,124,125] and the influence of noise

perturbations [126].
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Abstract
We present the results of atomistic simulations of metallic atomic-force-microscopy tips interacting with ionic substrates, with

atomic resolution. Chromium and tungsten tips are used to image the NaCl(001) and MgO(001) surfaces. The interaction of the tips

with the surface is simulated by using density-functional-theory calculations employing a mixed Gaussian and plane-wave basis and

cluster-tip models. In each case, the apex of the metal cluster interacts more attractively with anions in the surfaces than with

cations, over the range of typical imaging distances, which leads to these sites being imaged as raised features (bright) in constant-

frequency-shift images. We compare the results of the interaction of a chromium tip with the NaCl surface, with calculations

employing exclusively plane-wave basis sets and a fully periodic tip model, and demonstrate that the electronic structure of the tip

model employed can have a significant quantitative effect on calculated forces when the tip and surface are clearly separated.
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Introduction
The noncontact atomic force microscope (NC-AFM) is capable

of imaging both conducting and insulating systems with true

atomic resolution and has provided extraordinary contributions

to surface science [1-3]. In NC-AFM the tip is prevented from

jumping into mechanical contact with the sample surface due to

the large restoring force of the cantilever at the turning point of

the tip trajectory when it is closest to the surface. As a result,

the instrument can probe all regions of the tip–surface inter-

action with high stability, in particular the “near contact” region

of separation where the tip apex atom and surface are separated

by only a few angstroms (i.e., the typical range of chemical

bonds). However, the nature of the force between the tip and the

surface is highly dependent on the exact atomic structure and

chemical nature of the tip apex. In the case of ionic surfaces,
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different terminating atoms can lead to completely inverted

image contrasts [3,4], in which case it is not even possible to

identify the polarity of surface ions corresponding to protru-

sions in the image. The control and characterization of the tip-

apex termination is therefore critical for the reliable interpreta-

tion of images.

AFM tip–cantilever assemblies are usually fabricated from

silicon, which is then exposed to air and will thus develop a

native oxide layer with air-induced contaminants. This layer can

be removed in situ inside the ultrahigh vacuum chamber, by

sputtering and/or annealing. However there is no guarantee that

the tip apex is pure silicon, and contaminant atoms or mole-

cules may remain. The tip can also be contaminated by material

from the surface during imaging; in fact, in many cases atomic-

resolution images are only obtained after the tip has been delib-

erately crashed into the surface, implying that the tip apex is

formed from surface species [1,2]. The development of

NC-AFM based on a quartz tuning fork (qPlus sensor) instead

of a silicon cantilever has led to more freedom in choosing the

tip material, as a tip can be manually attached to the tuning-fork

prong [5]. However, the problem of keeping the tip apex free of

contaminants remains.

One approach to deal with the problem of tip–apex control is to

employ a tip material that is easy to prepare and characterize in

situ, i.e., in UHV and through the tip–surface interaction. The

use of metal-coated tips meets both of these requirements.

Firstly, coating a standard silicon tip with a layer of metal can

be achieved in the UHV chamber by evaporation (assuming that

the metal bonds effectively to the oxide layer) [6], resulting in a

high confidence that the metallic tip apex is free from airborne

contaminants. Secondly, it is possible to judge based on the

conductivity of the tip as to whether the tip apex is metallic or

terminated with contaminant atoms. This can be achieved by

recording the resonant frequency while the bias voltage, applied

between the tip and the sample holder, is varied. As described

in [7], smooth parabolic curves that are independent of the scan

direction indicate a metallic tip apex. On the other hand, discon-

tinuities and hysteresis between scan directions indicate charge

localization and reconfiguration and a tip apex that is not truly

metallic.

It has been demonstrated that a chromium-coated tip is capable

of imaging the bulk NaCl(001) surface with atomic resolution,

at relatively large tip–surface separations (i.e., >5 Å), reducing

the potential for the tip to become contaminated by the surface

[7]. Plane-wave density-functional-theory (DFT) calculations

employing a periodic metallic-tip model demonstrated that the

Cr tip apex interacts most strongly with anions (Cl−) in the

surface, and that these ions correspond to protrusions in the

image. Thus these experiments and the accompanying calcula-

tions suggest that properly characterized Cr coated tips can be

used to unambiguously interpret the contrast in images of the

NaCl(001) surface. The mechanism of contrast formation

proposed is quite universal and involves the interaction of the

polarized tip (due to the Smoluchowski effect) with the surface

ions at large tip–surface separations and the hybridization of tip

and anion states at smaller separations. Therefore it is reason-

able to expect that similar mechanisms should apply both to

other ionic surfaces and to other metals. A more general under-

standing of the interaction of metallic tips with ionic surfaces

will help motivate experimental efforts and inform choices of

tip material and tip-preparation methods.

In this paper we present the results of atomistic DFT calcula-

tions performed to investigate the interaction between metal tips

and the typical binary ionic surfaces, NaCl(001) and MgO(001).

The high symmetry of these surfaces makes their AFM images

particularly difficult to interpret [3], although in the case of

NaCl(001), there have been several approaches to successfully

interpret atomic-resolution images [8-11]. We consider two

types of metal tip, namely chromium and tungsten, which are

chosen due to their common use in scanning-probe experiments.

For several different combinations of tip and surface, we deter-

mine the tip–surface force field and the origin of the tip–surface

interaction at close approach. These calculations employ

cluster-tip models and localized Gaussian atomic basis sets,

which result in a significantly lower computational cost when

compared with fully periodic tips (which consist of a signifi-

cantly greater number of atoms) and plane-wave calculations.

We compare the results of these two approaches for the Cr/

NaCl system and discuss the effect of the DFT methodology

and the electronic structure of the tip model on the accuracy of

the calculations of tip–surface forces. The plan of the rest of the

paper is as follows: The next section describes the method-

ology employed; the third section describes the results of the

calculations; and in the final section a discussion of the results

and how they compare to other calculations is presented.

Results and Discussion
The calculations presented in this study were performed by

using the DFT module of the CP2K code [12] and employing

the PBE exchange-correlation functional [13]. Gaussian basis

sets of DZVP quality were used with semicore GTH pseudopo-

tentials [14-16]. The pseudopotentials included 9, 10, 14 and 18

valence electrons for Na, Mg, W and Pt. The auxiliary plane-

wave basis, used to calculate the Hartree energy, had an energy

cutoff of 4000 eV. To account for the metallic nature of the tip

(i.e., a very small band gap) in the simulation, we also employ

Fermi–Dirac smearing of the molecular-orbital occupation

numbers, with an electronic temperature of 2500 K.
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Figure 1: (a) Side-on view of the structure of the Cr and W cluster tip models. (b) The structure of the periodic Cr tip model.

Both the NaCl(001) and MgO(001) surfaces were modeled

using a periodic slab, 6 × 6 atoms in area and three atomic

layers deep, where the bottom-most layer is frozen in bulk-like

positions. For a direct comparison with the results of previous

plane-wave calculations employing a periodic-tip model, the

NaCl(001) surface was also modeled with a 5 × 5 primitive unit

cell surface area, three atomic layers deep, which was chosen to

match the x-y periodicity of the periodic tip model. The slabs

are periodic in the x-y directions, and there is a vacuum gap of

30 Å in the z-direction. The lattice separation in the NaCl slab is

2.78 Å and in the MgO slab is 2.12 Å. When the geometries of

the surface slabs are optimized they exhibit rumpling, with the

anions protruding from the surface plane. The corrugation of the

NaCl surface is approximately 0.1 Å and 0.04 Å in MgO. The

one-electron band gaps for the NaCl surface at 4.9 eV, and for

the MgO surface at 3.6 eV, are underestimated, which is typical

for PBE calculations.

The tip models are shown in Figure 1. The cluster Cr and W tips

consist of four-layered pyramids, cut from the body-centered-

cubic (BCC) structure of the bulk crystals. The top two layers of

the 30 atom tips are frozen, and the lower two layers are free to

relax. For a direct comparison with the plane-wave calculations

presented in [7], a periodic-tip model consisting of a three-layer

BCC slab of Cr with symmetric pyramidal protrusions

(Figure 1b) was also employed. It is well-known that the struc-

ture and morphology of the tip has a significant effect on the

tip–surface interaction [17,18]; however, this type of pyramidal

protrusion was shown to be the best match to the experimental

measurements reported for this system [7]. The work functions

for the Cr tips are calculated as being approximately 3.7 eV for

both tip models, which is similar to previous calculations for the

Cr surface [19] but slightly less (by 0.2–0.6 eV) than the experi-

mental values [20,21]. For all of the tip models the Fermi

energy lies well within the band gap of the ionic surface slabs.

To calculate the tip–surface force field, the frozen part of the tip

is fixed at a position above the surface, the system relaxed, and

the total energy calculated. The tip is then moved a small dis-

tance closer to the surface, and this is repeated to map out the

energy as a function of the tip position. The gradient of this

energy in the z-direction is then used to determine the tip force.

The tip height is defined as the separation that would exist

between the front atom of the tip and the surface plane if there

were no relaxation in the tip (i.e., with the tip away from the

surface). The DFT method is known to underestimate atomistic

dispersion forces; however, these are not expected to contribute

to the atomic-scale variation of the force on the tip above

different atomic sites [3]. A macroscopic van der Waals attrac-

tion is added to the total force on the tip for simulated image

calculations, as stated in the Experimental section.

To correct for the basis-set-superposition error (BSSE), which

acts to increase the force on the tip originating from the inter-

action with the surface, due to the overlap of the basis func-

tions of the surface and tip, we employ the counterpoise method

to correct the total system energy for different tip positions rela-

tive to the surface [22]. Our calculations demonstrate that the

BSSE is similar at a given tip height above both anions and

cations (approximately 0.1 eV at 4 Å), and is therefore not

likely to contribute to atomic-scale contrast. Furthermore, the

BSSE is only present at tip–surface separations below 4.5 Å, as

above this height there is no orbital overlap.

The total energy as a function of tip height, for the apex of the

Cr cluster tip directly above both Cl− and Na+ ions in the NaCl
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Figure 2: (a) Energy as a function of cluster Cr tip height above the NaCl(001) surface. (b) Energy as a function of tip height above the MgO(001)
surface.

surface, and above both O2− and Mg2+ ions in the MgO surface,

is shown in Figure 2. Here the energy change is relative to the

energy of the tip and surface when they are completely sep-

arated. In each case it is clear that the force is largest directly

above anions in the surface, significantly so in the range probed

by noncontact imaging, i.e., 3–5 Å. For each tip above an anion

in the surface, at close approach (approx. 3–4 Å) the force

increases markedly due to a structural change consisting of

strong displacement of an anion out of the surface to bond to the

tip apex. This jump of a surface ion to the tip apex will result in

hysteresis in the tip–surface force field and atomic-scale dissi-

pation being measured by the NC-AFM instrument [23,24]. For

the Cr tip interacting with the NaCl surface, the total charge on

the tip at a separation of 6 Å is less than −0.01 |e| (from a

Mulliken population analysis); however, when the tip comes

closer to the surface above a Cl− ion, there is a small charge

transfer to the tip (of −0.03 |e| at a height of 4 Å and of −0.1 |e|

at 3 Å). For the tip above the MgO surface, a similar transfer

occurs, but it is slightly more pronounced (a charge on the tip of

−0.16 |e| at 4 Å above an O2− ion in the surface).

Figure 3 shows the total energy as a function of the tip height

for the W tip directly above Cl− and Na+ ions in the NaCl(001)

surface. As before, the interaction is strongest above the anion,

and increases significantly below 4.5 Å (note this is not due to

an instability caused by an atom jump). The charge transfer to

the tip at close approach is similar to that in the case of the Cr

tip interacting with this surface, which is to be expected due to

the similar Fermi energies of the two clusters. In the case of

both tips, the origin of the charge transfer at close approach and

the increased tip force above the anions is due to the hybridiza-

tion of the d states in the tip apex atom with the p states in the

surface anion.

Figure 3: Energy as a function of tip height for the W tip interacting
with the NaCl(001) surface.

In each of the tip–surface combinations, the calculated force

fields would result in the anions being imaged as prominent

protrusions in a constant-frequency-shift image of the surfaces.

To demonstrate this, and show the extent of typical atomic scale

corrugation, we simulated the imaging of the NaCl surface with

the Cr cluster tip, using typical imaging parameters based on a

traditional silicon cantilever (listed in the Experimental section).

The force field used for these calculations was calculated on a

lateral square grid with a spacing of 1/8 of the lattice constant

between points (i.e., four points between adjacent surface ions),

and between tip heights of 3 Å and 7 Å. Figure 4 shows a

constant-Δf image (Δf = −60 Hz) of the NaCl surface, in which

the distance of closest approach is 3.6 Å. The rumpling is

approximately 0.6 Å with the protrusions corresponding to Cl−

ion lattice positions and depressions to Na+ ion positions.
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Figure 6: Tip force as a function of height directly above Cl− (left) and Na+ (right) ions in the NaCl(001) surface, for the cluster tip and periodic tip, and
an identical periodic tip but with energies determined from plane-wave (VASP) calculations [7].

Figure 4: Constant-frequency-shift image (Δf = −60 Hz) of the NaCl
surface imaged with the cluster Cr tip.

To investigate both the contribution of the electronic structure

of the tip and the type of simulation method to the interaction

between a metallic tip and an ionic surface, we calculated the

changes in total energy as a function of tip position for the peri-

odic Cr tip model interacting with the NaCl surface. We used

the exact same system configurations as used in previous plane-

wave DFT calculations, employing the VASP code [25] (as

described above). The same PBE correlation-exchange func-

tional employed in [7] was used here. The main difference in

the model we apply is in the form of the basis functions, in

which the wave function of the system is expanded: Here they

are Gaussian and atom-based, as opposed to being plane waves.

Figure 5 shows the total energies (BSSE corrected) as a func-

tion of tip position (the exact same positions calculated in [7]).

As in [7], Morse bond functions were fitted to these energies as

a function of tip height for each position, in the noncontact

range of 4–7 Å, where no instabilities occur. The derivative of

this function gives the force on the tip due to the interaction

with the surface, as a function of tip height, which is shown in

Figure 6 in the range of 4–6 Å, along with the curves from the

plane-wave calculations presented in [7], and fitted curves for

the cluster Cr tip model discussed above. These forces show

that the periodic tip model leads to an overall force that is

quantitatively smaller than that in the cluster model for a given

tip height, by approximately 10% in the 4.5–5.5 Å range.

Figure 5: Total energy changes as a function of tip height for the peri-
odic Cr tip interacting with the NaCl(001) surface, and Morse function
curves fitted to the data points.

The absolute forces between the NaCl surface and the periodic

tip model above both Cl− and Na+ ions, as calculated in this

study, are larger than the forces calculated by using exactly the

same setup in the previous plane-wave calculations: The forces

are larger by approximately 50–100% in the 4.5–5.5 Å range.
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Conclusion
We have presented the results of calculations to determine how

metal-cluster tips interact with two representative, model ionic

surfaces at typical NC-AFM imaging distances. These calcula-

tions all unambiguously show that the attractive force on the tip

will be strongest with the tip apex positioned directly above an

anion in the surface, over the entire range of NC-AFM imaging

distances (3–6 Å). As a result, the anion will always be imaged

as elevated (bright) in NC-AFM images of these surfaces with

these tip materials. The origin of the tip–sample interaction

close to the surface is due to hybridization of the anion p states

with the d states of the tip apex. This interaction mechanism

does not give rise to contrast further from the surface (i.e.,

>4.5 Å); however, the force is still significantly greater above

the anion beyond this distance. As was determined in [7], the

interaction of the tip with the surface beyond this distance is

purely electrostatic: In a truly metallic tip, the tip apex develops

a small intrinsic dipole due to the Smoluchowski effect. The

positive end of this dipole points to the surface and increases

the interaction over the anions. In addition, anions move out

from the surface due to the surface rumpling and are also, in

general, more easily polarized than are cations. Both of these

effects enhance the attractive tip–surface force above the

anions. Here, the induction energy is −1/2 α|E|, where α is the

atomic polarizability of the tip apex atoms and E is the electric

field generated by the interaction, which is reproduced implic-

itly in the DFT calculations.

Each of the tip models employed in these calculations (cluster

tip, periodic tip) give similar qualitative results, in so much that

the force is strongest over the anion. This supports our previous

conclusion that using well-characterized metallic tips may

enable unambiguous chemical identification of image features

[7]. It is not particularly surprising that quantitative differences

between forces are obtained upon using different tip models and

computational methods, as we push the accuracy of the calcula-

tions at large tip–surface separations. In particular, the cluster

model leads to a slightly larger overall attractive force in the

4–6 Å distance range than does the periodic model, which may

be due to an increased reactivity due its small size. For the peri-

odic tip model, the tip–surface forces calculated in this study

are also quantitatively different to in the calculations presented

in [7], in which a plane-wave basis set was employed but with

the same functional, even though again they qualitatively agree.

Overall, the total attractive force at a given separation (in the

near-contact range) is up to 100% larger, even when exactly the

same atomic configuration is employed; although in absolute

terms the difference in the forces is small. In this noncontact

distance range, the asymptotic behavior of the electronic density

(which may be significantly affected by the basis functions

employed), the different treatment of the long-range electrosta-

tics and periodic boundary conditions, and/or slight differences

in the effective polarizabilities of the surface or tip ions may all

contribute to the observed force difference. The polarizability

could be affected by the quality of the basis set, k-point

sampling and the pseudopotential used (the plane-wave code

uses a pseudopotential constructed with Cr in a d5s1 state,

whilst the present calculations include s2p6d5s1). At present, the

full convergence of all the parameters in these calculations is at

the limits of the available computational resources, and detailed

investigations to disentangle the subtle differences between the

calculations are not feasible. These results demonstrate that

when calculating weak forces between a metallic tip and surface

for a quantitative comparison with experimental results, care

must be taken over the choice of both the tip model and the

calculation method: Both the electronic structure of the tip and

the method can have a significant effect on the calculated

forces.

Experimental
Simulated image parameters
Elastic constant: 148.7 N/m; natural frequency: 189000.0 Hz;

setpoint amplitude: 5 nm; Q-factor: 10000.0. Macroscopic van

der Waals: Hamaker constant: 0.999 eV; Tip radius: 18.0 nm
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Abstract
We introduce drive-amplitude-modulation atomic force microscopy as a dynamic mode with outstanding performance in all

environments from vacuum to liquids. As with frequency modulation, the new mode follows a feedback scheme with two nested

loops: The first keeps the cantilever oscillation amplitude constant by regulating the driving force, and the second uses the driving

force as the feedback variable for topography. Additionally, a phase-locked loop can be used as a parallel feedback allowing

separation of the conservative and nonconservative interactions. We describe the basis of this mode and present some examples of

its performance in three different environments. Drive-amplutide modulation is a very stable, intuitive and easy to use mode that is

free of the feedback instability associated with the noncontact-to-contact transition that occurs in the frequency-modulation mode.
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Introduction
Dynamic atomic force microscopy (dAFM) [1,2] is a powerful

yet versatile tool capable of operating in environments ranging

from ultrahigh vacuum (UHV) to liquids [3,4], and imaging

samples ranging from stiff inorganic materials [5] to soft bio-

logical matter [6], with nanoscale resolution. Amplitude-modu-

lation AFM (AM-AFM) [7] and in particular its large-ampli-

tude version, commonly known as tapping mode [8], is the most

extended dAFM mode, but it has limitations: Its application to

the vacuum environment is very difficult because of the long

scanning times imposed by the high quality factor Q of the

cantilevers in vacuum, which present a settling time given by

τcl= Q/(πf0). Frequency-modulation AFM (FM-AFM, also

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:davidmmo@gmail.com
mailto:julio.gomez@uam.es
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known as noncontact AFM) [9] is the classical alternative to

AM allowing atomic resolution in UHV chambers [10] at

higher scanning rates. FM-AFM has recently been extended to

operate in other media with lower Q, with remarkable success

[11]. However, FM-AFM has a well-known drawback: The

transition from noncontact to contact causes an instability in the

feedback control [12], which is particularly important for inho-

mogeneous surfaces in which, for example, the adhesion

changes abruptly. The curve in Figure 1a represents a typical

curve of the tip–sample force versus distance in a vacuum or air

environment. The FM feedback maintains the frequency shift,

which is closely related to the force gradient, to infer the

topography of the sample [13]. Since the frequency shift

changes its sign (Figure 1a), stable feedback is only possible on

a branch of the force curve where it is monotonic. For the case

of AM, the transition between the contact and noncontact

regimes can introduce bistabilities [14,15] but, as a general rule,

AM can operate with similar feedback conditions in both

regimes. In liquid, the absence of significant van der Waals

forces results in a monotonic interaction [4] and the feedback in

both FM and AM is often perfectly stable. However biological

samples, such as viruses, tend to contaminate the tip and intro-

duce attractive interactions causing FM to become unstable. As

we shall see, in these cases imaging biological samples with FM

is impractical. In an attempt to overcome this control instability,

we have developed the method presented herein. In addition to

the conservative interactions depicted in Figure 1a, there exist

nonconservative or dissipative forces, that subtract energy from

the oscillation [16,17]. The dissipation generally grows monoto-

nically [18] as the tip approaches the sample surface

(Figure 1b). However, the precise dependence of the dissipa-

tion on the tip–sample distance depends on the detailed atomic

configuration of the tip involved in the experiment [19].

In this work we present a new AFM scanning mode, which we

have called “drive amplitude modulation” (DAM-AFM) [20]

and which takes advantage of the aformentioned monotonicity

of the dissipation to obtain stable images in all environments

from vacuum to liquids. Moreover, DAM has a similar settling

time to FM, and consequently the scanning time is also very

similar. The paper begins by describing the basics features of

DAM and comparing them with AM and FM, following by a

discussion of some experimental results in vacuum and liquids.

Results and Discussion
The basis of DAM-AFM
Figure 2 portrays the functional schemes for the three different

AFM modes under consideration. The standard representation

of a feedback loop and the corresponding icon used to simplify

the different diagrams is shown in Figure 2a. For the case of

AM (Figure 2b) a harmonic driving force with constant ampli-

Figure 1: The interaction versus distance. (a) Conservative force
versus distance interaction between an AFM tip and a surface. As the
tip approaches the surface the interaction becomes first attractive and
then repulsive. The frequency shift also varies from negative to posi-
tive. FM is only stable in one of the two branches. (b) In addition to the
conservative interactions the tip also dissipates energy when inter-
acting with the surface. The figure illustrates the monotonic tendency
of this magnitude.

tude at (or near to) the free resonance frequency f0 of the

cantilever is used. The oscillation amplitude A is the controlled

input for the topography feedback, and the scanner position in

the z-direction (perpendicular to the sample surface plane, and

which is closely related with the tip–sample distance) is the

regulated variable; the variation of the phase is recorded in the

phase image, which is used as a spectroscopic image. In FM

(Figure 2c) three feedback loops are used; two nested loops for

the topography and one additional loop working in parallel to

keep the oscillation amplitude constant by adjusting the ampli-

tude of the driving force. A phase-locked loop (PLL) tracks the

effective resonance frequency of the cantilever as it varies as a

consequence of the tip–sample interaction. In FM, the position

of the scanner in the z-direction is adjusted to keep the

frequency shift constant and generates a topography image.

This topography image is usually interpreted as a map of

constant force gradient. The amplitude of the driving force,

which is controlled in the parallel feedback loop, represents the

dissipation. Figure 2d shows the functional scheme for DAM.

As in FM, two nested feedback loops give the topography in

DAM. The first loop adjusts the driving force in order to main-
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Figure 2: Feedback diagrams for different d-AFM modes. dAFM has three basic variables: The oscillation amplitude A, the phase  and the driving
force Vexc. (a) Expansion of the feedback icon used in the schemes. (b) Typical feedback scheme for AM. (c) FM feedback scheme. The short branch
varies the driving force to keep the amplitude constant, hence producing a dissipation image (ets). The other branch is a phase-lock loop, which keeps
the system at resonance according to the tip–sample interaction. The regulated variable of the PLL, the frequency, is used as the controlled input for
the topography feedback. (d) In DAM the short branch is a PLL, which produces a map of the conservative force (vts). The long branch uses the
amplitude as the process variable, and the regulated variable is the driving force, which is used as the controlled input for the topography feedback.

tain the oscillation amplitude. The driving force needed to

sustain this oscillation amplitude is related to the energy dissi-

pated in the system. By adjustment of the position of the

scanner in the z-direction the driving force is kept constant at

the setpoint value. A PLL, which tracks the effect resonance

frequency, can operate as parallel feedback loop in DAM.

Topography images in DAM represent maps of constant dissi-

pation. The frequency shift controlled by the PLL provides a

spectroscopic image. We note that a PLL can also be imple-

mented in AM. In this configuration the topography images in

both AM and DAM have a similar meaning. Strictly speaking

DAM can work with or without a PLL. In either case, the scan-

ning speed in vacuum is comparable to that in FM. Neverthe-

less, while omission of the PLL simplifies the acquisition setup,

the topography images, as in AM, reflect both conservative and

nonconservative forces.
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Notice that, as reflected in the schemes, in both FM and DAM

the amplitude A and frequency f of the driving force

are modified by feedback loops that work with characteristic

times τ1 and τ2 (not necessarily the same for frequency or

amplitude) that depend on the details of the experimental setup

but, as we will show, can be pushed well below the transient

time of the free driven cantilever τcl. What defines the differ-

ence between these two modes is which of the feedback loops

working on this driving signal (amplitude for DAM or

frequency for FM) is used as the process variable for the

topography feedback.

All of the experiments described in this work have been carried

out with Nanotec Electronica (http://www.nanotec.es) micro-

scopes controlled with the SPM software package WSxM [21].

However, this mode can be easily implemented in other

commercial systems. Nanosensors PPP-NCH and Olympus

OMCL-RC type probes were used for the experiments in

vacuum and in liquid, respectively. For the sake of complete-

ness, in Supporting Information File 1 we also include images

taken with other cantilever types. The stiffness values for each

cantilever were obtained in an air environment by using Sader’s

expression [22].

In vacuum DAM-AFM
The experimental setup consists of a home-made high-vacuum

chamber with a base pressure of 10−6 mbar, equipped with an

AFM head. The vacuum is achieved by using a conventional

combination of a dry mechanical pump plus a turbopump. In

order to avoid vibrations from the turbopump affecting the

measurements, the microscope head is suspended by three viton

cords. The quality factor of the cantilevers saturates at pres-

sures below 10−3 mbar, and hence the dynamics of the

cantilevers are similar to what is typically observed in UHV

chambers at room temperature (the values of the Q factor in

UHV operation are commonly between 8000 and 25000). All

the experiments were carried out at room temperature.

Figure 3a–d portrays four topography images of a calibration

grid taken in AM, FM and DAM acquired in both the attractive

and repulsive regimes, respectively. Figure 3e–h shows the

corresponding error signals: Amplitude, frequency shift, and

dissipation for the two DAM cases, respectively. We have

chosen this sample because its surface conditions are similar to

those found in many samples of technological interest, and

which in many cases are difficult to scan in vacuum by using a

conventional mode. Scanning with DAM overcomes these diffi-

culties. Figure 3a (AM) shows clear traces of instabilities as

Figure 3: Testing the methods at high Q. Topography images of a cali-
bration grid taken in vacuum in (a) AM (setpoint = 6.5 nm); (b) FM
(setpoint = −50 Hz); (c) DAM in the attractive regime (setpoint = 1.2
pW; Vexc = 0.49 V); and (d) DAM in the repulsive regime (setpoint= 4.5
pW; Vexc = 0.77 V). (e–h) Corresponding error images: amplitude for
AM, frequency shift for FM and dissipation for DAM. For all of the
images: free amplitude A = 10 nm. K = 23 N/m, Q = 11800, line rate=
1.2 Hz, f0 = 225 kHz. The height of the motifs is 20 nm and the struc-
tural period is 3 μm.

expected for AM images acquired at high Q for which the

settling time is τcl ≈ 17 ms, making this mode too slow for

vacuum applications. In order to achieve higher scan rates the

settling time can be reduced by increasing the tip–sample dissi-

pation (diminishing the Q), which implies a large amplitude

reduction and therefore higher applied forces during imaging.

The frequency shift setpoint for Figure 3b (FM) is negative

indicating that the topography image was taken in the attractive/

noncontact regime (as is the usual case in FM). Imaging in FM

http://www.nanotec.es
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at low amplitude was unstable because of the high adhesion

observed on the surface: The interaction passes from being

attractive to repulsive. To avoid this effect, we have to increase

the feedback gain resulting in the appearance of high-frequency

components in the error signal. In order to stabilize the system

we used the tip safe option in the WSxM software, which

prevents tip–sample crashes by withdrawing the tip when the

oscillation amplitude of the cantilever drops below a given

threshold. As usual we tried to optimize the scanning condi-

tions for the chosen amplitude; nevertheless we could not

reduce the high-frequency artifacts observed in the image.

Figure 3c and Figure 3d (DAM) were acquired by using dissipa-

tion setpoints of 1.2 pW and 4.5 pW, respectively, with the PLL

enabled, as calculated following the expression [23,24]

(1)

where P0 is the power dissipation caused by internal friction in

the freely oscillating cantilever given by

(2)

Stable imaging in DAM does not require tip safe or any other

kind of precaution. Acquiring images in DAM is easy and

direct. It is also possible to select the optimum cantilever

oscillation amplitude for each experiment, ranging from less

than 1 nm up to tens of nanometers at high scan speeds.

It is known from control theory [25] that a feedback loop can

modify the differential equation that describes the dynamic of a

plant (in the present case, the plant is the cantilever). As a

consequence, the new transient time can be reduced arbitrarily

by changing the feedback gains. This is conveniently illustrated

in Figure 4 (see a more detailed discussion in Supporting Infor-

mation File 2). This figure portrays a MATLAB simulation in

which a perturbation (Figure 4a) is applied to a free cantilever

with Q = 15000. The response of the cantilever without any

feedback shows the expected transient with a settling time of

τcl = Q/(πf0) (Figure 4b). Figure 4c displays the response of the

cantilever with the amplitude and the frequency feedback loops

enabled. Notice that the shape of the perturbation is a step func-

tion for both cases. However, for the open-loop case the pertur-

bation is a sudden change in the amplitude of the driving force,

whereas for the closed-loop configuration the perturbation is a

sudden change in the amplitude setpoint. As shown in the

charts, the response time in the second configuration is dramati-

cally reduced with respect to the open-loop configuration.

Figure 4: Response to a step perturbation under high Q. (a) Perturba-
tion applied to the free cantilever. (b) Amplitude response for a free
cantilever in the open-loop configuration. (c) Amplitude response for a
free cantilever in the close-loop configuration. The inset shows a zoom
in the step region, showing a characteristic time of 0.3 ms, which is
much shorter that the one observed in the open-loop configuration.
The MATLAB sequence diagram is shown in Supporting Information
File 2.

The second consideration, closely related to the previous one, is

the energy balance. Assuming a free cantilever at resonance, the

power that has to be provided to the cantilever to achieve a

given amplitude is inversely proportional to Q (Equation 2).

The implication is that keeping the cantilever at resonance in air

requires r-times more power than in vacuum (being that r =

Qvac/Qair). This r factor is about 20 for the cantilevers used in

this work, but it can be much higher. Figure 5 shows the total

dissipation and the frequency shift (simultaneously acquired) as
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Figure 5: In vacuum total dissipation (a) and frequency shift (b) curves as a function of the z-scanner position for different amplitudes. (c) and (d)
equivalent to the cases in (a) and (b) but in air (ambient conditions). The energy required to sustain the free oscillation in air is a factor of Qvacuum/Qair
times the energy needed in vacuum. Cantilever parameters: k = 16.6 N/m, ω0 = 230.97 kHz, Qvacuum = 23900, Qair = 468.

a function of the z-scanner position for experiments, in both

vacuum (a,b) and air (c,d). As expected, the power required to

sustain the cantilever oscillation is much higher for the in air

case than for the in vacuum case. In addition, the charts are

experimental illustrations of the force and dissipation trends

shown in Figure 1. The onset of both frequency shift and dissi-

pation depends on the cantilever oscillation amplitude for

obvious reasons: As the amplitude grows the tip finds the

sample surface at a lower z-scanner position. When the tip

approaches the surface it encounters a potential well that is the

combination of the harmonic potential of the cantilever plus the

surface potential. In order to maintain the oscillation we have to

provide a total energy to the cantilever that is high enough that

the tip is not trapped by the surface potential. Since the system

is not conservative this total energy varies with time.

The energy dissipated by a cantilever over one period in

vacuum is, as a consequence of the tip–sample interaction, on

the order of 10−20 J (see, for instance, [26]). The energy

required to force a cantilever to oscillate in vacuum with an

amplitude of 10 nm is about the same as the energy loss per

oscillation period. In air the energy required by the cantilever to

maintain a stable free oscillation is 20 times higher, so the

energy loss due to the tip–sample interaction is usually negli-

gible. As a general rule, in order to enhance the sensitivity, the

cantilever oscillation amplitude should be comparable to the

selected interaction length [1,2]. Since in AM the energy

pumped into the cantilever is fixed, the tip gets easily trapped in

the sample potential and the image becomes unstable. This

effect is particularly relevant in vacuum. In air and liquids the

cantilever dissipation originated by the environment is much

higher than the dissipation due to tip–sample interaction. Thus,

the energy required by the cantilever to maintain a stable oscil-

lation amplitude is so high that the effect described above

becomes irrelevant (Supporting Information File 3 contains

experimental data of the instabilities when using conventional

AM in vacuum).

In addition to the grid sample we imaged a number of surfaces

of technological and fundamental relevance using DAM

(Supporting Information File 1 includes a variety of images

taken in different environments). Figure 6 shows a silicon sub-

strate on which several motives have been fabricated by means

of a conventional e-beam lithography technique. The prepar-

ation of these samples involves several steps including deposi-

tion and lift-off of a polymer layer. This layer is, in many cases,

very difficult to remove completely, leaving the sample contam-

inated. During scanning in FM in vacuum, the tip easily passes

from the attractive to the repulsive regime, in which it is conta-

minated by the polymer.
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Figure 7: DAM in liquid. Frequency shift (black) and dissipation (light gray) for a clean tip (a) and after becoming contaminated (b). Note that the flat
region of the frequency shift in (b) reflects the saturation of the PLL. (c) DAM topography showing a  virus adsorbed on a HOPG substrate.
(d) Height profile along the green line drawn in (c). Image parameters: A = 2 nm, k = 0.6 N/m, Q = 4, line rate = 2 Hz; f0 = 16 kHz, setpoint = 33 fW.

Figure 6: Gold electrodes fabricated by e-beam lithography. The DAM
topography was acquired in vacuum with excellent stability despite the
polymer contamination that is characteristic of the lithography process.
Nanosensors PPP-FMR probe with: A = 24 nm; Q = 8600;
f0 = 61.1 kHz; k = 1.3 N/m; line rate = 0.9 Hz; setpoint = 3.8 pW.

DAM-AFM in liquids
Low quality factors are common when imaging in liquids due to

the viscous hydrodynamic loading between the cantilever and

the environment. This friction in some cases induces an over-

damped dynamic of the cantilever, making it very difficult to

apply low forces in AM, which are necessary to obtain stable

virus images [27], for example. Since the demonstration of true

atomic resolution in liquids by Fukuma et al. [11] using FM

[28], this mode has attracted the attention of the AFM commu-

nity in attempts to image biological samples with high resolu-

tion. FM is able to overcome the limitations of AM making it

possible to obtain high-quality images of the viruses and other

biological samples [29,30]. However, FM is only stable while

the tip is clean and the conservative interaction is repulsive, but

once the tip becomes contaminated, which is very common

when measuring biological samples under physiological condi-

tions, the interaction curve is not monotonic, resulting in insta-

bilities in the FM feedback.

Figure 7a shows the dependence of the frequency shift and the

dissipation for a clean AFM tip immersed in a buffer solution.

Both magnitudes grow monotonically with the tip–sample dis-

tance. Figure 7b shows this dependence again with the same tip

but this time contaminated after scanning a highly oriented

pyrolytic graphite (HOPG) substrate with viruses adsorbed on

it. While the dissipation is still monotonic, the frequency shift is

not. This type of frequency-shift dependence makes scanning

the surface impractical with FM. However, this is not an issue

for DAM. Figure 7c displays an in-liquid DAM topography in

which a  bacteriophage [31] adsorbed on a HOPG surface

can be seen. Figure 7d shows a height profile along the green

line drawn in Figure 7c. Notice that the virus topography

exhibits the nominal height for  [32] implicating that the

applied force is very low. By using Sader’s expression [33] the

applied force can be calculated from the frequency-shift data.

This value is nearly 100 pN, which is remarkable taking into

account the relative high stiffness of the cantilever (0.6 N/m). In
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this case, DAM prevails over AM because the adhesion (attrac-

tive forces) on the virus is always lower than on the substrate,

as can be easily verified by performing force versus distance

curves [30]. Scanning in AM implies fixing a total energy for

the cantilever that is high enough to enable scanning of the sub-

strate without being trapped by the attractive forces, but this

energy is also high enough to damage the virus. In DAM the

energy is automatically adapted at each point of the image to

optimize the image conditions.

Conclusion
We have discussed the effects of the amplitude feedback on the

transient times and energy balance, concluding that DAM is a

suitable method for imaging in different environments ranging

from vacuum to liquids and is useful for a variety of applica-

tions. DAM operation avoids the feedback instabilities asso-

ciated with the transition between noncontact and intermittent-

contact regimes. This feature translates to stable scanning of

heterogeneous samples of technological relevance that are

cumbersome to scan in vacuum, and which can be different to

the standard samples used in UHV fundamental surface-science

studies, e.g., atomically flat single crystals. Using DAM in

liquids we have already been able to obtain true atomic resolu-

tion on a mica surface (see Supporting Information File 1) but

atomic resolution in vacuum remains a challenge. DAM can

also improve magnetic force imaging since it allows operating

at smaller tip–sample distances than the conventional modes.

Finally, since DAM reduces the settling time, it may be useful

for high-speed scanning in air under ambient conditions.
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