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Abstract

A tunable graphene absorber, composed of a graphene monolayer and a substrate spaced by a subwavelength dielectric grating, is proposed and investigated. Strong light absorption in the graphene monolayer is achieved due to the formation of embedded optical quasi-bound states in the continuum in the subwavelength dielectric grating. The physical origin of the absorption with high quality factor is examined by investigating the electromagnetic field distributions. Interestingly, we found that the proposed absorber possesses high spatial directivity and performs similar to an antenna, which can also be utilized as a thermal emitter. Besides, the spectral position of the absorption peak can not only be adjusted by changing the geometrical parameters of dielectric grating, but it is also tunable by a small change in the Fermi level of the graphene sheet. This novel scheme to tune the absorption of graphene may find potential applications for the realization of ultrasensitive biosensors, photodetectors, and narrow-band filters.

Introduction

Absorbers possess a wide range of applications, including radar stealth, infrared detectors, thermophotovoltaic cells, and thermal emitters. According to their spectral bandwidths, the absorbers can be classified as broad-band absorbers and narrow-band absorbers [1–4]. In general, broad-band absorbers [5–8] are used for electromagnetic cloaking and solar energy conversion,
while narrow-band absorbers [9-12] have great potential in sensing and monochromatic light detecting. An example is the application of narrow-band absorbers in refractive index sensing [13]. When the absorbers are surrounded by gas or liquid, the resonance wavelength will shift as the background refractive index changes [14]. Narrow-band absorbers have attracted attention in practical applications due to the absorption with high quality factor (Q-factor), which is beneficial to improve the sensing performance. Up to now, many strategies for improving the Q-factor have been successfully proposed, such as dielectric resonant [15], all-metal [14,16] and metal–dielectric–metal (MDM) configurations [17,18]. Recently, as a type of particular localized states, optical bound states in the continuum (BICs) [19-24] have also been demonstrated to enable perfect light confinement and giant field enhancement [25-29]. Hence, quasi-BICs can be utilized to design narrow-band absorbers with high Q-factor.

Tunable absorption is interesting regarding many potential applications. There are generally two ways to achieve tunable absorption. One is to change the structural parameters and the other is to add tunable materials, such as phase change materials, graphene, or liquid crystals. Among them, graphene has attracted much attention in optics and optoelectronics [30-34]. As a single layer of carbon atoms arranged in a honeycomb structure, graphene supports much stronger binding of surface plasmon polaritons (SPPs) with less loss, which leads to a longer propagation distance compared with traditional metal SPPs [35]. In addition, its conductivity can be dynamically controlled by chemical doping or electrostatic fields owing to the linear dispersion of the Dirac fermions [36]. These features proposed for graphene enable novel active devices, including modulators [37], perfect absorbers [38,39], imaging devices [40], detectors [41], waveguides [42,43], polarizers [44], and electromagnetic chirality devices [45]. The strength of interaction between graphene and incident light plays a key role in these applications. Unfortunately, it is extremely weak owing to the single-atom thickness of graphene monolayers, which severely limits the performance of graphene devices. Various approaches based on different physical mechanisms have been proposed to enhance the absorption in graphene monolayers, such as coherent perfect absorption effect [46], critical coupling effect [47], guided mode resonance effect [48], metal Tamm plasmon polaritons effect [49], and graphene Tamm surface plasmons effect [50]. In addition, the quasi-BICs mentioned previously also can be employed to enhance the absorption in graphene monolayers [51-54]. However, in the above works, the quasi-BICs are quite sensitive to the geometric parameters, which limit their practical applications. Besides, in [51-53], the proposed structures are metasurfaces, which makes the fabrication quite difficult.

In this paper, motivated by the investigation in [28], a tunable graphene absorber, which consists of a graphene monolayer on a dielectric grating backed with a substrate, is designed and investigated. The paper is arranged as follows: First, we present the structure of the absorber and give the corresponding geometric parameters. Second, the absorption properties are calculated and the electromagnetic field distributions at the resonant wavelength are investigated to disclose the physical origin of enhanced absorption. Next, the spatial directivity is discussed so as to find its potential applications as thermal emitter with high directivity. Finally, the properties of the active absorber, including tunability with different geometric parameters and different Fermi levels are investigated.

Results

Figure 1 gives a schematic view of the proposed absorber. A graphene monolayer is placed on a one-dimensional dielectric grating, under which a dielectric substrate is used to support the device. The dielectric grating is defined by the period \(d\), the width \(w\), and the thickness \(h\). The refractive indices of grating and substrate are \(n_g\) and \(n_s\), respectively. TM polarized (the magnetic field is along the direction of the \(y\)-axis) monochromatic plane waves are incident from the substrate at an angle \(\theta\).

In our simulation, we set \(d = 3.3\ \mu m\), \(w = 2.31\ \mu m\), \(h = 3.5\ \mu m\), \(n_g = 3.48\), \(n_s = 1.45\), and \(\theta = 0.1^\circ\).

The surface conductivity of graphene has intraband and interband contributions and is described by:

\[
\sigma(\omega) = \sigma_{\text{intra}}(\omega) + \sigma_{\text{inter}}(\omega).
\]  

(1)

Here, \(\sigma_{\text{intra}}\) and \(\sigma_{\text{inter}}\) are the intraband and interband conductivity, respectively. In the mid-infrared wavelength region considered in this work, the Fermi level is greater than half of
the photon energy, that is, \( h\omega < 2E_f \). Thus, the intraband contribution will dominate the graphene conductivity as the interband transitions are negligible due to Pauli blocking. Therefore, the conductivity of graphene can be approximately expressed by the Drude-like surface conductivity \( \sigma_{\text{intra}} \) as follows [55, 56]:

\[
\sigma(\omega) = \frac{e^2 E_f}{\pi\hbar^2} \frac{i}{\omega + i\tau^{-1}},
\]

(2)

where \( \hbar \) is the reduced Planck’s constant, \( E_f \) is the energy of the Fermi level, \( \omega \) is the angular frequency, \( e \) is the elementary charge, and \( \tau \) is the carrier relaxation lifetime.

In our simulation, the permittivity of the graphene monolayer is described by:

\[
\varepsilon_g = 1 + \frac{i\sigma(\omega)}{\varepsilon_0 \omega \hbar},
\]

(3)

where \( \varepsilon_0 \) is the relative permittivity of vacuum, and \( \hbar \) is the thickness of the graphene, which is assumed to be 0.34 nm. Throughout this work, we assume \( \tau = 0.1 \) ps. The Fermi level is initially considered to be \( E_f = 0.3 \) eV, and its influence on absorption spectra will be analyzed later.

Based on the parameters mentioned above, we calculated the absorption spectra shown in Figure 2. The absorption spectra \( A(\lambda) \) are obtained from reflection spectra \( R(\lambda) \) and transmission spectra \( T(\lambda) \) through \( A(\lambda) = 1 - R(\lambda) - T(\lambda) \), where, \( R(\lambda) \) and \( T(\lambda) \) are calculated by employing the rigorous coupled wave analysis (RCWA) method [57, 58]. Clearly, a sharp strong resonant absorption peak is observed at a wavelength of 7908.03 nm. The absorption at the resonant wavelength is about 54.13%. The enhanced absorption at this wavelength is attributed to the excitation of quasi-BICs, which will be verified in the following. Moreover, the corresponding Q-factor is about 37657, which yields an ultra-sharp absorption profile. Here, the Q-factor is defined by \( Q = \lambda/\Delta\lambda \), where \( \lambda \) is the resonant wavelength of the absorption peak and \( \Delta\lambda \) denotes the full width at half maximum of the peak.

To examine the physical mechanism of this phenomenon, we illustrate the distributions of the electromagnetic field at the resonant wavelength in Figure 3. Clearly, when the dielectric grating is illuminated by a TM polarized light under nearly normal incidence, the resonator will generate field distributions similar to an electric dipole [28]. At this point, \( H_y \) and \( E_x \) are antisymmetric with respect to the \( y-z \) plane, as illustrated in Figure 3a and Figure 3b. Now, radiation in the \( z \)-axis direction will be forbidden as the symmetry of field inside the grating is mismatched with the external field distributions [28]. At the same time, radiation to the off-\( z \)-axis direction is also forbidden because only zero-order radiation is permissible for light under normal incidence owing to the subwavelength unit cell of this structure. Therefore, the radiation mode will be confined in the dielectric grating, which results in large electric field intensity enhancement and concentration inside the grating, as presented in Figure 3d. For a nonmagnetic dispersive medium, the time-averaged power loss density is described by [59]:

\[
dP_{\text{loss}}/dV = 1/(2\varepsilon_0 \omega \varepsilon |\mu_r| E|^2),
\]

where \( |\mu_r| \) denotes the imaginary part of relative permittivity and \( E \) is the electric field. Thus, the strong electric intensity enhancement inside the dielectric grating will boost light absorption in the graphene monolayer when it is attached on the grating. The enhanced absorption in the graphene monolayer is attributed to the excitation of optical quasi-BICs of radiation modes.

To confirm that the absorption originates from quasi-BICs, we show the simulated zero-order transmission spectra of the structures without graphene monolayer for angles of 0°, 0.1°, 0.5°, 1.0°, 1.5°, and 2.0° in Figure 4a. Clearly, with the successively reduction of the incident angle from 2.0° to 0°, the bandwidth of the Fano resonance peak decreases rapidly. At \( \theta = 0° \), the bandwidth has completely vanished, indicating an infinite Q-factor.

To further confirm the formation of the BICs, we define an asymmetric parameter \( \beta = \sin \theta \) and give the dependence of the Q-factor on the inverse square of the asymmetric parameter \( \beta^{-2} \) in Figure 4b (in log–log scale). Here, the Q-factor is calculated by \( Q = \lambda_{\text{peak}}/\lambda_{\text{Peak}} - \lambda_{\text{dip}} \) [60]. It is found that, in the log–log scale, the Q-factor almost linearly depends on \( \beta^{-2} \), indicating the formation of BICs in the proposed structure [53].
**Discussion**

Subsequently, we examine the spatial directivity of the absorber. In Figure 5, we show the polar plot of absorption at wavelengths of $\lambda_1 = 7908.03$ nm and $\lambda_2 = 7444.8$ nm. Obviously, the peak absorptions of $\lambda_1$ and $\lambda_2$ are in the direction of 0° and 16.3°, respectively. In addition, their corresponding angular widths are about 0.22° and 0.086°, respectively, which are ultranarrow angular bandwidths. Therefore, the proposed absorber possesses excellent spatial coherence as the inverse relationship between coherence length and its angular width [61]. Usually, the emissivity is the same as the absorptivity, according to the Kirchhoff’s law [61]. The spectral emissivity can be obtained by multiplying the spectral absorptivity with the black-body radiation. Thus, the designed absorber could also be employed to achieve highly directional thermal emission.

As mentioned above, the absorber has an ultrasharp absorption profile due to the formation of optical quasi-BICs, indicating that the absorption is sensitive to a change of the geometric parameters. Therefore, the geometric tolerance should be precisely controlled inside a certain range during fabrication. We investigate the influence of geometric parameters on the absorption spectra so as to provide a useful guidance for practical fabrication. The results are shown in Figure 6. As shown in Figure 6a, increasing $d$ from 3.2 to 3.4 μm results in the shift of the resonant peak to longer wavelengths. This trend is similar to the change of $d$ when $h$ or $w$ are increased. Moreover, the absorption remains almost unchanged with the change of geometric parameters. It is worth noting that the absorption is more sensitive to the change of $w$ than to that of $d$ and $h$. In general, the
ultrasharp absorption can be maintained with a large tolerance regarding the geometric parameters, which is beneficial for real-life fabrication.

As the surface conductivity of the graphene sheet is proportional to the Fermi level (Equation 2), a change of the Fermi level should have direct influence on the graphene absorption. In Figure 7, we show the absorption spectra for different Fermi levels. Obviously, the spectral absorptivity exhibits a blueshift with $E_F$ increasing from 0.1 to 0.5 eV. In addition, the corresponding resonant absorption increases first and then decreases again. Thus, the ultranarrow absorption could be dynamically controlled through changing the Fermi level without re-designing and re-fabricating the structure, which should be attractive for real-life applications.

Although the theoretical Q-factor of BICs for the dielectric resonant gating is nearly infinite, the practical Q-factor with the fabricated grating only has a large finite value. As clearly shown in Figure 6, the ultrasharp absorption can be maintained with large tolerance regarding the geometric parameters. This means that the high Q-factor of the proposed scheme is robust to the change of the geometric dimensions, which should be beneficial for real-life applications. Only theoretical design and analysis are presented in this work. For real-life applications, we could first fabricate the substrate-supported dielectric grating by means of traditional lithography, and then employ
the conventional wet-base transfer method to transfer a CVD-grown graphene monolayer onto the grating structure.

Conclusion
In summary, an active graphene absorber, consisting of a graphene monolayer and a substrate spaced by a dielectric grating, is proposed and investigated. The absorber exhibits an absolute absorption of more than 50% using a graphene monolayer, which is attributed to the extremely high field enhancement in graphene associated with embedded bound states in the dielectric grating. The electromagnetic field distributions confirm the physical origin of this phenomenon. The proposed absorber has an ultranarrow absorption profile with ultrahigh Q-factor and high spatial directivity, which enables the use as a thermal emitter with high spatial directivity. We also found that the spectral position of the absorption peak can be changed without degrading performance by adjusting the geometrical parameters. This indicates a large geometric tolerance, which is particularly attractive as the absorption properties can be electrically tuned without re-fabricating the whole structure. The results may find potential applications for the realization of high-performance graphene-based electrically tunable active devices including ultrasensitive biosensors, detectors, and perfect filters.
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Ideal Kerker scattering by homogeneous spheres: the role of gain or loss
Qingdong Yang¹, Weijin Chen¹, Yuntian Chen*¹,² and Wei Liu*³

Abstract
We investigate how the optical gain or loss (characterized by isotropic complex refractive indexes) influence the ideal Kerker scattering of exactly zero backward scattering. It was previously shown that, for non-magnetic homogeneous spheres with incident plane waves, either gain or loss prohibit ideal Kerker scattering, provided that only electric and magnetic multipoles of a specific order are present and contributions from other multipoles can all be made precisely zero. Here we reveal that, when two multipoles of a fixed order are perfectly matched in terms of both phase and magnitude, multipoles of at least the next two orders cannot possibly be tuned to be all precisely zero or even perfectly matched, and consequently cannot directly produce ideal Kerker scattering. Moreover, we further demonstrate that, when multipoles of different orders are simultaneously taken into consideration, loss or gain can serve as helpful rather than harmful contributing factors, for the elimination of backward scattering.

Introduction
The original Kerker scattering of zero backward scattering was first proposed for homogeneous magnetic spheres with equal electric permittivity and magnetic permeability \( \varepsilon = \mu \) [1]. This proposal had not attracted much attention for a long time, mainly due to the scarcity of magnetic materials, especially at the high-frequency spectral regimes. In the past decade, thanks to the explosive developments of metamaterials and metasurfaces, the underlying core concept of optically induced magnetism in non-magnetic structures has invigorated and completely transformed Kerker’s original proposal (see the reviews [2-4]). The fusion of optically induced magnetism with Kerker scattering by high-index materials [5] has rendered new perspectives for photonic studies concerning not only scattering of individual particles or their finite clusters [6,7], but also of
extended periodic or aperiodic structures [2-4,8-14]. Moreover, this significantly broadened concept of Kerker scattering has rapidly penetrated into other disciplines of photonics, revealing hidden connections between seemingly unrelated concepts and demonstrations [15-23].

In the original proposal for homogenous spheres with \( \varepsilon = \mu \), electric and magnetic multipoles of all orders are automatically perfectly matched in terms of both phase and magnitude [24], leading to ideal Kerker scattering of exactly zero backward scattering [1]. Nevertheless, for demonstrations relying on optically induced magnetism with non-magnetic structures (\( \mu = 1 \)), it is rather challenging, if not impossible, to precisely match all multipoles simultaneously, ending up with only significantly suppressed but not exactly zero backward scattering [2-4]. Quite recently, Olmos-Trigo et al. revisited the simplest case of a non-magnetic isotropic and homogeneous sphere with incident plane waves and concluded that: (i) ideal zero backward scattering is achievable only for materials without gain or loss (characterized by real refractive indexes) [25], and (ii) extra gain or loss inhibit such ideal Kerker scattering. Besides the proven feasible perfect matching of electric and magnetic multipoles of one specific fixed order, the validity of the conclusion resides on the additional assumption that magnitudes of multipoles of all other orders can be simultaneously tuned to be perfectly zero. For general discussions of optical properties, such as scattering and absorption cross sections, it is physically legitimate to take into consideration only those dominant contributing multipole terms and drop other minor ones (such as in the widely adopted dipole approximation). While for the investigation into the extreme case of ideal zero backward scattering, those minor multipole terms cannot be simply discarded unless they are exactly zero or also perfectly matched in a similar fashion.

In this work we show that, despite the previously proven fact that multipoles of a fixed order can be perfectly matched in the absence of loss or gain [25], the contributions from multipoles of at least the next two orders cannot be simultaneously tuned to be all zero or perfectly matched. In other words, ideal Kerker scattering of exact zero backward scattering is not directly achievable through matching a pair of multipoles of one specific order only. We further reveal that when multipoles of different orders are all taken into consideration, loss or gain should be employed rather than avoided for the elimination of backward scattering. It is shown that, at the presence of multipoles of various orders, the absence of backward scattering can be obtained through tuning the refractive index on the complex plane, breaking the connection between zero backscattering and helicity conservation.

**Results**

**Formulas and analysis of ideal Kerker scattering**

For the scattering of incident linearly polarized plane waves (wavelength \( \lambda \) and angular wavenumber \( k = 2\pi/\lambda \)) by homogeneous non-magnetic spheres (isotropic refractive index \( m \), radius \( R \), and normalized geometric parameter \( x = kR \)), the scattered fields can be expanded into a series of electric and magnetic multipoles of order \( l \) (\( l = 1 \) corresponds to dipoles). They are characterized, respectively, by the complex Mie coefficients \( a_l \) and \( b_l \) [26,27]:

\[
a_l = \frac{1}{2} \left( 1 - e^{-2ia_l} \right), \quad b_l = \frac{1}{2} \left( 1 - e^{-2ib_l} \right),
\]

where \( a_l \) and \( b_l \) are complex phase angles (they are real when \( m \) is real). Those phase angles can be obtained through the following relations [26]:

\[
\tan a_l = -\frac{S_l'(mx)S_l(x) - mS_l(mx)S_l'(x)}{S_l(mx)C_l(x) - mS_l(mx)C_l'(x)},
\]

\[
\tan b_l = -\frac{mS_l(mx)S_l(x) - S_l(mx)S_l'(x)}{mS_l'(mx)C_l(x) - S_l(mx)C_l'(x)}.
\]

Here the prime ‘ denotes first-order derivative with respect to the entire argument in the bracket; \( S_l(z) = zj_l(z) \) and \( C_l(z) = -zy_l(z) \) are Riccati–Bessel functions; \( j_l(z) \) and \( y_l(z) \) are spherical Bessel functions of the first and second kind.

With \( a_l \) and \( b_l \) obtained, the total scattering efficiency can be calculated through [26,27]:

\[
Q_{\text{sea}} = \frac{2}{x^2} \sum_{l=1}^{\infty} (2l+1) (|a_l|^2 + |b_l|^2),
\]

and the ideal Kerker scattering of in terms of backward scattering efficiency \( Q_b \) can be expressed as [26,27]:

\[
Q_b = \frac{1}{x^2} \left\| (2l + 1)(-1)^l (a_l - b_l) \right\|^2 = 0.
\]

Equation 4 has an infinite set of possible solutions, and what is discussed [25] is actually the following very special scenario:

\[
a_l = b_l \neq 0, \quad l = l_0,
\]
where \( l_0 \) is an arbitrary natural number and a pair of multipoles of order \( l_0 \) are perfectly matched as shown in Equation 5. The significant contribution from [25] is to prove rigorously that Equation 5 has a solution only when \( m \) is real, meaning that, at the presence of loss or gain, multipoles of the same order cannot be ideally matched. Despite this seminal contribution, there is a problem that in [25] it has not been discussed whether Equation 5 and Equation 6 are really compatible. Such discussions concerning compatibility are vitally important, since Equation 5 will not necessarily lead to ideal Kerker scattering of precise zero backscattering.

Mismatch among multipoles of three successive orders

In this section, we aim to prove that Equation 5 and Equation 6 are not exactly compatible, thus proving that Ideal Kerker scattering of exact zero backward scattering is actually inaccessible through matching multipoles of a specific order only. For all our following discussions, the obviously trivial scenario of \( m = 1 \) (we assume that the background medium is air of index 1 throughout our study) or \( R = 0 \) is excluded. For another special case of zero index \( m = 0 \), the Mie coefficients can be simplified as (as \( m \to 0 \)) [26,27]:

\[
a_l = \frac{S_l(x)}{T_l(x)}, \quad b_l = \frac{S_l(x)S_l(mx)}{T_l(x)S_l(mx)},
\]

where \( T_l(x) = x h_l^{(1)}(x) \), and \( h_l^{(1)}(x) \) is a spherical Hankel function of the first kind. Since \( S_l(mx) \to 0 \) when \( m \to 0 \), we get a definite \( a_l \) but indefinite \( b_l \) (L'Hôpital’s rule will not help to make \( b_l \) definite, since the zero term in the numerator and denominator is the same [28]). So it has been proved that for \( m = 0 \), there are no definite scattering properties for ideally monochromatic plane waves. Physical investigations can be implemented only after considering simultaneously the dispersion of the index and the spectrum of the incident waves. Consequently, the zero-index scenario is also excluded in the following analysis.

It has been rigorously proved that the solutions of Equation 5 satisfy either of the following equations:

\[
S_{l_0}(mx) = 0,
\]

(8)

\[
S_{l_0}'(mx) = 0,
\]

(9)

which do not have a common solution according to the Brauer–Siegel theorem [29,30]. Similarly, to prove that then multipoles of all other orders (\( l \neq l_0 \)) cannot all be perfectly matched (of which that other multipoles cannot be tuned to be all zero is merely a special scenario), it is more than sufficient to prove that there exists one multipole order \( l_1 (l_1 \neq l_0) \) for which:

\[
S_{l_1}'(mx) \cdot S_{l_1}(mx) \neq 0.
\]

(10)

Obviously, Equation 10 ensures that \( a_l \neq b_l \), meaning that Equation 6 cannot be simultaneously met.

According to the following recurrence relations of Riccati–Bessel functions [29]:

\[
S_{l_0+1}'(mx) = -\frac{l_0 + 1}{mx} S_{l_0+1}(mx) + S_{l_0}(mx),
\]

(11)

\[
S_{l_0}'(mx) = \frac{l_0 + 1}{mx} S_{l_0}(mx) - S_{l_0+1}(mx),
\]

(12)

(i) when \( S_{l_0}(mx) = 0 \) and \( S_{l_0}'(mx) \neq 0 \): According to Equation 12, we obtain \( S_{l_0+1}(mx) \neq 0 \). This together with Equation 11 leads to \( S_{l_0+3}(mx) \neq 0 \). As a result, Equation 10 is satisfied at least for \( l_1 = l_0 + 1 \), securing that \( a_{l_0+1} \neq b_{l_0+1} \).

(ii) When \( S_{l_0}(mx) \neq 0 \) and \( S_{l_0}'(mx) = 0 \): Also, according to Equation 12, we get \( S_{l_0+2}(mx) \neq 0 \). Nevertheless, according to Equation 11, \( S_{l_0+4}(mx) = 0 \) if the following conditions can be met:

\[
S_{l_0+1}(mx) = \pm S_{l_0}(mx), l_0 + 1 = \pm mx.
\]

(13)

Nevertheless, following the same logic, extending the multipole matching to the next order \( l_0 + 2 \) requires:

\[
S_{l_0+2}(mx) = \pm S_{l_0+1}(mx), l_0 + 2 = \pm mx.
\]

(14)

It is quite obvious that Equation 13 and Equation 14 can not be simultaneously satisfied, that is, \( mx \) cannot be both \( \pm(l_0 + 1) \) and \( \pm(l_0 + 2) \), and, thus, multipole mismatch happens at least for \( l_1 = l_0 + 2 \): \( a_{l_0+2} \neq b_{l_0+2} \).

The arguments above, consistent with a recent study [30], confirm that when a multipole of a specific order \( l_0 \) is perfectly matched in a nontrivial way, Equation 5, the scattering contributions from multipoles of at least the next two successive orders
orders \((l_0 + 1\) and \(l_0 + 2\) cannot be simultaneously tuned to be zero or matched. In other words, perfect matching of multipoles of one specific order does not guarantee ideal zero backward scattering.

Effects of gain or loss on ideal Kerker scattering: non-resonant regimes

We show in Figure 1 two scenarios where the electric and magnetic dipoles (ED and MD) are perfectly matched in non-resonant spectra regimes. The scattering efficiency spectra (scattering efficiency \(Q_{\text{sca}}\) as a function of \(x = kR\)) for a homogeneous sphere \((m = 4.1)\) are shown in Figure 1a, where both total scattering and the contributions from different multipoles (dipoles and electric and magnetic quadrupoles: EQ and MQ) are included. This is the case studied in detail in [25]. The ED and MD are perfectly matched at \(x_A = 0.6684\), where \(S_1(mx_A) = 0\). As argued in the last section, at \(x_A\), scattering from multipoles of higher orders is not exactly zero (see Figure 1b, which shows an enlarged part of the spectra close to \(x_A\) in logarithmic scale), though they are much smaller than those of dipoles. For explorations of general properties like scattering and absorption cross sections, it is fine to drop those quadrupole terms and to keep the dipole terms only. Nevertheless, for the study of the extreme case of ideal Kerker scattering, simply discarding those higher-order terms cannot be justified and could even lead to inaccurate conclusions.

To verify the claim above, we show in Figure 1c the dependence of the backward scattering efficiency \(Q_b\) at \(x_A\) on the imaginary part of refractive index \(\text{Im}(m)\); the real part of \(m\) is fixed at \(\text{Re}(m) = 4.1\). \(\text{Im}(m) > 0\) and \(\text{Im}(m) < 0\) correspond to loss and gain, respectively. Here two sets of spectra are shown, for which either only dipoles or multipoles of all orders are taken into consideration. It is clear from Figure 1c that, when only dipoles are considered, ideal Kerker scattering is achieved when \(m\) is real, and any extra loss or gain would inhibit such scattering, as is the major conclusion of [25]. In sharp contrast, when all multipoles are considered, ideal Kerker scattering is not accessible at the perfect matching point of dipoles anymore. Moreover, as shown in Figure 1c, extra loss can be employed to further suppress the backward scattering, serving as a friend rather than a foe for the Kerker scattering. Another scenario of perfect dipole matching at \(x_B = 1.0472\) for \(m = 4.29\) is summarized in Figure 1d–f, for which the other perfect matching condition is satisfied, that is \(S_1(mx_B) = 0\). Here the effects of higher-order multipoles are even more pronounced (see Figure 1f) since the magnitudes of dipoles and higher multipoles are comparable (see Figure 1e).

Figure 1: Scattering spectra (both total scattering and the contributions from different multipoles are included) are shown in (a) and (b) for \(m = 4.1\), and in (d) and (e) for \(m = 4.29\). Here, (b) and (e) are sections of (a) and (b), respectively, which are close to the dipole matching points and enlarged for clarity. For each scenario, there is a indicated point \((x_A = 0.6684\) and \(x_B = 1.0472)\) where the dipoles are perfectly matched. (c, f) Dependence of \(Q_b\) on \(\text{Im}(m)\), at \(x_A\) with fixed \(\text{Re}(m) = 4.1\) and at \(x_B\) with fixed \(\text{Re}(m) = 4.29\), respectively. In (c) and (f), two sets of results are shown, considering only dipoles or all multipoles, respectively.
Effects of gain or loss on ideal Kerker scattering: resonant regimes

In the last section, we discussed only the perfect dipole matching at the non-resonant regimes, where not only the backward scattering is suppressed, but also the overall scattering is small. Such scattering is of very limited significance, since what is widely required in photonics is suppressed backward scattering accompanied by large total scattering [2-4]. In this section, we move to the resonant regimes where the dipoles can be perfectly matched. Two such scenarios are summarized in Figure 2, where the conditions of $S_1(mx_C) = 0$ and $S_1(mx_D) = 0$ are satisfied, in Figure 2a–c with $x_C \approx 2.7366$, $m = 5.14$, and in Figure 2d–f with $x_D \approx 4.4123$, and $m = 2.83$, respectively. In Figure 2, besides the scattering spectra (Figure 2a,d) and dependence of $Q_b$ on Im($m$) (Figure 2b,e), we show also the two-dimensional (2D) scattering patterns (in the plane parallel to both the incident and polarization directions of the independent plane waves) at the dipole matching points (Figure 2c,f).

As indicated by the scattering spectra, the scattering by the higher-order multipoles is rather strong, which ruins the ideal Kerker scattering (see Figure 2b,e) and makes the overall patterns considering all multipoles (solid lines of Figure 2c,f) contrastingly different from those of matched dipoles only (dashed lines of Figure 2c,f). Similar to what is shown in Figure 1, when all multipoles are considered, extra loss can be employed to further suppress the backward scattering, serving as a constructive rather than a destructive factor for demonstrations of Kerker scattering.

Kerker scattering without multipole matching of any specific order

We have confirmed in the last sections, by both mathematical analysis and numerical calculations, that perfect matching of multipoles of a specific order does not necessarily produce ideal Kerker scattering due to non-negligible higher-order multipoles. Moreover, those higher-order terms would make the extra gain or loss a constructive factor for further suppression of the backward scattering. Now we come back to Equation 4, the solution of which does not really require multipole matching of any specific order (such as those shown in Equation 5 and Equation 6), but can be obtained through fully destructive interferences among multipoles of several orders along the backward direction. Such an effect is also termed as “generalized Kerker effect”, originating from interferences among multipoles of different orders [4,31-34]. Generally speaking, to obtain zero

![Figure 2](image-url)
backward scattering with complete destructive interferences among multipoles, at least two multipoles of opposite parities are needed. This could be a pair of multipoles of the same order (such as ED and MD), or two multipoles of different orders (such as ED and EQ, or MD and MQ), or more than two multipoles that are not of the same parity [4,31]. For further confirmation, we show two such scenarios with loss or gain in Figure 3, where Kerker scattering is observed, in Figure 3a,b ($x_E = 1.9591, m = 1.1875 + 0.1i$), and in Figure 3d,e ($x_F = 1.7492$ for $m = 1.275 - 4.225i$), respectively. Figure 3a,b shows that there is no non-trivial perfect multipole matching ($a_l = b_l = 0$) at the indicated positions, despite which the Kerker scattering can still be achieved (see Figure 3b,e at $x_E$ and $x_F$). Moreover, the dependence of $Q_b$ on Im($m$) (Figure 3b,e) can confirm that the selected loss or gain is vitally important for such achievement, as a little detuning from them would immediately ruin the Kerker scattering. For both scenarios, it is quite obvious that to fix the index to be real is actually harmful for the suppression of backward scattering.

It has been rigorously proved that $n$-fold ($n \geq 3$) rotation symmetry together with helicity conservation would automatically guarantee ideal Kerker scattering of zero backward scattering [22,35]. For homogenous sphere scattering with incident plane waves, the rotation symmetry is secured ($n = \infty$) and the helicity conservation requires the multipole matching of all orders. Consequently, Kerker scattering obtained through perfect matching of multipoles at each order are inextricably connected through helicity conservation, as is confirmed in [25]. Nevertheless, we have shown in the last section that Kerker scattering is also achievable without multipole matching of any specific order, for which it is expected that the connection between Kerker scattering and helicity conservation would be broken. To confirm this, we further show the dependence of the helicity conservation factor $H$ on Im($m$) in Figure 3c,f. Here $H$ is defined as [25,36]:

$$H = \frac{\sum_{l=1}^{\infty} (2l+1) \text{Re}\left\{a_l b_l^*\right\}}{\sum_{l=1}^{\infty} (l+1/2) \left|a_l\right|^2 + \left|b_l\right|^2}.$$  \hspace{1cm} (15)

Here $H = 1$ corresponds to ideal helicity conservation, which means that for incident circularly polarized plane waves, the waves scattered along all directions are also circularly polarized of the same handedness (including the special case of zero scattering) [17,22,37,38]. A comparison between Figure 3c,f and Figure 3b,e can confirm that there is no connection between the Kerker scattering and helicity conservation, since $H$...
is far from unity at the indicated Kerker scattering points ($\mathbb{E}_F = 0.857$, $\mathbb{E}_F = 0.2115$). In other words, rotation symmetry and helicity conservation lead to zero backward scattering, while rotation symmetry and zero backward scattering does not necessarily imply helicity conservation.

**Discussion**

There are several significant points worth emphasizing at the end: (i) For numerical demonstrations of perfect multipole matching, we discuss only dipoles while the principles revealed are applicable for multipoles of any order. (ii) In this study, we only discuss Kerker scattering of zero backward scattering (first Kerker scattering). For the second Kerker scattering of zero forward scattering, despite the inevitable involvement of gain materials as required by optical theorem, multipoles of various order rather than a specific order should be taken into considerations simultaneously, as has been implemented in this work. (iii) Is ideal Kerker scattering of exact zero backward scattering achievable, in a rigorously mathematical sense, with homogeneous non-magnetic spheres? The answer is: We do not know. It is well known that for arbitrary algebraic equations of order $L$,

$$\sum_{l=0}^{L} c_l x^{L-l} = 0,$$

for which $L$ is a finite natural number and $c_l$ are complex constant coefficients, the fundamental theorem of algebra secures that there is at least one solution on the complex $x$-plane [28]. Nevertheless, Equation 4 is a transcendental rather than an algebraic equation, of which the existence of exact solution on the complex plane is not definite. Such a transcendental equation can be only tackled through numerical analysis and, thus, numerical errors make it impossible to decide if the Kerker scattering demonstrated in Figure 3 is ideal or not in a mathematical sense. (iv) If an exact solution of Equation 4 exists, the chances of this solution being complex are much higher than it being purely real (real axes cover a tiny part of the complex plane). If an exact solution does not exist, the backward scattering is minimized more probably at complex arguments rather than at purely real ones. As a result, gain or loss are definitely helpful rather than harmful for the realizations of ideal Kerker scattering or suppression of backward scattering. (v) Discussing the exact solution of Equation 4 (and thus ideal Kerker scattering) is interesting and meaningful only mathematically. From a physical perspective, such an exploration is of very little significance, if not of no significance at all. This is because for realistic observations, there is no absolute boundary between exactly zero and approximately zero, which highly depends on the resolutions of different equipments. Moreover, when the scattering intensity gets smaller and smaller, the optical regime we study will shift from wave optics to quantum optics, where the quantum fluctuations would play a non-negligible role [39]. Then wave optics and, thus, Equation 4 itself breaks down and it becomes meaningless to discuss its exact solution.

**Conclusion**

We have proved that perfectly matching electric and magnetic multipoles of a specific order do not necessarily produce ideal Kerker scattering of exact zero backward scattering. This is because no matter how small the contributions from other multipoles are, they can never be made to be all zero or perfectly matched. In other words, to obtain zero backward scattering, we cannot just consider multipoles of a specific order. Instead we need to consider all contributing ones that are not exactly zero. It is further demonstrated that when multipoles of various order are simultaneously considered, loss or gain can be employed for suppression of backward scattering, serving as beneficial rather than detrimental contributions for the realization of ideal Kerker scattering. When Kerker scattering is achieved through the destructive interference among multipoles of several orders in the backward direction, rather than perfect multipole matching of each order, it is not synonymous with helicity conservation any more.
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Abstract
To explain the phenomenon of all-optical modulation of quantum cascade laser (QCL), and explore the physics in QCL’s gain medium which consists of multiple of dielectric nanostructures with high refractive index under light injection, we modified the 1½-period model to calculate values of electron population and lifetime in each subband which is separated by the nanostructures, optical gain, current and number of photons in the cavity of a mid-infrared QCL modulated with near-infrared optical injection. The results were consistent with an experiment, where the injected light increases the electron population and lifetime, but does not affect the optical gain obviously. Our study can be helpful for optimizing its use and dielectric nanostructure design.

Introduction
The quantum cascade laser (QCL) was invented nearly 30 years ago [1], and its cavity consists of multiple nanostructures, which are grown by molecular beam epitaxy (MBE) [1]. It has been widely used in the fields of free space optical communication [2,3], gas detection [4,5], and biological research [6,7]. Because the QCL is a narrow linewidth and high-power laser working in the mid-infrared to terahertz band, it can cover most of the gas molecular-fingerprint absorption spectrum and atmospheric transmission window, and it will not damage organisms. Modulation of QCLs is an effective method of suppressing low-frequency noise and improving the signal-to-noise ratio. Various approaches to modulation have been reported, including thermal [8], electrical [9], acousto-optic [10], Faraday rotation effect spectroscopy [11], and all-optical methods [12]. The unipolar characteristics of QCLs provide them with unique advantages for all-optical modulation. All-optical modulation can avoid parasitic effects, and the modulation frequency can reach 60 GHz [13]. Moreover, all-optical modulation can directly alter the carrier distribution and is highly efficient. However, the mechanism of all-optical modulation is very com-
plex. If we could effectively describe all-optical modulation of QCLs by numerical simulation, it would be very helpful for optimizing its use and dielectric nanostructure design. Although there has been much research on all-optical modulation of QCLs, only optical injection locking [14] and quenching [15,16] can currently provide one-sided numerical support. Based on the classical 1½-period model of QCLs [17], a numerical calculation method for all-optical modulation of QCLs is proposed here. By considering the change of carrier distribution in the active region of a QCL caused by the injected light, the results of all-optical modulation experiments can be reasonably explained. These findings provide support for further research on all-optical modulation of QCLs.

Results and Discussion

Numerical approach

To examine the all-optical modulation of QCLs, we must consider the output characteristics of QCLs. In the four-level system, the carrier distribution is described by the full rate equations (FRE) [18] as Equations 1–4 shows, where $n_0$ is the cavity index, $g_c$ is the gain cross section, $c$ is the speed of light. $\Gamma_p$ is the optical confinement factor per stage, $\alpha$ is the laser total loss, $N_P$ the total number of stages, $1/\tau_{sp,k}$ is the rate of electron scattered from subband $k$ to subband $i$, $1/\tau_{sp,k}$ is the spontaneous emission rate of the upper laser subband, $\alpha$ is the cavity absorption coefficient, $\beta$ is the rate of spontaneous emission getting into the laser modes, $n_k$ is the $k$-th subband population, $S$ is the photon population in the cavity, and the laser upper and lower subbands are denoted by Equation 4 and Equation 3, respectively. The numerical methods solving FRE are excellently recorded in [18]. By taking into account the effects of optical injection [19] and electron temperature [20,21], the full rate equation is modified to obtain a more accurate numerical simulation of the output characteristics of QCLs. In all-optical modulation, light directly illuminates the facet of the active region of the QCL. Injection of a large amount of energy will inevitably change the original energy balance and carrier distribution and, of course, generate heat. The injected light will excite the valence band electrons to transition to the conduction band and produce electron-hole pairs. The lifetimes of electrons and holes are quite different [22] and result in accumulations of holes, and then, in order to maintain electrical neutrality of the laser, the electrons in the current are added to the conduction band [23]. Moreover, the fluctuation of threshold current caused by the light injection is around tens of mA [19], which is much smaller than the threshold current. Therefore, all-optical modulation can only be achieved when the QCL works near or above the threshold. It is worth noting that, when the wavelength of the modulating light is close to the band gap of the active region of the QCL, most of the injected light energy excites the electrons in the valence band to transition to the conduction band and then to the upper laser subband, thereby increasing the power of the modulating light. However, with a decrease in the modulated laser wavelength, its energy becomes greater than the band gap between the valence band and the lower laser subband of the conduction band of the QCL active region, with the excess energy exciting the electrons to a higher energy level or high kinetic state (high kinetic state means high electron temperature) and generating heat through electron–electron and electron–lattice scattering, which suppresses the laser output. And such a compression can be explained by the hot electron backfilling effect [20,24,25], which is caused by an increase of the electron temperature. The electrons with high kinetic state increase the number of electrons in the lower laser subband by backfilling and inhibit the population inversion. As a result, the light output is suppressed.

$$\frac{dn_k}{dt} = -n_k \sum_{k \neq i} \frac{1}{\tau_{i,k}} + \sum_{k \neq i} \frac{n_k}{\tau_{k,i}}$$  

(1)

$$\frac{dn_k}{dt} = -n_k \sum_{k \neq i} \frac{1}{\tau_{i,k}} + \sum_{k \neq i} \frac{n_k}{\tau_{k,i}} - ST_P \frac{c}{n_0} g_c (n_4 - n_3)$$  

(2)

$$\frac{dn_k}{dt} = -n_k \sum_{k \neq i} \frac{1}{\tau_{i,k}} + \sum_{k \neq i} \frac{n_k}{\tau_{k,i}} + ST_P \frac{c}{n_0} g_c (n_4 - n_3)$$  

(3)

$$\frac{dS}{dt} = S \left[ N_P \Gamma_P \frac{c}{n_0} g_c (n_4 - n_3) - \frac{c}{n_0} \alpha \right] + N_P \beta \frac{n_4}{\tau_{sp}}$$  

(4)

In this paper, we further modify the rate equation to facilitate a numerical study of the all-optical modulation of QCLs. A flow chart of the numerical calculations for the all-optical modulation of QCLs is shown in Figure 1. Here, we modify our numerical model in two cases. The first case is when modulating the laser wavelength to greater than the lower laser subband of the active region of the QCL. The injected laser will then not be able to excite the electrons in the valence band to the lower laser subband of the conduction band, and the transition of electrons in the conduction band will be affected by the electric field. Therefore, we can allocate all the photoexcited electrons to the conduction band, and obtain the electron number of each subband of the conduction band by solving the partial rate equations (PRE) [17]. Whether the scattering rate and electron population of each subband can be further calculated by the FRE is judged by whether or not the electrons of each subband converge. Numerical studies of the FRE involved here have been previously reported [18]. The second case is when the modulating laser wavelength is less than that of the lower laser subband of the active region of the QCL. The injected laser light may then excite the electrons to the laser subband or high
kinetic state, which requires correct allocation of the photoexcited electrons to each subband; the fluctuation of the electron temperature in the conduction band is an important parameter for characterizing this change. First, the photoexcited electrons are evenly distributed into each subband to complete the initial conditions for the calculations. Through multiple iterations during which the electron number of each subband converges, the electron distribution is approached by energy conservation and the hot electron backfilling effect which increase the lifetime of electrons in the lower laser energy level as described in Equation 11, and finally the scattering rate and number of electrons in each subband are obtained.

Then, the area density of photons is obtained as:

$$\rho = \frac{n_l}{lw} = \frac{P \tau_p \lambda_{\text{inj}}}{c \hbar \lambda}$$  \hspace{1cm} (6)$$

where \(l\) is the length and \(w\) is the width of the laser cavity. All these parameters are known except \(\tau_p\), and \(\tau_p\) can be obtained from the experimental data in reference [19], which gives the relationship between \(\Delta \lambda\) and injection power; \(\Delta \lambda\) is the variation in laser wavelength \(\lambda\) caused by optical injection. The relationship between \(\Delta \lambda\) and the refractive index \(n_0\) can be described as

$$\Delta \lambda = \frac{\Delta n_0}{n_0}$$ \hspace{1cm} (7)$$

where \(\Delta n_0\) is the variation in \(n_0\).

We know that \(\Delta n_0\) is induced by electron-hole pairs, and can be described by the following equation [12]:

$$\Delta n_0 = -\frac{e^2 \lambda^2}{8 \pi^2 c^2 \varepsilon_0 n_0} \left( \frac{N}{m_e} + \frac{P}{m_p} \right)$$  \hspace{1cm} (8)$$

Combining Equations 2, 3 and 4, we obtain the following:

$$\Delta n_0 = -\frac{e^2 \lambda^2}{8 \pi^2 c^2 \varepsilon_0 n_0} \frac{P \tau_p \lambda_{\text{inj}}}{c \hbar \lambda} \left( \frac{1}{m_e} + \frac{1}{m_p} \right)$$  \hspace{1cm} (9)$$

which yields:

$$\tau_p = \frac{\Delta \lambda n_0 8 \pi^3 c^2 \varepsilon_0 n_0 c \hbar \lambda}{e^2 \lambda^2 P \lambda_{\text{inj}}} \left( \frac{1}{m_e} + \frac{1}{m_p} \right)$$  \hspace{1cm} (10)$$

where \(e\) is the charge of an electron, \(\lambda\) is the wavelength of the laser, \(N\) and \(P\) are the numbers of the electrons and holes, \(\varepsilon_0\) is the permittivity in a vacuum, and \(m_e^*\) and \(m_p^*\) are the effective electron and hole masses, respectively.

When the wavelength of the injected light is 820 nm, the electrons in the cavity are heated and enhance the backfilling effect, which increases the lifetime of electrons in the lower laser energy level (A3) as described by the following equation [20]:

The number of photoexcited electrons, which is closely related to the number and area density of photons, forms the basis of the subsequent numerical calculation. When the modulated QCL is illuminated on the facet of its active region at an angle of 30°, almost all the laser energy is absorbed [19], so we disregard this loss, and the initial photoexcited electrons are generated from the valence band.

Furthermore, the number of photons produced during the hole lifetime \(\tau_p\) can be described as:

$$n_l = \frac{P \tau_p \lambda_{\text{inj}}}{c \hbar}.$$  \hspace{1cm} (5)$$
where $T$ is the electron temperature without injected light, $\Delta T$ is the variation in electron temperature induced by the injected light, $E_{bf}$ is the backfilling energy, and $\tau_{bf}$ is the backfilling lifetime. $\tau_{3,i}$ and $\tau'_{3,i}$ are the electron lifetimes in A3 with and without injected light, respectively, and $K_b$ is the Boltzmann constant. To determine $\Delta T$, we assume that all the energy of the optically excited electrons, except those that overcome the bandgap, converts to the kinetic energy of the electrons in the cavity. So the kinetic energy of a single optically excited electron $E$ can be described by the following function (it can be verified by the well-known Fermi–Dirac distribution function):

$$E = K_b \Delta T.$$  

(12)

And $E$ can be described as

$$E = \frac{c}{h} \Delta T - E_g,$$  

(13)

where $E_g$ is the bandgap. So the average variation in electron temperature can be described as

$$\Delta T = -\frac{E_{n_{inj}}}{K_b \left( n_{inj} + N_c \right)},$$  

(14)

where $n_{inj}$ is the number of optically excited electrons, and $N_c$ is the number of electrons in the cavity without optical injection.

The values of the key device parameters used in analyzing are summarized in Table 1.

### Table 1: List of analyzing parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_P$</td>
<td>0.8</td>
<td>–</td>
<td>$E_{bf}$</td>
<td>0.1616</td>
<td>eV</td>
</tr>
<tr>
<td>$N_P$</td>
<td>35</td>
<td>–</td>
<td>$N_c$</td>
<td>$2.04 \times 10^{11}$</td>
<td>1/cm²</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>23.336</td>
<td>1/cm</td>
<td>$E_g$</td>
<td>0.8</td>
<td>eV</td>
</tr>
<tr>
<td>$n_0$</td>
<td>3.4</td>
<td>–</td>
<td>$\tau_p$</td>
<td>8</td>
<td>ns</td>
</tr>
<tr>
<td>$m^*$</td>
<td>0.4</td>
<td>–</td>
<td>$l$</td>
<td>$1.358 \times 10^{-3}$</td>
<td>m</td>
</tr>
<tr>
<td>$m^*_c$</td>
<td>0.042</td>
<td>–</td>
<td>$w$</td>
<td>$1.4 \times 10^{-5}$</td>
<td>m</td>
</tr>
<tr>
<td>$T$</td>
<td>300</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Simulation

In this simulation, the laser we studied is the same as in [26], which is a standard 35-stage In$_{0.52}$Al$_{0.48}$As/In$_{0.53}$Ga$_{0.47}$As type-I four-level Fabry–Perot QCL based on a two-phonon-resonance design [27]. Current injection efficiency is defined as the ratio of current to total current injected into the upper subband of the QCL in the active region, which is close to 56%. The QCL total optical loss is assumed to be 23.3 cm$^{-1}$, including a 14.3 cm$^{-1}$ waveguide loss [27] and a 9 cm$^{-1}$ mirror loss for a waveguide refractive index of 3.4. Although there are many bound states in the active region, most electrons remain in several low energy levels. So seven confined subbands are sufficient for the calculation, and here $A_i$ ($i = 1, 2, 3, 4, 5, 6, 7$) represents the $i$-th subband in the active region, as shown in Figure 2. Our simulation used an external bias electrical field of 53 kV/cm, which was above the threshold value, and the temperature of the electrons and cavity were 300 K and 30 K, respectively.

### Electron population

Figure 3 shows the number of electrons in subbands A1–A7 using an optical injection power of 1–5 mW for wavelengths of 1550 nm (a) and 820 nm (b). In Figure 3a, because the injected light of wavelength 1550 nm increases the number of electrons by accumulating holes, the electron numbers in each subband increase as injection power increases. But electron numbers in subbands A5–A7 are not much different than A1–A4, which results from there being fewer electrons in A5–A7 than A1–A4. In many other studies [17,18,20,21], electrons in A5–A7 have been largely ignored, and similarly, the electron number in A1 is much larger than in the other energy levels, so the variation in the number of electrons in A1 is much larger than in A2–A7. The number of electrons in A2 is lower than in A3 and A4 because it functions as an excessive subband that accelerates the transition of electrons from A3 to A1 [26]. There are some differences in electron numbers of A1–A4 when the wavelength of the injected light is 820 nm, as shown in Figure 3b.
First, compared with the behavior in Figure 3a, electron numbers in A3 and A4 increased to a greater extent with increasing injection power. This is a result of a backfilling effect which increased the lifetime of electrons, and hence their number, in A3, resulting in fewer electrons transitioning from A4 to A3 and increasing the number of electrons in A4, leading to the variation in numbers of electrons in A4 with injection power being almost the same as that for A3. Moreover, as the lifetime of electrons in A3 increases, the time that electrons spend in A3 becomes longer, which restrains electrons from transitioning from A3 to A2 and A1, resulting in the numbers of electrons in A1 greatly decreasing with injection power.

**Electron lifetime**
With the variation in electron numbers in each subband, naturally it is necessary to consider the change in electron lifetime in the corresponding subband. As Figure 4a shows, since electrons in subband A1 have the lowest energy compared with those in A2–A7, they have the longest lifetime. The second longest electron lifetime was in A4 as a result of an external electrical field that caused a population inversion. Moreover, in Figure 4a, which depicts the electron lifetime of each subband using injection of light of wavelength 1550 nm, the change in electron lifetime is not very obvious because the number of optically induced electron–hole pairs is much lower (by about
Figure 4: Electron lifetime of each subband using optical injection at wavelengths of 1550 nm (a) and 820 nm (b).

Figure 5: Optical gain as a function of optical injection power.

an order of magnitude) than for electrons in the cavity. The electron lifetime in A1–A6 increases with injection power because as numbers of electrons increase in those subbands, the number of unoccupied quantum states is reduced, which causes the transition of electrons between those subbands to become less frequent. There are also some differences in Figure 4b. Due to the backfilling effect, which is enhanced by increases in electron temperature, the lifetime of electrons in A3 increases greatly with optical injection power at 820 nm. This behavior results from injected light at that wavelength exciting electrons to high-k states, which increases the average temperature of the electrons. And because the backfilling effect only occurs in the lower laser energy level (A3) [20], the variation in electron lifetime with injection power in the other subbands is similar to that in Figure 4a.

Gain

Optical gain in the cavity during optical injection was also studied. As shown in Figure 5, although the wavelength of injected light is different, the variation of the optical gain is the same and there is less variation. This can be understood from Figure 3 in which the difference in electron number between A4 (upper laser subband) and A3 (lower laser subband) states is almost constant with changes in optical injection power. This difference is indirect proportional to optical gain, indicating that the modulation is not caused by changing the gain.

Current

Figure 6 shows when the injection power increases, the cavity current using injected light at a wavelength of 1550 nm increases as well. Because such injected light only increases the number of electrons in the cavity, it enhances the current upon an increase in injection power. While the cavity current using injected light at a wavelength of 820 nm increases at first, when the injection power reaches 2 mW, it reaches its maximum value of 0.65 A and then decreases with further increase in injection power. This behavior occurs because, in addition to increasing electrons in the cavity, injected light at 820 nm also in-
increases the temperature of the electrons, which enhances the backfilling effect and blocks the transition of electrons. Before the injection power reaches 2 mW, the increasing number of electrons plays a dominant role in the process, and the current therefore increases with injection power. Above 2 mW, the effect of backfilling surpasses this effect, so the current is reduced with increasing injection power. In addition, there is an inflection in the curve for injected light at 1550 nm when the injection power reaches 1 mW, where it appears to deviate from a line through the other five points. This results from the arithmetic we used to solve the rate equations. There are numerous solutions to the rate equations, so we solved them iteratively, and for different initial conditions (electron number in the cavity), the solution may not have always been linear.

Modulation depth

Finally, modulation depth using different injection conditions was studied. Figure 5 shows that gain has almost nothing to do with modulation, while for the rate equation, it is not so difficult to demonstrate that the transition speed of electrons between subbands is determined by electron numbers and lifetime in each, and that transition speed is key to the number of photons in the cavity. So we conclude that modulation is induced by the number of electrons and their lifetime. As shown in Figure 7 (black line with square symbols), when the wavelength of the injected light is 1550 nm, the number of photons and modulation depth increase with injection power so that when it reaches 5 mW, the modulation has a value of 15%, which is half the experimental result [19]. The increase in modulation depth with injection power is reminiscent of that for current shown in Figure 6. This modulation characteristic is not difficult to explain, the injected light increases the numbers of electrons (Figure 3a), although it also causes the increase in electron lifetime shown in Figure 4, which may slow the transition. However, from Figure 6 we know that the numbers of electrons play the major role in enhancing current, so with an increase in injection power, the number of photons in the cavity increases, and modulation is achieved. In terms of the injected light at a wavelength of 820 nm shown in Figure 7, the number of photons in the cavity is reduced with an increase in injection power. Although the electron number in A3 and A4 increases as shown in Figure 3b, which enhances the transition process, it can be seen from Figure 4b that electron lifetime in A3 greatly increases, resulting in electrons remaining in A3 for longer times. This blocks the transition from A4 to A3, thus reducing the number of photons in the cavity and achieving modulation.

Conclusion

In this paper, to explore the phenomenon of all-optical modulation of QCLs, we studied the characteristics of a mid-infrared QCL using near-infrared optical injection of several mW at wavelengths of 820 nm and 1550 nm. A modified classical 1½-period model was established to characterize the process of optical injection, and optically excited electrons and optically induced temperature enhancement are considered in our model. The following parameters were calculated: electron population and lifetime in each subband, optical gain, current and photons in the cavity, which were consistent with the experimental results. We found that for injected light at wavelengths of 820 nm or 1550 nm, electron population and lifetime increases, but does not affect optical gain. Furthermore, injected light at a wavelength of 1550 nm always enhances the current, but at 820 nm only does so when the power of the injected light is greater than 2 mW. Finally, the calculations show that numbers of electrons and electron lifetime in the cavity are of great importance in all-optical modulation of QCLs.
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Abstract
An efficient single-photon emitter (SPE) should emit photons at a high rate into a well-defined spatio-temporal mode along with an accessible numerical aperture (NA) to increase the light extraction efficiency that is required for effective coupling into optical waveguides. Based on a previously developed experimental approach to fabricate hybrid Fabry–Perot microcavities (Ortiz-Huerta et al. Opt. Express 2018, 26, 33245), we managed to find analytical and finite-difference time-domain (FDTD) values for the, experimentally achievable, geometrical parameters of a hybrid plano-concave microcavity that enhances the spontaneous emission (i.e., Purcell enhancement) of color centers in two-dimensional (2D) hexagonal boron nitride (hBN) while simultaneously limiting the NA of the emitter. Paraxial approximation and a transfer matrix model are used to find the spotsize of the fundamental Gaussian mode and the resonant modes of our microcavity, respectively. A Purcell enhancement of 6 is found for a SPE (i.e., in-plane dipole) hosted by a 2D hBN layer inside the hybrid plano-concave microcavity.

Introduction
Pure and indistinguishable SPEs are key components needed for their application in upcoming quantum technologies [1] (e.g., quantum computation [2] and quantum networks [3]). Color centers in 2D hBN and diamonds are among the most promising candidates for solid-state single-photon emission at room temperature [4,5]. Nonetheless, in contrast with bulk diamond, the 2D nature of hBN, hosting color centers (i.e., in-plane dipoles), overcomes the necessity for geometrical approaches [6] (i.e., solid immersion lenses [7]) to reduce the angle of emission of the selected SPE.

Challenges still lie ahead for hBN as an ideal SPE [4] and, in order to overcome them, photonic structures such as open-access Fabry–Perot microcavities [8], microdisk resonators [9], and photonic crystals [10,11] have been designed and built around color centers in hBN to increase its spontaneous emis-
sion by means of Purcell effect. An alternative and low-cost approach to build photonic structures uses polymers to embed different types of SPEs (e.g., quantum dots [12], molecules [13]) by a process known as two-photon polymerization (2PP) [14] where a photopolymer resist is illuminated with a focused laser at 780 nm and absorbs two photons simultaneously, which triggers a corresponding chemical reaction that solidifies the material to build the desired shape.

A natural extension to the development of polymer photonic structures consists of the fabrication of hybrid (i.e., metal-dielectric) resonant structures [15] with the potential to enhance the light–matter interactions of such SPEs. This work will focus on finding an optimal design for a hybrid plano-concave microcavity, containing a multilayer of hBN hosting a SPE (Figure 1), by using analytical methods and FDTD simulations.

Fabrication design steps are first shown for our microcavity, afterwards we found the range of geometrical parameters necessary for our stable resonator, followed by a transfer matrix model used to find the resonant modes of the microcavity, which are then corroborated by FDTD simulations.

**Results and Discussion**

**Fabrication design**

**Hybrid plano-concave microcavity**

By using a quarter-wavelength DBR with a multilayer 2D material on top (Figure 2a), we designed our system (2D material + DBR stack) to have a maximum reflectivity at the center wavelength of 637 nm. The selected wavelength of our system falls within the typical emission rates of the zero-phonon line (ZPL) of SPEs in hBN (500–800 nm). A quarter-wavelength thickness is conveniently chosen for the hBN where its value falls between experimentally achievable thicknesses of multilayer 2D materials [6].

A 3D concave shape polymer then could be fabricated on top of the 2D material (Figure 2b) by a direct laser writing system (e.g., Photonic Professional, Nanoscribe GmbH) by use of a 2PP process.

Afterwards an 80 nm silver layer could be added, by thermal evaporative deposition, on top of the concave shape polymer to ensure a high reflectivity inside our microcavity. When designing the concave shape polymer a small rectangular aperture at its edge must be taken into account in the fabrication step (Figure 2b,c) to prevent the accumulation of the photopolymer resist, inside the solidified concave polymer, when the sample is developed (SU-8 developer) and cleaned (IPA) to remove any remaining photoresist and developer, respectively, after the 2PP process is finished.

**Analytical design**

**Geometrical parameters of the plano-concave microcavity**

When a polymer layer is added inside a bare microcavity, as in our case, two fundamental Gaussian beams are formed inside the cavity (Figure 3) [16].

The spotsize $W_{02}$ (Figure 3) of the fundamental Gaussian mode ($TEM_{00}$) inside the cavity has to be as small as possible, since this means a small modal volume and consequently, a high Purcell factor [17].

---

**Figure 1**: Conceptual design shows cross-section of hybrid plano-concave microcavity with a 2D hBN layer inside on top of a distributed Bragg reflector (DBR).
Figure 2: Fabrication steps of hybrid microcavity. (a) hBN layer positioned on top of DBR. (b) Concave polymer shape is fabricated by direct laser writing process. (c) A silver layer is added on top of polymer.

By setting an arbitrary range of values for the length of the second Gaussian beam $L_2$ and radius of curvature $R_2$ of our plano-concave microcavity, Figure 4 shows the spotsizes $W_{02}$ and $W_2$ corresponding to different pair of values $(R_2, L_2)$ for a hybrid plano-concave cavity. The spotsizes $W_{02}$ and $W_2$ are calculated by [18]:

$$W_{02}^2 = \frac{L_2 n_0}{\pi n_2} \sqrt{\frac{g}{1-g}}$$

(1)

and

$$W_2^2 = \frac{L_2 n_0}{\pi n_2} \sqrt{\frac{1}{g(1-g)}}$$

(2)

respectively, where $g = 1 - L_2/R_2$ is the stability range for our plano-concave cavity and $n_0 = 637$ nm is the wavelength of the fundamental Gaussian mode, $n_2 = 1.52$ is the refractive index of the polymer layer. The length of the second Gaussian beam is defined as $L_2 = L_1 + L_{pol} + \Delta z$, where $L_1$ is the length of the Gaussian beam in air, $L_{pol}$ is the polymer thickness and $\Delta z$ is calculated by the ABCD law [16]:

$$q_2 = \frac{Aq_1 + B}{Cq_1 + D}$$

(3)
where the complex numbers $q_{1,2} = z_{1,2} + jz_{R,1,2}$ are known as the q-parameters for the Gaussian beams, where $z_2 = L_2 - L_1$, $z_1 = L_1$, and $z_{R,1,2}$ is the Rayleigh length for each beam. For a Gaussian beam passing through a plane dielectric interface, we have $A = B = C = 0$, and $D = n_2/n_1$, where $n_1 = 1$ is the refractive index of the air gap, therefore, by substituting in Equation 3, $q_2 = (n_2/n_1)q_1$. This leads to $z_2 = (n_2/n_1)z_1$ and $W_{01} = W_{02}$. Finally, by defining $\Delta z = z_2 - z_1$ we get:

$$\Delta z = \left( \frac{n_2}{n_1} - 1 \right) L_1, \tag{4}$$

As a threshold for $R_2$ we set $R_2 \geq L_2$ in accordance with the stability range where $0 \leq g \leq 1$. Although work has been done to include the lensing effect of a curved “$n_1/n_2$” interface (see supplementary material of [19]), the planar surface ($R_1 = \infty$) approximation values (Table 1) fall within the desired range with our FDTD simulations.

We take a transversal cut through a fixed value of $L_2$ (Figure 5) and observe the dependence of $W_{02}$ and $W_2$ to the radius of curvature ($R_2$) of a plano-concave cavity. To achieve a high Purcell factor, and a small NA, $R_2$ must be as small as possible (small $W_{02}$), while maintaining the lower boundary condition ($R_2 \geq L_2$), therefore the optimal values of $R_2$, for any arbitrary $L_2$, will reside near the vicinity of the minima of the $W_2$ function (Figure 5), setting the boundary values for $R_2$, for any given $L_2$, at $R_2 \approx 2L_2$.

Selecting the $R_2$ parameter closer to the divergence of the $W_2$ function ($R_2 = L_2$) could result in unstable resonators that will not hold a stable Gaussian mode inside. Theoretical work has been done with $R_2 \approx L_2$ [20], where a non-paraxial analysis is performed, although diffraction losses have to be considered for an accurate description of the experimental limits of stability [21]. In the unstable regime ($R_2 < L_2$) extensive work has also been done [22,23].

**Electric field distribution and resonant modes of the plano-concave microcavity**

A $\lambda_0/4n$ thickness layer of hBN ($n = 1.72$) was positioned on top of a 15-pair layer DBR with tantalum oxide (Ta$_2$O$_5$) and silicon oxide (SiO$_2$) as the high- and low-index layers, respectively, on a $(HL)^{15}$ configuration to ensure an electric field antinode at the surface of the hBN layer, making the hBN + DBR system a $L(HL)^{15}$ dielectric stack. A transfer
matrix model [24] was used to calculate the electric field distribution inside the hBN + DBR system (Figure 6). The full transfer matrix $S$ of our microcavity is defined as:

$$ S = L_{Ag}L_{pol}L_{air}L_{hBN}L_{DBR}L_{sum}, $$

where $L$ and $I$ represent the transfer and interface matrix, respectively, of the silver (Ag), polymer (pol), air, hBN and DBR layer. The transfer matrices $L_{pol}$ and $L_{air}$ are defined as [25]:

$$ L_{pol} = \begin{bmatrix} \exp\left(-\frac{i2\pi n_2}{\lambda_0} + iG_2\right) & 0 \\ 0 & \exp\left(-\frac{i2\pi n_2}{\lambda_0} + iG_2\right) \end{bmatrix}, $$

Figure 5: Transverse cut of Figure 4 through length $L_2 = 5.03 \mu m$ to show dependence of $R_2$ with spotsizes. As the values of $R_2$ diminishes, while maintaining a constant $L_2$, the functions for $W_{02}$ (blue) and $W_2$ (red) start to diverge, arriving at the limit of the paraxial approximation (stability regime).

Figure 6: Electric field distribution of a hBN + DBR system on an $L(\text{HL})^{15}$ configuration. Maximum electric field intensity is found at the surface of the hBN layer. Vertical lines (blue) represent the boundaries between each dielectric layer.
with an electric field antinode [26]. The Purcell factor was calculated by using the classical definition [27]:

$$F_p = \frac{P_{cav}}{P_{free}},$$

where $P_{cav}$ and $P_{free}$ is the power dissipated for the dipole inside the microcavity and in free space, respectively. A Purcell factor of $F_p = 6$ was achieved for the TEM mode at the DRB center wavelength. A Q-factor of $Q = 731.4 \pm 102.7$ was also calculated in our simulations where the resonant modes of the microcavity (Figure 8) are shown in good agreement (Table 1) with the resultant modes from the analytical model (Figure 7).

### Numerical design

**Resonant modes of hybrid plano-concave microcavity**

For the FDTD simulations, we used the Ansys Lumerical FDTD software. The polymer, and DRB stack were treated as lossless and non-dispersive materials [15]. A transmittance $T \approx 8\%$ at 637 nm is measured for our cavity, with an in-plane dipole inside, for a silver layer thickness of 80 nm. Identical values for the geometrical parameters previously mentioned ($R_2$, $L_2$, $L_1$), except for $R_1 = 7.7 \mu m$, were taken for the FDTD simulations, where an in-plane dipole emitter sits at the surface of the hBN layer to ensure a higher Purcell factor since the dipole interacts

$$L_{air} = \begin{bmatrix}
\exp\left(-\frac{i2\pi n_1}{\lambda_0} + iG_1\right) & 0 \\
0 & \exp\left(-\frac{i2\pi n_2}{\lambda_0} + iG_2\right)
\end{bmatrix}, \quad (7)$$

where $G_{1,2} = \text{arctan}(L_{1,2}^{-\lambda_0/n_{1,2}})$ is the Guoy phase shift in the air ($n_1 = 1$) and polymer layer, respectively, where $W_{01} = W_{02}$.

The transmittance of the microcavity is calculated, from the matrix elements of $S$, to find its fundamental TEM resonant modes (Figure 7). We found the desired TEM modes at $R_2 = 8.1 \mu m$ and $L_2 = L_1 + L_{pol} + \Delta z = 5.03 \mu m$, where $L_1 = 3.09 \mu m$, $L_{pol} = 0.4 \mu m$ and $\Delta z = 1.54 \mu m$, which gives a physical cavity length of $L = L_2 - \Delta z = 3.49 \mu m$. These values fall within the stability range $R_2 \approx 2L_2$.

### Table 1: Geometrical parameters and fundamental TEM mode values of the designed hybrid plano-concave microcavity.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Analytical ($\mu m$)</th>
<th>FDTD ($\mu m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_2$</td>
<td>8.1</td>
<td>8.1</td>
</tr>
<tr>
<td>physical cavity length, $L$</td>
<td>3.49</td>
<td>3.49</td>
</tr>
<tr>
<td>$L_1$</td>
<td>3.09</td>
<td>3.09</td>
</tr>
<tr>
<td>$L_2$</td>
<td>5.03</td>
<td>5.03</td>
</tr>
<tr>
<td>hBN thickness</td>
<td>$\lambda_0/4n$</td>
<td>$\lambda_0/4n$</td>
</tr>
<tr>
<td>polymer thickness</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>1st TEM$_{00}$</td>
<td>0.684</td>
<td>0.684</td>
</tr>
<tr>
<td>2nd TEM$_{00}$</td>
<td>0.636</td>
<td>0.637</td>
</tr>
<tr>
<td>3rd TEM$_{00}$</td>
<td>0.595</td>
<td>0.621</td>
</tr>
<tr>
<td>$R_1$</td>
<td>$\infty$</td>
<td>7.7</td>
</tr>
</tbody>
</table>

**Figure 7:** Transmittance of plano-concave cavity shows the fundamental TEM modes at 595 nm, 636 nm and 684 nm.
Figure 8: Purcell factor of plano-concave microcavity. Fundamental TEM Gaussian modes are found at 595 nm, 636 nm and 684 nm. Inset shows transverse section of fundamental Gaussian mode at 637 nm.

Conclusion
We have presented the fabrication design steps for a new type of hybrid plano-concave microcavity and found its fundamental resonant modes by using an expanded transfer matrix model to account for the curvature in dielectrics and, by using FDTD simulations, we were able to show the effectiveness of the analytical model and found a Purcell enhancement of 6 for a pre-selected SPE.

The geometrical parameters of our microcavity are all experimentally achievable with the two-photon absorption fabrication process [13,15] and our modeled cavity could easily be extended to contain and enhance spontaneous emission of arbitrary solid-state SPEs [28]. Although novel approaches have been realized to diminish vibrations for open-access Fabry–Perot microcavities inside a cryostat system [29], in our design, the plano-concave microcavity is integrated directly to the substrate containing the SPE and, therefore, there are no moving parts that could potentially diminish the Purcell factor of a pre-selected SPE due to vibrations in cavity length [30], although detuning of the selected mode, due to thermally-induced contraction of the polymer by cooling [12], must be taken into account if the desired SPE and the cavity are to be analyzed inside a cryostat system.

The methodology of design of the hybrid Fabry-Perot microcavity is also suited for quantum cryptography applications, provided the emitter’s wavelength is within the telecom range [6], and potential chemical sensing applications [31], since our microcavity is also an open-access cavity.
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Abstract

In recent years, the super-oscillation method based on the fine interference of optical fields has been successfully applied to sub-diffraction focusing and super-resolution imaging. However, most previously reported works only describe static super-oscillatory lenses. Super-oscillatory lenses using phase-change materials still have issues regarding dynamic tunability and inflexibility. Therefore, it is vital to develop a flexible and tunable modulation approach for super-oscillatory lenses. In this paper, we propose a super-oscillatory step-zoom lens based on the geometric phase principle, which can switch between two focal lengths within a certain field of view. The designed device consists of nanopillars with high efficiency of up to 80%, and the super-resolution focusing with 0.84 times of diffraction limit is verified by the full-wave simulation. The proposed method bears the potential to become a useful tool for label-free super-resolution microscopic imaging and optical precision machining.

Introduction

Due to the diffraction limit, conventional optical imaging systems are unable to surpass a theoretical resolution of 0.5 \( \lambda / NA \), where \( \lambda \) is the wavelength and NA is the numerical aperture [1]. Super-resolution optical imaging is of significant scientific and application value, which may lead to a revolution in various fields, such as optical microscopy, optical remote
sensing, subwavelength lithography, and ultra-high-density data storage. Thus, overcoming the barrier of diffraction limit and achieve super-resolution optical imaging has become a hot topic in the research field of optics.

In recent years, a variety of super-resolution optical microscopy techniques have been developed. For instance, stimulated emission depletion microscopy (STED) can realize the localization of single fluorescent molecules with 1 nm accuracy [2], albeit with the disadvantages of required fluorescence labeling and slow image reconstruction. Super-resolution microscopy based on structured light illumination (SIM) can realize a spatial resolution of $\lambda/5$ [3]. However, it requires additional designed illumination patterns and image reconstruction. Near-field scanning optical microscopy can achieve super-resolution imaging by detecting surface evanescent fields of objects [4]. Near-field focusing lenses [5] based on surface plasmons can reach a spatial resolution of 22 nm, but the imaging range is limited to the sample surface, causing difficulties in biomedical imaging. Although negative refractive superlenses and hyperbolic metamaterials [6,7] have been experimentally verified for super-resolution imaging, they exhibit high optical loss and are not suitable for far-field imaging. As a result, it is still a huge challenge to achieve unlabeled far-field imaging without image post processing.

Optical super-oscillation is a unique optical phenomenon in which an optical signal can oscillate faster locally than its maximum Fourier frequency in an optical field with low spatial frequency [8]. In principle, there is no theoretical limit of resolution for the super-oscillation field, which provides a novel way to overcome the diffraction limit and realize far-field super-resolution focusing and imaging. Lately, super-oscillatory lenses, through fine modulation of the amplitude and phase of the optical field, have been used in super-resolution imaging [9-11], heat-assisted magnetic recording [12], and optical metrology [13]. In order to form the specific super-oscillatory optical field, common super-oscillatory lenses usually employ simple binary amplitude and binary phase modulation [14,15] to modulate the incident optical field, thus realizing a specific coherent superposition of the output optical field. This modulation method is relatively simple and accessible for fabrication; however, it significantly weakens the device’s ability to modulate the optical field effectively, which, in turn, limits the performance of super-oscillatory lenses (e.g., efficiency and large sidelobe). The development of metasurfaces has provided an effective approach to modulating amplitude, phase, and polarization of the optical field at the subwavelength scale [16-22]. Compared with metallic metasurfaces, all-dielectric metasurfaces are characterized by high amplitude transmittance, which is important for super-oscillatory lenses with comparatively low focusing efficiency. Generally, for all-dielectric metasurfaces, the larger the refractive index of the material is, the higher the efficiency will be. Meanwhile, a material with a high refractive index is also beneficial to reduce the aspect ratio of a metasurface device. Therefore, for various optical wavebands, a medium with a high refractive index and low extinction coefficient is usually preferred to be the structural material for super-oscillatory lenses. Nonetheless, most of the previous works only describe invariant super-oscillatory lenses, which only work in a limited number of situations. Researchers have demonstrated achromatic super-resolution focusing at several wavelengths with specifically designed amplitude masks. To achieve a broader waveband, the phase modulation of a super-oscillatory lens is divided into two parts: a super-oscillatory phase with a value of $0$ or $\pi$ from a metasurface and a focusing phase from a commercial achromatic lens [14,15]. However, the focal length of those super-oscillatory lenses is fixed. When super-oscillatory lenses are applied in microscopic imaging, the spatial resolution can be improved a lot, while the field of view decreases proportionally. Under these circumstances, it can be hard to locate the target rapidly within the field of view after switching to the super-oscillatory lens. Although dynamically tunable super-oscillatory lenses could be realized by utilizing phase-change materials [23], the problem of inflexibility still exists.

Here, we propose a super-oscillatory step-zoom lens (SSL) that enables super-resolution focusing with two working modes corresponding to different focal lengths. The designed SSL is composed of a fused silica substrate sandwiched by two meta-surfaces based on the geometric phase principle. The optical powers with opposite sign of the front and back metasurfaces can be switched by controlling the polarization state of the incident light. The metasurfaces in our SSL consist of high-aspect ratio nanopillars with different orientations, which can generate the desired super-oscillation light field with high efficiency. The performance of the proposed SSL is analyzed by electromagnetic simulations to verify the super-resolution focusing capability corresponding to two different focal lengths. Additionally, with our method, the focal plane can be changed by switching the polarization of the incident light instead of moving the lens. We believe this unique property bears a great potential to applied in super-resolution microscopic imaging system.

**Design of the Super-Oscillatory Zoom Lens**

Similar to previous works [24-26], our proposed SSL can also be designed in two steps: first, a double-layer step-zoom metalens with diffraction-limited imaging performance is designed; second, a super-oscillatory phase is optimized and then superimposed on the stop pupil plane (i.e., the front surface) of
the double-layer step-zoom metalens to realize sub-diffraction step-zoom imaging. For the proof-of-concept example, stop aperture, working wavelength, focal length, and field of view (FOV) of the SSL are 20 μm, 632.8 nm, 20 or 40 μm and 3.2°, respectively.

Essentially, the designed double-layer step-zoom metalens can be regarded as a metasurface doublet cemented by a glass substrate. As illustrated in Figure 1, based on the geometric phase principle, the double-layer step-zoom metalens can be switched between two different focal lengths by controlling the handedness of the incident circularly polarized light. It is superior to the traditional zoom lens since there is no mechanical movement and the image plane of the double-layer step-zoom metalens keeps unchanged. With the geometric optics theory \[ M = \frac{d + n f_1^* + n f_2^*}{d - n f_1^* - n f_2^*} \]

where \( f_1^* \) and \( f_2^* \) are the focal lengths of front and rear metasurfaces, \( d \) and \( n \) are the thickness and refractive index of the glass substrate, and \( M \) is the zoom ratio. Here, we choose fused silica glass (the refractive index is about 1.457 at a wavelength of 632.8 nm) as the substrate material. \( M \) and \( d \) are set to be 2 and 4.86 μm, respectively. The substrate thickness is optimized by ZEMAX for the best optical performance. Certainly, for the practical application, there are more realistic factors that need to be considered. It is worth noting that there is always a tradeoff between performance and practical conditions. \( f_1^* \) and \( f_2^* \) were calculated to be ±10 μm and ±8.9 μm. In this way, a double-layer step-zoom lens has been obtained by combining two metasurfaces with opposite optical powers. In order to correct the optical aberration more effectively, we use the even aspherical phase profile rather than the parabolic phase profile for the phase modulation in these two metasurfaces, which can be denoted as:

\[ \varphi(r) = \sum_{i=1}^{n} a_i \left( \frac{r}{R} \right)^{2i} \]

where \( r \) is the radial coordinate, \( R \) is the normalized radius of the metasurface, \( n \) represents the number of polynomial coefficients, and \( a_i \) is the optimized phase coefficient.

We used the optical design software ZEMAX to optimize the phase coefficients \( a_i \). In detail, the Binary 2 surface type was used to simulate the phase modulation of metasurfaces. Also, we employed the multiple configuration function in ZEMAX to set opposite diffraction orders of the Binary 2 surface type so that the step-zoom focusing can be achieved. The RMS spot of the focal plane for various configurations and FOVs were used as the evaluation criterion. The optimization process was as follows: First, the system parameters, including entrance diameter, FOV, and working wavelength were set. The effective focal length and working F-number operands were added in the merit function as constraints. Then, we set the back focal length and phase coefficients as optimization variables. Two metasurfaces corresponding to the previously calculated focal lengths were designed. It should be noted that more phase coefficients will improve the system performance in theory, whereas this strategy hardly works as the focusing performance is close to the diffraction limit. Therefore, five phase coefficients were used for a good balance between system performance and optimization efficiency referring to the previous work. Second, the two designed metasurfaces are cemented with the fused silica substrate. In turn, the back focal length, phase coefficients, and substrate thickness were added as optimization variables in order to minimize the RMS focal spot size for different configurations and FOVs. Finally, the optimized substrate thickness is 3.4 μm, and the back focal length is 23.7 μm. The phase coefficients for the phase modulation of the front and back metasurfaces with a normalized radius of 10 μm are presented in Table 1.

Now, the double-layer step-zoom metalens was obtained by the optimization process above. This lens can achieve diffraction-
limited imaging with two working modes corresponding to different focal lengths.

Referring to a previously reported work [28], if a specially designed super-oscillatory phase is superimposed on the stop pupil surface (i.e., the front metasurface) of this double-layer step-zoom metasurface, the proposed SSL will be realized. The intensity distribution in the image plane of the SSL can be calculated by diffraction propagation methods, such as angular spectrum diffraction. To obtain a specific sub-diffraction focal spot, we developed a multiply constrained optimization model with a single objective. The objective function is defined as the central intensity of the sub-diffraction focal spot, the maximum relative intensity of the sidelobe within the local field of view, and the super-oscillation phase distribution. The mathematical expression of this model is as follows:

\[
\text{Objective: } \max I(0) \\
\text{Constraints: } \text{FWHM} \leq G \frac{0.5145\lambda}{\text{NA}} \\
\frac{I(\rho)}{I(0)} \leq M, \frac{0.61\lambda}{\text{NA}} < \rho \leq L \tag{3} \\
\varphi_{\text{rot}}(r_i) \in \{0, \pi\},
\]

where \(G\) is the sub-diffraction factor, \(M\) indicates the ratio between the maximum intensity of the sidelobe in the local region \(L\) and the central intensity of the sub-diffraction focal spot, \(\rho\) is the radial coordinate in the focal plane, and \(r_i\) represents the radius of the \(i\)-th annular ring of the super-oscillatory phase profile. To ensure the optimization efficiency, the super-oscillation phase distribution is divided into \(N\) rings equally along the radial direction. Each annular ring takes a phase value of 0 or \(\pi\). In our proposed SSL, the FWHM is set to be 0.84 times of the diffraction limit (calculated by 0.5145\(\lambda/\text{NA}\)), and \(M\) is set to be 0.2. According to the particle swarm optimization algorithm [29], the final radially normalized \(\pi\)-phase-jump positions of the super-oscillation phase are 0.15, 0.2 and 0.4, respectively.

The phase modulation of the super-oscillatory step-zoom metalens can be divided in two parts, namely focusing phase and super-oscillatory phase. Phase modulation is achieved by TiO\(_2\) nanopillars based on the geometric phase, which is inherently polarization-sensitive. The front and rear metasurfaces have the opposite optical power and work as a concave lens and a convex lens for the incident right-handed circularly polarized (RCP) light, or a convex lens and a concave lens for the incident left-handed circularly polarized (LCP) light. For the super-oscillatory phase, it takes the value of 0 or \(\pi\), so the modulation remains invariant for incident left-handed or right-handed circularly polarized light. It means that the super-oscillatory step-zoom metalens can achieve super-resolution focusing for both left-handed and right-handed circularly polarized light. The proposed SSL can be achieved with the optimization method above. The phase distribution, in turn, of the front metasurfaces is finally obtained by superimposing the optimized super-oscillatory phase. As the LCP light impinges on the SSL, it works with a long focal length. It can switch to the short focal length with incident RCP light. As shown in Figure 2, the front and rear metasurfaces have the opposite optical powers. In this way, we can realize sub-diffraction step-zoom focusing with the designed SSL.

To dynamically modulate the phase distribution, we designed a unit cell structure based on the geometric phase (i.e., Pancharatnam–Berry phase) principle [30,31]. Generally, metasurfaces based on geometric phases are easier to process, and the phase modulation in the whole \(2\pi\) range can be achieved by simply changing the orientation of the unit cell. Also, the higher the refractive index of the material in the visible band is, the weaker the coupling among the unit cells will be, which leads to a higher efficiency of the metasurface. Thus, rectangular nanopillars composed of titanium dioxide (the refractive index is 2.87 at a wavelength of 632.8 nm) are used as unit cells of the two metasurfaces. The fused silica glass is used as substrate in the SSL. Theoretically, for the metasurface based on the geometric phase principle, the phase modulation of the transmitted RCP light is exactly twice of the orientation of the unit cell under the LCP incidence. The field modulation of the unit cells with various orientations and sizes were numerically simulated by CST Microwave Studio. After a parameter sweep, as illustrated in Figure 3a, the unit cell was selected to obtain high polarization conversion efficiency with length \(L = 200\) nm, width \(W = 80\) nm, height \(H = 600\) nm, and period

<table>
<thead>
<tr>
<th>Table 1: Optimized phase coefficients of the front and back metasurfaces.</th>
<th>Diameter</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
<th>(a_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>front metasurface</td>
<td>20 (\mu)m</td>
<td>-48.8883</td>
<td>-0.3008</td>
<td>2.1089</td>
<td>0.3695</td>
<td>-0.7718</td>
</tr>
<tr>
<td>rear metasurface</td>
<td>30 (\mu)m</td>
<td>55.0949</td>
<td>2.7000</td>
<td>-4.2203</td>
<td>1.7344</td>
<td>-0.2596</td>
</tr>
</tbody>
</table>

$P = 250 \text{ nm} \times 250 \text{ nm}$. It is demonstrated in Figure 3b that the transmittance varies only little for different orientation angles and the modulated phase changes almost linearly with a factor of two, which also proves the geometric phase principle and the excellent performance of the designed unit cells.

**Simulation Results and Performance Analysis**

We also use CST to perform the full-wave simulation for the designed SSL, setting the wavelength to 632.8 nm and incident angle of 0°, 1.1°, and 1.6° along the $x$-axis direction. Since the whole simulation area is too large and time-consuming for a calculation, we employed the following method to improve the simulation speed: First, we simulated the interaction between the light and the metasurface structure by CST and extracted the optical field at 0.3 $\mu$m from the back surface of the SSL. Then, we utilized the scalar angular spectrum diffraction method to calculate the diffraction propagation behind the extracted field, and thus obtained the optical field distribution at a specific plane.

As shown in Figure 4 and Figure 5, we calculated the intensity distribution of the optical field along the propagation direction for various polarization states (corresponding to different focal lengths) and incident angles. The sub-diffraction spots are all well formed in the designed image plane for all cases. In Figure 4d–i and Figure 5d–i, the calculated intensity distributions for the image plane of $z = 23.7 \mu$m are shown. It is clearly
Figure 4: Simulated intensity distributions for different incident angles with RCP incidence corresponding to the SSL with short focal length. (a–c) Intensity distributions along the propagating direction. The dashed white lines represent the focal plane of the SSL. (d–f) Intensity distributions in the focal plane. The dashed white circles represent the diffraction-limited focal spot (Airy disk). (g–i) Intensity distributions of the sub-diffraction spot along the x-direction.

indicated that the FWHMs of the sub-diffraction focal spots are very close to the designed value (0.612 and 1.128 μm for the short and long focal lengths, respectively). The difference between the simulation results and the theoretical values is mainly attributed to the insufficient sampling and optical modulation deviation of metasurface. Nevertheless, the simulation results still demonstrate the super-diffraction focusing performance of the SSL for two different focal lengths, which illustrates the effectiveness of our proposed method. The transverse displacements of the sub-diffraction focal spots were calculated for various incident angles, as illustrated in Figure 4g–i and Figure 5g–i. The values are 0, 0.4 and 0.6 μm, and 0, 0.7 and 1 μm, respectively. They are consistent with the theoretical results of 0, 0.38 and 0.56 μm, and 0, 0.77 and 1.12 μm, respectively. In addition, the focusing efficiencies were calculated to be, respectively, 9.98%, 6.45% and 4.99%, and 22.24%, 13.27% and 7.10% for different incident angles. Here, the focusing efficiency is defined as the ratio between the intensity in the main lobe region of the super-diffraction focal spot and the total incident intensity. It is found that the focusing efficiencies for the short focal length of the SSL are all smaller than those for the long focal length of SSL. Also, the focusing efficiency decreases with the increase of the incident angle. This suggests that there is a more pronounced optical aberration of the short focal length than of the long focal length, which corresponds well with the traditional geometric optical theory. It should be noted that the low focusing efficiency of the SSL arises from the redistribution of the optical field energy. This is a typical feature of the optical super-oscillation phenomenon in which the main lobe of the super-diffraction spot is often surrounded by some sidelobes with considerable intensity, leading to the unavoidable energy loss.

Discussion

For simplification, we did not take into consideration the influence of factors such as the amplitude and phase modulation deviation of the metasurface, which may lead to the degradation of the sub-diffraction focusing performance. The first is the phase modulation error due to discrete sampling. In the design, it is assumed that the physical size of the unit cell could be infi-
nitely small for the convenience of optimization. In fact, a unit cell has a specific size and could only achieve a step-like discrete phase, which, in turn, deviates from the desired phase modulation. Second, the inhomogeneous amplitude modulation also contributes to performance degradation. In our design, it is assumed that only phase modulation with uniform amplitude is achieved by the metasurface. Nonetheless, due to the shading effect and coupling phenomenon among unit cells, the transmittance of the unit cells is affected by the incident angle and the orientation of unit cells. Third, the residual co-polarization component could lead to noticeable stray light. As we used a double-layer metasurface based on the geometric phase principle, there are two polarization conversions. For the ideal case, the incident LCP will be converted to RCP, and then converted to LCP again. However, the polarization conversion efficiency cannot reach 100%, which would cause some stray light in the SSL. To address these problems, the influence of discrete sampling errors could be relieved using a catenary structure, while the influence of stray light could be minimized by using a metasurface design based on the propagation phase principle.

In principle, there are always inevitable sidelobes around the sub-diffraction hotspot in the super-oscillatory phenomenon, which are detrimental to imaging and render low efficiency and limited FOV. To solve the problem, some methods have been used in super-oscillatory imaging, such as confocal scanning imaging and specially designed super-oscillatory spots [9,10]. Nevertheless, the low efficiency may be tolerable for some specific applications, such as observing target objects with high illumination intensity in microscopic systems. High-sensitivity detectors and long exposure time would be also advantageous.

Conclusion

In summary, we have proposed a super-oscillatory step-zoom lens composed of titanium dioxide nanopillars. The device operates at a wavelength of 632.8 nm and has two working modes with long or short focal lengths, corresponding to the telescopic and wide-angle application scenarios, respectively. In the proof-of-principle, the super-oscillatory step-zoom lens can achieve super-resolution focusing in two separate focusing cases. The simulation results show good agreement with the

Figure 5: Simulated intensity distributions for different incident angles with LCP incidence corresponding to the SSL with long focal length. (a–c) Intensity distributions along the propagating direction. The dashed white lines represent the focal plane of the SSL. (d–f) Intensity distributions in the focal plane. The dashed white circles represent the diffraction-limited focal spot (Airy disk). (g–i) Intensity distributions of the sub-diffraction spot along the x-direction.
theory. This paper provides a novel method for constructing a dynamically tunable super-oscillatory lens, which has great potential applications in the field of super-resolution microscopic imaging and optical precision machining.
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Abstract
Herein, we theoretically demonstrate that a double-layer symmetric gratings (DLSG) resonator consisting of a low-refractive-index layer sandwiched between two high-contrast gratings (HCG) layers, can host dual-band high-quality (Q) factor resonance. We find that the artificial bound states in the continuum (BIC) and Fabry–Pérot BIC (FP-BIC) can be induced by optimizing structural parameters of DLSG. Interestingly, the artificial BIC is governed by the spacing between the two rectangular dielectric gratings, while the FP-BIC is achieved by controlling the cavity length of the structure. Further, the two types of BIC can be converted into quasi-BIC (QBIC) by either changing the spacing between adjacent gratings or changing the distance between the upper and lower gratings. The simulation results show that the dual-band high-performance sensor is achieved with the highest sensitivity of 453 nm/RIU and a maximum figure of merit (FOM) of 9808. Such dual-band high-Q resonator is expected to have promising applications in multi-wavelength sensing and nonlinear optics.

Introduction
High quality (Q) factor resonance in nanophotonics has attracted considerable attention in the past decades due to its wide applications in narrow-band filters [1], nonlinear optics [2], optical sensors [3] and lasers [4]. To date, most researchers have focused their interests on the single high-Q resonance of various structures and proposed different types of structures to achieve high-Q-factors, such as metallic structures based on surface plasmon resonances [5,6], Mie resonance-based dielectric structures [7,8], and high-contrast grating (HCG) structures in periodic subwavelengths [9,10]. Among them, HCG structures built on silicon-on-insulator (SOI) substrates establish a new platform for integrated optics as well as optical sensing.
In 1929, von Neumann and Wigner first proposed the BIC theory shortly after the advent of quantum mechanics [20], which was then extended to acoustics, electromagnetism, and other fields [21–24]. A true BIC has an infinite Q-factor and vanishing resonant linewidth, and this can only exist in an ideal lossless infinite structure or in extreme values of the parameters [25,26]. The structures that are commonly used to induce the BIC include metasurfaces [27,28], dielectric gratings [29,30], photonic crystals [31], and whispering-gallery resonators [32]. In 2016, Wang et al. investigated a symmetry-protected BIC (SP-BIC) supported by a slotted HCG structure in both TE and TM polarization scenarios [17]. When the spatial symmetry of the mode is incompatible with the symmetry of the outgoing wave, the coupling coefficient vanishes thus inducing the SP-BIC. In 2019, Doskolovich et al. reported that a Fabry–Pérot BIC (FP-BIC) can be excited by varying the distance of the same grating ridge on the surface of a single-mode dielectric slab waveguide [33]. Generally speaking, an FP-BIC can be formed when the spacing between two resonances is changed so that the sum of the round-trip phase shifts is an integer multiple of 2π. In 2020, Lee et al. showed that photonic lattices with a symmetric cladding structure support Friedrich–Wintgen BIC (FW-BIC), which occurs due to the destructive interference of two resonances coupled to the same radiation channel [18].

From a practical application perspective, the BIC must be converted to quasi-BIC (QBIC) with a finite Q-factor or the full width at half maximum (FWHM) so they can be accessed by an external excitation, such as a plane wave [34,35]. QBIC has been extensively utilized in optical absorbers [36,37], lasers [38], filters [30], and sensors [39]. Particularly, the QBIC sensor enables highly accurate detection of environmental changes by reading variations in the spectrum. However, numerous research works have focused on the BIC mechanism of single-mode resonance [26,28], which may limit its application.

In this work, we proposed a double-layer symmetric gratings (DLSG) structure supporting artificial BIC and FP-BIC, which is composed of highly reflecting HCG layers surrounding a low refractive index layer. The artificial BIC was excited by tuning the spacing between two adjacent dielectric gratings. More importantly, we found that the modes can be evolved by controlling the grating gaps. Then, the FP-BIC is induced by varying the cavity length of the structure. Finally, we achieved a dual-band high-Q resonator for optical sensing, which is potentially valuable for applications in multi-wavelength sensing.

Structure and Principle

The geometry of our designed structure is shown in Figure 1, where the high refractive index rectangular dielectric gratings (RDGs) are periodically arranged at the top/bottom of the low refractive index layer and are symmetrical. Besides, the structure possesses a translational period (A) along the x-direction and an infinite ridge along the y-direction. A unit cell contains two RDGs, and the spacing between the two RDGs in a period and not in a period are d and l, respectively. The side length of the RDG is w and the thickness of the low refractive layer is h. Moreover, the rigorous coupled-wave analysis (RCWA) [40,41] is used to design the structure of the device and analyze the spectral information, which is combined with the finite element method (FEM) [42] to compute the complex eigenfrequencies.

In order to investigate the resonance properties of dielectric gratings, we used here a dimensionless parameter α to measure the grating spacing of the DLSG structure by varying the distance between adjacent RDGs, which is defined as follows [26,43]:

$$\alpha = \frac{d - l}{d + l}$$  \hspace{1cm} (1)

The complex eigenfrequencies of the DLSG structure were then obtained by the FEM, and can be described as N = ω − iγ, where ω and γ are the real and imaginary parts of N, respectively. The ω indicates the resonant frequency, and the γ refers to the radiative leakage of the electromagnetic energy stored in the leaky...
mode [44]. It allows expressing the radiative $Q$-factor in the following form:

$$Q = \frac{\omega}{2\gamma} \quad (2)$$

The BIC induced based on the structure of the HCG gratings can be divided into two categories, one is the BIC that is forbidden due to the coupling of symmetry with free space at normal incidence, and the other is the BIC that can occur by changing any structural parameter independent of the symmetry type [45]. In the proposed symmetric structure, we were able to find the artificial BIC by the Brillouin band folding phenomenon resulting from changing the spacing of the grating. Interestingly, the FP-BIC is obtained by varying the cavity length of the DLSG to satisfy the transverse resonance principle.

**Results and Discussion**

As an example, the high refractive index layer of the structure depicted in Figure 1 is silicon ($n_H = 3.47$) and the low refractive index layer is SU-8 ($n_L = 1.57$). The other structural parameters are $w = 200$ nm, $h = 1000$ nm, and $\Lambda = 800$ nm. Besides, the whole structure is suspended in vacuum ($n_c = 1.0$) and normally incident by a TM-polarized plane wave (H//y).

By varying the spacing $d$ of the RDGs, the reflection spectra were obtained for resonances with different $\alpha$ values, as shown in Figure 2. The mode of the resonances can be regulated by controlling the spacing between the two RDGs, which is essentially a splitting of the simple mode. It can be seen from Figure 2 that the linewidth of the spectrum completely disappears when $\alpha = 0$, which means that the $Q$-factor is infinite and the ideal BIC appears (points A and B). Furthermore, it is noticed that the evolution of the two modes is symmetric with respect to $\alpha = 0$. Here, we take $\alpha > 0$ as an example to analyze. The resonance evolves into two modes (referred to as the nonsimple state) when $0 < \alpha < 0.5$, and the QBIC near the points A and B possess a high $Q$-factor. When $0.5 < \alpha < 0.75$, the two resonances start to merge into a single one (referred to as the simple state), and the $Q$-factor is lower at this time. Therefore, the evolution of single and double resonances can be controlled by changing the spacing of RDGs. Moreover, changing the grating spacing allows the emergence of BIC.

The reflection spectra calculated using RCWA when $\alpha = 0.1$, 0.35, 0.55, 0.75 are given in Figure 3a, which shows in more detail the tuning of the RDGs spacing on single and double resonances. As $\alpha$ decreases, the linewidth of the resonance also
Figure 4 shows the complex eigenfrequencies of the two modes at different $\alpha$ values. As seen in Figure 4, the $\omega$ value of mode 1 shows a tendency to increase and then it decreases as $\alpha$ grows; however, the trend of mode 2 is exactly the opposite. Moreover, the $\omega$ values of the two modes are symmetrical at $\alpha = 0$. An increase of $\alpha$ from 0 to 0.75 implies the evolution of the two resonances, and the $\omega$ values of the two modes overlap when $\alpha = 0.75$, realizing the simple state of the mode. When $\alpha = 0$, the complex eigenfrequencies of mode 1 and mode 2 are 248.08 and 238.35 THz, respectively. In addition, it is apparent that the $\gamma$ value of both modes are close to zero, which means that there is almost no radiation loss resulting in an infinite value for the $Q$-factor (the ideal BIC). Here, the spacing between each RDG is completely equal and exactly the same as the side length of the RDG ($d = l = w = 200$ nm), at which time the device is a periodic structure with a double-layer single grating. Moreover, the $\gamma$ value of both modes increases with $\alpha$, which leads to an increase in the radiation loss of the device and a decrease in the $Q$-factor. By physically varying the spacing of the RDG, the modes at the edge of the first Brillouin zone now lie at the gamma point (the center of the first Brillouin zone), thus resulting in an artificial BIC caused by the Brillouin folding phenomenon [45]. Such BIC is dominated by the electric toroidal dipole rather than the SP-BIC dominated by the magnetic dipole [46]. As a result, instead of having to break the symmetry of the structure, as in the case of SP-BIC, a simple change in the grating spacing can transform the BIC into a QBIC, leading to high-$Q$ resonance.

The relationship between the radiative $Q$-factors calculated according to Equation 2 and the $\alpha$ values for both modes is investigated in Figure 5. It can be found that our calculated radiative $Q$-factor (dots) shows an inverse square dependence on $\alpha$ and agrees well with the theoretical prediction ($Q_0 = C\alpha^{-2}$, solid
The FWHM of mode 1 increases with \( h \) and the spectrum almost disappears at approx. \( h = 700 \text{ nm} \) (red circles). When \( h \) changes from 700 to 1200 nm, the spectrum of mode 2 gradually becomes narrower until it disappears (white circles). This implies that mode 1 and mode 2 can induce the BIC through the control of cavity length. Accordingly, the change of the cavity length enables the modulation of the two modes of FWHM for the purpose of tuning the \( Q \)-factor. If a system contains two resonances whose positions and FWHM can be changed by a physical parameter, then there may exist a value within a certain parameter range that will make one of the resonances become a bound state \([48]\). A single grating layer in the proposed structure is 100% reflective, and the two identical gratings at the top and bottom of the structure are equivalent to two identical parallel reflectors (separated by a spacing of \( h \)) in the Fabry–Pérot cavity model, where the modes trapped between the two identical gratings are decoupled from the continuum \([49,50]\). In other words, the resonance in the single-layer grating is split into an extremely narrow and a wide resonance in the double-layer gratings for a given cavity length \( h \). Without external driving sources, the two resonance amplitudes \( A = (A_1, A_2)^T \) in the DLSG structure evolve in time as \( i\partial A/\partial t = HA \) with Hamiltonian \([51-53]\):

\[
H = \begin{bmatrix} \omega_0 & \kappa \\ \kappa & \omega_0 \end{bmatrix} - i\gamma_0 \begin{bmatrix} 1 & e^{i\psi} \\ e^{-i\psi} & 1 \end{bmatrix},
\]

(3)

where \( \kappa \) is the near-field coupling between the two modes, \( \omega_0 \) and \( \gamma_0 \) are the resonant frequency and radiation rate of the single grating resonance, respectively, and \( \psi \) is the propagation phase shift between the two resonators, satisfying the relation \( \psi = kh \), where \( k \) is the transverse wave number. Then the two complex eigenfrequencies of \( H \) can be solved from Equation 3:

\[
\omega_{\pm} = \omega_0 \pm \kappa - i\gamma_0 \left( 1 \pm e^{i\psi} \right).
\]

(4)

Tuning the cavity length \( h \), when the round-trip phase shift is \( 2\pi m \) (\( m = 0, 1, 2, \ldots \)), the complex eigenfrequency of one mode in Equation 4 is \( \omega_0 \pm \kappa - 2i\gamma \) with twice as much radiation loss as before. And the complex eigenfrequency of the other mode is \( \omega_0 \pm \kappa \) with a pure real number, which indicates that it is an FP-BIC with an infinite \( Q \)-factor. The corresponding radiative \( Q \)-factors of the two modes at different \( h \) values when other structural parameters are constant are given in Figure 7. It can be found that mode 1 and mode 2 have infinite \( Q \)-factors at \( h \) of 700 and 1200 nm, respectively. Consequently, both modes of the FP-BIC are governed by \( h \). We can tune the linewidth and the corresponding \( Q \)-factor by changing the cavity length. The insets in Figure 7 show the optical field dis-
Figure 7: The $Q$-factor as a function of cavity length $h$ of a) mode 1 and b) mode 2. The insets show the field distributions of the corresponding BIC and QBIC for the two modes.

Figure 7: The $Q$-factor as a function of cavity length $h$ of a) mode 1 and b) mode 2. The insets show the field distributions of the corresponding BIC and QBIC for the two modes.

tributions of the ideal BIC and the QBIC corresponding to the two modes. It is clear that the QBIC near the ideal BIC also possesses a strong localized optical field. Therefore, the FP-BIC can be perturbed by the variation on the cavity length.

To further understand the capability of different cavity lengths of the two modes to confine the localized optical field, the energy ratio of the cavity to the unit cell is analytically calculated from the perspective of the complex eigenfrequencies, which is defined as follows [54]:

$$\Gamma = \frac{\int |H_{\text{norm}}|^2 \, dx \, dy}{\int |U_{\text{norm}}|^2 \, dx \, dy},$$  \hspace{1cm} (5)

where $C$ and $U$ represent the integration domain for the cavity and the unit cell, respectively. $H_{\text{norm}}$ represents the magnetic field intensity distributions of the complex eigenfrequencies.

It can be concluded from Equation 5 that the larger the confinement factor $\Gamma$, the stronger the capacity of the cavity to confine the optical field. The calculation results are presented in Table 1. With respect to mode 1, the increase in cavity length leads to a decrease in the confinement capacity of the cavity to light ($\Gamma$ decreases from 0.5381 to 0.3782). On the contrary, since most of the light in mode 2 is trapped inside the cavity, the increase of $h$ improves the confinement capacity of the cavity ($\Gamma$ increases from 0.6344 to 0.7513). Here, the flexible choice of cavity length enables to compress the effective volume for the resonant mode, which results in an enhanced confinement of the cavity to the optical field and an improved $Q$-factor.

Table 1: Confinement factors for two modes with different cavity lengths $h$ at TM polarization.

<table>
<thead>
<tr>
<th>Mode type</th>
<th>$h$ (nm)</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mode 1</td>
<td>700</td>
<td>0.5381</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>0.4806</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>0.3782</td>
</tr>
<tr>
<td>mode 2</td>
<td>700</td>
<td>0.6344</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>0.7157</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>0.7513</td>
</tr>
</tbody>
</table>

As discussed above, we can obtain a high-$Q$-factor resonance by reducing $\alpha$. In addition, the high $Q$-factor can also be achieved by varying the cavity length $h$, which is necessary for refractive index sensing applications. When the QBIC is applied to refractive index sensing, it enables more sensitive detection owing to its high figure of merit (FOM), the physical mechanism of which uses resonant position variations to detect changes in the refractive index of the surrounding medium. In this section, we will investigate the sensing performance of the proposed structure through the variation of two key structural parameters ($\alpha$ and $h$). Besides the $Q$-factor, the sensitivity ($S$) and FOM are also two important parameters for a refractive index sensor, which are defined as the ratio of the resonant wavelength drift to the change in refractive index of the surrounding environment ($S = \Delta \lambda_{\text{res}}/\Delta n$) and the ratio of sensitivity to the FWHM (FOM = $S$/FWHM), respectively [55].
Taking the structural parameters previously mentioned as an example, the proposed structure can be fabricated as follows [56]. At first, the gratings of the bottom layer are fabricated using electron beam lithography (EBL) and reactive ion etching (RIE) on a SOI chip with a single crystalline silicon device layer and a buried oxide (BOX), where this SOI chip serves as the receiving substrate in an adhesive bonding process. Next, another bare SOI chip was bonded to the previously fabricated recipient substrate as a donor substrate, which is spin-coated using SU-8 on both the recipient and donor substrates. The silicon handle of the donor substrate is then removed by mechanical polishing and deep RIE, followed by removal of the BOX layer of the donor substrate by wet etching using hydrofluoric acid. Finally, the gratings are fabricated on the top layer with EBL and RIE, while the silicon handle and BOX layer on top are removed in the same way. It should be pointed out that the fabrication of the device requires removing the silicon handle and BOX layer twice (it makes the structure symmetric), which makes the fabrication challenging to some extent. However, the simulation results show that the symmetrical structure of the device can improve the performance of the sensor.

The \( h \) value is fixed at \( h = 1000 \) nm and Figure 8a and Figure 8b demonstrate the \( S \) and FOM for the two modes with different \( \alpha \) values. It is obvious that the FOM values of both modes decrease as \( \alpha \) reduces. The FOM values for the two modes are 6770 and 9808 at \( \alpha = 0.025 \), respectively. Furthermore, the highest sensitivity of the two modes is 413 and 265 nm/RIU, respectively. Here, we observe that although the FOM of mode 1 is lower than that of mode 2, which can be found from the normalized magnetic field distribution diagram that the light of mode 1 leaks more into vacuum (Figure 3b and Figure 3c), light is relatively less trapped inside the cavity, leading to more sensitivity to the refractive index change of the surrounding medium and thus higher sensitivity compared to

![Figure 8](image-url)
mode 2. We then choose $\alpha = 0.15$ to investigate the effect of the cavity length $h$ on the sensing performance, as presented in Figure 8c and Figure 8d. It can be found that the sensitivity of both modes decreases with the increase in $h$. This is because an increase in $h$ increases light trapping inside the cavity, decreasing light–matter interaction and sensitivity. On the contrary, the FOM values of the two modes do not have the same trend with increasing $h$. This is mainly attributed to the fact that the change in the cavity length of the Fabry–Pérot cavity has different magnetic field distributions for the two modes (the insets in Figure 7). The $S$ is physically determined by the spatial overlap between the analyte and the evanescent waves, while the FOM is proportional to the $Q$-factor, which ultimately represents the ability of the sensor to track small changes in the refractive index of the environment [39,57].

We also found that the $S$ of mode 1 at different $\alpha$ and $h$ values follows the same trend as the FOM. The simulation results show that the values of $\alpha$ and $h$ need to be decreased as much as possible to obtain high sensitivity and FOM of mode 1. The results were slightly different from those of mode 2, where one of the most sensitive regions exists, as shown in Figure 8b. This is may be due to the insignificant phase difference in the DLSG structure considered here [58]. Therefore, we can optimize the sensing performance by controlling the structural parameters, such as $\alpha$ and $h$, which are essentially the result of perturbing the artificial BIC and FP-BIC. The high sensitivity and FOM can be obtained thanks to the nearly symmetrical structure in vacuum which allows the optical field to be uniformly located in the grating and environment layers. This way, the confinement ability of the grating to the optical field is achieved while enhancing the relationship between light and matter.

Finally, the performance of the DLSG-based sensor is analyzed by choosing the structural parameters as an example: $\Lambda = 800$ nm, $h = 1000$ nm, $w = 200$ nm, $\alpha = 0.025$ (the spacing between the two RDGs in a period is 205 nm). The $Q$-factors of mode 1 and mode 2 are $2.01 \times 10^4$ and $4.19 \times 10^4$, respectively. We summarized the $S$ and FOM of QBIC when utilized for sensing as reported in other references in Table 2. One can find that although the $S$ in this work is lower than that of some reported ones, it has a higher FOM and supports dual-band resonance.

![Figure 9](image)

**Figure 9:** a) Reflection spectra of the sensor at different refractive indices of the gas medium. b) Positions of the two-mode reflection resonance peaks.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Description</th>
<th>$S$ (nm/RIU)</th>
<th>FOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>single-mode</td>
<td>221</td>
<td>4420</td>
</tr>
<tr>
<td>[25]</td>
<td>dual-band</td>
<td>526</td>
<td>8092</td>
</tr>
<tr>
<td></td>
<td></td>
<td>312</td>
<td>3387</td>
</tr>
<tr>
<td>[41]</td>
<td>dual-band</td>
<td>680</td>
<td>183.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1143</td>
<td>317.5</td>
</tr>
<tr>
<td>this work</td>
<td>dual-band</td>
<td>413</td>
<td>6770</td>
</tr>
<tr>
<td></td>
<td></td>
<td>255</td>
<td>9808</td>
</tr>
</tbody>
</table>

Table 2: QBIC-based sensor performances. The description indicates the resonant mode in the reference.

Figure 9a shows the simulated reflection spectra of the proposed sensor when placed in a gas medium with different refractive indexes from 1.01 to 1.09 under a TM-polarized incident plane wave. The sharp reflection peaks of both mode 1 and mode 2 show a significant red shift, despite a small fluctuation ($\Delta n_c = 0.02$). By extracting the positions of the reflection peaks of the two modes from Figure 9a and plotting them as a func-
tion of the refractive index of the analyte, the fitted curves exhibit a good linearity as seen in Figure 9b.

Conclusion
In summary, a DLG-based structure is proposed, which can support dual-band high-$Q$ resonances governed by BIC. Particularly, the evolution of single and double resonances can be controlled by changing the spacing of the RDGs. The artificial BIC and FP-BIC can be induced by optimizing two key structural parameters (the spacing of two gratings in a unit cell and cavity length). Specifically, we calculated the reflection spectra using RCWA for different grating spacings and cavity lengths, respectively, with the artificial BIC and FP-BIC exhibiting vanishing linewidths in the spectra. The complex eigenfrequencies of the BIC induced by different parameters were then analyzed using FEM and the corresponding radiative $Q$-factors were calculated. The two BICs were perturbed to convert an infinite $Q$-factor (ideal BIC) into a finite but high $Q$-factor (QBIC), which exhibited a dual-band high-$Q$ resonance when used for optical sensing, allowing for more sensitive detection. The designed resonator has potential prospects for applications such as multi-wavelength sensing and nonlinear optics, which are important for practical nano-optics utilization.
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Abstract
We elucidate that guided modes supported by a regular photonic crystal slab structure composed of a square lattice of air holes in a silicon slab will transition into quasi-guided (leaky) modes when the radius of every second column of air holes is changed slightly. This intentional geometric perturbation will lead to a doubling of the period in one direction and the corresponding shrinkage of the first Brillouin zone. Because of the translational symmetry in the k-space, leaky waves inheriting the spatial dispersion of the original guided modes, which do not interact with external radiation, will appear with the dispersion curves above the light cone. Our results show that ultrahigh Q-factor resonances with large operating bandwidth can be achieved. Interestingly, the perturbation in only one direction of the photonic lattice will lead to an in-plane wave number-dependent resonance characteristic in both directions. Our numerical results demonstrate a local enhancement of the electric field magnitude by the order of 10^2, which is even more significant than those in most plasmonic structures. These quasi-guided modes with superior properties will provide a new platform for efficient light–matter interactions.

Introduction
Photonic resonances with the possibility of free-space excitation (i.e., leaky modes) and large local electromagnetic field enhancement are central for the manipulation of light–matter interactions. Optical resonators of various forms have been exploited for this purpose. What follows are a few representative examples investigated in the last several decades: Photonic crystal cavities are realized when small disorders or defects are introduced into large-scale periodic structures [1]. Extremely high Q-factors can be achieved thanks to the bandgap associated with the periodic structure, which prevents the leakage of radiation into the surrounding environment. Whispering gallery modes supported by dielectric spheres or suspended disks made of high-index materials are another example of resonances to provide ultrahigh Q-factors [2]. However, above structures are
still bulky. For example, the photonic crystal cavities need the surrounding periods to provide the bandgap, which is not favorable for nanoscale applications. Plasmonic nanoantennas [3], although with relatively low Q-factors resulting from material dissipation, still provide a large level of field enhancement due to the deep-subwavelength level of mode confinement. As new alternatives to plasmonic nanostructures, all-dielectric nanostructures supporting Mie resonances [4] and quasi-bound state in the continuum (QBIC) modes [5] have attracted significant attention in nanophotonic research, with the latter proposed to address the problem of radiation losses associated with the former. A large variety of novel applications benefiting from such optical resonances have been demonstrated in all aspects of light–matter interactions, ranging from optical generation [6], propagation [7], nonlinear processes [8] to signal detection [9] and collection, to name a few. Although QBIC resonances in all-dielectric nanostructures have become a popular and mainstream approach to enhance light–matter interactions, as derivatives of ideal BIC resonances, which are associated with isolated or discrete points of high symmetry in the \( \omega-k \) space [10], they still suffer from very limited operating bandwidth. As a result, the QBIC resonances are not suitable for many important optical applications where multiple or spectrally tunable inputs are required simultaneously. Consequently, new mechanisms are still explored to realize novel photonic components with additional advantages besides a high Q-factor. These are, for example, phase gradient metasurfaces and spatial beam splitters [11], metasurfaces that produce narrow-band spatially tailored wave fronts [12], and zigzag arrays of dielectric disks with ultranarrow bandwidth resonances over a large spectral band [13]. Some new attempts to engineer the radiation environment to achieve so-called lines of BICs have emerged quite recently [14]. But the idea and reported results require very complicated geometries [15], which are challenging to fabricate.

Results and Discussion

In this work, we propose a fundamentally different approach to realize optical leaky resonances that can combine all the advantages of the above resonances, that is, ultrahigh Q-factors, huge local electric enhancement, and intermediate mode volume, while providing a large operation bandwidth. Unlike QBIC resonances, we start from guided modes (GMs) whose optical fields are well confined within the geometry and have no access to external radiation. The GMs have typical continuous and one-dimensional dispersion curves below the light line over a large bandwidth. This leaky resonance is generated through band folding, which occurs when a perturbation is introduced into a regular periodic structure to have its period increased and the first Brillouin zone (FBZ) shrunk. Because of the translational symmetry in the \( k \) space, the GMs with infinite Q-factors supported by the original lattice will appear as new leaky resonances with the dispersion curves above the light cone in the new structure. These resonances, termed quasi-guided modes (QGMs), will inherit the spatial dispersion of the original GMs, with Q-factors significantly dependent on the level of perturbation. As a result, they feature ultrahigh Q-factors while the resonance can be tuned by the lateral wave vector. The QGMs outperform QBIC resonances, which can only operate within a narrow bandwidth, even at a wave number largely different from that of the original BIC resonance.

We should note that a similar band-folding effect has been proposed in the literature to improve the angular tolerance in the reflection of resonant grating filters with doubly periodic structures [16,17]. Other structures, such as diatomic [18] or dimerized [19,20] gratings, have been also investigated in recent years, but mainly with emphasis on the far-field spectrum, using one-dimensional (1D) grating structures. In addition, band folding was also employed to realize terahertz radiation from frequency generation (DFG) by using 1D leaky modes of binary waveguide gratings [21] and to manipulate the radiation coupling in the vertical directions in some photonic crystal cavities [22,23]. A similar structure of a ZnO photonic crystal slab (PCS) with doubled periods in both directions has been proposed to realize low-threshold polariton lasers [24]. However, we show in this work that, even when the period increase and the accompanied FBZ shrinking occurs only along one direction of the two-dimensional periodicity, the resonance still depends on the in-plane wave vector along both directions. This suggests the possibility of resonance tuning over an extended bandwidth by using the incident angle along two different directions as the tuning mechanism. More importantly, we further illustrate that these QGM resonances have a significantly enhanced local electric field, which is even larger than that of most plasmonic nanoantennas, suggesting the great potential of these QGMs for enhanced light–matter interactions.

We use GMs supported by a regular PCS structure composed of a square lattice of air holes perforating a thin silicon (refractive index: 3.45) film on a silica (refractive index 1.45) substrate as an example to demonstrate that these modes can be switched to QGMs with ultrahigh Q-factors over a large operating bandwidth, as shown in Figure 1. When all air holes have the same radius, the whole structure represents a two-dimensional PCS structure with a square primitive unit cell. With the period \( P_x = P_y = a \) along both \( x \) and \( y \) directions, this structure is known to support a set of well-confined GMs with no external radiation [25], which lay out the foundation for integrated photonic elements in the PCS. The lines of empty circles in Figure 2 present the dispersion curve for the GMs along \( \Gamma X \) and \( XM \) directions in the FBZ supported by the square lattice with
Figure 2: Dispersion curves of the GMs (hollow circles) supported by the PCS of air holes in SOI and the QGMs (solid circles) supported the distorted lattice where the radius of every second column of air holes is changed to $R_2$. The inset shows the FBZ for the two cases. The green and red colors denote the dispersion along the $k_x$ and $k_y$ direction, respectively.

When the perturbation introduced into the lattice is weak, the distorted lattice remains approximately the same as the undistorted, and so are the supported resonance frequencies. Then we have

$$f(k_x - \pi/a, k_y) \approx f_0(k_x - \pi/a, k_y).$$  (2)

Combining Equation 1 and Equation 2, we obtain the following equation:

$$f(k_x, k_y) \approx f_0(k_x - \pi/a, k_y),$$  (3)

which suggests that dispersion curves with similar profiles as the GMs in the PCS around the $\Gamma$ point will appear around the $\Lambda$ point in the distorted lattice. In other words, the dispersion curve of GMs along $\Gamma X$ and $XM$ directions in the original square unit cell will be translated to the $-X'\Gamma$ and $\Gamma Y$ directions in the new lattice, respectively. Since the wave numbers close to $\Gamma$ point are relatively small, the majority of the translated dispersion curves will be located above the light cone in the distorted lattice, suggesting leaky resonances.

The curve composed of solid circles in Figure 2 presents the calculated dispersion for the QGMs of the rectangular primitive cell shown on the right side of Figure 1b, where $R_2$ is set to be 120 nm. The eigenfrequencies are found around the same band as the GMs. The results are entirely consistent with the above predictions from Equation 3. It is quite clear that the dispersion curves of the QGMs around the $\Gamma$ point have roughly the same profiles as the original GMs around the X point, both in the $k_x$ and $k_y$ directions. As a result, although the period remains un-

\[ a = 400 \text{ nm}, R_1 = 100 \text{ nm}, \text{ and } t = 220 \text{ nm}. \]

The results were obtained by using the eigenfrequency analysis and lateral Fouquet boundary conditions implemented in the commercial finite-element method software Comsol Multiphysics. All numerical models are built with 3D structures. The size of the tetrahedral mesh was tested to ensure the numerical convergence of the calculated results. It is seen that the dispersion curve of the GMs $f_0(k_x, k_y)$ is well below that of the light cone (this region is displayed with a dark background). When the radius of the air holes in every second column is increased by a quantity of $\delta$ to $R_2 = 120$ nm, the period along the $x$ direction will be doubled to be $P_{2x} = 2a$ while it remains unchanged in the $y$ direction. As a result, the FBZ shrinks in the $x$ direction and its shape changes from a square to a rectangle, as shown in the inset of Figure 2. With the period in the $k_x$ direction halved to $2\pi/P_{2x} = \pi/a$, one has the dispersion equation $f(k_x, k_y)$ in the distorted lattice as:

$$f \left( k_x, k_y \right) = f \left( k_x - \pi/a, k_y \right).$$  (1)
changed along the $y$ direction ($P_y$ is still $a$), the dispersion along $k_y$ is also located above the light cone and resembles the profile of $f_0(k_x, k_y)$ along the $X\Sigma$ direction. A weaker spatial dispersion of the QGMs is present in the $k_y$ direction compared to the $k_x$ direction, which is the same as for the GMs.

The total Q-factor ($Q_{\text{total}}$) of a resonance observed in the far-field spectrum is determined by the Q-factors of radiation ($Q_{\text{rad}}$) and absorption ($Q_{\text{abs}}$) [26]:

$$\frac{1}{Q_{\text{total}}} = \frac{1}{Q_{\text{rad}}} + \frac{1}{Q_{\text{abs}}}.$$  (4)

Because the absorption loss of materials is not considered here, that is, $Q_{\text{abs}}$ is infinite, $Q_{\text{total}}$ is determined solely by $Q_{\text{rad}}$ of the structure. Its value or the radiation loss can be obtained from the real and imaginary parts of its complex eigenfrequency from the numerical calculations. The calculated Q-factors of these QGMs are presented in Figure 3a. The value is infinite at the $\Gamma$ point, which arises from an ideal BIC resonance of the symmetry-protected type. This is because the new periodic structure, even with the radius of the air holes in every second column changed, still exhibits a mirror symmetry across the central $xz$ and $yz$ planes of all air holes. Further away from the $\Gamma$ point, the Q-factor decreases for larger wave numbers but maintains overall large values (above $10^3$) for all resonances. To have a moderate level of Q-factors (i.e., measurable in practical experiments) for the transmission spectra presented in the subsequent part, we used intentionally a stronger perturbation with a $\delta$ value of 20 nm. We note that the overall Q-factors will be significantly increased if a weaker perturbation is introduced. The dispersion of the GMs is located well below the light line, preventing any outward radiation due to total internal reflection. In other words, the Q-factors of all GMs are infinite since we ignore the material absorption in the lossless dielectrics. When the period-doubling perturbation is applied and the new QGMs are formed because of the folding of the FBZ, the coupling efficiency between free-space radiation and the QGMs is still very low, leading to the occurrence of high Q-factor resonances. Intuitively, the Q-factors highly depend on the level of perturbation. In addition, since the spatial dispersion of the original GMs is retained in the QGMs, one can have ultrahigh Q-factors over a large bandwidth, and the resonance can be tuned by changing the wave vector or, equivalently, the incident angle of external excitations. This is in huge contrast to QBIC resonances, whose frequency is limited within a narrow band close to the frequency of the original BIC resonance from which the QBIC resonances are derived. Similar to QBIC resonances, the Q-factors exhibit a strong dependence on the level of perturbation and increase significantly as the perturbation decreases. The value of the Q-factor will approach infinity as $\delta$ approaches zero, where the lattice returns to the regular square lattice of air holes ($P_x$ decreases from $2a$ to $a$) and the QGMs switch back to GMs. Interestingly, the trend of $Q$ approaching infinity when the perturbation vanishes is true for any resonance along the QGM dispersion curve. Figure 3b presents the calculated Q-factors at two randomly selected points along $k_x$ and $k_y$ for the QGMs and the dependence of $Q$ on the extent of the perturbation is clearly seen. We should note that this behavior is another feature of the QGMs significantly different from those of QBIC resonances. The operating bandwidth of QBIC resonances significantly depends on the level of perturbation.

![Figure 3: (a) Q-factors along the dispersion curves of QGMs in Figure 2. (b) Q-factor as a function of the level of perturbation at two points along two directions.](image-url)
introduced into the geometry to transform the BIC resonance into QBICs. The bandwidth is smaller if the perturbation is weaker, which is the case when one aspires for a high Q-factor. As the geometrical perturbation decreases, the dispersion curve of the QBIC resonances will shrink to a single point in the \( \omega-k \) space, which represents the BIC resonance. For the QGMs, the operating bandwidth is not affected at all by the level of perturbation. Instead, it is determined by the spatial dispersion of the GMs in the PCS. Thus, the ultrahigh Q-factors can be maintained over the same broad bandwidth, regardless of the level of perturbation. All these properties of the QGMs make it possible to realize superior leaky modes with ultrahigh Q-factors and a value of \( Q \) completely controlled by the extent of perturbation over the same bandwidth. Compared to the 1D periodic structure, the operation bandwidth of a 2D structure extends by exploiting the changes of the wave number in a direction different from the direction of lattice change.

To have a straightforward demonstration of tuning the resonance via the incident angle, we present in Figure 4 the calculated transmission spectra for three different incident angles of 3°, 6°, and 9° along both x and y directions. We note that when the period-doubling perturbation is absent \( (R_1 = R_2) \), the structure returns to a regular PCS, which supports the well-known guided mode resonances in a frequency-doubled spectrum range [27]. The guided mode resonances have relatively broad bandwidths compared to QGM resonances, and their properties have been well documented in the literature. In the spectrum of our interest, the regular PCS only supports broadband Fabry–Pérot resonances, and the transmission exhibits no sharp features, because only well-confined GMs are supported. However, when the perturbation is applied, QGMs will be formed and new sharp resonances will be superimposed onto the transmission spectrum. The setup of the incident beams with respect to the structure can be found in Figure 1a, where the electric field of

---

**Figure 4:** Transmission spectra at different incident angles with the incidence in (a) the \( xz \) plane and (b) the \( yz \) plane. (c) The maximum electric field magnitude normalized to that of the incident wave across the central plane of the Si layer. (d) Typical distributions of \( E_x \) and \( E_y \) along the central plane of the silicon layer.
$E_x$ is used to excite the QGMs. A redshift of the resonance for a larger incident angle is observed for TM$_x$ along the $x$ direction, while the trend is opposite for TE$_y$ along the $y$ direction. Judging from the bandwidth of the resonance, one can see that the Q-factor decreases slightly at a larger incident angles for the incidence along the $x$ direction, while it increases for the incidence along the $y$ direction. All these results are consistent with the dispersion curves in Figure 2 and the evolution of Q-factors as a function of the wave number in Figure 3a. Figure 4d presents typical distributions of the real part of both $E_x$ and $E_y$ at the resonance frequency across the central plane of the silicon layer under an incidence angle of $3^\circ$ along the $x$ direction. It is seen that $E_x$ exhibits a symmetric profile while $E_y$ has the opposite distribution within individual holes along the $x$ direction, where the lattice distortion happens. The distribution of the electric field mainly within the air holes is due to symmetry reasons. For our structure, in which the ratio of every second column of holes is changed, mirror symmetry is still retained across the center of each hole along the $x$ direction, which ensures an effective coupling between the modes with $x$-polarized plane waves. This kind of field distribution in Figure 4d is useful for sensing applications. For other applications where one would like to have the main field within the dielectrics, another kind of perturbation by moving the position of every second column of holes could be used instead. The distributions in Figure 4d confirm that the QGMs around the $\Gamma$ point inherit the same mode profiles of the original guided mode at the boundary of the FBZ (the $X$ point), where the field distributions are anti-symmetric in the $\Gamma X$ direction. In addition, it is known that the maximum local field enhancement is determined by the resonance Q-factor and the mode volume [26]. For periodic structures, a discussion of the mode volume calculation can be found in [28]. The intermediate mode confinement within the photonic crystal slab structure and the ultra-high Q-factors of the QGMs make it possible to obtain a huge electric field enhancement. Figure 4c presents the maximum local electric field magnitude normalized to that of the incident plane wave. It can be seen that an enhancement factor of 312 can be achieved for an incident angle of $3^\circ$ along the $x$ axis. This number decreases to 156 and 107 for incident angles of $6^\circ$ and $9^\circ$ along the $x$ axis, respectively, and increases to 950, 477, and 319, respectively, for incident angles of $3^\circ$, $6^\circ$, and $9^\circ$ along the $y$ axis. The trend of the level of enhancement is consistent with that of the Q-factor as a function of the incident angle shown in Figure 3. We should note here that all these values of local electric field enhancement are generally higher than those that can be achieved with a regular guided resonance in a similar PCS structure supporting Fano-type resonances [27] or with most plasmonic nanoantennas [3]. This is because of the high value of $Q$ and the relatively low mode volume of these QGMs [26]. We further note that the maximum electric field enhancement is located within the air holes (from the magnitude of the electric field, which is not shown in Figure 4), where the mirror symmetry results in a large spatial overlap of the mode with the electric field of the incident plane wave [19,20]. If another kind of period-doubling perturbation is used, for example, by shifting the position of every second column of air holes, the mirror symmetry will be maintained within the dielectric material between the air holes, where the local electric field enhancement will occur.

**Conclusion**

We have presented in this work the superior properties of the QGMs that occur when a perturbation is introduced in a regular PCS. The QGMs inherit the spatial dispersion of the GMs supported by the PCS and consequently feature ultrahigh Q-factors, which can be controlled by the level of perturbation over a large bandwidth. The huge local field enhancement, even higher than that in plasmonic nanoantennas, has been demonstrated using numerical simulations. Although a PCS structure in the form of air holes in a silicon slab is used for demonstration, we note the same physics can be extended to other periodic structures such as arrays of silicon rods. The huge local field enhancement together with the possibility of resonance tuning by the incident angle over a large bandwidth make the QGMs a competitive platform for enhanced light–matter interactions and novel applications. For example, in some nonlinear applications, the interactions between the incident light and the medium need to be enhanced simultaneously at multiple wavelengths with largely different values. This requirement can easily go beyond the capability of QBIC resonances. However, it can be easily fulfilled using QGMs by simply choosing the proper incident angles.
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A mid-infrared focusing grating coupler with a single circular arc element based on germanium on silicon

Xiaojun Zhu¹, Shuai Li¹, Ang Sun¹, Yongquan Pan¹, Wen Liu¹, Yue Wu¹, Guoan Zhang¹ and Yuechun Shi*²

Abstract

A mid-infrared (MIR) focusing grating coupler (FGC) with a single circular arc element (CAE) in the front of the gratings based on a germanium-on-silicon (Ge-on-Si) platform is designed and demonstrated. It can be used equivalently to a traditional FGC with all-focusing gratings. By optimizing the structural parameters of the CAE, the combination of a tapered linear grating and the CAE can improve the coupling efficiency to 8.61%, which is twice as large as that of the traditional MIR grating couplers. To the best of our knowledge, it is the highest coupling efficiency in a full-etch grating coupler based on Ge-on-Si. Moreover, the proposed grating coupler can be used for refractive index (RI) sensing, and the maximum sensitivity is 980.7 nm/RIU when the RI changes from 1 to 1.04. By comparing with traditional grating couplers requiring secondary etching, the proposed full-etch grating coupler structure can reduce the complexity of fabrication and can provide a prospective platform for MIR photonic integration and photonic biosensor detection.

Introduction

The mid-infrared (MIR) spectrum region covers the absorption band of most organic and inorganic matter. Thus, it has a broad application prospect in gas detection, environmental monitoring, lidar, free space optical communication, and remote sensing technologies [1,2]. The recombination of chemical bonds caused by changes in molecular structures can induce significant differences in MIR spectra. Thus, slight differences in the structure of compounds or molecules (such as isomers) can be distinguished by mid-infrared spectroscopy [3]. Therefore, this spectral region is called “fingerprint spectrum region” (FSR) [1,4]. Many small biological molecules have unique and identifiable absorption spectra in the MIR band of 6–15 μm.
It is of great application value to develop photonic biosensors in this FSR. The spectral transparency window of germanium can fully cover the wavelength of 6–15 μm. Hence, it is a suitable material for biosensors applications in the MIR band [6].

In recent years, researchers have verified the feasibility of Ge MIR waveguides on various substrate materials, such as germanium on silicon (Ge-on-Si), germanium on silicon-on-insulator (GOSI) [7], germanium on insulating substrate (GOI) [8,9], and germanium on silicon nitride substrate (GOSN) [10]. Among them, Ge-on-Si platforms have been widely applied in on-chip sensors, nonlinear optics, free space communication, and thermal imaging [1,6] because portable, cost-effective, and mass-produced integrated systems can be made from such platforms [6]. One key technology is how to couple the MIR light efficiently into the Ge-based waveguides. Many MIR grating couplers have been proposed and demonstrated to achieve this purpose [1,11]. In 2016, Alonso-Ramos et al. reported a Ge-on-Si grating coupler with an inverse taper excitation, operating near 3.8 μm wavelength with a maximum coupling efficiency of −11 dB (7.9%) [11]. In 2017, Kang et al. designed and experimentally demonstrated a focusing subwavelength grating (SWG) for an efficient coupling of MIR light to a suspended membrane Ge waveguide [1]. The maximum coupling efficiency was −11 dB at the focusing SWG’s center wavelength of 2.37 μm. The high coupling efficiency was obtained experimentally. However, the fabrication flow of the suspended membrane Ge waveguide with focusing SWGs greatly increased the complexity of the technological process. Therefore, a focusing grating coupler (FGC) with a simple fabrication process and high coupling efficiency is urgently needed.

In this paper, a MIR FGC with a single circular arc element (CAE) based on Ge-on-Si is demonstrated and simulated. The proposed MIR FGC consists of a section of tapered linear gratings and a single CAE, which can be equivalent to the traditional FGC with all-focusing gratings. Also, it is a full-etch grating coupler, which can be achieved by a single etch step. The maximum coupling efficiency can be up to 8.61% (−10.65 dB) at 6.878 μm by optimizing the structural geometry of the CAE. To the best of our knowledge, it is the highest coupling efficiency in full-etch grating couplers based on Ge-on-Si. Moreover, the proposed MIR FGC can also be used for sensing, and the maximum refractive index (RI) sensitivity is 980.7 nm/RIU. Compared with the suspended membrane Ge waveguide with a focusing subwavelength grating MIR grating coupler, the difficulty of preparation has been considerably reduced.

**Principle and Design**

Figure 1a shows the tilted view of the proposed MIR FGC. The Ge waveguide layer is built onto the Si substrate forming the Ge-on-Si structure. The proposed MIR FGC consists of a section of tapered linear gratings and a single CAE. Figure 1b shows the cross-sectional view of the proposed MIR FGC. The grating period is \( \Lambda \), the width of the trenches is \( w \), and the duty cycle is defined as \( f = w/\Lambda \). The Ge waveguide thickness is \( h_{\text{etch}} \), which is also the etching depth. The incident angle is \( \theta \). In our work, the numerical simulations have been performed by using a commercial software of Lumerical FDTD solutions, which is based on the finite-difference time-domain method, and the light source we used for exciting the grating coupler is a Gaussian laser beam. The details of the Gaussian beam are as follows: The injection axis is the \( z \) axis, the waist radius is 3 μm, and the center wavelength is 7 μm.

![Figure 1](image-url): (a) Tilted view and (b) cross-sectional view of the proposed MIR grating coupler. (c) Schematic diagram of the proposed CAE in the MIR grating coupler.
The coupling mechanism of the grating can be characterized as [11]:

\[ n_1 \sin(\theta) = n_{\text{eff}} + \frac{k\lambda}{\Lambda}, \]  

(1)

where \( n_1 \) is the refractive index of the surrounding air \((n_1 = 1)\), \( \theta \) is the coupling angle, \( \lambda \) is the wavelength of the incident light in vacuum, \( n_{\text{eff}} \) is the effective refractive index of the fundamental mode in the grating, and \( k \) is the diffraction order. By convention, the period of the grating couplers is small enough to guarantee that only the first diffraction order \((k = -1)\) satisfies the diffraction condition to produce single-beam diffraction [11]. However, the Ge thickness of Ge-on-Si grating couplers is generally about 2 \( \mu \text{m} \). In addition, if the grating is designed for first-order diffraction \((k = -1)\), it will lead to gratings with a high aspect ratio (defined as the ratio between the etch depth and the width of the grating trench). All these factors increase the difficulty of fabrication in practice. Therefore, Ge-on-Si grating couplers should be designed to work with the second-order diffraction \((k = -2)\) [11].

Figure 1c is the schematic diagram of the proposed CAE in the MIR FGC. The CAE is located between the tapered linear gratings and the output Ge waveguide. \( R \) and \( r \) are the outer and inner radii of the CAE, respectively. \( d \) represents the position of the CAE, and \( \alpha \) is the opening angle of the CAE. \( w_g \) is the width of the grating in the y direction, which is scanned from 40 to 12 \( \mu \text{m} \) in interval steps of 4 \( \mu \text{m} \) in the simulation. \( w_{Ge} \) is the width of the output Ge waveguide, which is set to 4 \( \mu \text{m} \). The CAE we designed is used to replace a linear grating at the front of the tapered gratings. The focusing effect of the CAE is conducive to coupling the light incident on the surface of the grating coupler to the narrow waveguide. The CAE can also help to reduce reflection and to couple more light into the narrower waveguide to be transmitted forward. In addition, the proposed MIR FGC can be used as a spot-size converter while coupling light from a fiber into the Ge waveguide because of the small size in comparison with a conventional inverted taper grating coupler [12]. Therefore, the combination of the tapered linear gratings and the CAE is not only beneficial to decrease the size of the grating coupler. It also strongly increases the coupling efficiency of the MIR grating coupler.

**Results and Discussion**

In our work, the incident light angle and the shape of the CAE are the main adjustable parameters when studying the coupling efficiency. The FGC is a full-etch grating with a grating period \( \Lambda \) of 4.5 \( \mu \text{m} \). The Ge waveguide thickness \( h_{\text{etch}} \) is set to 2 \( \mu \text{m} \), the duty cycle \( f \) is 0.5, and \( k = -2 \).

Figure 2 shows how the incident angle \( \theta \) impacts the coupling efficiency when \( R = 7.15 \mu \text{m}, r = 6.15 \mu \text{m}, d = 3.55 \mu \text{m}, \) and \( \alpha = 120^\circ \). It can be seen that with the increase of \( \theta \), the coupling efficiency first increases, then reaches the maximum value of 8.25% (7.027 \( \mu \text{m} \)) when \( \theta = 15^\circ \), and finally decreases again. Therefore, an incident angle of \( \theta = 15^\circ \) yields more light coupled into the Ge waveguide. It should be noted that all coupling efficiencies are above 7% for \( \theta \) values of \( 0^\circ - 20^\circ \), which can be attributed to the fact that the designed MIR grating structure fulfills the Bragg diffraction condition of Equation 1 very well.

![Figure 2: Coupling efficiency of the MIR FGC at different incident angles when \( R = 7.15 \mu \text{m}, r = 6.15 \mu \text{m}, d = 3.55 \mu \text{m}, \) and \( \alpha = 120^\circ \).](image)

It is also interesting to see the impacts of the different inner and outer radii of the CAE on the coupling efficiency. The designed parameters are set as \( \theta = 15^\circ \), \( d = 3.55 \mu \text{m}, \) and \( \alpha = 120^\circ \). Figure 3a shows the coupling efficiency at different \( r \) when \( d \) is fixed to 6.15 \( \mu \text{m} \). The maximum coupling efficiency of 8.25% (7.027 \( \mu \text{m} \)) is obtained when \( R = 7.15 \mu \text{m} \). Figure 3b shows the coupling efficiency at different \( R \) when \( d \) is fixed to 7.15 \( \mu \text{m} \). The maximum coupling efficiency is 8.25% (7.027 \( \mu \text{m} \)) when \( r = 6.15 \mu \text{m} \). It can be seen that the coupling efficiency is almost equal when the values of \( R \) and \( r \) are changed separately. This is because the changing values of \( R \) or \( r \) are equivalent to the coupling efficiency with fixed incident angle and position of the CAE.

Figure 4 shows the effects of the CAE opening angle \( \alpha \) and position \( d \) on the coupling efficiency of the proposed MIR FGC using the parameters \( \theta = 15^\circ \), \( R = 7.15 \mu \text{m}, \) and \( r = 6.15 \mu \text{m} \). The coupling efficiency changes with the change of \( \alpha \) and reaches the maximum of 8.35% (7.017 \( \mu \text{m} \)) when \( \alpha = 110^\circ \), as shown in Figure 4a. Figure 4b shows that the parameter \( d \) can also affect the coupling efficiency of the proposed MIR FGC,
and the maximum coupling efficiency is 8.61% (6.878 μm) when \( d = 4.35 \) μm. Furthermore, the total insertion loss (IL) has been estimated, which can be expressed as [13]:

\[
\text{IL (dB)} = -10 \log_{10} \frac{P_{\text{out}}}{P_{\text{in}}},
\]

(2)

where \( P_{\text{in}} \) and \( P_{\text{out}} \) stand for input power and output power, respectively. Under the condition of maximum coupling efficiency, the value of \( P_{\text{out}}/P_{\text{in}} \) is around 0.647 obtained from simulation. Thus, an IL value of around 8 dB has been calculated using Equation 2.

In order to highlight the advantages of our proposed MIR FGC with a CAE, we have simulated the coupling efficiency of MIR grating couplers with different numbers of CAE and conventional tapered linear gratings, as shown in Figure 5. The simulation conditions are \( \Lambda = 4.5 \) μm, \( f = 0.5 \), \( \theta = 15^\circ \), and \( h_{\text{etch}} = 2 \) μm. \( d \) of the first CAE is 4.35 μm, \( \alpha \) of the CAEs is 120°, and period and duty cycle of the CAEs are 4.25 μm and 0.76, respectively. Comparing the coupling efficiency of MIR FGCs with one CAE, two CAEs, and three CAEs, we can see that the coupling efficiencies are nearly equal, all reaching 8.6%, as shown in Figure 5e. This fact indicates that the coupling efficiency achieved by a single CAE is almost equal to that obtained with multiple CAEs (i.e., with traditionally...
Figure 5: Structures of MIR grating couplers with (a) one single CAE, (b) two CAEs, (c) three CAEs, and (d) conventional tapered linear gratings. (e) Comparison of coupling efficiency of MIR FGCs with different structures.

focusing gratings). This is very significant regarding the practical manufacturing with the requirements of reducing production cost and complexity while pursuing high coupling efficiency. Moreover, it should be emphasized that the coupling efficiency of the proposed MIR FGC with a single CAE (8.61%) is much higher than that of a MIR grating coupler with conventional tapered linear gratings (5.49%). Because the proposed structure is geometrically simple, it is easy to implement experimentally. The proposed MIR FGC based on Ge-on-Si can be fabricated by electron beam lithography (EBL) and inductively coupled plasma etching (ICP). EBL is used to produce lithographically the grating pattern into the resist, which can be further transferred onto the Ge layer by ICP. This is a simple manufacturing process that requires only one single etch step. Then, we can use a continuous-wave single-frequency tunable MIR laser (the center wavelength is ca. 7 μm) as the light source to test the coupling efficiency of the experimental samples. The MIR laser is coupled into a single-mode ZrF₄ optical fiber via a black diamond-2 aspheric lens [1]. The light from the single-mode ZrF₄ optical fiber is coupled into the proposed MIR grating coupler [14]. Finally, the transmission characteristics of the output fiber can be detected using an optical spectrum analyzer.

There is a wide range of sensors for applications in, for example, biosensing, healthcare, disease detection, and gas detection. Therefore, research on those sensors is of great significance. In 2015, Bai et al. reported a flexible healable transparent chemical gas sensing device that exhibited robust flexibility, good transparency, and reliable water-enabled healability of the gas sensing performance at room temperature [15]. Wang proposed a flexible, transparent, and portable wrist strap sensor and a mechano-based transductive sensor in 2017 and 2018, respectively [16,17]. They have good application prospects in healthcare. In 2020, Xue et al. reported a bismuthene-enabled fluorescence quenching biosensor to detect microRNA, which is relevant to the fields of biosensors and medicine [18]. In 2022, Chen et al. demonstrated a methodology of photonic clustered regularly interspaced short palindromic repeat (CRISPR) sensing for rapid and specific diagnosis of the Omicron variant of SARS-CoV-2 [19]. This innovative CRISPR-empowered surface plasmon resonance platform will further contribute to the field of biomedical sensors. We also studied the sensing performance of our proposed MIR FGC when it worked as a sensor rather than a coupler, as shown in Figure 6. When RI increases from 1 to 1.04, the peak of coupling efficiency shows a redshift from 6877.8 nm to 6917.1 nm. The RI sensitivity is 980.7 nm/RIU obtained from a linear fit of the peak wavelength and RI, as shown in Figure 6b. The sensitivity is twice as large as that in [20]. Furthermore, the proposed sensor is a full-etch structure based on Ge-on-Si, which can be achieved by a single etch step. The manufacture is simple compared with multiple etching [1]. Therefore, after considering the production process, production cost and sensitivity, our proposed sensor based on Ge-on-Si is expected to have commercially available applications in the future.

Conclusion

In summary, we designed and demonstrated a full-etch MIR FGC with a single CAE. The coupling efficiency could be tuned by changing the structural parameters of the CAE and the incident angle of light. The maximum coupling efficiency of 8.61% (~10.65 dB) was obtained at a wavelength of 6.878 μm. Moreover, the coupling efficiency of the single CAE was equivalent to that of multiple CAEs, such as in focusing gratings, which could significantly reduce the production cost and complexity while keeping high coupling efficiency. In addition, the RI sensing performance of the proposed MIR grating coupler was
also simulated when it was used as a sensor. The RI sensitivity of the sensor was 980.7 nm/RIU. Therefore, the proposed MIR FGC would provide a potential platform for MIR photonic integration and photonic biosensors detection based on chips.
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Investigations on the optical forces from three mainstream optical resonances in all-dielectric nanostructure arrays

Guangdong Wang and Zhanghua Han*

Abstract

Light can exert radiation pressure on any object it encounters, and the resulting optical force can be used to manipulate particles at the micro- or nanoscale. In this work, we present a detailed comparison through numerical simulations of the optical forces that can be exerted on polystyrene spheres of the same diameter. The spheres are placed within the confined fields of three optical resonances supported by all-dielectric nanostructure arrays, including toroidal dipole (TD), anapoles, and quasi-bound states in continuum (quasi-BIC) resonances. By elaborately designing the geometry of a slotted-disk array, three different resonances can be supported, which are verified by the multipole decomposition analysis of the scattering power spectrum. Our numerical results show that the quasi-BIC resonance can produce a larger optical gradient force, which is about three orders of magnitude higher than those generated from the other two resonances. The large contrast in the optical forces generated with these resonances is attributed to a higher electromagnetic field enhancement provided by the quasi-BIC. These results suggest that the quasi-BIC resonance is preferred when one employs all-dielectric nanostructure arrays for the trapping and manipulation of nanoparticles by optical forces. It is important to use low-power lasers to achieve efficient trapping and avoid any harmful heating effects.

Introduction

Optical forces have two components (i.e., scattering force and gradient force [1]) and the motion of tiny particles within an optical field is determined by both of them. The scattering force originates from the photon momentum transferred to the particle caused by the scattering and absorption of photons. As a result, the scattering force is along the direction of light propagation, which is not conducive for object capturing. The gradient force is along the gradient direction of the non-uniform distribution of the light intensity in space, and is well-known for its application in optical tweezers [2]. Therein a strong laser
A TD resonance is produced by the flow of electric currents on the surface of a torus along its meridians, which excite a set of magnetic dipoles (MDs) arranged head-to-tail into a closed loop [5]. First proposed by Zel’ dovich in atomic physics [6], and existing widely in elementary particles and condensed matter, such as multiferroic materials [7], the TD cannot interact directly with electromagnetic waves and is often masked by electric dipoles (EDs) or magnetic dipoles (MDs) with stronger responses. However, the TD has a unique current distribution, which can generate a strong near-field localization effect, so it has broad application scenarios [8]. The anapole [9] mode is produced by nanostructures with both ED and TD excitations at the same time. The ED and TD moments generate radiation fields of the same pattern but with opposite phases, leading to the destructive interference of radiation fields. In the far-field region, it can be observed that the radiation field significantly decreases or even vanishes in the scattering spectrum at a specific wavelength. In dielectric materials, the anapole mode is mainly confined to the interior of the structure and does not strongly extend into the surrounding medium [10].

The BIC is a wave excitation which remains spatially localized while the frequency co-exists within a continuum of radiations. Although this concept was first proposed in the field of quantum mechanics [11], it has also attracted much attention in recent years in photonics [12] due to its ability to achieve high-quality ($Q$) factor resonance and the associated high-field enhancement. The ideal BIC has an infinite $Q$-factor and zero resonance linewidth, so it can only exist as a mathematical quantity and cannot be excited by free-space radiations. However, with some intentional perturbations in the geometry or objective loss channels, such as surface roughness, a BIC will turn into a quasi-BIC mode with both the $Q$-factor and resonant bandwidth becoming limited. Many applications of quasi-BICs have been reported, including ultrasensitive sensing [13], ultranarrow bandwidth filters [14], and enhanced nonlinear effects [15]. The BICs are usually categorized into several types [16], and in this work we are concerned with the symmetry-protected BIC. This type of BIC is formed due to a symmetry mismatch between the mode distribution and the free space radiations (e.g., a plane wave). When a structural perturbation is introduced into the system to break the symmetry, the coupling to external radiations can be enabled with the efficiency controlled by the level of perturbation. These quasi-BICs can provide higher $Q$-factors and usually higher field enhancement than those of the TD resonance and the anapole mode. As a result, the quasi-BICs are expected to provide a larger field gradient which provides higher capability in the applications of nanoparticle capturing. However, a complete investigation and comparison of the optical forces which can be provided by these resonances is still missing.

In this work, we present some numerical results to compare the optical trapping capability provided by all-dielectric nanostructures based on the excitation of these three different modes. Using an array of high-index silicon disks with elaborately designed slots, all these three resonances can be supported by the same platform. The scattering spectra of these modes are analyzed by the multipole decomposition method, which ensures that strong TD response, the anapole mode composed of simultaneously working TD and ED momentums, and the quasi-BIC resonance arising from an out-of-plane MD mode can all be excited using similar structures. The transmission spectrum through a periodic disk array and the electromagnetic fields in resonance were numerically investigated by the finite element method (FEM) implemented in the commercial software COMSOL Multiphysics. In all calculations, we investigated the generated optical forces on nanoscale polystyrene (PS) spheres in the slot of the all-dielectric nanostructures. All these spheres have their own response to the incident radiations (e.g., Mie resonances). However, we noted that due to the small size of the spheres and the relatively lower refractive index of the polymeric material, these resonances by the spheres are beyond the spectrum of our interest. The presence of PS spheres only leads to some spectral shift of the resonances supported by the silicon nanostructure, which have been fully considered. Using the Maxwell stress tensor (MST) technique [17], the generated
optical forces on these spheres placed within the near field of these modes are calculated, analyzed, and compared. We found that the optical force applied on the same PS sphere by the quasi-BIC mode under the same excitation power is about three orders of magnitude larger than those from the other two modes. Furthermore, our calculations show that even for nanoscale spheres, the quasi-BIC resonance can still provide a large optical force that allows for an effective trapping of these spheres.

Results and Discussion

Figure 1a illustrates the schematic of the metasurface structure, where the small green objects on top of the silicon disks represent the trapped PS spheres. The metasurface consists of a 225 nm thick array of silicon disks on a quartz substrate with elliptical slots etched perforating each disk. The number and positions of the slots depend on the specific mode to be excited, and may be different for those three kinds of resonances. Figure 1b presents the top view of one unit cell, where the geometrical parameters are described in the caption. A linearly polarized plane wave is normally incident to the metasurface, with the polarization along the x-direction to excite all the TDs, anapoles, and the quasi-BIC resonances. For all cases, the metasurface structure is assumed to be immersed in water \((n = 1.31)\) to model a realistic suspending condition for the PS nanospheres. The optical forces on the PS at the excitation values of those three resonances are all calculated based on the MST technique, with the input power intensity set as 1 mW/µm².

Within the framework of classical electrodynamics, the components of the total time-averaged force acting on an illuminated object can be calculated using the surface integral:

\[ \langle F_i \rangle = \oint_S \langle T_{ij} \rangle n_j \, dS, \]  
(1)

where \(S\) is a closed surrounding surface, \(n\) is the unit vector perpendicular to and pointing toward the outside of the surface, and \(\langle T_{ij} \rangle\) is the time-averaged MST [18] defined by

\[ \langle T_{ij} \rangle = 0.5 \text{Re} \left[ \epsilon_\epsilon \left( E_i E_j^* - 0.5 \delta_{ij} |E|^2 \right) + \mu_\mu \left( H_i H_j^* - 0.5 \delta_{ij} |H|^2 \right) \right], \]  
(2)

where the indices \(i\) and \(j\) denote \(x, y,\) or \(z\) components of the electric or magnetic field; \(\epsilon_\epsilon\) and \(\mu_\mu\) are the relative permittivity and the relative permeability of the surrounding medium, respectively. In this work, we use a small virtual cube to accommodate a small object (i.e., the PS sphere) and all surfaces of the cube are in water. The electromagnetic fields at the six surfaces of the virtual cube are used to calculate the optical force according to Equation 2. With numerical calculations, the local electromagnetic fields within the structure at the excitation value of a specific resonance can be calculated. From this value one can estimate the generated optical forces combining Equation 1 and Equation 2.

Figure 1: (a) Schematic overview of the metasurface structure composed of a silicon slotted-disk array on a quartz substrate. The trapped nanoscale particles and the incident plane wave are also illustrated. (b) Top view of one unit cell of the slotted-disk array. The geometrical parameters are as follows: array period \(P = 880\) nm, disk radius \(r = 390\) nm, thickness \(h = 225\) nm, slot length \(L = 420\) nm, and slot width \(w = 90\) nm. In this work, all these parameters remain constant while the number of slots and the distance \(d\) between the centers of the disk and the slot depend on the specific resonance to be excited, which is discussed in the main text.
Optical force with toroidal dipole excitation

It is known that the excitation of the TD resonance requires the presence of a set of magnetic dipoles arranged head-to-tail to form a closed loop. This kind of TD resonance is usually called magnetic TD. In contrast, the TD response due to a circular configuration of electric dipoles is called electric TD. In this work, we focus only on the magnetic TD and then use only TD instead for simplicity. To fulfill the requirement of using a closed loop of magnetic dipoles, two perforating elliptical slots are used with mirror symmetry with respect to the x-z plane across the center of the disk, and each slot is shifted from the disk center by a distance of \( d = 80 \) nm. Figure 2a presents the calculated transmission spectrum through this structure with the incident electric field polarized along the x-direction. It can be seen that a strong asymmetric optical resonance of the Fano-type is located around 1627 nm with a resonance Q-factor of 175. The electric and magnetic field amplitude distributions at the resonance wavelength are plotted in Figure 2b, where the white arrows represent the electric displacement current vectors. It is seen that the electromagnetic field is well confined within the silicon disk. Although the optical force is dependent on the laser power, we should note that the light transmission spectra through the array is not if the nonlinear effect is ignored. So in the calculations of the transmission spectra and the on-resonance field distributions, the electric field magnitude of the incident plane wave is set as 1 [V/m]. Then the maximum electric field in Figures 2b, 3b, and 4b straightforwardly give the enhancement capability of the corresponding resonance. Moreover, two circular displacement currents with reverse rotational directions are formed in the x-y plane of the disk, indicating that two MD resonances with opposite momentum directions are formed. Since the whole structure is symmetric in the y-direction, the two MDs have the same amplitude. These two MDs form a closed loop, leading to a TD momentum along the x-axis (see the left part of Figure 2b). In other words, a plane wave polarized along the x-axis can excite a TD resonance in this structure. In order to further confirm this, we analyzed the contributions to the total scattering power spectrum from five different multipoles, including the ED (P), MD (M), electric quadrupole (QE), magnetic quadrupole (QM), and magnetic toroidal dipole (T) in the Cartesian coordinate system using the multipole decomposition technique. The multipole expansion is
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achieved based on the electric displacement current using the following formula:

\[
J = \imath \omega \varepsilon_0 \left( \varepsilon_r - n^2 \right) E,
\]

where \( \varepsilon_0 \) represents the vacuum dielectric constant, \( n \) is the refractive index of the uniform background above the metasurface structure, in which the virtual domain used to calculate the optical force is defined and the displacement currents used for multipole analysis are obtained, and \( E \) is the total electric field inside the disk. The multipole analysis is normally used for isolated nanoparticles. However, for periodic nanostructures, especially when the unit cell is much smaller than the incident wavelength and all dipoles can be assumed to oscillate in phase, the formula of the multipole decomposition can also be used \([19,20]\). The obtained results will provide important insight into the origin of the observed resonances in the transmission/reflection spectra of the periodic structures. Following this approach, we performed the multipole analysis and the results are presented in Figure 2c. It is evident that at the resonance wavelength of 1627 nm, the TD contribution in the scattering power dominates, while the ED and MD contributions are both suppressed. The suppressing is due to the excitation of multiple EDs and MDs in the structure, which will cancel each other out in the far-field radiations. For example, the displacement current distribution vector diagram on the left side of Figure 2b shows that the strong displacement current excited between the two slots will be balanced by the two external displacement currents on the top and bottom sides of the disc (i.e., the ED is weaker in this case). At the same time, we can also see from Figure 2c that the higher-order QE resonance is significantly suppressed, while the QM resonance is slightly lower than the TD resonance. These results confirm that the Fano-type transmission dip in Figure 2a can be considered as resulting from the coupling between the excited TD and QM resonances.

Because the optical gradient force is proportional to the gradient of the local electric field intensity (i.e., \( F_{\text{grad}} = \nabla |E(r)|^2 \)), the PS sphere gets trapped where the electric field has the highest value. In the metasurface structure supporting the TD resonance, the PS sphere is eventually stabilized between the two elliptical slots. Figure 2d shows the calculated optical force on the PS sphere using Equation 1 as a function of the wavelength. The PS sphere has a diameter of 50 nm and is assumed to be located at the position of \((x_0, y_0, z_0) = (0, 0, 260 \text{ nm})\), which is 35 nm above the top surface of the disk, as illustrated by the inset of Figure 2d. It can be seen from the results that the peak of the optical force is achieved at the TD resonance, with the component of \( F_z \) being much higher than the other two. The peak value of \( F_z \) on the PS sphere is about 0.0017 \( \text{pN/mW} \), \( F_y = 0 \), and \( F_x \) about \(-0.134 \text{ pN/mW} \). The counterintuitive nonzero \( F_z \) value even when the structure is symmetric along the \( x \)-direction is associated with the slightly asymmetric field distributions at the peak of a Fano resonance \([21]\), which can be seen in Figure 1b. This indicates that the PS sphere does not get stably trapped at a fixed position above the disk surface, but is pulled towards the center of the disk in the negative \( z \)-direction.

**Optical force with the anapole excitation**

The anapole resonance needs the simultaneous excitations of a TD and an ED, whose radiations into the far field should be out of phase to form a destructive interference to eliminate the overall scattering. We used one elliptical slot at the center of the silicon disk (i.e., \( d = 0 \text{ nm} \)) while the other geometrical parameters remain the same as in Figure 1. Figure 3a presents the simulated transmission spectrum through this metasurface structure with the incident electric field along the \( x \)-direction. One can see that a strong optical resonance with similar asymmetric Fano profile as shown in Figure 2a is located around 1680 nm, with a \( Q \)-factor of about 106. The results of the multipole analysis to be discussed later confirm the anapole characteristic of this resonance. The electric and magnetic field distributions at the resonance are shown in Figure 3b, where the white arrows also represent the electric displacement current vectors. The enhancement of the electric and magnetic fields at the resonance is smaller compared to those at the TD resonance in Figure 2b. As can be seen from Figure 3b, two current loops with opposite circulation directions are excited on different sides of the elliptical slot, indicating that the TD momentum is along the \( x \)-axis. Although similar current loops can be observed in the lower and upper semicircles of the silicon disk in both Figure 2b and Figure 3b, we note that a much stronger current at the upper and lower edges of the silicon disk can be found in Figure 3b, suggesting that a nonzero net ED remains in this metasurface. It is the destructive interference between the TD and the net ED resonances which leads to the excitation of the final anapole mode.

To further analyze the contributions from different multipoles to the observed resonance in Figure 3a, we performed a similar multipole analysis of the scattered power as a function of wavelength. It is clearly seen in Figure 3c that the TD and ED are the two major components in this system. At the resonance wavelength of 1680 nm, the ED and TD have the same magnitude. In addition, we can clearly see in Figure 3d that TD and ED have opposite phases and the phase difference between TD and ED at 1680 nm \(|(P)−(ikt)|\) is approximately equal to \( \pi \). These results confirm that the resonance in Figure 3a is mainly caused by the destructive interference between ED and TD moments, which in turn leads to the anapole response. Figure 3e shows the calculated optical force as a function of wavelength on a PS
sphere with a diameter of 50 nm. The position of the PS sphere with respect to the geometry of the anapole system is illustrated by the inset of Figure 3e. The PS sphere is assumed to be at the same position as that in Figure 2 (i.e., \((x_0, y_0, z_0) = (0, 0, 260 \text{ nm})\)). It can be seen that the major optical force component is still \(F_z\), which is consistent with the results obtained with the TD resonance presented in Figure 2d. However, both peak values of \(F_x\) and \(F_z\) achieved with the anapole resonance are slightly smaller than those with the TD resonance. For \(F_z\), the force relative to the TD resonance is \(-0.134 \text{ pN/mW}\), which is 3.92 times larger than that from the anapole. For \(F_x\), the contrast is about 3.4 times, 0.0017 pN/mW with the TD versus 0.0005 pN/mW with the anapole. The smaller optical force achieved with the anapole compared to that of the TD resonance is attributed to a weaker local field enhancement achieved at the anapole resonance. From Figure 3a and Figure 3b, one can see a smaller \(Q\)-factor (106) at the anapole resonance and a weaker local electric field enhancement (11.2) compared to those of the TD resonance.

**Optical force with the quasi-BIC excitation**

The quasi-BIC mode with unprecedented ultra-high \(Q\)-factor and associated ultra-high field enhancement is expected to provide a large optical force, considering that the optical gradient force is directly proportional to the field enhancement. To have a fair comparison, we used the same silicon disk array which supports an out-of-plane MD resonance. This resonance can not be excited by an incident plane wave due to the symmetry incompatibility, giving rise to a BIC resonance of the symmetry-protected type. In order to excite the resonance, we intentionally shifted the elliptical slot in the metasurface structure supporting the anapole by \(d = 5 \text{ nm}\) along the \(y\) direction with respect to the disk center. Then the symmetry of the whole system was slightly broken, leading to the transition of the BIC into a quasi-BIC resonance, which has the possibility of being excited by a plane wave. Figure 4a presents the simulated transmission spectrum through this metasurface structure under the excitation of an \(x\)-polarized plane wave. A strong and sharp optical resonance with also an asymmetric Fano profile is found located near 1990.63 nm with a \(Q\)-factor of about \(2.5 \times 10^5\). Figure 4b presents the electric and magnetic field distributions at the resonance, where the white arrows still represent the electric displacement current vectors. The field enhancement of the quasi-BIC system is further enlarged by approximately one order of magnitude compared to those achieved at both TD and anapole resonances. Figure 4b also shows that the maximum field enhancement occurs at both ends of the elliptical slot, where the particles are more easily captured. One can also see...
from Figure 4b that a counterclockwise loop of the electric displacement current is excited inside the silicon disk, which is related with an MD moment along the z-axis.

To further investigate the origin of the supported quasi-BIC resonance, we calculated the multipole contributions to the overall scattered power at different wavelengths. From the results in Figure 4c, it is clear that the scattered power from the MD resonance dominates the resonance at the wavelength of 1990.63 nm (i.e., the quasi-BIC response is caused by the MD resonance). Under the x-polarized incident light excitation, the dielectric structure generates a displacement current which is roughly, although not exactly, centrosymmetric. So the electric current in one quadrant of the disk will cancel that in the opposite quadrant, leading to the smallest ED moment among all the multipoles. The PS sphere has a diameter of 50 nm and is assumed to be located at the position \((x_0, y_0, z_0) = (150 \text{ nm}, 5 \text{ nm}, 260 \text{ nm})\), as illustrated by the inset of Figure 4d (i.e., 35 nm above the top surface of the disk). The geometry of the metasurface unit cell and the position of the PS sphere are shown in the inset of Figure 4d. Figure 4d presents the optical force spectrum, which shows that the optical force on the PS sphere at the wavelength of the quasi-BIC is much higher \((F_x = 36 \text{ pN/mW}, F_y = 1.4 \text{ pN/mW}, F_z = -135 \text{ pN/mW})\) compared to those achieved with the TD resonance and the anapole. This higher optical force is due to a higher Q-factor \((2.5 \times 10^5)\) and the associated much stronger electric field enhancement (837 times) with the quasi-BIC mode. The results show that even at a relatively low laser power intensity, the PS sphere located in the metasurface supporting the quasi-BIC resonance will be subjected to a strong optical force, which means the PS sphere can be stably captured.

**Discussion and Conclusion**

Table 1 presents a direct comparison of different characteristics at the excitation of three resonances investigated in this work. It can be seen that at the same excitation power intensity, the optical force generated by the quasi-BIC resonance is about
three orders of magnitude larger than those generated by the TD and anapole resonances. The contrast in the achieved optical forces is consistent with the difference in the resonance $Q$-factor, which is intrinsically connected with the local electromagnetic field enhancement. We should note that all these values in Table 1 are rough numbers with no optimization (e.g., the $Q$-factor of the quasi-BIC resonance can be controlled by the level of symmetry breaking (the size and position of the elliptical slot)). However, the results in Table 1 with different orders of magnitude in the achieved optical forces still provide a straightforward contrast regarding the characteristics of optical forces with different kinds of resonances supported by all-dielectric nanostructures.

We should note that in the above results summarized in Table 1, the $Q$-factor of the quasi-BIC is overwhelmingly larger than the other two types of resonances. However, the ultra-high $Q$-factor of the quasi-BIC mode results from a collective behavior of all array elements. When only a single nanostructure is used the $Q$-factor can be significantly reduced, although the quasi-BIC mode can also be supported either due to symmetry incompatibility [22] or due to the strong coupling between different modes [23]. In general, to trap multiple nanoparticles using periodic nanostructures the quasi-BIC resonance is usually the first choice. However, to trap a single particle with isolated nanostructures, further investigation needs to be performed for a better comparison.

In conclusion, to the best of our knowledge, we systematically investigated for the first time and compared the optical trapping capability of three mainstream optical resonances that can be supported by all-dielectric nanostructure arrays. The high $Q$-factor and strong electric field enhancement that can be provided by the quasi-BIC resonance makes it a more suitable option over other resonances for the trapping of multiple nanoparticles using periodic structures. These results will provide useful guidelines when one designs nano-optical tweezers system to capture nanoscale particles. The low absorption losses, high laser power damage threshold as well as the large optical force that can be achieved with lossless all-dielectric nanostructures provide a better choice compared to the metallic counterpart in optical capturing of nanoscale particles and may have broad applications in medicine and biology.
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