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A 13C-labelling was introduced into each individual carbon of the recently discovered sestermobaraenes by the enzymatic conver-

sion of the correspondingly !3C-labelled isoprenyl diphosphate precursors with the sestermobaraene synthase from Streptomyces

mobaraensis. The main compounds sestermobaraenes A, B, and C were analysed by gas chromatography—mass spectrometry

(GC-MYS), allowing for a deep mechanistic investigation of the electron impact mass spectrometry (EIMS) fragmentation reactions

of these sesterterpene hydrocarbons.

Introduction

The sestermobaraenes A-F (1-6) and sestermobaraol (7) are a
series of bacterial sesterterpenes that were recently discovered
by us from the actinomycete Streptomyces mobaraensis through
a genome mining approach (Figure 1) [1]. All seven com-
pounds are produced by a canonical terpene synthase, repre-
senting the first reported sesterterpene synthase of the classical
type I from bacteria, that is characterised by an aspartate-rich
motif (DDXXD) and an NSE triad (NDLXSXXXE) for binding
of a trinuclear Mg2* cluster [2,3]. The Mg2" cations in turn bind
to the diphosphate moiety of an isoprenoid diphosphate precur-
sor and cause substrate ionisation by a diphosphate abstraction

to initiate a cationic cyclisation cascade, leading to structurally

highly complex and usually polycyclic terpenes in just one
enzymatic transformation. The initially formed products are
non-functionalised terpene hydrocarbons or, if the terminal
cationic intermediate of the cyclisation cascade is trapped by
water, simple alcohols. These volatile compounds can effi-
ciently be trapped by specialised methods including the closed-
loop stripping apparatus (CLSA) [4] technique or solid-phase
microextraction (SPME) [5,6], and then analysed by gas chro-
matography—mass spectrometry (GC-MS) [7]. Through these
and related techniques the volatiles from many bacteria, fungi,
and plants have been investigated [8-10], which provides rapid

information about the production of volatile terpenes. This
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Figure 1: The structures of the bacterial sesterterpenes sestermobaraenes A—F (1-6) and sestermobaraol (7) from Streptomyces mobaraensis.

information is particularly useful in the combination with the
genome sequences of the producing organism, because it allows
to identify interesting candidate genes coding for terpene
synthases for further studies by genome mining. A major diffi-
culty in the GC-MS-based identification of terpenes is associat-
ed with the high similarity of the mass spectra of structurally
related terpenes. For this reason, the unambiguous identifica-
tion of terpenes requires either the direct comparison to an
authentic standard, or, since such a standard is not always avail-
able, a very good match of the measured mass spectrum to a
library spectrum and of the measured retention index to litera-
ture data. Mass spectrometric fragmentations proceed through
reactions that are classified as o-bond cleavages, a-fragmenta-
tions, inductive cleavages, McLafferty rearrangements [11],
retro-Diels—Alder fragmentations [12,13], and the recently ob-
served unusual radical-induced retro-Cope rearrangement
(herein, “retro” indicates that the mass spectrometric reaction
proceeds in reverse order of a thermal reaction promoted by the
thermal conditions of the gaschromatographic analysis) [14].
The fragmentation reactions of structurally simple compounds
such as fatty acid methyl esters have been well investigated by
isotopic labelling experiments [15,16] and the knowledge
allows for structural predictions based on GC-MS data [17].
The deuterium labelling technique was also applied to other
compound classes such as alkylbenzenes and ketones [18-21].
For terpenes, structural proposals can only be made based on
the mass spectra for structurally less complicated cases, as was
exemplified for the side products of bacterial 2-methylisobor-
neol synthases [22], but in general the structural complexity of
terpenes does not allow for such approaches. Nevertheless,
more knowledge about the MS fragmentation reactions of
terpenes is desirable, but represents a challenging objective as it
is difficult to get access to the isotopically labelled terpenes

needed for deep and conclusive insights. The early investiga-

tions by Djerassi and co-workers have made use of semisyn-
thetic deuterated terpenes [23-25]. While deuterium can reveal
specific hydrogen migrations in the fragmentation reactions, is
comparably cheap, and can often easily be introduced, e.g., into
C,H-acidic positions, a drawback of deuterium usage lies in
possible kinetic isotope effects [21]. Also MS/MS-based tech-
niques have been used to study the fragmentations of terpenes
[26-28], but isotopic labelling experiments can give more
detailed and conclusive insights. We have recently investigated
the MS fragmentation mechanisms of several sesqui- and diter-
penes in a series of studies that made use of !3C-labelled
terpene precursors to systematically introduce single labellings
into each individual carbon position by enzymatic synthesis
[14,29-32]. Here we report on the MS fragmentation mecha-
nisms for the bacterial compounds sestermobaraenes A, B, and
C, representing the first mechanistic study of this kind for

sesterterpenes.

Results and Discussion

Experimental basis

The 25 isotopomers of (13C)geranylfarnesyl diphosphate
(GFPP) were enzymatically prepared from the correspondingly
labelled geranyl diphosphate (GPP), farnesyl diphosphate
(FPP), geranylgeranyl diphosphate (GGPP), and isopentenyl
diphosphate (IPP) with geranylfarnesyl diphosphate synthase
(GFPPS) and then converted into mixtures of the sesterterpenes
1-7 by the sestermobaraene synthase from Streptomyces
mobaraensis (SmTS1). All 13C-labelled terpene precursors
were made available by synthesis in our laboratory in high
isotopic purity with 13C substitutions of nearly 100% [33-37].
The compound mixtures were subsequently analysed by
GC-MS and the mass spectra of the unlabelled compounds 1-3
and their 25 singly !3C-labelled isotopomers are summarised in

Figures S1-S3 in Supporting Information File 1. Investigations
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on the mass spectrometric fragmentation mechanisms for the
minor products 4-7 of SmTS1 are not included in this study,
because in some cases no high quality mass spectra could be
obtained. The mass spectra of the unlabelled compounds show
several pronounced signals for fragment ions (m/z, mass-to-
charge ratio). If a signal in a mass spectrum for a particular 13C-
labelled isotopomer of a compound under investigation is in
comparison to the non-labelled compound clearly increased by
1 Da, this means that the labelled carbon fully contributes to the
fragment ion. Accordingly, if the signal is clearly not shifted,
this means the labelled carbon is not part of the fragment ion.
Also cases in between these clear situations exist, namely if a
signal in the mass spectrum is a result of two or more fragment
ions formed from different parts of the molecule, a labelled car-
bon may or may not contribute to its formation. A quick
overview can be given in a position-specific mass shift analysis
for a fragment ion m/z (PMA,,/,), in which fully contributing
carbons are marked by red dots, partially contributing carbons
by green dots, and carbons that do not contribute remain with-
out a mark (Figures 2—4, vide infra). Because usually multiple
fragmentation reactions lead to the formation of the ions ob-
served in the low molecular weight region, their formation will
not be discussed (an exception is the base peak at m/z = 120 for
all three compounds). The method also finds its limitations for
fragment ions buried within a group of peaks. Such fragment
ions will not be discussed in this work.

Fragmentation mechanisms for

sestermobaraene A (1)

The position-specific mass shift analyses (Figure 2) for several
prominent fragment ions observed in the mass spectrum of
sestermobaraene A (1) are based on a comparison of the mass
spectrum of the unlabelled compound 1 to the mass spectra of
the 25 isotopomers of (13C)-1 (Figure S1, Supporting Informa-
tion File 1). As can be concluded from these analyses, the frag-
ment ions observed at m/z = 312, m/z = 206, and the base peak
at m/z = 120 are formed by a loss of a clearly defined portion of
1, while the fragment ions at m/z = 325 and m/z = 297 arise
through various reactions with losses of different portions of the
molecule that can, however, still be rationalised. For the other
fragment ions in the mass spectrum of 1 the situation is less
clear and their formation will not be discussed here.

The formation of the fragment ion at m/z = 325 requires the loss
of one methyl group for which only C22, C23, C24, and C25,
but not C20 and C21 show a significant participation. The most
prominent loss is observed for C23 in an allylic position of the
double bond in 1. After electron impact ionisation preferential-
ly at the 7-system of the olefinic double bond the radical cation
1°* is obtained from which the methyl group C23 can directly
be lost by an a-cleavage leading to fragment al* (Scheme 1A).

Beilstein J. Org. Chem. 2020, 16, 2807-2819.

PMA2gs

PMA+20

Figure 2: Position-specific mass shift analyses for 1. Carbons that
contribute fully to the formation of a fragment ion are indicated by red
dots, partially contributing carbons are marked by green dots, and
unlabelled carbons do not contribute and are thus cleaved off by the
fragmentation reaction.

However, the radical centred at the bridgehead carbon C11 is
orthogonal to, or in other words, not in conjugation with the
radical cation at C12-13. Therefore, an energetically more
feasible process may be represented by an inductive cleavage
leading to b1°*, a hydrogen rearrangement to ¢1°*, and an
a-cleavage to d1* (Scheme 1B). The formation of the fragment
ion at m/z = 312 proceeds through a highly specific loss of the
C8-9 portion of 1. This is explainable from b1** by a sequence
of two a-cleavages first to el and then to f1°* with a neutral
loss of ethylene (Scheme 1C). The fragment ion at m/z = 297
requires the loss of C3H7 which can be achieved by various
reactions, as indicated by the PMA,g7. This may be realised by
the cleavage of an intact C3Hy unit originating from the iso-
propyl group C20-19-21 or, by involving multiple C—C bond
cleavages and hydrogen rearrangements, from the C25-3-4
portion. Alternatively, a combined loss of the C8-9 moiety and
one methyl group (C22, C23, C24, or C25) is possible which
basically combines the fragmentations of Scheme 1A and
Scheme 1B. The loss of the isopropyl group C20-19-21 can be
achieved by an inductive cleavage of 1'* to g1** followed by an
a-cleavage to h1* (Scheme 1D). Starting from ¢1°*, two
a-cleavages with the extrusion of ethylene can lead to i1** that
upon a third o-fragmentation with loss of the methyl group C23
results in j1* (Scheme 1E). The fragmentation of the C25-3—4
portion can be explained starting from 1°* by a hydrogen rear-

rangement to k1** and a-cleavage to 11°* (Scheme 1F). Another
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Scheme 1: The EIMS fragmentation mechanisms for 1 explaining the formation of the fragment ions at m/z = 325, 312, and 297. Lost carbons are
marked by purple dots.
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hydrogen rearrangement combined with an a-fragmentation
then leads to the allyl cation m1** which may undergo a third
hydrogen rearrangement to n1** and final cleavage of a propyl

group to ol™.

The formation of the fragment ion at m/z = 206 proceeds with
the loss of the portion represented by carbons
C25-3-4-5-6-10(-9-8)-11-23 and can be proposed as shown
in Scheme 2A. After the ionisation to 1°* a hydrogen rearrange-
ment leads to p1°* that further reacts by an inductive ring
opening and a-cleavage to q1°*. Another a-fragmentation to
r1** may be followed by a hydrogen rearrangement to s1°* and
two a-cleavages to t1'*, giving an alternative mechanistic ex-
planation for the fragment ion at m/z = 312 by loss of C8-9.

A)

B)

yi* (miz=122) 217

Beilstein J. Org. Chem. 2020, 16, 2807-2819.

Another the hydrogen rearrangement to ul** sets the stage for a
final a-fragmentation with the neutral loss of o-xylene to v1™*.
The base peak in the mass spectrum of 1 is formed from
carbons C25-3-4-5-6-10(-9)-11-23, which can also be ex-
plained starting from p1°* by three sequential a-cleavages
through w1** to x1°* (Scheme 2B). The inductive cleavage with
hydride migration leads to y1°* representing the minor frag-
ment ion at m/z = 122 that may efficiently lose two hydrogens

to give the conjugated system in z1°*.

Fragmentation mechanisms for

sestermobaraene B (2)
The position-specific mass shift analyses for sestermobaraene B

(2) are based on the mass spectrum of the unlabelled compound

(miz = 120)

Scheme 2: The EIMS fragmentation mechanisms for 1 explaining the formation of fragment ions at m/z = 206 and 120. Lost carbons are marked by

purple dots.
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in comparison to those of its 25 !3C-labelled isotopomers
(Figure S2 in Supporting Information File 1). Clear results
could be obtained for the fragment ions in the high mass region
at m/z = 325, 312, and 297, for the base peak at m/z = 120, and
the prominent fragment ion at m/z = 203. The results of the
analyses are summarised in Figure 3.

PMAoo3

PMA120

Figure 3: Position-specific mass shift analyses for 2. The carbons that
contribute fully to the formation of a fragment ion are indicated by red
dots, partially contributing carbons are marked by green dots, and
unlabelled carbons do not contribute and are thus cleaved off by the
fragmentation reaction.

Similarly to the observations made for 1, also for 2 the forma-
tion of the fragment ion at m/z = 325 by loss of one methyl
group proceeds by the cleavage of C22, C23, C24, or C25,
while the fragmentation of C20 or C21 does not make a signifi-
cant contribution. Notably, even from the olefinic methylene
group C23 a methyl group can be cleaved off, which requires
hydrogen rearrangements prior to the fragmentation. A possible
mechanism starts from 2°* by the hydrogen rearrangement to
a2t and a hydride shift to b2** (Scheme 3A). This hydride
migration is in reverse order compared to a similar step along
the cationic cyclisation cascade during the biosynthesis of 2
(Scheme S1 in Supporting Information File 1). The subsequent
inductive ring opening to ¢2** and a-cleavage of C23 result in
d2*. The losses of the other methyl groups can be understood
more easily, e.g., two a-fragmentations from 2** explain the for-
mation of e2¥ with the loss of C25 (Scheme 3B). The fragment
ion at m/z = 312 arises by the loss of the C8-9 portion through a

Beilstein J. Org. Chem. 2020, 16, 2807-2819.

double o-cleavage from 2**, yielding to £2°* (Scheme 3C). Also
for compound 2 different mechanisms for the formation of the
fragment ion at m/z = 297 are observed, including the loss of the
isopropyl group C20-19-21 or the loss of C8-9 and one methyl
group. The cleavage of the isopropyl group is possible from
¢2** by an inductive ring opening to g2** and a-fragmentation
to h2* (Scheme 3D). Alternatively, ¢2°* can react by two
a-cleavages leading to i2** with a neutral loss of ethylene, fol-
lowed by another a-cleavage of C23 to j2* (Scheme 3E). The
fragment ion at m/z = 297 can also be rationalised from £2°* by
two a-fragmentations with the loss of C25 to result in k2*
(Scheme 3F).

The position-specific mass shift analysis for m/z = 203
indicates the formation of this fragment ion by two overlaid
mechanisms that both involve the loss of
C14-15(-22)-16-17-18-19(-21)-20 plus either C13 or C1. A
mechanistic model for the first case with loss of C13 starts from
2'* by a hydrogen rearrangement to 12°* and an a-fragmenta-
tion to m2"*, followed by another hydrogen transfer to n2** and
a-cleavage to 02* (Scheme 4A). The second possibility with the
loss of C1 is explainable from 12°* by a hydrogen migration to
p2'* and an a-fragmentation to q2°*, followed by two more
a-fragmentations to r2** (Scheme 4B). A final a-cleavage then
yields the target ion s2*. The generation of the base peak ion at
m/z = 120 from the C25-3—4-5-6-10(-9)-11-23 moiety of 2 is
more difficult to understand, as it must proceed with four C-C
bond cleavages. Interestingly, for 2 the base peak is made up
from the same portion of the molecule as for 1, but while 1 has
a bond between C3 and C11, this bond is missing in 2 that has a
bond between C2 and C12 instead. For 1 the base peak was
nicely explainable by the formation of an ionised aromatic ring
system. In the first instance, it seems difficult to parallel this for
2, but if for the first steps after ionisation to 2°* a skeletal rear-
rangement to t2°* and a hydrogen transfer to u2** are assumed,
the parallelism of the fragmentation mechanisms becomes more
obvious (Scheme 4C). Subsequent steps may include an induc-
tive ring opening to v2°*, another hydrogen rearrangement to
w2t and two a-cleavages to x2°*. Another hydrogen rear-
rangement and elimination of two hydrogen atoms lead to y2**
which is identical to z1°* in the fragmentation mechanism for
the base peak ion of 1.

Fragmentation mechanisms for

sestermobaraene C (3)

For sestermobaraene C (3) the position-specific mass shift
analyses based on the mass spectra of the unlabelled versus all
25 isotopomers of the singly 3C-labelled material (Figure S3 in
Supporting Information File 1) also gave unambiguous results
for the fragment ions at m/z = 325, 312, 297, 206, and the base
peak at m/z = 120 (Figure 4), which is similar to the correspond-
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A)
i
B)
C)
D)
E)
2™ j2* (miz=297)

F)

2%

_CHs,

—+ +
27 (miz=312) k2" (miz = 297)

Scheme 3: The EIMS fragmentation mechanisms for 2 explaining the formation of the fragment ions at m/z = 325, 312, and 297. Lost carbons are
marked by purple dots.

ing analyses for 1 and 2 not only in the nominal masses of the  above can lead to their formation. One notable difference is ob-
fragment ions, but also in terms of the portions of the carbon  served for the fragment ions at m/z = 312 and 297 that are
skeletons these fragments arise from. Thus, it can be expected formed with a partial loss of C11-23, which was not observed

that similar fragmentation reactions as discussed for 1 and 2  for compounds 1 and 2.
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Beilstein J. Org. Chem. 2020, 16, 2807-2819.

™
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s2 (m/z=203)
H i
2xaq ™
-H,

x2" (miz = 122)

Scheme 4: The EIMS fragmentation mechanisms for 2 explaining the formation of the fragment ions at m/z = 203 and 120. Lost carbons are marked

by purple dots.

The formation of the fragment ion at m/z = 325 proceeds with
cleavage of C22, C23, C24, or C25, as observed before for
compounds 1 and 2. Especially noteworthy is the cleavage of
the methylene carbon C25, which is explainable from 3** by a

hydrogen rearrangement to a3"*, followed by a hydride shift to
b3"* and an a-fragmentation to ¢3* (Scheme 5A). The alterna-
tive loss of C22 is possible from 3'* by two sequential a-cleav-
ages via d3°* to e3* (Scheme 5B). The fragment ion at
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PMA06s

PMA 129

Figure 4: The position-specific mass shift analyses for 3. Carbons that
contribute fully to the formation of a fragment ion are indicated by red
dots, partially contributing carbons are marked by green dot, and unla-
belled carbons do not contribute and are thus cleaved off by the frag-
mentation reaction.

m/z = 312 involves the loss of either the C8-9 or the C11-23
portion. The first case can be understood starting from b3"* by
two inductive cleavages with the neutral loss of ethylene to £3**
and then g3'* (Scheme 5C), while the second case may start
from a3t by an a-cleavage with hydrogen rearrangement to
h3°* and another subsequent a-fragmentation to i3°*
(Scheme 5D). Similar to the observations for compounds 1 and
2, the fragment ion at m/z = 297 of 3 is generated by the loss of
C8-9 and one methyl group or of the isopropyl group
C20-19-21. In addition, the combined loss of C11-23 and one
methyl group also contributes to its formation. The possible
mechanistic models include a simple a-fragmentation with the
loss of C25 from g3'* to j3* (Scheme 5E), a sequence of three
a-cleavages from 3" through k3** leading to 13* (Scheme 5F),
and a double a-fragmentation in i3** that explains the forma-
tion of m3* (Scheme 5G).

The fragment ion at m/z = 206 arises from the
C25-3-4-5-6-10(-9-8)—11-23 moiety of 3. Its formation
requires multiple bond cleavages and hydrogen transfers and is
thus a multistep process (Scheme 6A). Starting from 3°*, a
hydride shift to n3"* and skeletal rearrangement lead to 03°*. A
subsequent hydrogen rearrangement of this primary radical

yields the tertiary radical p3°* that can undergo an a-fragmenta-

Beilstein J. Org. Chem. 2020, 16, 2807-2819.

tion to q3°*, followed by hydrogen rearrangement to r3°*,
setting the stage for the next a-cleavage to s3'*. The same
principle can explain the last bond cleavage: A hydride shift
to t3°* adjusts the reactivity for the a-fragmentation to u3**.
Notably, the intermediate q3°* is also a good starting point to
explain the formation of the base peak ion at m/z = 120
(Scheme 6B). The inductive ring opening produces v3** that,
upon a-cleavage with hydrogen rearrangement, leads to w3'*
(m/z = 122). The base peak ion x3"* then results by the loss of
two hydrogens.

Conclusion

In this work we demonstrated that '3C-labellings can effi-
ciently be introduced by terpene synthase catalysed reactions
into each single position of a terpene, which is useful for the
deep investigations on mass spectrometric fragmentation reac-
tions. The present study provides the first example for such in-
vestigations on sesterterpene fragmentations. The applied
method, once the synthetic !3C-labelled oligoprenyl diphos-
phates are at hand, is superior to any other approach for the
introduction of labellings, also because the labelled terpene pre-
cursors can be used for studies on many different terpenes for
which terpene synthases are available. In the present case it is
intriguing to learn that, although the structures of the three in-
vestigated sesterterpenes are different, not only similar frag-
ment ions are observed, but also similar reactions lead to their
formation, which is most prominently observed for the common
base peak ion at m/z = 120 for all three compounds. This means
that the sesterterpenes have a common intrinsic reactivity that is
in the first instance reflected by their joint biosynthesis, but also
by their similar behaviour in the comparably high-energy chem-
istry of mass spectrometric fragmentation reactions. Further
support for the similar reactivity of the investigated compounds
during biosynthesis and mass spectrometric fragmentations is
given by the notable observation of hydride shifts that occur in
both of these processes. However, the three compounds show
also some differences in their mass spectrometric fragmenta-
tion, e.g., for compound 2 a strong fragment ion is observed at
m/z = 203, which is much less relevant for the other two com-
pounds. It should be emphasised that the mechanistic
hypotheses presented in this work are solely based on the
13C-labellings, while specific hydrogen migrations would need
to be followed by deuterium labellings, but in these cases data
interpretation may be hampered by kinetic isotope effects.
Nevertheless, at the current stage it cannot be excluded that
such experiments could demonstrate the need for a refinement
of the fragmentation mechanisms for certain fragment ions
presented here. We will continue our investigations on terpene
fragmentations in EIMS in the future by the strategy applied in
this work to learn more about the underlying reaction mecha-

nisms.
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Scheme 5: The EIMS fragmentation mechanisms for 3 explaining the formation of the fragment ions at m/z = 325, 312, and 297. Lost carbons are
marked by purple dots.
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Beilstein J. Org. Chem. 2020, 16, 2807-2819.

¢
o H
H
H ~H,

w3t (miz=122)

Scheme 6: The EIMS fragmentation mechanisms for 3 explaining the formation of the fragment ion at m/z = 206 and the base peak ion at m/z = 120.

Lost carbons are marked by purple dots.

Experimental

Preparation of 13C-labelled compounds 1-3
and GC-MS analysis

The 25 isotopomers of 30)-1, (13C)-2, and (13C)-3 were pre-
pared enzymatically with SmTS1 from the correspondingly
labelled oligoprenyl diphosphates as reported previously [1].
The compounds were obtained as mixtures that were directly
analysed by GC-MS. The GC-MS analyses were performed
using a 7890A GC connected to a 5977A mass selective

detector (Agilent, Hewlett-Packard Company, Wilmington,
USA). The gas chromatographic separation was done using a
HP5-MS fused silica capillary column (30 m, 0.25 mm i.d.,
0.25 pum film, Agilent). The GC settings were 1) inlet pressure:
77.1 kPa, He 23.3 mL min~!; 2) injector temperature: 250 °C;
3) injection volume: 2 uL; 4) injector operation mode: splitless
(60 s valve time); 5) carrier gas: He at 1.2 mL min~L; 6) temper-
ature program: 5 min at 50 °C, then increasing with a ramp of
5 °C min~! to 320 °C. The MS settings were 1) transfer line:
300 °C; 2) electron energy: 70 eV.
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Supporting Information

Supporting Information File 1

Mass spectra of the unlabelled and '3C-labelled compounds
1-3, and the cyclisation mechanism from GFPP to 1-3 by
SmTS1.

[https://www .beilstein-journals.org/bjoc/content/
supplementary/1860-5397-16-231-S1.pdf]
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Abstract

Secondary metabolites provide Bacillus subtilis with increased competitiveness towards other microorganisms. In particular, nonri-
bosomal peptides (NRPs) have an enormous antimicrobial potential by causing cell lysis, perforation of fungal membranes, en-
zyme inhibition, or disruption of bacterial protein synthesis. This knowledge was primarily acquired in vitro when B. subtilis was
competing with other microbial monocultures. However, our understanding of the true ecological role of these small molecules is
limited. In this study, we have established soil-derived semisynthetic mock communities containing 13 main genera and supple-
mented them with B. subtilis P5_B1 WT, the NRP-deficient strain sfp, or single-NRP mutants incapable of producing surfactin,
plipastatin, or bacillaene. Through 16S amplicon sequencing, it was revealed that the invasion of NRP-producing B. subtilis strains
had no major impact on the bacterial communities. Still, the abundance of the two genera Lysinibacillus and Viridibacillus was
reduced. Interestingly, this effect was diminished in communities supplemented with the NRP-deficient strain. Growth profiling of
Lysinibacillus fusiformis M5 exposed to either spent media of the B. subtilis strains or pure surfactin indicated the sensitivity of this
strain towards the biosurfactant surfactin. Our study provides a more in-depth insight into the influence of B. subtilis NRPs on

semisynthetic bacterial communities and helps to understand their ecological role.

Introduction
In nature, bacteria live in complex communities where they agriculture, from which the latter is primarily mediated due to
interact with various other microorganisms. Most microbial  plant-growth promotion [1-4]. Extensive research has been con-

communities are influencing biochemical cycles and impact ducted in the last decade to scrutinise the occurring natural pro-
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cesses and their impact on the environment, to investigate the
functions and interactions of community members, such as
metabolite cross-feeding interactions, and to eventually engi-
neer them [5-7]. The soil is one of the five main habitats of
bacteria and archaea [8]. Soil is very heterogeneous since it ex-
hibits spatial variability in terms of nutrient availability and
geochemical features [9]. Therefore, soil consists of microbial
hotspots, indicating faster process rates than the average soil
[10]. One such microbial hotspot is the rhizosphere, harbouring
microbial communities where various interactions between
bacteria, fungi, and plants take place [11]. The composition of
microbial communities depends on multiple factors. Studies
have revealed that the composition of bacterial soil communi-
ties varies at the same sampling site during different seasons
[12,13]. Moreover, it has been recently demonstrated that
precipitation rates have a significant impact on bacterial
communities since bacterial soil communities have a higher
diversity in dry than in rainy seasons [14]. Besides the seasonal
factors, even different plant species with varying root exudates
as well as various soil types impact the microbial community
composition in the rhizosphere [15-20]. Microbial communities
can consist of hundreds and thousands of diverse species, which
makes investigations very challenging and hard to reproduce.
One alternative approach is to establish a host-associated syn-
thetic community, usually with members of the same kingdom,
with a defined composition but fewer members [19,21]. Lebeis
et al. used an artificial community of 38 bacterial strains to
demonstrate that plant phytohormones sculpt the root micro-
biome [19]. In comparison, Niu et al. established a seven-
species bacterial community based on host selection to mimic
the principle root microbiome of maize [22].

Secondary metabolites (SMs) are believed to be important
mediators of the interactions between microorganisms [23].
Many of them are well-studied in vitro, but the true ecological
role of SMs is still the subject of investigations. Different opin-
ions about their primary role in nature exist in the literature;
some share the view that SMs are mainly microbial weapons
but others instead designate them as signalling molecules [24-
27]. Additionally, Pettit [28] and Wakefield et al. [29] have
demonstrated in 2009 and 2017, respectively, that some bacteri-
al or fungal biosynthetic gene clusters are silent when strains
are grown in monocultures under standard laboratory condi-
tions but are expressed in intra- or interkingdom co- or multi-
cultures. Furthermore, they could show that some SMs had a
higher production rate in multicultures, highlighting that neigh-
bouring organisms induce and increase the SM production in
the tested strains.

Bacillus subtilis is a well-studied soil bacterium and is used as a

model organism for biofilm formation and sporulation [30]. It

Beilstein J. Org. Chem. 2020, 16, 2983-2998.

has been shown that several members of the B. subtilis species
complex have exceptional plant growth promoting and plant
health improving properties by suppressing plant pathogenic
bacteria and fungi [31]. However, it is not completely under-
stood how soil-administered Bacillus spp. affect the indigenous
microbial communities. Gadhave et al. have shown that the
supplementation of B. subtilis, Bacillus amyloliquefaciens (now
identified as Bacillus velezensis), and Bacillus cereus to the
roots of broccoli plants led to species-dependent changes in the
diversity, evenness, and relative abundances of endophytic bac-
terial communities [32]. Like many other soil bacteria,
B. subtilis and other Bacillus spp. produce various SMs [33,34].
The most prominent and bioactive SMs are nonribosomal
peptides (NRPs), of which isoforms belong to the families of
surfactins, fengycins, or iturins [35,36] (Figure 1). They are
biosynthesised by large enzyme complexes, nonribosomal
peptide synthetases (NRPSs). For the biosynthesis of B. subtilis
NRPs, the phosphopantetheinyl transferase Sfp is needed since
it has been shown to activate the peptidyl carrier protein
domains, converting it from the inactive apo-form to the active
holo-form [37]. B. subtilis has four sfp-dependent SMs, of
which three are synthesised by NRPS gene clusters (surfactin,
plipastatin, and bacillibactin) and one by a hybrid NRPS-PKS
gene cluster (bacillaene, Figure 1). The well-studied biosurfac-
tant surfactin, encoded by the srfAA-AD gene cluster, reduces
the surface tension needed for swarming and sliding motility
[38,39]. The surfactin bioactivity is specifically evoked by the
surfactant activity triggering cell lysis due to penetration of the
bacterial lipid bilayer membranes and the formation of ion-con-
ducting channels [40-42]. The bioactivity of surfactin was
shown against Listeria spp. and Legionella monocytogenes
[43,44]. It is presumed that the antifungal plipastatin, expressed
from the ppsA-E gene cluster, acts as an inhibitor of phospholi-
pase A2, forming pores in the fungal membrane and causing
morphological changes in the fungal membrane and cell wall
[45,46]. This antifungal potential was demonstrated primarily
against various filamentous fungi [47-51]. The broad-spectrum
antibiotic bacillaene, synthesised by the pksB-S gene cluster, is
mainly targeting bacterial protein synthesis [52]. Still, it was
also shown that it could protect cells and spores from predation
[53]. We recently demonstrated that the production of these
NRPs varies among coisolated B. subtilis environmental strains
due to missing core genes or potentially altered gene regulation,
highlighting the existing natural diversity of SM production in
this species [51].

In this study, we focus on soil-derived semisynthetic bacterial
mock communities and describe how these are affected by a
B. subtilis strain that was previously isolated from the same
sampling site from which the bacterial mock communities origi-

nated. With an NRP-mutant-based approach, we investigated
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Figure 1: Overview of the NRPs surfactin, plipastatin, bacillibactin, and iturin as well as the hybrid NRP-PK bacillaene produced by Bacilli.

the impact of NRPs on the establishment and composition of the
bacterial communities. We previously demonstrated that the
strain P5_B1 produces the NRPs surfactin and plipastatin and
has further BGC predictions for the NRPs bacillaene and bacil-
libactin [51]. It was revealed by 16S rRNA amplicon
sequencing that the established semisynthetic mock communi-
ties contained 13 genera with a relative abundance of >0.19% in
at least one mock community. Furthermore, it was demon-
strated that the addition of B. subtilis suppressed the genera
Lysinibacillus and Viridibacillus. Additional optical density
(OD)-based growth monitoring of the selected strain Lysini-

bacillus fusiformis M5 confirmed the impact of B. subtilis-pro-
duced surfactin on the growth.

Results
Impact of B. subtilis secondary metabolites
on taxonomic groups in semisynthetic mock

communities

We established soil-derived semisynthetic mock communities
and supplemented them with B. subtilis WT P5_BI1, the corre-
sponding NRP-deficient strain sfp, or the single-NRP mutants
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srfAC, AppsC, and ApksL, respectively, incapable of producing
either surfactin, plipastatin, or bacillaene, and kept the untreated
culture as a control (Figure 2). To investigate the impact of
B. subtilis NRPs on the bacterial community composition, we
sequenced and analysed amplicons of the V3-V4 region of the

Beilstein J. Org. Chem. 2020, 16, 2983-2998.

16S rRNA gene. The taxonomic summaries give an overview
on the relative abundance of the most frequent genera present in
each assay and replicate (Figure 3). We investigated the taxo-
nomic level genus since we could not observe any differences

among the treated and untreated communities at the class level

- Soil Inoculation Pre-incubated Addition of Mock communities
ol suspension of soil bacteria mock communities 10 % B. subtilis co-cultivated +/- B. subtilis
A -
@ (€5) Vovovoe Vovovoe
A |
—> ) —> —
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DNA extraction

Pre-incubation at
21-23°Cfor12 h
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Incubation at
21-23°Cfor 48 h

Figure 2: Overview of the experimental setup. A soil suspension, obtained from a soil sample, was used as an inoculum for four independent repli-
cates and preincubated for 12 h. Enriched precultures were aliquoted and supplemented with 10% B. subtilis strains or left untreated and incubated
for 48 h. DNA was extracted from the soil sample, preincubated soil suspensions, and mock communities. Parts of this figure were created using

BioRender.com.
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Figure 3: The taxonomic summaries are showing the relative abundance of the most abundant genera for each replicate of the soil sample (“soil”),

12 h preincubated soil suspensions (“Pre”), and untreated (“Control”) or treated mock communities with either B. subtilis wild type (“WT"), the NRP-
deficient strain sfp, the surfactin mutant srfAC, the plipastatin mutant AppsC, or the bacillaene mutant ApksL, cocultivated for 48 h. Genera are classi-
fied as “other” when the relative abundance is <2% (“Soil”), <1% (“Pre”), or <0.19% (in all differently treated mock communities).
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and similar observations between the family and the genus
levels. Moreover, the targeted V3-V4 region of the 16S rRNA
gene does not allow sufficient distinction below this rank.
Unsurprisingly, the two soil samples differed tremendously
from the in vitro samples and indicated a higher genus richness.
We determined that Bacillus was the most abundant genus in
the two soil samples, with a relative proportion between 19%
and 35%. Other genera with an abundance higher than 2% were
Sporosarcina (4-11%), Candidatus Udaeobacter (7-10%), and
Gaiella (3-4%). The communities of the 12 h precultivated soil
suspension consisted primarily of the two genera Bacillus
(56-65%) and Acinetobacter (29-34%). Additional genera with
an abundance higher than 1% were Lysinibacillus (1.2-3.2%),
Pseudomonas (1.0-2.2%), and Viridibacillus (0.6—1.5%). The
genus richness of the four precultured soil suspensions was be-
tween 12 and 18 of the total 21 genera.

Diversity analyses were performed to determine the overall
impact of the NRPs on the diversity of the bacterial mock
communities. The read numbers varied among the different
samples (Table S3, Supporting Information File 1), but we had
to exclude the sample “Soil 1” from the analysis since it had the
lowest read number, and the rarefaction curve was not reaching
a clear asymptote (Figure S1, Supporting Information File 1).
The alpha diversity revealed that the mock communities coculti-
vated for 48 h had Shannon indexes between 2.7 and 3.3, and
thus a similar genus richness and evenness (Figure 4A). Howev-

er, it also highlighted that the precultivated communities had the
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lowest Shannon indexes between 1.8 and 2.1. Consequently,
these communities have a lower species evenness and are there-
fore dominated by fewer species. The soil sample had the
highest Shannon index (6.3), which highlights that the richness
and evenness are expectedly larger than in the in vitro commu-
nities. The alpha diversity of the soil sample and preincubated
soil suspensions differed from the mock communities, but we

could not see differences between the mock communities.

Therefore, we determined the beta diversity only for the treated
and untreated mock communities cocultivated for 48 h. The
analysis underlined a high similarity in the composition of the
mock communities treated with B subtilis strains (Figure 4B).
However, the control mock communities separated from the
majority of the treated communities along the nonmetric multi-
dimensional scaling 1 (nMDS1) axis. Interestingly, two repli-
cates of the sfp-treated communities had a low Bray—Curtis
dissimilarity to the control communities, emphasising a high
similarity to the untreated control communities. In contrast, the
communities supplemented with NRP-producing B. subtilis
strains clustered together and indicated a lower dissimilarity to
each other than to the control communities. Notably, the
communities treated with the s7fAC mutant had a higher disper-
sion, likely owing to a low number of reads in two of the repli-
cates. We fitted the most correlating (R% > 0.6) amplicon se-
quence variants (ASVs) to the nMDS ordination and plotted
them as vectors to investigate the differences between the mock

communities. The analysis indicated that three ASVs, taxonom-

O Pseudomonas
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©
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Figure 4: Diversity analyses of the soil sample (“Soil”), 12 h preincubated soil suspensions (“Pre”), and untreated (“Control”) or treated mock commu-
nities with either B. subtilis wild type (“WT”), the NRP-deficient strain sfp, the surfactin mutant srfAC, the plipastatin mutant AppsC, or the bacillaene
mutant ApksL, cocultivated for 48 h. A) Alpha diversity (in Shannon) of the different samples. Each point represents a replicate, while the line indi-
cates the mean of the Shannon diversity indexes. B) Beta diversity of the mock communities calculated with the Bray—Curtis dissimilarity and visu-
alised as circles in a nMDS. The vectors, each labelled with the corresponding genus, represent the ASVs, with the highest correlating with the nMDS

ordination. The vector lengths are proportional to the level of correlation.
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ically assigned to the genera Lysinibacillus, Acinetobacter, and
Viridibacillus, correlated with the control and two sfp-treated
communities. This observation suggests that the absence of
NRP-producing B. subtilis resulted in an increased abundance
of these. Furthermore, two ASVs of the genus Acinetobacter
correlated best with the communities supplemented with the
NRP-producing B. subtilis strains, hinting a higher frequency of
these in NRP-treated communities. Additionally, three
ASVs, identified as Pseudomonas, Citrobacter, and Sphingo-
bacterium, correlated with two communities treated with the
surfactin mutant. A similar but smaller correlation with two
bacillaene mutant-treated communities was detectable as well.
These results imply a negative impact of either surfactin or
bacillaene on the four ASVs. Interestingly, the vector-based
analysis suggests that, depending on the ASVs, the genus
Acinetobacter is both positively and negatively affected by the
NRPs.

In conclusion, the alpha diversity analyses revealed that species
richness and evenness were reduced in the in vitro communities
compared to the soil community. Furthermore, 12 h preincu-
bated soil suspensions showed a reduced diversity compared to
the mock communities incubated for 48 h. Nevertheless, we
could not detect an effect of the supplemented B. subtilis strains
on the diversity. However, the beta diversity results suggested
that the addition of NRP-producing B. subtilis strains influ-
enced the composition of the mock communities. Mainly ASVs
belonging to the genera Lysinibacillus, Viridibacillus, and
Acinetobacter were affected by the presence or absence of
B. subtilis NRPs in the bacterial mock communities.
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The diversity, in particular the species evenness, increased inde-
pendently of the treatment in all established mock communities,
compared to the precultivated soil suspensions and contained
11-18 genera (Figure 3). The most abundant genera, having a
proportion greater than 0.19% in at least one B. subtilis-treated
or untreated mock community were Acinetobacter, Lysini-
bacillus, Pseudomonas, Chryseobacterium, Bacillus, Sphingo-
bacterium, Stenotrophomonas, Paenibacillus, Citrobacter,
Serratia, Achromobacter, Viridibacillus, and Pantoea. Note-
worthy, the prevalence of the Bacillus genus was comparable in
the B. subtilis-treated communities (4-9%) and the control
(5-10%). In the latter, the present Bacillus ssp. originated only
from the soil suspension, highlighting that the additional
supplementation of B. subtilis did not affect the relative abun-
dance of the genus Bacillus after 48 h cocultivation. Interest-
ingly, the only genera detected in both the in vitro mock
communities and the soil samples were Bacillus, Lysinibacillus,
and Paenibacillus. The remaining most abundant genera in the
mock communities were below the detection limit.

The comparison of the abundance ratios between the control
communities and B. subtilis WT-treated communities revealed
that Lysinibacillus and Viridibacillus were significantly de-
creased 9.4-fold (P <0.001) and 8.3-fold (P < 0.01), respective-
ly, in the communities supplemented with B. subtilis WT
(Figure 5A). None of the other genera was affected by the addi-
tion of this strain. In comparison, we could only detect a 1.8-
fold significant reduction (P < 0.05) of Lysinibacillus in the sfp-
treated communities compared to the untreated communities,

and thus a greatly diminished effect compared to the
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Figure 5: Abundance ratios for each genus and replicate (points) in the control community compared to the WT-treated (A) and to the sfp-treated
community (B). Red-box plots highlight the statistical significance, which is defined as P < 0.05 (*), P < 0.01 (**), and P < 0.001 (***).
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WT-treated samples was evident (Figure 5B). Also, we could
not observe a significant reduction of Viridibacillus, but besides
Lysinibacillus, also Stenotrophomonas was 1.7-fold (P < 0.05)
significantly reduced in these communities. The direct compari-
son of WT- and sfp-treated communities confirmed the NRP-
dependent suppression of both Lysinibacillus and Viridibacillus
in the WT-treated communities and the suppression of
Stenotrophomonas in the sfp-treated communities (Figure S2,

Supporting Information File 1).

Concentrating on Lysinibacillus, the highest abundance of this
genus was discernible in the control assays (13.9%), which was
significantly different compared to all other B. subtilis-treated
assays (Figure 6). However, when B. subtilis P5_B1 WT was
added to the mock communities, a significant decrease
(P £0.001) of Lysinibacillus (1.2%) compared to the control
communities was discovered. Furthermore, when we added the
NRP-deficient strain sfp, we could notice a significantly higher
abundance of Lysinibacillus (8.6%) compared to the WT-treated
communities (P < 0.001) but still a significantly lower preva-
lence compared to the control communities (P < 0.05). Com-
pared to the WT-treated communities, the frequency of Lysini-
bacillus was slightly but not significantly higher in the commu-
nities treated with the single-NRP mutants srfAC (2.0%) and
AppsC (3.3%). The abundance of Lysinibacillus in the assays
containing the ApksL strain (5.3%) was significantly higher
(P £0.01) than in the WT-treated assays. However, the Lysini-
bacillus abundance in ApksL-treated communities was not sig-
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Figure 6: The relative abundance of Lysinibacillus in the untreated
(“Control”) and treated mock communities with either B. subtilis wild
type (“WT”), the NRP-deficient strain sfp, the surfactin mutant srfAC,
the plipastatin mutant AppsC, or the bacillaene mutant ApksL, coculti-
vated for 48 h. The points represent the abundance in each replicate.
Treatments with different letters are significantly different (P < 0.05).
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nificantly different from the AppsC- or sfp-treated communities.
In summary, Lysinibacillus was affected by the addition of
B. subtilis independent of the NRPs, but when B. subtilis strains
capable of producing them were present, the impact on Lysini-
bacillus was enhanced. Furthermore, the results indicate that
bacillaene had the strongest and surfactin the weakest effect on
Lysinibacillus in the mock communities.

The second genus affected by the addition of B. subtilis was
Viridibacillus, which had a very low abundance in the control
mock communities (0.49%) compared to Lysinibacillus (Figure
S3, Supporting Information File 1). However, when B. subtilis
WT was added to the community, Viridibacillus indicated a sig-
nificantly lower (P < 0.01) abundance (0.03%) compared to the
control communities. Notably, in two of the WT-treated
community replicates, Viridibacillus was below the detection
level. Nevertheless, the abundance of this genus in the sfp-
treated communities (0.26%) was statistically not significant in
comparison to the WT and the control communities. Further-
more, the addition of the single-NRP mutants s7fAC, AppsC,
and ApksL resulted in communities with Viridibacillus frequen-
cies similar to the WT-treated communities (0.08%, 0.05%, and
0.00%, respectively). Viridibacillus as well as Lysinibacillus
was affected by the addition of B. subtilis to the communities.
However, no particular NRP could be assigned to the reduced

frequency of Viridibacillus.

Growth properties of L. fusiformis M5

supplemented with B. subtilis spent media

The main finding from the semisynthetic mock community ex-
periment indicated that the genus Lysinibacillus was negatively
affected by the addition of B. subtilis P5S_B1 WT and that NRPs
enhance the suppression. To dissect the direct impact of a par-
ticular NRP in this inhibition, we monitored the growth of
L. fusiformis M5, a previously isolated Lysinibacillus species
[54], over 24 h when treated with different proportions of spent
media from B. subtilis WT and the corresponding NRP mutants
(Figure 7). When we added 52.80% of spent medium to
L. fusiformis, we observed the fastest entry into the exponential
growth phase in the untreated assay. Interestingly, the addition
of spent medium of either WT, AppsC, or ApksL caused a delay
of entering into this growth phase of approximately 11-13 h in
L. fusiformis compared to the control. Such a strong effect was
not observed when the spent medium of the sfp or srfAC mutant
was added. The addition of these two spent media caused only a
slight delay of the exponential growth phase of L. fusiformis, al-
though spent sfp medium had a lower effect on L. fusiformis
compared to spent s7fAC medium. When 23.00% of spent medi-
um was added, no growth differences could be detected
anymore between the control and the sfp-treated assays in the

exponential growth phase. Furthermore, the effect of spent WT
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Figure 7: Growth curves of L. fusiformis M5 exposed to spent media from 48 h B. subtilis cultures and without treatment (“control”). The spent medi-
um concentration of 10.02% to 52.80%, acquired with a serial dilution, indicates the proportion of spent medium from the total volume. The error bars

represent the standard error. N = 6. ODgg = optical density at 600 nm.

medium seems to be reduced at this concentration, but the spent
media of AppsC and ApksL maintained their growth inhibition
potential. The lowest concentration of a spent medium having
an inhibitory effect was 10.02%. At this concentration, only the
spent media of AppsC and ApksL affected the growth of
L. fusiformis, even though it was weakened compared to using
higher concentrations. Intriguingly, a higher level of aggrega-
tion was observed in the L. fusiformis assays supplemented with
the spent medium of sfp compared to the other assays, which
caused higher and variable OD measurements in the stationary
phase of the growth curves (Figure S4, Supporting Information
File 1). Finally, it was noted that the final cell density was
slightly higher in the assays supplemented with the spent medi-
um compared to the control assays.

These results revealed that B. subtilis-mediated inhibition of
L. fusiformis is NRP-dependent since the spent medium of the
NRP-deficient strain sfp had an only minor impact. Moreover,
we hypothesise that surfactin is responsible for the direct
inhibitory effect on L. fusiformis, as this was the only spent me-
dium of an NRP mutant strain with lowered inhibition com-

pared to spent media of other single NRP mutants.

Impact of surfactin on the growth of
L. fusiformis

To confirm the inhibitory effect of surfactin on L. fusiformis, we
exposed this strain to different concentrations of pure surfactin
dissolved in methanol and monitored its growth over 24 h. The
growth of L. fusiformis was delayed in the exponential growth
phase when surfactin was supplemented in concentrations be-
tween 31.25 pg/mL and 500 ug/mL (Figure 8). At a surfactin
concentration of 500 pg/mL, the cell density in the stationary
phase was lower than the control. At a concentration of
250 pg/mL, the cell density reached a level similar to the
untreated control. However, when surfactin was added in con-
centrations between 125 and 31.25 pg/mL, after an initial
growth delay into the exponential phase, the cell densities in all
treatments exceeded the ones of the control. The highest con-
centration of the solvent methanol of 5% had only a minor in-
hibiting effect on L. fusiformis, whereas lower concentrations of
methanol showed no inhibition (Figure S5, Supporting Informa-
tion File 1). These results suggest that surfactin has growth
inhibitory effects on L. fusiformis, and we hypothesise that it
might act as the key inhibitory B. subtilis NRP under the tested
conditions.
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Discussion

B. subtilis is known to produce a wide range of different SMs
that target a large number of various micro- and macroorgan-
isms [35]. Our study demonstrates that the NRPs produced by
the recently isolated environmental strain of B. subtilis P5_B1
did not strongly impact the overall soil-derived semisynthetic
mock community but reduced the abundance of the genera
Lysinibacillus and Viridibacillus (Figure 9). Moreover, it
reveals that the strain L. fusiformis M5 was directly affected by
the B. subtilis lipopeptide surfactin in a monitored growth ex-
periment.

We studied the bacterial community compositions by
sequencing the two variable regions V3 and V4 of the 16S
rRNA gene. Noteworthy, some limitations of this technique are
well known. In 2014, Poretsky et al. revealed that amplicon
sequencing of the 16S rRNA gene indicates a lower sequence
diversity and substantial differences in the relative abundances
of specific genus-assigned taxa compared to metagenomics
[55]. Moreover, 16S amplicon sequencing of single variable
regions rarely allows sufficient discrimination below the family
or genus level, and therefore intragenus differentiation and
heterogeneity cannot be addressed [55]. Furthermore, the funda-
mental problem is that bacteria harbour various copy numbers
of the 16S rRNA gene in the genomes, which biases quantifica-
tion studies [56]. Alpha diversity analyses based on the
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Shannon estimation revealed that diversity was strongly
reduced in in vitro cultivations. Furthermore, it was disclosed
that the precultured soil suspension had the lowest diversity
index because mainly the genera Bacillus and Acinetobacter
were enriched, which can probably be traced back to different
growth rates among the present species. A substantial shift in
the community compositions was observed between in vivo and
in vitro communities since the majority of the genera present in
the in vitro communities was below the detection limit in the
soil sample. However, during the 12 h precultivation of the soil
suspension, bacteria were exposed to different nutrient avail-
abilities, changed physical conditions, such as the temperature,
a liquid environment, and the loss of the spatial soil structure.
These conditions were most likely selecting for generalist
bacteria capable of proliferating under the given conditions and
independently from other bacteria. During the following 48 h
cocultivation, depletion of the primary nutrient sources and
metabolic cross-feeding further shaped the community
assembly. In 2018, Goldford et al. revealed that the main
sources of metabolic cross-feeding are secreted metabolic by-
products from the community members [57]. They further high-
lighted that bacterial communities stabilised after approxi-
mately eight to nine 48 h cocultivations. In our study, bacterial
communities were only cocultivated once for 48 h, suggesting
that the assembly of the bacterial communities has not yet
reached a stable phase, which explains the differences between

the precultures and cocultivated mock communities.

The Shannon index showed no differences among the estab-
lished and differently treated mock communities, which
primarily consisted of 13 genera. Even though Bacillus was the
most abundant genus in the precultures, further incubation for
48 h resulted in a decreased relative abundance independently if
the respective B. subtilis strains were seeded or the precultures
were untreated. It shows that the initial dominance of Bacillus
could not be maintained at prolonged incubation. The B. subtilis
strains were added at a community assembly phase when
Bacillus was the dominating genus, so that the general genera
distribution was not expected to be influenced extensively.
Nevertheless, after 48 h cocultivation, the final relative abun-
dance of the Bacillus genus was not increased in the communi-
ties treated with B. subtilis when compared to the control. This
observation highlights that the presence or absence of NRPs did
not affect the competitiveness of B. subtilis. However, the 16S
amplicon sequencing did not allow the detection of interactions
and competitions within the Bacillus genus. The composition of
this genus could vary among the differently treated communi-
ties. Nonetheless, the beta diversity analysis indicated a dissimi-
larity between the untreated and treated mock communities.
Besides, two of the communities treated with the sfp mutant

showed the highest similarity to the untreated communities,
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suggesting that the supplementation of the NRP-producing
B. subtilis strains affected the communities. The vectors of
Acinetobacter ASVs had a direction either to NRP-treated or
NRP-untreated communities, indicating that the NRPs influ-
enced species within the same genus differently.

In microbial communities, the amount of interactions and rela-
tions increases with the number of community members. The
established semisynthetic mock communities in this study
contained at least 13 genera with a relative abundance >0.19%.
Therefore, it can be assumed that various interactions between
them occurred. Nevertheless, we could observe statistically sig-
nificant reductions of the two genera, Lysinibacillus and
Viridibacillus, in communities supplemented with the NRP-pro-
ducing B. subtilis wild type strain. In contrast, in communities
supplemented with the NRP-deficient mutant sfp, Lysini-
bacillus was more frequent than in the wild type-treated
communities. This observation indicates that NRPs have a great
impact on suppressing Lysinibacillus. However, further factors
are involved in the suppression since the sfp mutant maintained
a reduction of Lysinibacillus, even though to a weaker extent.
Moreover, no particular NRP could be allocated to the inhibi-
tion of the Lysinibacillus genus in these semisynthetic commu-
nities, but bacillaene displayed the highest impact on the
suppression. An inhibition of Viridibacillus mediated by NRPs
was also observable, but for this genus, bacillaene had the
lowest impact. However, these results must be interpreted with
caution and need further investigations since Viridibacillus was
one of the lowest abundant genera in the mock communities,
and abundance calculations are sensitive to the depth of
sequencing. Besides the suppression of Lysinibacillus and
Viridibacillus, Stenotrophomonas was uniquely suppressed in
the communities supplemented with the sfp mutant but not
when the WT strain was added. This observation might be
evoked by inhibiting other species, which in turn facilitates a

lower inhibition of Stenotrophomonas.

Previous studies revealed that the introduction of SM-produc-
ing bacteria to a bacterial community had no major impact on
the entire composition. The tropodithietic acid-producing
marine bacterium Phaeobacter inhibens did not strongly influ-
ence the microbiome diversity of the oyster Ostrea edulis but
reduced the relative abundance of the orders Vibrionales and
Mycoplasmatales [58]. Similar results were achieved when
B. velezensis FZB42 was successfully applied as a biocontrol
agent to lettuce in soil [59]. The authors could not see a sub-
stantial impact on the rhizosphere bacterial community by the
supplemented biocontrol strain, whereas the sampling time and
additional inoculation of the fungal plant pathogen influenced
the community to a greater extent. Apart from soluble SM, vol-

atile organic compounds (VOCs) are as well capable of
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impacting a microbial community. In 2020, Cosetta et al.
demonstrated that VOCs of cheese rind-associated fungi have
both growth-stimulating and -inhibiting properties on members
of the rind microbiome [60]. The authors could reveal that the
VOC-mediated shift of the bacterial community was caused due
to growth promotion of Vibrio spp. These studies and the results
from the semisynthetic mock community experiment of this
study highlight that the overall impact of SMs on the targeted
microbial communities is low, which suggests that they are no
mass destruction compounds. However, in all communities,
distinct genera or species were suppressed or promoted, empha-
sising the potential of SMs to shape microbial communities.

To investigate if Lysinibacillus is sensitive to any particular
NRP of B. subtilis, we exposed the isolate L. fusiformis M5 to
the spent media of the respective B. subtilis strains and moni-
tored the growth. L. fusiformis MS has been isolated from soil
and demonstrated to impact the biofilm colony development of
B. subtilis [54]. Interestingly, the modulation of the biofilm de-
velopment was mediated by the primary metabolite hypoxan-
thine secreted by L. fusiformis. Of note, the impact of B. subtilis
was not noticed on L. fusiformis in the mixed colony biofilm
communities, possibly due to the use of the NRP-negative
B. subtilis strain 168, which harbours a spontaneous frameshift
mutation in the sfp gene [54]. Testing the impact of the natural
isolate B. subtilis P5_B1 and the corresponding NRP mutant de-
rivatives revealed that the spent media from both the NRP-defi-
cient strain sfp and the surfactin-deficient strain s7fAC had the
lowest impact on the growth of L. fusiformis. In addition, the
spent media of AppsC and ApksL maintained the bioactivity at
low concentrations, whereas the effect of WT was already
strongly reduced at this level of the spent medium. This differ-
ence could occur, on the one hand, due to higher levels of
surfactin in the two mutants compared to the wild type. On the
other hand, the spent medium originated from cultures with an
ODgqg value of 3.0. Cultures with higher ODs were diluted
before the harvesting, and WT cultures exhibited overall the
highest ODs among the strains. Since the NRPs concentration is
not proportional to the final OD due to, e.g., the occurrence of
cell lysis, the spent media might be slightly differently diluted
among the strains. Therefore, minor differences might be
observable in the assays supplemented with highly diluted spent
media. The observation that L. fusiformis displays a slightly
higher cell density when the bacterial spent medium is supple-
mented might be due to the availability of additional nutrients.
Nevertheless, the supernatant and pure compound supplementa-
tion demonstrated that surfactin is a direct suppressor of
L. fusiformis. However, as the spent media of the sfp and srfAC
strains still had a growth inhibition effect, it is plausible that
next to surfactin, further NRPs and even other compounds

might provoke a slight growth suppression of Lysinibacillus.

2993



When L. fusiformis was exposed to surfactin concentrations be-
tween 31.25 and 125 pg/mL, higher final cell densities were
detectable compared to assays treated with higher levels of
surfactin or in the control. Interestingly, in 2020, Arjes et al.
demonstrated that surfactin enhances the availability of oxygen
to B. subtilis by increasing the oxygen diffusivity [61], which
might also positively affect the growth of L. fusiformis.

Experiments with differently treated semisynthetic mock
communities have demonstrated that Lysinibacillus and
Viridibacillus were affected by the addition of an NRPs-produc-
ing B. subtilis strain. Lysinibacillus was least affected in the
mock communities supplemented with the B. subtilis ApksL
strain incapable of producing bacillaene, suggesting that bacil-
laene is the most active compound against this genus. In
contrast, the growth curve experiments showed that
L. fusiformis M5 is most sensitive to surfactin. Importantly, our
analysis does not reveal which Lysinibacillus species were
present in the mock communities, and therefore their sensitivity
might be different from the test species L. fusiformis used.
Moreover, the spent medium was harvested from pure cultures
of B. subtilis grown in an undiluted complex medium, which
might have changed the production of NRPs due to the lacking
impact of the community members and the level of nutrients.
Thus, lower concentrations of the NRPs in the mock communi-
ties might affect Lysinibacillus differently compared to the
monoculture growth experiments supplemented with spent
media. Finally, Lysinibacillus can also be affected indirectly by
B. subtilis NRPs in the mock communities. Bacillaene is de-
scribed as a wide-spectrum antibiotic disrupting the protein syn-
thesis in bacteria [34,52]. The observations suggest that it has
the most substantial impact on specific members of the mock
community, and consequently an indirect effect on Lysini-
bacillus. Nevertheless, the exact mechanisms at play remain to
be deciphered.

Interestingly, the two genera Lysinibacillus and Viridibacillus
of the mock communities are, besides Paenibacillus, the closest
relatives of B. subtilis. The fact that suppression effects are only
observable for these genera could presumably be caused by the
higher overlap in the ecological niches, triggering competition
for the same nutrients. Indeed, a higher phylogenetic and meta-
bolic similarity between bacteria increases the probability of

antagonism [62].

We could not quantify the concentrations of B. subtilis NRPs in
the mock communities since the detection of low concentra-
tions is still under development. However, a better under-
standing of their impact on the mock communities could be
realised by further experiments investigating the effect of

supplemented pure NRP compounds, e.g., surfactin and bacil-
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laene. The impact of antibiotics on algae-associated bacterial
communities was investigated by Geng et al. in 2016, who
revealed a dose-depended influence of pure tropodithietic acid
on the microbiome structure of Nannochloropsis salina [63].
Such pure NRP supplementations in various concentrations
would allow exploring their effects on bacterial community
assembly. Furthermore, in vivo experiments could reveal the
impact of NRPs on microbial communities in complex natural
systems, similar to the study from Chowdhury et al. from 2013
[59]. Noteworthy, our study focused only on NRPs, but addi-
tional SMs, such as bacteriocins, are predicted for B. subtilis
P5_B1 as well [51]. Future investigations should investigate the
impact of both bacteriocins and NRPs on microbial communi-
ties.

Conclusion

In summary, this study demonstrates that nonribosomal peptides
of B. subtilis P5_B1 have only a minor impact on the overall
structure of soil-derived semisynthetic bacterial mock commu-
nities but suppress the genera Lysinibacillus and Viridibacillus
significantly. Furthermore, it highlights the bioactivity of
surfactin against L. fusiformis MS5.

Experimental

Strains, media, and chemicals

All strains used in this study are listed in Table S1, Supporting
Information File 1. For routine growth, bacterial cells were
cultured in tryptic soy broth (TSB, CASO Broth, Sigma-
Aldrich) containing 17 g-L~! casein peptone, 3 g-L~! soy
peptone, 5 g-L ! sodium chloride, 2.5 g-L~! dipotassium hydro-
gen phosphate, and 2.5 g-L™! glucose.

Semisynthetic mock community assay

Semisynthetic soil communities were obtained from the soil of
sampling site P5 (55.788800, 12.558300) [51,64]. 1 g soil was
mixed in a 1:9 ratio with a 0.9% saline solution, vortexed on a
rotary shaker for 15 min, and allowed to sediment for 2 min.
Four independent communities were established by inoculating
10-times diluted TSB (0.1 x TSB) with 1% soil suspension
taken from the middle part of the liquid phase, followed by
incubation at 21-23 °C and 250 rpm for 12 h. Simultaneously,
pregrown B. subtilis P5S_B1 WT and the corresponding NRP
mutant derivatives were inoculated in 0.1 X TSB and incubated
in parallel using the same conditions. After 12 h precultivation,
3 mL aliquots of the soil suspension were transferred into six
glass tubes. One tube was left untreated and functioned as
control, whereas the remaining five were supplemented with
respective B. subtilis strains by adding 10% of the final volume.
The cultures were incubated at 21-23 °C and 250 rpm for 48 h.
DNA was extracted from two replicates of the initial soil sam-

ple, the 12 h precultivated soil suspensions and the
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B. subtilis-treated or untreated mock communities cocultivated
for 48 h.

DNA extraction

Environmental- and semisynthetic-community genomic DNA
was extracted from either 250 mg soil or 250 pL bacterial cul-
ture, respectively, by using the DNeasy PowerSoil Pro Kit

(QIAGEN) and following the manufacturer’s instructions.

Amplification of 16S rRNA hypervariable
regions V3-V4

The V3-V4 region of the 16S rRNA gene was PCR-amplified
from the extracted DNA samples using Fw_V3V4
(5’-CCTACGGGNGGCWGCAG-3’) and Rv_V3V4
(5’-GACTACHVGGGTATCTAATCC-3’) primers that were
tagged with short barcodes with a length of eight nucleotides,
listed in Table S2, Supporting Information File 1. The PCR
reactions contained 10.6 uL DNase-free water, 12.5 uL
TEMPase Hot Start 2x Master Mix, 0.8 puL of each primer
(10 uM), and 0.3 pL of 50 ng/uL. DNA template. The PCR was
performed using the conditions of 95 °C for 15 min, followed
by 30 cycles of 95 °C for 30 s, 62 °C for 30 s, 72 °C for 30 s,
and finally, 72 °C for 5 min. All V3-V4 amplicons were puri-
fied using the NucleoSpin gel and PCR cleanup kit (Macherey-
Nagel) and pooled in equimolar ratios. The amplicon pool was
submitted to Novogene Europe Company Limited (United
Kingdom) for high-throughput sequencing on an Illumina
NovaSeq 6000 platform with 2 million reads (2 x 250 bp
paired-end reads). Raw sequence data is available at NCBI:
PRINA658074.

Sequencing data preprocessing

The multiplexed sequencing data was imported into the QIIME
2 pipeline (version 2020.6) [65,66]. The paired-end sequences
were demultiplexed with the QIIME 2 plugin cutadapt [67]. The
minimum overlap of partial matches between the read and the
barcode sequence was set to 5 nucleotides to reduce random
matches. The QIIME 2 implementation DADA?2 was used to
denoise and merge paired-end reads [68]. In total, 362,475 reads
were assigned to the respective samples with an average of
12,083 reads per sample (range: 751 to 34,802; Table S3, Sup-
porting Information File 1). The 16S rRNA reference se-
quences with a 99% identity criterion obtained from the SILVA
database release 132 were trimmed to the V3-V4 region, bound
by the primer pair used for amplification, and the product length
was limited to 200-500 nucleotides [69]. The taxonomy was
assigned to the sequences in the feature table generated by
DADAZ2 by using the VSEARCH-based consensus taxonomy
classifier [70]. A tree for phylogenetic diversity analyses was
generated with FastTree 2 from the representative sequences
[71-73].
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Relative species abundance and

phylogenetic diversity analyses

QIIME 2 artefacts were imported into the R software (4.0.2)
with the R package qiime2R, and further analyses were
conducted in the R package phyloseq [74-76]. The taxonomy
summaries were achieved by merging ASVs of the same genera
and calculating their relative abundance in each sample. Differ-
ences in the presence of the most abundant genera in the control
communities, in the communities supplemented with B. subtilis
WT as well as in the communities supplemented with B. subtilis
sfp, were investigated by calculating the abundance ratios of the
different treated communities for each replicate. If species
were not detected in some of the replicates, 0 values were
replaced with the lowest detected value of the genus to
avoid infinite values or O values in the ratio calculations.
Rarefaction curves of the samples were calculated and
visualised with the R package ranacapa [77]. Diversity
analyses of the B. subtilis-treated and untreated samples
were performed with ASV counts multiplied by factor 100,000
and transformed into integer proportions. The alpha diversity
was estimated with the Shannon diversity index in the R
package phyloseq [76]. The beta diversity was determined by
dissimilarities among the samples with the Bray—Curtis dis-
tance and visualised in a nMDS with the R package vegan [78].
The correlation of individual ASVs on the overall bacterial
community composition was calculated with the envfit function
with 999 permutations from the R package vegan. The most
correlating (R2 > (0.6) ASVs were added to the nMDS ordina-
tion plot. All graphical visualisations were realised with ggplot2
[79].

Statistical analysis

The statistical significance was determined with the square
roots of the tested values. The normality and equality of the
variances were tested with the Shapiro—Wilk normality test and
the Levene test, respectively. If one of the tests was rejected, the
nonparametric Kruskal-Wallis rank sum test was performed
instead. The statistical significance of pairs was determined
with the Welch two-sample t-test, and the differences among
groups >2 was determined with the one-way analysis of
variance (ANOVA) test and the Tukey HSD test. The
statistical significance was determined with an alpha level
<0.05.

Growth monitoring of L. fusiformis
supplemented with B. subtilis spent media

and pure surfactin

Spent media of B. subtilis strains were harvested from cultures
grown in TSB medium at 37 °C and 250 rpm for 48 h immedi-
ately before the growth experiments. The cultures were adjusted

to ODgqp 3.0 and centrifuged for 4 min at 5,000g. Subsequently,

2995



the supernatants were passed through 0.22 pm filters and stored
at 4 °C. The growth experiments were performed in 96-well mi-
croplates. The wells of the first column were filled with 30 uL
10 x TSB, 30 pL L. fusiformis culture adjusted to ODggg 0.1 in
1 x TSB, and 240 pL of the appropriate spent B. subtilis medi-
um or water (untreated control). 100 puL L. fusiformis culture
adjusted to ODggg 0.01 in 1 X TSB was added to the wells of
the remaining columns. A 1.5-fold serial dilution of the spent
media was performed column-by-column. A surfactin stock
solution was prepared by dissolving 10 mg of surfactin (Sigma-
Aldrich) in 1 mL methanol (MeOH). The wells of the first
column were filled with 170 uL. 1 X TSB, 20 pL L. fusiformis
culture adjusted to ODggg 0.1 in 1 x TSB, and 10 pL surfactin,
10 uL MeOH (solvent control), or 10 uL 1 x TSB (untreated
control). To the wells of the remaining columns, 100 pL
L. fusiformis culture was added adjusted to ODgg 0.01 in
1 x TSB. A 2-fold serial dilution of surfactin or MeOH was per-
formed column-by-column. In both assays, the growth of
L. fusiformis was monitored in a microplate reader (BioTek
Synergy HTX Multi-Mode Microplate Reader). The micro-
plates were incubated at 30 °C with continuous shaking
(548 cpm, 2 mm), and the ODg( was measured in 15 min inter-
vals over 24 h. All graphical visualisations were prepared using
ggplot2 [79].

Supporting Information

Supporting Information File 1

Bacterial strains used in this study, 16S rRNA V3-V4
primer list, number of sequencing reads per sample, and
supporting figures.
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Abstract

The volatiles emitted from six marine Rhodobacteraceae species of the genus Celeribacter were investigated by GC-MS. Besides
several known compounds including dimethyl trisulfide and S-methyl methanethiosulfonate, the sulfur-containing compounds ethyl
(E)-3-(methylsulfanyl)acrylate and 2-(methyldisulfanyl)benzothiazole were identified and their structures were verified by synthe-
sis. Feeding experiments with [methyl-*Hz]methionine, [methyl-'3C]methionine and [3*S]-3-(dimethylsulfonio)propanoate (DMSP)
resulted in the high incorporation into dimethyl trisulfide and S-methyl methanethiosulfonate, and revealed the origin of the methyl-
sulfanyl group of 2-(methyldisulfanyl)benzothiazole from methionine or DMSP, while the biosynthetic origin of the benzothiazol-
2-ylsulfanyl portion could not be traced. The heterocyclic moiety of this compound is likely of anthropogenic origin, because
2-mercaptobenzothiazole is used in the sulfur vulcanization of rubber. Also in none of the feeding experiments incorporation into
ethyl (E)-3-(methylsulfanyl)acrylate could be observed, questioning its bacterial origin. Our results demonstrate that the
Celeribacter strains are capable of methionine and DMSP degradation to widespread sulfur volatiles, but the analysis of trace com-
pounds in natural samples must be taken with care.

Introduction

Bacteria from the roseobacter group belong to the most abun-
dant microbial species in marine ecosystems [1,2]. They are
present from polar to tropical regions, in marine sediments, in
estuarine and open ocean environments in different pelagic
zones ranging from surface waters to depths of >2,000 m [3,4].

Some species are associated with other marine organisms, e.g.,

Thalassococcus halodurans DSM 26915T has been isolated
from the marine sponge Halichondria panicea [5], and
Phaeobacter gallaeciensis DSM 266407 is an isolate from the
scallop Pecten maximus [6]. Important interactions are also ob-
served between bacteria from the roseobacter group and various

types of marine algae, e.g., the first described organisms
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Roseobacter litoralis DSM 69967 and R. denitrificans DSM
7001T were obtained from seaweed [7], while Dinoroseobacter
shibae DSM 16493 and Marinovum algicola DSM 102517 are
both isolates from the dinoflagellate Prorocentrum lima [8,9].
Especially in algal blooms bacteria of the roseobacter group are
highly abundant [10], and here they belong to the main players
involved in the enzymatic degradation of the algal sulfur
metabolite 3-(dimethylsulfonio)propanoate (DMSP, Scheme 1)
[11]. Its catabolism leads either through the demethylation path-
way by action of the enzymes DmdABCD to methanethiol
(MeSH, Scheme 1A) [12] or through lysis by DddD [13] or
hydrolytic cleavage by one of the known DMSP lyases (DddW
[14], DddP [15], DddQ [16], DddL [17], DddY [18] or DddK
[19]) to dimethyl sulfide (DMS, Scheme 1B).

It has already been pointed out in the 1970s and 1980s that
atmospheric DMS is important for the global sulfur cycle [20]
and influences the climate on Earth, known as CLAW hypoth-

Beilstein J. Org. Chem. 2021, 17, 420-430.

esis according to the authors’ initials (Carlson, Lovelock,
Andreae, Warren) [21], which underpins the relevance of this
algal-bacterial interaction. Isotopic labeling experiments
demonstrated that also in laboratory cultures roseobacter group
bacteria efficiently degrade DMSP into sulfur volatiles [22,23],
but also from other sulfur sources including 2,3-dihydroxy-
propane-1-sulfonic acid (DHPS, Scheme 1C) labeling was effi-
ciently incorporated into sulfur volatiles [24,25]. Notably,
DHPS is produced in large quantities by the marine diatom
Thalassiosira pseudonana [26], and diatoms from this genus
live in symbiotic relationship with bacteria of the roseobacter
group [27]. Another interesting aspect of sulfur metabolism in
marine bacteria from the roseobacter group is the production of
the sulfur-containing antibiotic tropodithietic acid (TDA) in
Phaeobacter piscinae DSM 1035097 [28], a compound that is
in equilibrium with its tautomer thiotropocin [29] that was first
described from Pseudomonas sp. CB-104 [30]. Its biosynthesis
depends on the clustered fda genes [31] and has been studied by

A) HSCoA  AMP
FHs Me-FH, ATP PP 0 FAD FADH,
DmdA DmdB DmdC
DMSP
™~ /\)I\SCOA bmdD S‘) SCoA ; K/U\SCOA ’; \

B)

o) DddD +/\)Ok
HO/\)J\OH ¥ s 0

DMS

C) o O OH O
HO™ " SOgH S 0
OH S
'S
s s

DHPS TDA

MeSH

Dddw
DddP
DddQ
DddL
DddY
DddK

DMS

roseobacticide A

thiotropocin

Scheme 1: Sulfur metabolism in bacteria from the roseobacter group. A) DMSP demethylation by DmdABCD, B) DMSP hydrolysis by DddP and lysis
by DddW, DddP, DddQ, DddL, DddY or DddK, and C) structures of DHPS and sulfur-containing secondary metabolites.
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feeding experiments with labeled precursors to the wildtype and
gene knockout strains of P. inhibens DSM 173957, demon-
strating the formation of TDA from phenylalanine through
phenylacetyl-CoA and the phenylacetyl-CoA catabolon [32,33].
These experiments also led to a suggestion for the mechanism
for sulfur incorporation, but further research is required for a
deep understanding of TDA biosynthesis. Besides its function
as an antibiotic, TDA acts as a signaling molecule, similar to
N-acylhomoserine lactones, at concentrations 100 times lower
than required for a significant antibiotic activity [34]. The bio-
synthesis of tropone [35] and of the algicidal sulfur-containing
roseobacticides [36] are most likely connected to the TDA path-
way. Interestingly, in the interaction with marine algae
P. inhibens can change its lifestyle from a symbiotic relation-
ship during which the antibiotic TDA and growth stimulants are
produced to a pathogenic interaction promoted by lignin degra-
dation products in fading algal blooms that induce roseobacti-
cide biosynthesis [36]. All these examples demonstrate the
importance of sulfur metabolism for marine bacteria from the
roseobacter group. Here we report on the volatiles emitted by
six Celeribacter species with a special focus on sulfur volatiles.
The results from feeding studies with labeled precursors demon-
strate that the Celeribacter strains can form sulfur volatiles
from methionine and DMSP, but also showed that some of the
detected sulfur compounds are not or only partly of bacterial

origin.

Results and Discussion

Headspace analysis

The volatiles released by six marine Celeribacter type strains,
including C. marinus DSM 1000367, C. neptunius DSM
264717, C. manganoxidans DSM 275417, C. baekdonensis
DSM 27375, C. halophilus DSM 262707 and C. indicus DSM
27257T, were collected through a closed-loop stripping appa-
ratus (CLSA) on charcoal [37]. After extraction with dichloro-
methane the obtained extracts were analyzed by GC-MS
(Figure 1). The compounds were identified by the comparison
of the recorded EI mass spectra to library spectra and of reten-
tion indices [38] to tabulated literature data (Table 1), or by a
direct comparison to authentic standards. The structures of the
identified compounds are shown in Figure 2.

While the headspace extracts from C. marinus, C. neptunius and
C. manganoxidans were particularly rich, the extracts from
C. baekdonensis, C. halophilus and C. indicus contained fewer
compounds. Most of the observed volatiles are well known
[56,57] and were thus readily identified from their mass spectra
and retention indices. Pyrazines including methylpyrazine (1),
2,5-dimethylpyrazine (2) and trimethylpyrazine (3) were
present in the extracts from all six strains. Notably, also several

a-hydroxyketones that have been described as biosynthetic pre-
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cursors to pyrazines [40], represented by 3-hydroxypentan-2-
one (4), 2-hydroxypentan-3-one (5) and 2-hydroxyhexan-3-one
(6), were observed in some of the investigated strains. A series
of aldehydes ranging from hexanal (7) to tetradecanal (13) was
found in strain specific patterns, with all identified compounds
present in the bouquet from C. manganoxidans. A similar series
of y-lactones spanning from pentan-4-olide (14) to dodecan-4-
olide (20), in addition to 3-methylbutan-4-olide (21) and
4-methylhex-5-en-4-olide (22), was detected in strain-specific
patterns, with almost all of these compounds present in
C. marinus; only C. halophilus did not emit lactones. Furans
included furan-2-ylmethanol (23), furfural (24), and 2-acetyl-
furan (25). Cyclohexanol (26) was observed only once in
C. marinus, and aromatic compounds included benzyl alcohol
(27), benzaldehyde (28) and salicylaldehyde (29), aceto-
phenone (30) and o-aminoacetophenone (31), 2-phenylethanol
(32), and phenylacetone (33). 6-Methylhept-5-en-2-one (34)
was detected in all strains, while its saturated analog 6-methyl-
heptan-2-one (35) was only emitted by C. baekdonensis and
geranylacetone (36) only by the three productive species
C. marinus, C. neptunius, and C. manganoxidans. Compounds
34 and 36 have been described as non-enzymatic degradation
products arising from the side chain in menaquinones [58].
Sulfur-containing compounds included dimethyl trisulfide (37),
released by all six species, S-methyl methanethiosulfonate (38),
2-acetylthiazole (39), and benzothiazole (40), the latter also in
the extracts from all six strains. In addition, the extracts from
the three species C. marinus, C. neptunius and C. baekdonensis
contained an additional volatile (41) whose mass spectrum
(Figure 3A) was not included in our libraries. Furthermore,
ethyl 3-(methylsulfanyl)acrylate (42) was found in C. marinus
and C. manganoxidans, but the measured retention index
(I = 1177) did not allow to distinguish between the E and the Z
isomer for which retention indices of / = 1144 (E) and [ = 1158
(Z) were reported [53]. Therefore, for an unambiguous struc-
tural assignment for compounds 41 and 42 the synthesis of
reference compounds was required.

Synthesis of reference compounds

The mass spectrum of the component 41 showed strong similar-
ities to the library mass spectrum of 2-mercaptobenzothiazole
that has a molecular weight of 167 Da. The isotope pattern of
the molecular ion at m/z = 213 indicated the presence of three
sulfur atoms. The strong base peak at m/z = 167 in the mass
spectrum of 41 suggested a benzothiazol-2-ylsulfanyl moiety,
while the mass difference to the molecular ion pointed to
the connection to a methylsulfanyl group. Taken together,
this analysis resulted in the structural proposal of 2-(methyldi-
sulfanyl)benzothiazole for 41. For the structural verification a
synthesis was performed by a BF3-OEt,-catalyzed reaction of
bis(benzothiazol-2-yl)disulfane with dimethyl disulfide, giving
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Figure 1: Total ion chromatograms of headspace extracts from A) C. marinus DSM 100036, B) C. neptunius DSM 264717, C) C. manganoxidans
DSM 275417, D) C. baekdonensis DSM 273757, E) C. halophilus DSM 262707, and F) C. indicus DSM 272577. Peaks arising from known contami-
nants are indicated by asterisks.
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Table 1: Volatiles from Celeribacter spp.

Compound?

3-hydroxypentan-2-one (4)
hexanal (7)
2-hydroxypentan-3-one (5)
methylpyrazine (1)

furfural (24)
furan-2-ylmethanol (23)
cyclohexanol (26)
2-hydroxyhexan-3-one (6)
heptanal (8)
2,5-dimethylpyrazine (2)
2-acetylfuran (25)
pentan-4-olide (14)
3-methylbutan-4-olide (21)
6-methylheptan-2-one (35)
benzaldehyde (28)

dimethyl trisulfide (37)
6-methylhept-5-en-2-one (34)
trimethylpyrazine (3)
2-acetylthiazole (39)

benzyl alcohol (27)
4-methylhex-5-en-4-olide (22)
salicylaldehyde (29)
hexan-4-olide (15)

S-methyl methanethiosulfonate (38)
acetophenone (30)

nonanal (9)

2-phenylethanol (32)
phenylacetone (33)

ethyl (E)-3-(methylsulfanyl)acrylate (42)

decanal (10)
benzothiazole (40)
octan-4-olide (16)
o-aminoacetophenone (31)
undecanal (11)
nonan-4-olide (17)
dodecanal (12)
geranylacetone (36)
decan-4-olide (18)
undecan-4-olide (19)
tetradecanal (13)
dodecan-4-olide (20)

2-(methyldisulfanyl)benzothiazole (41)

aldentified by GC-MS, known typical contaminants such as plasticizers are not included and all listed compounds were not detected in blank runs

/o

812
813
818
831
841
861
888
899
906
912
913
953
957
959
961
970
988
1000
1017
1033
1039
1042
1052
1061
1065
1103
1111
1127
1177
1203
1221
1252
1292
1298
1354
1400
1445
1461
1568
1605
1673
1860

I(lit.)b

815 [39]
806 [39]
818 [40]
826 [41]
841 [42]
863 [43]
886 [44]
900 [40]
901 [45]
908 [45]
909 [45]
956 [46]
958 [47]
962 [48]
952 [45]
968 [49]
981 [45]
1000 [45]
1014 [45]
1026 [45]
1034 [45]
1039 [45]
1056 [50]
1068 [51]
1059 [45]
1100 [45]
1106 [45]
1124 [52]
1144 [53]
1201 [45]
1222 [54]
1250 [45]
1296 [55]
1305 [45]
1358 [45]
1408 [45]
1453 [45]
1465 [45]
1569 [45]
1611 [45]
1676 [45]

Id.c

ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ms

ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
ri, ms
std

Occurrenced
B
A B
B
A B
A
A
A B
A
A
A B
A B
A B
A B
A B
B
B
A
A B
A B
A B
B
A
A
A B
A B
A
A
B
A
A B
A B
A
B
A
A B
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with medium plates (except traces of benzaldehyde); Pretention index on a HP5-MS GC column and comparison to literature data from the same or a

similar type of GC column; Cidentification based on ri: matching retention index (difference between measured retention index and literature data
<10 points), ms: mass spectrum matching to a database spectrum, std: direct comparison to an authentic standard; Yoccurrence in A: C. marinus
DSM 1000367, B: C. neptunius DSM 264717, C: C. manganoxidans DSM 275417, D: C. baekdonensis DSM 273757, E: C. halophilus DSM 262707,

and F: C. indicus DSM 272577.

424



Beilstein J. Org. Chem. 2021, 17, 420-430.

le) (0] (0]
1 O
N R
X R2 /\/\(\/)/§ 0 O O
| R1 n o
— 2 H
N" R OH n ~
1 (R'=R2=H) 4 (R"= Me, R2= Et) 7(n=1) 14 (n=1) 21 22
2 (R'=Me, RZ=H) 5(R'=Et, RZ= Me) 8(n=2) 15 (n=2)
3 (R'=R2=Me) 6 (R'=Pr, R2= Me) 9(n=4) 16 (n=4)
10 (n=5) 17 (n=5)
1(n=26) 18 (n=6)
2(n=7) 19 (n=7)
3(n=9) 20 (n=18)
OH O
B [ AR OH
OH 0)
© O
R
23 24 (R=H) 26 27 28 (R= H) 30 (R=H)
25 (R =Me) 29 (R=0H) 31 (R =NHy)
OH AN
32 33 34 (A5)
35
0, 0 N N o]
~arSaar N [ \>_< (I )R
.S
s77 s g5\ s % _ S>_ \S/\)J\O/\
37 38 39 40 (R=H) 42
41 (R = SSMe)
Figure 2: Structures of the identified volatile compounds in the headspace extracts from six Celeribacter type strains.
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Figure 3: El mass spectra of A) unlabeled 2-(methyldisulfanyl)benzothiazole (41) and of labeled 41 after feeding of B) (methy/-2Hs)methionine,
C) (methyl-13C)methionine and D) (3*S)DMSP.
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access to 41 with a yield of 64% (Scheme 2). The synthetic
compound 41 showed an identical mass spectrum and retention
index compared to the volatile in the Celeribacter extracts. The
Z and E stereoisomers of 42 were obtained by the Michael addi-
tion of NaSMe to ethyl propiolate (45), yielding a mixture of
stereoisomers inseparable by silica gel column chromatography
(92%). The major stereoisomer was found to be (Z)-42
(dr 94:6), whose preferred formation may be a result of a
chalcogen—chalcogen interaction between the sulfur and an
ester oxygen. This phenomenon was first described in supramo-
lecular structures by Gleiter [59] and later also used to explain
the outcome of organocatalytic reactions [60]. The pure stereo-
isomers of 42 were isolated by preparative HPLC, for which the
best separation was achieved using a YMC Chiral ART Cellu-
lose-SC column. This yielded 70% of (Z)-42 and 6% of (E)-42,
and their analysis by GC-MS showed retention indices of
1 =1177 for (E)-42 and I = 1200 for (£)-42, revealing that the
compound in the headspace extracts of C. marinus DSM
100036T and C. manganoxidans DSM 275417 was identical to
(E)-42.

Feeding experiments with isotopically labeled

precursors

The biosynthesis of sulfur volatiles in C. marinus was investi-
gated in a series of feeding experiments with isotopically
labeled precursors. Feeding of (methyl-2Hz)methionine resulted
in the efficient incorporation of labeling into 37 (79% incorpo-
ration rate, Figure S1B in Supporting Information File 1), 38
(78%, Figure S1F in Supporting Information File 1) and the
S-methyl group of 41 (84%), as indicated by a shift of the mo-
lecular ion from m/z = 213 to 216 (Figure 3B, deuterated com-
pounds can be separated from their non-deuterated analogs by
gas chromatography [61]). The base peak appears at m/z = 168,
demonstrating its formation with participation of one deuterium

from the S-methyl group. Analogous results were obtained by
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feeding of (methyl-'3C)methionine, showing incorporation into
37 (74%, Figure S1C in Supporting Information File 1), 38
(71%, Figure S1G in Supporting Information), and the MeS
group of 41 (71%, Figure 3C; the signal at m/z = 213 represents
unlabeled 41 that, in contrast to a deuterated compound, cannot
be separated from !3C-labeled 41 by gas chromatography).
Furthermore, feeding of [3*S]DMSP gave an incorporation into
the MeS groups of 37 (50%, Figure S1D), into both sulfur
atoms of 38 (47%, Figure S1H in Supporting Information
File 1), but only into one sulfur atom of 41 (46%), as indicated
by the molecular ion at m/z = 215, while no signals at m/z = 217
and 219 were visible that would account for the incorporation of
labeling into two or three of the sulfur atoms in 41 (Figure 3D;
also here the signal at m/z = 213 represents inseparable unla-
beled 41). In this experiment, the base peak did not change
which allowed the localization of labeling specifically in the
MeS group of 41.

The fact that no incorporation was observed for the other two
sulfur atoms of 41 prompted us to further investigate the
biosynthetic origin of the benzothiazol-2-ylsulfanyl portion of
41 to establish its natural origin. Several feeding experiments
with central primary metabolites including (13Cg)glucose,
(13Cs)ribose and (indole-*Hs)tryptophan were performed, but
none of these experiments resulted in a detectable incorpora-
tion of labeling. Conclusively, a non-biological origin of this
part of the molecule seems likely, which may also explain why
the detection of 41 in Celeribacter was not always reproducible.
Notably, 2-mercaptobenzothiazole is used in the sulfur vulcan-
ization of rubber and could react spontaneously with MeSH of
bacterial origin in the presence of oxygen to form 41, giving a

reasonable explanation for its formation.

Also none of the feeding experiments with the various labeled
precursors resulted in an incorporation of labeling into the

A)
N
BF-OEt N
C[S%S\s{s + /S\S/ S Ei \>—s
N MeCN/CH,Cl, 1:1 78 5—
0,
43 44 64% M

NaSMe ~3 0

H20

92% (dr 94:6) (242

70% (after HPLC)

(0]
* \S/\)J\O/\

(E)-42
6% (after HPLC)

Scheme 2: Synthesis of sulfur-containing compounds detected in the Celeribacter headspace extracts. A) Synthesis of 2-(methyldisulfanyl)benzothia-
zole (41) and B) synthesis of ethyl (2)- and (E)-3-(methylsulfanyl)acrylate (42).
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sulfur volatiles 39, 40, and 42, which also questioned their
natural origin. This finding is rather surprising for 42, espe-
cially regarding the feeding experiment with (3*S)DMSP,
because its formation would be explainable by a DMSP degra-
dation through the demethylation pathway, for which all rele-
vant enzymes are encoded in the six Celeribacter strains (only a
DmdA homolog is missing in C. indicus, Table S1 in Support-
ing Information File 1), and e.g., transesterification of the
DmdC product with EtOH (Scheme 1A). Compound 42 is not a
widespread sulfur volatile, but has been reported before from
pineapples [53], pears [62], passion fruits [63], and apples [64].

Conclusion

Six marine Celeribacter strains were investigated for their vola-
tiles, leading to the identification of 42 compounds from differ-
ent classes, including several sulfur volatiles. However, feeding
experiments with isotopically labeled precursors suggested that
only the widespread compounds dimethyl trisulfide (37) and
S-methyl methanethiosulfonate (38) are of natural origin, while
no labeling from any of the fed precursors was incorporated into
2-acetylthiazole (39), benzothiazole (40), and ethyl (E)-3-
(methylsulfanyl)acrylate (42), thus questioning their natural
source from Celeribacter. These results demonstrate that the six
Celeribacter strains are able to degrade methionine and DMSP
with formation of MeSH as a source for the likely non-enzy-
matic oxidation in the presence of air to 37 and 38, opening
possibilities for future studies on methionine and DMSP
degrading enzymes and pathways in Celeribacter. Our study
also shows that the results from trace compound analyses must
be taken with care and contaminations from other sources must
always be taken into consideration. For the unusual compound
2-(methyldisulfanyl)benzothiazole (41) the incorporation of
labeling was observed only into the MeS group, while the
benzothiazol-2-ylsulfanyl portion is likely of anthropogenic
origin from the rubber vulcanization agent 2-mercaptobenzo-
thiazole that reacts with MeSH from the bacterial metabolism.

Experimental

Strains, culture conditions, and feeding
experiments

All six Celeribacter type strains were cultivated at 28 °C on
marine broth agar plates. In case of feeding experiments, the
isotopically labeled compound (1 mM) was added to the agar
medium before inoculation.

Collection of volatiles

The volatiles emitted by Celeribacter spp. agar plate cultures
were collected on charcoal filters (Chromtech, Idstein,
Germany, precision charcoal filters charged with 5 mg of char-

coal) by use of a closed-loop stripping apparatus as developed
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by Grob and Ziircher [37]. After a collection time of 24 h the
charcoal was extracted with CH,Cl, (50 uL) and the extract was
analyzed by GC-MS.

GC-MS

GC-MS analyses were carried out through a 7890B GC —
5977A MD system (Agilent, Santa Clara, CA, USA). The GC
was equipped with a HP5-MS fused silica capillary column
(30 m, 0.25 mm i.d., 0.50 pm film) and operated with the
settings 1) inlet pressure: 77.1 kPa, He flow: 23.3 mL min~!,
2) injection volume: 2 pL, 3) splitless injection, 4) temperature
program: 5 min isothermic at 50 °C, then increasing with
5 °C min~! to 320 °C, and 5) He carrier gas flow:
1.2 mL min~!. The parameters of the MS were 1) transfer line
temperature: 250 °C, 2) ion source temperature: 230 °C,
3) quadrupole temperature: 150 °C, and 4) electron energy:
70 eV. Retention indices were calculated from retention times
in comparison to those of a homologous series of n-alkanes
(C7-Cy9).

General synthetic and analytical methods
Reactions were carried out in oven-dried flasks under Ar atmo-
sphere and using distilled and dried solvents. Chemicals were
obtained from Sigma-Aldrich (St. Louis, USA). Column chro-
matography was performed on silica gel (0.04-0.06 nm) pur-
chased from Acros Organics (Geel, Belgium) with distilled sol-
vents. NMR spectroscopy was performed on a Bruker
(Billerica, USA) Avance III HD Ascend (500 MHz) spectrome-
ter. Solvent peaks were used for referencing (\H NMR: CDCl3
residual proton signal & = 7.26 ppm, '3C NMR: CDCl3 & =
77.16 ppm) [65]. Multiplicities are indicated by s (singlet) and d
(doublet), coupling constants J are given in Hz. IR spectra were
recorded on a Bruker o spectrometer equipped with a diamond-
ATR probe, and qualitative signal intensities are reported by w
(weak), m (medium), and s (strong). HPLC purification of com-
pound 42 was performed on an Azura HPLC system (Knauer,
Berlin, Germany) equipped with a UV-vis detector MWL 2.1L
(deuterium lamp, 190-700 nm) and a YMC Chiral ART Cellu-
lose-SC column (5 pum; 250 x 20 mm) with a guard column of
the same type (30 x 20 mm). The elution was performed with
hexane/propanol 60:40 (isocratic) at a flow rate of 10 mL min™!
(36 bar). The UV-vis absorption was monitored at 275 nm.

Synthesis of 2-(methyldisulfanyl)benzothia-
zole (41)

1,2-Bis(benzothiazol-2-yl)disulfane (43, 1.00 g, 3.00 mmol,
1 equiv) and dimethyl sulfide (44, 0.28 g, 3.00 mmol, 1 equiv)
were dissolved in dry CH3NO, (10 mL) and dry CH,Cl,
(10 mL). The solution was cooled to 0 °C and then treated with
BF3-Et7,0 (43 mg, 0.3 mmol, 0.1 equiv). After stirring at 0 °C

for 3 hours and at room temperature overnight, the reaction was
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quenched by the addition of water (10 mL) and extracted with
ethyl acetate (3 x 50 mL). The combined extracts were dried
with MgSOy4 and concentrated. The residue was purified by
column chromatography (cyclohexane/ethyl acetate 1:1) to give
41 as a colorless solid (0.82 g, 3.85 mmol, 64%). R¢ 0.60
(cyclohexane/ethyl acetate 5:1; TLC visualized with UV illumi-
nation at 366 nm); GC (HP-5MS): I = 1854; IR (diamond-ATR)
¥: 3060 (s), 2916 (s), 1425 (w), 1310 (s), 1236 (s), 1005 (w),
756 (w), 431 (s) cm™!; 'H NMR (500 MHz, CDCl3, 298 K) &
7.88 (ddd, J = 8.1, 1.2, 0.7 Hz, 1H, CH), 7.87 (ddd, J = 7.9, 1.2,
0.6 Hz, 1H, CH), 7.43 (ddd, J = 8.3, 7.3, 1.2 Hz, 1H, CH), 7.33
(ddd, J = 8.2, 7.2, 1.2 Hz, 1H, CH), 2.67 (s, 3H, CH3) ppm;
13C NMR (125 MHz, CDCl3, 298 K) 8 172.50 (C), 155.17 (C),
135.90 (C), 126.37 (CH), 124.70 (CH), 122.24 (CH), 121.27
(CH), 23.62 (CH3) ppm.

Synthesis of ethyl (2)-3-(methylsulfanyl)acry-
late ((£)-42) and ethyl (E)-3-
(methylsulfanyl)acrylate ((E)-42)

Ethyl propiolate (45, 70 mg, 0.71 mmol, 1 equiv) was dis-
solved in distilled water (5 mL) followed by the addition of so-
dium methanethiolate (50 mg, 0.71 mmol, 1 equiv). The solu-
tion was stirred for 30 minutes at room temperature. Water
(5 mL) was added and the product was extracted with ethyl
acetate (3 X 10 mL). The combined extracts were dried over
MgSOy4 and concentrated to afford the crude product. Purifica-
tion by column chromatography (cyclohexane/ethyl acetate
99:1) gave a mixture of stereoisomers (£)-42 and (E)-42 as pale
yellow oil (96 mg, 0.65 mmol, 92%, dr 94:6 by 'H NMR). The
product mixture was separated by preparative HPLC to give
pure (£)-42 (73 mg, 0.50 mmol, 70%) and (E)-42 (6 mg,
0.04 mmol, 6%).

(Z)-42. R; 0.74 (cyclohexane/ethyl acetate 1:1); GC (HP-5MS):
I =1200; IR (diamond-ATR) ¥: 2982 (w), 2927 (w),1695 (m),
1569 (m), 1434 (w), 1374 (w), 1300 (w), 1266 (w), 1213 (m),
1166 (s), 1095 (w), 1033 (w), 986 (w), 961 (w), 800 (w), 727
(w), 687 (w) cm™!; 'H NMR (700 MHz, CDCl3, 298 K) & 7.04
(d,J =10.14 Hz, 1H, CH), 5.83 (d, J = 10.14 Hz, 1H, CH), 4.20
(q, J = 7.15 Hz, 2H, CH,), 2.39 (s, 3H, CHj3), 1.29 (t, J =
7.17 Hz, 3H, CH3) ppm; '3C NMR (175 MHz, CDCls, 298 K) &
166.75 (C), 151.84 (CH), 113.18 (CH), 60.17 (CH,), 19.28
(CHj3), 14.44 (CHj3) ppm.

(E)-42. R¢ 0.76 (cyclohexane/ethyl acetate 1:1); GC (HP-5MS):
I=1177; IR (diamond-ATR) ¥: 2980 (w), 2925 (w), 1701 (s),
1578 (s), 1444 (w), 1366 (w), 1322 (w), 1297 (m), 1251 (s),
1161 (s), 1095 (w), 1037 (m), 945 (m), 886 (w), 832 (w), 799
(w), 702 (w) cm™!; TH NMR (700 MHz, CDCl3, 298 K) 6 7.76
(d,J =14.93 Hz, 1H, CH), 5.68 (d, J = 14.90 Hz, 1H, CH), 4.21
(q, J = 7.14 Hz, 2H, CH,), 2.35 (s, 3H, CH3), 1.31 (t, J =
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7.13 Hz, 3H, CHs) ppm; 3C NMR (175 MHz, CDCl, 297 K) &
165.59 (C), 147.21 (CH),113.56 (CH), 60.55 (CH,), 27.26
(CH3), 14.67 (CH3) ppm.

Supporting Information

Supporting Information File 1

DMSP demethylation pathway in Celeribacter spp. and
copies of spectra.
[https://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-17-38-S1.pdf]
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Two analogues of 3-(dimethylsulfonio)propanoate (DMSP), 3-(diallylsulfonio)propanoate (DAIISP), and 3-(allylmethyl-

sulfonio)propanoate (AIIMSP), were synthesized and fed to marine bacteria from the Roseobacter clade. These bacteria are able to

degrade DMSP into dimethyl sulfide and methanethiol. The DMSP analogues were also degraded, resulting in the release of ally-

lated sulfur volatiles known from garlic. For unknown compounds, structural suggestions were made based on their mass spectro-

metric fragmentation pattern and confirmed by the synthesis of reference compounds. The results of the feeding experiments

allowed to conclude on the substrate tolerance of DMSP degrading enzymes in marine bacteria.

Introduction

The name of the allyl group has been introduced by Wertheim
in 1844 when he investigated the constituents of garlic oil and
derives from the botanical name of garlic (Allium sativum) [1].
During that time, the structures of the garlic oil constituents and
also of the allyl group remained unknown, but its formula was
correctly assigned as C3Hs. Five decades later, Semmler re-
ported on the nature of allyl propyl disulfide (1), diallyl disul-
fide (2), diallyl trisulfide (3), and diallyl tetrasulfide (4) from
garlic oil (Scheme 1A) [2]. The antibacterial principle in garlic
was identified in 1944 by Cavallito et al. as allicin (5) [3], a
formal oxidation product of disulfide 2. Not only 5, but also

several other sulfur compounds from garlic are today known to
exhibit diverse biological activities, including inter alia antibac-
terial, antifungal, antioxidant, anti-inflammatory, and anti-
cancer effects [4]. Later on, also heterocyclic compounds in-
cluding 2-vinyl-4H-1,3-dithiine (6) and 3-vinyl-3,4-dihydro-
1,2-dithiine (7) were discovered [5]. The formation of these vol-
atile sulfur compounds starts from alliin (9) [6], a non-volatile
precursor that is stored in garlic and related plants and only
degraded into sulfur volatiles upon wounding by the pyridoxal
phosphate (PLP) dependent alliinase (Scheme 1B) [7]. This

initial enzyme-catalyzed reaction yields one equivalent of allyl-

569


https://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:dickschat@uni-bonn.de
https://doi.org/10.3762/bjoc.17.51

A)
NS NF S NF
1 2
9 f s
5 6
B)
9 NH, allinase son
i _— N
2 PLP
9 10
SOH _>X2 Q
P a
= _ H2O /\/S\S/\/
10 5

1
/\/S\S/\/

5 13
('? H SOH
Y —_— +
/\/Sﬂs)\/ =
5 10

+ HS/\/ - /\/SOH +

Beilstein J. Org. Chem. 2021, 17, 569-580.

/\/S\S/S\/\

3 4
g L
S\ S\
s s
7 8
o)
+ + NH3
)J\COZH
1
H,0
- ('sj' T
Z 7 0H
12 13

/\/S\S/\/

10 2
x2 S Z
M s E\ * Kjl\/
S Pz S. =
[4+2] s)\/ S
14 6 7

Scheme 1: Volatile allyl sulfides. A) Compounds known from garlic oil, B) mechanism of formation from alliin (9) by the PLP-dependent allinase (PLP:

pyridoxalphosphate) and subsequent spontaneous reactions.

sulfenic acid (10), pyruvic acid (11), and ammonia from 9, fol-
lowed by a series of proposed spontaneous reactions [5,8].
Through these transformations, acid 10 can undergo a dimeriza-
tion with elimination of water to allicin (5). The hydrolysis of §
results in allylsulfinic acid (12) and allyl thiol (13), the latter of
which can react with another molecule of 5 to yield 10 and 2.
Alternatively, 5 can decompose to 10 and thioacroleine (14)
by a Cope elimination, which explains the formation of the
heterocycles 6 and 7 by dimerization through a [4 + 2]
cycloaddition [5]. Compounds 6 and 7 were also reported
to be formed from 5 during gas chromatographic (GC) analysis
by an unknown mechanism [9] (7 was confused with its double
bond regioisomer 3-vinyl-3,6-dihydro-1,2-dithiine (8) in
this study [5]). Under these conditions the formation of the
heterocyclic disulfides 7 and 8 may not involve a dimerization
of 14, as a [4 + 2] cycloaddition is not a preferred gas-phase
reaction.

The ecology of marine bacteria in their interaction with algae is
particularly interesting in which the bacteria can promote the
algal growth, but can also kill their host [10,11]. For both pro-
cesses, the phytohormone indole-3-acetic acid is used as a
messenger molecule [10]. For the macroalga Ulva mutabilis the
presence of bacteria from the Roseobacter group is even
mandatory for proper algal development, and 3-(dimethylsul-
fonio)propanoate (DMSP) is used as a chemotactic signal by the
bacteria attracting them towards the algal host [12]. Many
bacteria and fungi also release sulfur volatiles [13,14] that are
especially important headspace constituents from marine
bacteria of the Roseobacter group [15-17]. In these organisms,
sulfur volatiles are to a large extent generated from algal
(DMSP), a metabolite that is produced in massive amounts by
algae [18], thus giving another example for the complex interac-
tions between marine bacteria and algae. Known DMSP degra-
dation pathways include its hydrolysis to dimethyl sulfide
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(DMS) and 3-hydroxypropanoic acid (15) by the enzyme DddD
[19], or the lysis to DMS and acrylic acid (16) for which
various enzymes including DddL [20], DddP [21], DddQ [22],
DddY [23], DddW [24], and DddK [25] have been described
(Scheme 2A). Furthermore, a demethylation pathway is known
through which DMSP is first converted into methylmercapto-
propanoic acid (17) by the tetrahydrofolate (FH4)-dependent
demethylase, DmdA (Scheme 2B) [26]. Compound 17 can be
transformed into the coenzyme A thioester 18 by the CoA ligase
DmdB, followed by FAD-dependent oxidation to the a,f-unsat-
urated compound 19 by DmdC. The attack of water to the
Michael acceptor catalyzed by the enoyl-CoA hydratase DmdD
yields the hemithioacetal 20 that spontaneously collapses to
methanethiol (MeSH) and malonyl-CoA semialdehyde (21).
This compound further degrades to acetaldehyde (22) through
the thioester hydrolysis and decarboxylation [27].

Feeding of (methyl->Hg)DMSP to Phaeobacter inhibens DSM
17395 and Ruegeria pomeroyi DSM 15171 resulted in the effi-
cient uptake of labelling into dimethyl disulfide (DMDS), the
oxidative dimerization product from MeSH, showing the activi-

ty of the demethylation pathway in these bacteria. However,

Beilstein J. Org. Chem. 2021, 17, 569-580.

knockout of the dmdA gene in R. pomeroyi still gave a low in-
corporation of labelling into DMDS, suggesting the presence of
another gene responsible for the demethylation activity [28].
Also the labelling from (**S)DMSP was efficiently incorporat-
ed into DMDS and dimethyl trisulfide (DMTS) [29]. Our
previous investigations have also demonstrated that synthetic,
i.e., non-natural DMSP analogues such as 3-(ethylmethyl)sulfo-
niopropanoate (EMSP), 3-(diethylsulfonio)propanoate (DESP),
3-(dimethylselenio)propanoate (DMSeP; this compound is also
formed naturally in Spartina alterniflora in the presence of so-
dium selenate [30]), and even 3-(dimethyltellurio)propanoate
(DMTeP) are converted by the demethylation pathway into
ethanethiol, methaneselenol, and methanetellurol, respectively,
that further react to various volatiles containing EtS, MeSe, and
MeTe groups [31]. The in vitro incubations of these DMSP ana-
logues with recombinant DddQ and DAdW from R. pomeroyi
and DddP from P. inhibens demonstrated that all substrate ana-
logues can be degraded through the lysis pathway into the cor-
responding dialkyl chalcogenides; only DMTeP was not
cleaved by DddQ [32]. Here we describe the synthesis of the
new DMSP analogues 3-(allylmethylsulfonio)propanoate
(AIIMSP) and 3-(diallylsulfonio)propanoate (DAIISP) and their

A) DddL ® ® P. inhibens DSM 17395
DddP e ® D. shibae DSM 16493
DddQ ® 0. indolifex DSM 14862
DddY
° o DddW
e} DddD DddK 0
\*/\)I\ _
HO ™ om ; S © % SAon
16
15 ~g” DMSP g~
DMS DMS
B)
HSCoA  ADP
o FH; Me-FH, o ATP PP o) FAD FADH,
\é/\)J\O AL» \S/\)J\OH M - \S/\)]\SCOA \ 4
] - DmdA DmdB DmdC
[ X X J [ X X ) [ X X )
DMSP 17 18
HZO\‘ H,O0 HSCoA
\ % o}
~ /\)J\ —_— ~ )\/U\ I |
ST SCoA DmdD i) SCoA } K/U\SCOA K
[ ]
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Scheme 2: Degradation of DMSP by marine bacteria. A) Hydrolysis or lysis to DMS, B) demethylation pathway leading to MeSH. The color code
shows which enzymes are encoded in the genomes of the strains investigated in this study.
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conversion into typical garlic odor constituents by marine
bacteria from the Roseobacter group that do not naturally occur

in these organisms.

Results and Discussion

3-(Diallylsulfonio)propanoate (DAIISP) and 3-(allylmethylsul-
fonio)propanoate (AIIMSP) were synthesized by the acid-cata-
lyzed addition of allyl methyl sulfide and diallyl sulfide, respec-
tively, to acrylic acid (Scheme 3). The obtained DMSP ana-
logues were fed to marine broth agar plate cultures of three
strains from the Roseobacter group with fully sequenced
genomes, including P. inhibens DSM 17395, Dinoroseobacter
shibae DSM 16493, and Oceanibulbus indolifex DSM 14862. In
all cases the bacterial cultures released a strong garlic-like odor,
presumptively due to a degradation of the DMSP derivatives to
sulfur-containing volatiles, similar to the compounds known
from garlic, through one of the pathways shown in Scheme 2.
The emitted volatiles were captured on charcoal filter traps
using a closed-loop stripping apparatus (CLSA) [33], followed
by the extraction of the filters with CH,Cl, and analysis by gas
chromatography—mass spectrometry (GC-MS) of the resulting
extracts. Most of the compounds were readily identified by the
comparison of their mass spectra and retention indices to
published data. Every experiment was performed in triplicate to
check for the reproducibility of the results. For comparison, the

R! _R2
o — Y
N R+ ~
OH 2 N HCI S OH ClI
R2
16 DAIISP (R'= R2 = allyl, 43%)

AIIMSP (R = allyl, R = Me, 54%)

Scheme 3: Synthesis of DMSP derivatives.
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volatiles from all three strains grown on marine broth medium
without the addition of DMSP or its analogues have been re-
ported before [31].

Feeding of DAIISP to P. inhibens resulted in the production of
sulfur volatiles including several allyl derivatives (Figure 1,
Figure 2A, Table 1, and Figure S1 in Supporting Information
File 1). Besides the methylated sulfur compounds dimethyl
trisulfide (31), dimethyl tetrasulfide (33), and S-methyl
methanethiosulfonate (28) that were reported previously from
P. inhibens [31], large amounts of diallyl sulfide (29) were ob-
served, pointing to an efficient degradation of DAIISP through
the lysis pathway, for which the DMSP lyase DddP can account
in this organism (Scheme 2). Furthermore, the compounds allyl
methyl disulfide (30), diallyl disulfide (2), allyl methyl trisul-
fide (32), and traces of diallyl trisulfide (3) and allyl methyl
tetrasulfide (34) were observed. The formation of these com-
pounds is explainable by the deallylation of DAIISP to 3-(allyl-
sulfanyl)propanoic acid (37) and further degradation to allyl
thiol (13) through the enzymes of the demethylation pathway
that is fully established in P. inhibens by genes coding for
DmdA-D (Scheme 4A). In the presence of air thiol 13 can then
undergo an oxidative dimerization, or react analogously with
MeSH to form allyl methyl disulfide (30, Scheme 4B). Similar
oxidations requiring one additional unit of hydrogen sulfide can
lead to the trisulfides 3 and 32 (Scheme 4C), while higher poly-
sulfides such as 34 can arise through a metathesis reaction of
two trisulfides (Scheme 4D). Also traces of methyl 3-(allylsul-
fanyl)propanoate (24), methyl 3-(methyldisulfanyl)propanoate
(25), and methyl 3-(allyldisulfanyl)propanoate (26) were ob-
served. While the presence of 24 can be explained by the
O-methylation of the DmdA product 37 with S-adenosylmethio-
nine (SAM, Scheme 4E), compounds 25 and 26 require a
second deallylation of 37 to 3-mercaptopropanoic acid (38)
possibly by DmdA, the reaction with a corresponding thiol
MeSH or 13, and O-methylation (Scheme 4F).

0
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27 28
.S___S.. 2SS R?
R1TUNSTUR? R Svg-Sag R
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Figure 1: Sulfur volatiles released by agar plate cultures of marine bacteria fed with DAIISP or AlIMSP.
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Figure 2: Total ion chromatograms of CLSA extracts obtained from feeding experiments with DAIISP fed to A) P. inhibens, B) D. shibae, and
C) O. indolifex. Numbers at peaks refer to compounds in Figure 1. Peaks without numbers are unidentified.

Table 1: Volatiles from agar plate cultures fed with DAIISP.
Compound?

diallyl sulfide (29)*

allyl methyl disulfide (30)

dimethyl trisulfide (31)*

S-methyl methanethiosulfonate (28)*
diallyl disulfide (2)*

allyl methyl trisulfide (32)

methyl 3-(allylsulfanyl)-propanoate (24)
dimethyl tetrasulfide (33)

methyl 3-(methyldisulfanyl)-propanoate (25)*
diallyl trisulfide (3)

allyl methyl tetrasulfide (34)

methyl 3-(allyldisulfanyl)-propanoate (26)*
diallyl tetrasulfide (35)

! it P P.in.c D. sh.° 0. in.°

849 848 [34] (X X (X X (X X}
910 912 [34] (YY) ' YY)
967 970 [35] oo e0e@ e00
1063 1068 [35] eo0o e0o 000
1074 1075 [34] eeo YY) YY)
1136 1133 [36] (YY) coe eoo
1177 - (e X6} 000 (X X}
1216 1215 [37] (X X ] 000 000
1236 — (X X} [eYeX ) [ JoX ]
1300 1300 [38] eo0o 000 eo0e
1382 1371 [39] ee00 000 coe
1397 — (X X ] coe [ JeX )
1551 1540 [38] 000 000 coe

aAsterisks indicate the identity to a commercially available or synthetic reference standard. PRetention index literature data for a HP5-MS or a similar
GC column. ®Abbreviations are P. in. = Phaeobacter inhibens, D. sh. = Dinoroseobacter shibae, and O. in. = Oceanibulbus indolifex. Filled circles indi-
cate the presence, non-filled circles indicate the absence of a compound in the headspace extract. The colors of the circles refer to the chromato-
grams in Figure 2 and Figure S1-S3 in Supporting Information File 1 with the same color.
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Scheme 4: Proposed mechanisms for the formation of sulfur volatiles from DAIISP and AlIMSP.

Very similar patterns of volatiles were obtained in the feeding
experiments of DAIISP with D. shibae and O. indolifex
(Figure 2B,C, Table 1 and Figures S2 and S3 in Supporting
Information File 1). An additionally observed compound in one
analysis of O. indolifex was diallyl tetrasulfide (35). Both
organisms also encode the DMSP demethylation pathway in

their genomes, but with missing dmdD genes in both cases. A
possible explanation is, that another enoyl-CoA hydratase, e.g.,
from fatty acid degradation, may functionally substitute for
DmdD. Dinoroseobacter shibae additionally encodes genes for
the DMSP hydrolase DddD and the DMSP lyase DddL,
explaining the formation of 29, while no DMSP hydrolase or
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lyase is found in O. indolifex. Still, compound 29 is observed
within this organism, but in lower quantities than in P. inhibens
or D. shibae, and may point to the presence of another, yet
unidentified type of DMSP lyase in this organism, because
control experiments with medium plates with DAIISP added did
not show a spontaneous degradation to 29 that could explain its
observation.

The compound identification was based on a comparison to an
authentic standard or of mass spectra to data base spectra in our
MS libraries and confirmed for most cases by comparison of the
retention indices to literature data, only for the mass spectrum
of 26 no data base hit was returned. Therefore, a structural
suggestion for this compound was based on the observed frag-
mentation pattern of the mass spectrum (Figure 3A). The mo-
lecular ion together with its isotope pattern pointed to two sulfur
atoms, while the fragment ion at m/z = 64 ([S,]") pointed
to a disulfide. The fragment ions at m/z = 59 ([C,0,H;3]*) and
161 ([IM — OMe]") indicated a methyl ester, and the series of

Beilstein J. Org. Chem. 2021, 17, 569-580.

m/z = 105 ([C3H5Sz]+), 73 ([C3H5S]+), and 41 ([C3H5]+) sug-
gested an allyl disulfide. Taken together, the structure of methyl
3-(allyldisulfa-nyl)propanoate was delineated for compound 26
that was further supported by additional fragmentations as
shown in Figure 3A. In addition, compound 26 was synthesized
by a method reported previously for the related compound 25
[40], through dimerization of methyl 3-mercaptopropanoate
(39) to dimethyl 3,3’-disulfanediyldipropanoate (40), followed
by the BF;-OEt;-mediated metathesis with 2 (Scheme 5A). The
synthetic compound 26 was identical by mass spectrum and
retention index to the unknown volatile.

The feeding of AIIMSP to P. inhibens resulted in the formation
of large amounts of methyl 3-(methylsulfanyl)propanoate (23)
in addition to smaller quantities of methyl 3-(allylsulfa-
nyl)propanoate (24, Figure 4A, Table 2 and Figure S4 in Sup-
porting Information File 1). While compound 23 can arise from
AIIMSP by deallylation to 3-(methylsulfanyl)propanoic acid
(36), potentially through DmdA, and O-methylation, the deriva-
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151 87| 59
119 73
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161
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Figure 3: El mass spectrum and fragmentation pattern of the unknown volatiles A) methyl 3-(allyldisulfanyl)propanoate (26) and B) methyl 3-(methyl-

sulfonyl)propanoate (27).
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Scheme 5: Synthesis of A) methyl 3-(allyldisulfanyl)propanoate (26) and B) methyl 3-(methylsulfonyl)propanoate (27).
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Figure 4: Total ion chromatograms of CLSA extracts obtained from the feeding experiments with AIIMSP fed to A) P. inhibens, B) D. shibae, and
C) O. indolifex. Numbers at peaks refer to compounds in Figure 1. Peaks without numbers are unidentified.
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Table 2: Volatiles from agar plate cultures fed with AIIMSP.

Compound? /
diallyl sulfide (29)* 849
allyl methyl disulfide (30) 910
dimethyl trisulfide (31)* 967
methyl 3-(methylsulfanyl)-propanoate (23)* 1020
S-methyl methanethiosulfonate (28)* 1063
diallyl disulfide (2)* 1074
allyl methyl trisulfide (32) 1136
methyl 3-(allylsulfanyl)propanoate (24) 1177
dimethyl tetrasulfide (33) 1216
methyl 3-(methyldisulfanyl)-propanoate (25)* 1236
diallyl trisulfide (3) 1300
methyl 3-(methylsulfonyl)propanoate (27)* 1353
methyl 3-(allyldisulfanyl)propanoate (26)* 1397
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litP P.inc D. sh.c O.in.c

848 [34] 1 'YX eo00 'YX
912 [34] 2 'Y 'Y YY)
970 [35] 3 coe cee 'YX
1023 [41] 4 'Y eoo YY)
1068[35] 5 'Y cee ee00
1075[34] 6 'Y T 'Y
1133[36] 7 'Y eoo YY)
- 8 [ X X ] [ X X ] [ X X ]
1215[37] 9 000 cee 'YX
- 10 00 cee 00
1300 [38] 11 000 YY) Y
- 12 000 000 Y Xe!
- 13 00 [ X X ] 00

aAsterisks indicate the identity to a commercially available or synthetic reference standard. PRetention index literature data for a HP5-MS or a similar
GC column. CAbbreviations are P. in. = Phaeobacter inhibens, D. sh. = Dinoroseobacter shibae, and O. in. = Oceanibulbus indolifex. Filled circles indi-
cate the presence, non-filled circles indicate the absence of a compound in the headspace extract. The colors of the circles refer to the chromato-
grams in Figure 4 and Figures S4—S6 in Supporting Information File 1 with the same color.

tive 24 may be formed analogously through intermediate 37
(Scheme 4A and E). The higher production of 23 in compari-
son to 24 suggests that the deallylation of AIIMSP is more effi-
cient than its demethylation, which is surprising, because natu-
rally DmdA catalyzes a methyl-group transfer. This finding
may reflect the high reactivity of the allyl group towards
nucleophiles. Other compounds originating from AIIMSP
included the di- and trisulfides 2, 26, 30, and 32 that pointed to
a breakdown of AIIMSP to 13 through the DMSP demethyla-
tion pathway and subsequent oxidative polysulfide formation
(Scheme 4A-C), but their formation was lower than from
DAIISP, likely because of the discussed efficient deallylation of
AIIMSP. Small amounts of diallyl sulfide (29) were also
detected, which is the formal lysis product of DAIISP, but not
of AIIMSP. In first instance, its formation from AIIMSP was
surprising, but it is explainable by a degradation of AIIMSP to
13, followed by a nucleophilic attack at the allyl group of
another AIIMSP molecule (Scheme 4G). For D. shibae and
O. indolifex the same pattern of compounds was found
(Figure 4B,C, and Figures S5 and S6 in Supporting Information
File 1), only the production of the deallylated compound 23 was
lower, while in turn the production of the di- and trisulfides
from 13 and of 29 was increased. This suggests that the deally-
lation of AIIMSP by the DmdA variants in these organisms may
be less efficient than was observed for P. inhibens. Besides
these sulfur compounds, only O. indolifex, but not the other two
strains, released another compound, 27, whose mass spectrum
was not included in our databases. The analysis of the fragmen-

tation pattern (Figure 3B) suggested that 27 could be methyl

3-(methylsulfonyl)propanoate, an oxidation product of 23. This
hypothesis was confirmed by the chemical oxidation of 23,
yielding methyl 3-(methylsulfonyl)propanoate with an identical
mass spectrum and retention index to the volatile 27
(Scheme 5B). This compound may arise from 23 by the action
of an oxygenase that is restricted to O. indolifex and not
encoded in the genomes of the other two species. Its spontane-
ous formation from 23 in the presence of air can be excluded,
because other cultures forming 23 did not show the release of
27.

Conclusion

Bacteria from the Roseobacter group can degrade DMSP ana-
logues with S-allyl groups including AIIMSP and DAIISP,
likely with the participation of the enzymes for DMSP
(hydro)lysis and from the DMSP demethylation pathway.
Because MeSH can also originate from other sources, the
DMSP derivatives used in this study can lead to products that
can indicate which metabolic pathways are used for their
conversion. Interestingly, the volatiles formed from AIIMSP
and DAIISP closely resemble flavoring compounds from garlic.
The demethylation pathway with all four enzymes DmdABCD
is fully established in P. inhibens, while genes for DmdD are
missing in D. shibae and O. indolifex, suggesting that another
enzyme with a low sequence homology may substitute for
DmdD, leading to allylthiol and several sulfur volatiles derived
from it in all three strains. The DMSP hydrolase DddD and the
lyase DddL are present in D. shibae, and P. inhibens has a
DMSP lyase DddP, which can explain the conversion of
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DAIISP into diallyl sulfide, while the reason for its formation in
O. indolifex is currently unclear and may point to an unknown
type of DMSP lyase in this organism. Since the observed
patterns of allylated sulfur volatiles in the three investigated
strains are different, it seems possible that the DMSP
(hydro)lases and the enzymes from the DMSP demethylation
pathway have different activities towards AIIMSP and DAIISP.
In vitro studies with recombinant purified enzymes and muta-
tional work will be needed for more detailed insights to support
our hypotheses regarding the involved enzymes in AIIMSP and
DAIISP breakdown and will be performed in our laboratories in
the future.

Experimental

Strains and culture condition

Phaeobacter inhibens DSM 14862, Dinoroseobacter shibae
DSM 16493, Oceanibulbus indolifex DSM 14862 were precul-
tured in full strength marine broth medium (MB 2216, Roth) at
28 °C with shaking at 180 rpm until the OD value reached about
1.0.

Feeding experiments and sampling of

volatiles

Headspace samplings for each strain were done in triplicates.
For the feeding experiments, DAIISP or AIMSP (1 mM) were
added to the full strength marine broth agar medium (MB2216)
after autoclavation. The medium was then transferred into glass
Petri dishes. The agar plates were inoculated with the precul-
tures (400 pL), incubated for two days at 28 °C and then sub-
jected for headspace extraction to a CLSA [33] for 24 h. The re-
leased volatiles were collected on charcoal filters (Chromtech,
Idstein, Germany), followed by the extraction of the filters with
dichloromethane (50 pL), and analysis of the extracts by
GC-MS. For comparison, blank experiments with MB medium
alone and with MB agar plates spiked with DAIISP or AIMSP
were performed in the same way. All the volatiles mentioned in
Table 1 and Table 2 were not observed in the blank experi-
ments.

GC-MS

The GC-MS analyses were carried out on a HP7890A GC
system connected to a HP5975C mass selective detector fitted
with a HP-5MS fused silica capillary column (30 m x 0.22 mm
i.d., 0.25 um film, Hewlett-Packard). The conditions were: inlet
pressure: 67 kPa, He 23.3 mL min~1; injection volume: 1 uL;
injector: 250 °C; transfer line: 300 °C; electron energy: 70 eV.
The GC was programmed as follows: 50 °C (5 min isothermic),
increasing at 5 °C min~! to 320 °C and operated in the splitless
mode (60 s valve time); carrier gas (He): 1.2 mL min~!. The
retention indices were determined from n-alkane standards
(Cs—Cs32) [42].
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General synthetic methods

All chemicals were purchased from TCI (Deutschland) or
Sigma-Aldrich Chemie (Germany), and used without purifica-
tion. Solvents were distilled and dried by standard methods.
NMR spectra were recorded on a Bruker (Billerica, USA)
Avance III HD Prodigy (500 MHz) or on an Avance III HD
Cryo (700 MHz) NMR spectrometer. The spectra were refer-
enced against solvent signals (\H NMR, residual proton signal:
D,O & = 4.79 ppm, CDCl3 6 = 7.26 ppm, d¢-DMSO
d = 2.50 ppm; 13C NMR: CDCl3 & = 77.16 ppm, dg-DMSO
0 = 39.52 ppm). The coupling constants are given in Hz. IR
spectra were recorded on a Bruker a spectrometer equipped
with a diamond-ATR probe. The relative intensities of signals

are indicated by w (weak), m (medium), and s (strong).

Synthesis of allyl DMSP derivatives

A mixture of acrylic acid (0.72 g, 10 mmol) and diallyl sulfide
or allylmethyl sulfide (10 mmol) was treated with 2 N HCI at
80 °C for 4 h. The reaction mixture was concentrated in vacuo
and the residue was purified by silica gel column chromatogra-
phy (CH;Cl,/MeOH 5:1), followed by recrystallization from
methanol/diethyl ether 1:1 to yield the pure compounds.

DAIISP-HCI. Yield: 960 mg (4.32 mmol, 43%). '"H NMR
(D,0, 700 MHz) & 5.98 (ddt, J = 17.5, 10.2, 7.4, 2H), 5.73 (d,
J=10.2,2H), 5.72 (d, J = 17.0, 2H), 4.08 (d, J = 7.4, 4H), 3.43
(t, J = 6.9, 2H), 2.78 (t, J = 6.9, 2H); 13C NMR (D,0,
175 MHz) 8 177.05 (C), 127.65 (2 x CH), 123.54 (2 x CHy),
41.53 (2 x CHy), 35.08 (CH,), 31.68 (CH,); HRMS-EI (m/z):
calcd for [CoH150,S]", 187.0787; found, 187.0790.

AIIMSP-HCL. Yield: 1.06 g (5.41 mmol, 54%). 'H NMR (D,0,
700 MHz) & 5.96 (ddt, J = 17.5, 10.2, 7.5, 1H), 5.74 (d, J =
10.2, 1H), 5.71 (d, J = 17.2, 1H), 4.13 (dd, J = 13.4, 7.4, 1H),
4.09 (dd, J = 13.4, 7.5, 1H), 3.58 (dt, J = 13.7, 6.9, 1H), 3.47
(dt, J = 13.5, 6.7, 1H), 3.04 (t, J = 6.8, 2H), 2.91 (s, 3H);
13C NMR (D,0, 175 MHz) 8 173.77 (C), 128.19 (CH), 122.74
(CHp), 43.82 (CHy), 35.84 (CHy), 28.75 (CHy), 21.72 (CHa);
HRMS-EI (m/z): caled for [C7H130,S]%, 161.0631; found,
161.0630.

Synthesis of dimethyl
3,3’-disulfanediyldipropanoate (40)

A solution of methyl 3-mercaptopropanoate (6.00 g, 50.0 mmol,
1.0 equiv) and triethylamine (5.05 g, 50.0 mmol) in DMF
(10 mL) was treated for 24 h at 40 °C. The reaction was
quenched by the addition of water and the aqueous phase
extracted with ethyl acetate. The extract was dried with MgSOy,
and then concentrated in vacuo. The residue was purified by
silica column chromatography (cyclohexane/EtOAc 5:1) to give
compound 40 (1.80 g, 7.56 mmol, 30%) as pale yellow oil. TLC
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R 0.44 (cyclohexane/EtOAc 10:3); IR (diamond-ATR) ¥: 2998
(W), 2952 (w), 2845 (w), 2256 (w), 1730 (m), 1436 (w), 1354
(w), 1240 (w), 1215(w), 1195 (w), 1171 (w), 1139 (w), 1046
(w), 1017 (w), 979 (w), 907 (w), 822 (w), 726 (m), 648 (w),
435 (w) em™'; 'TH NMR (CDCls, 500 MHz) 5 3.64 (s, 6H), 2.87
(t,J =7.2,4H), 2.68 (t, J = 7.2, 4H) ppm; '3C NMR (CDCl5,
125 MHz) d 172.11 (2 x C), 51.90 (2 x CHj3), 33.93 (2 x CHy),
33.16 (2 x CH,) ppm.

Synthesis of methyl
3-(allyldisulfanyl)propanoate (26)

To a solution of dimethyl 3,3’-disulfanediyldipropanoate (40,
0.50 g, 2.10 mmol, 1.0 equiv) and diallyl disulfide (2, 0.31 g,
2.10 mmol, 1.0 equiv) in dry DCM (10 mL) and CH3NO,
(10 mL) at 0 °C BF3-OEt; (30 mg, 0.21 mmol, 0.1 equiv) was
added. The reaction mixture was stirred at 0 °C for 3 h and at
room temperature overnight. The reaction was quenched by the
addition of water and extracted with ethyl acetate. The extracts
were dried with MgSQOy4 and concentrated in vacuo. The ob-
tained residue was purified by silica gel column chromatogra-
phy (cyclohexane/EtOAc 5:1) to give compound 26 (0.23 g,
1.20 mmol, 57%). TLC R¢ = 0.72 (cyclohexane/EtOAc = 1:1);
IR (diamond-ATR) v: 3082 (w), 2950 (w), 2845 (w), 1736 (s),
1634 (w), 1435 (w), 1354 (w), 1277 (w), 1240 (w), 1216 (w),
1172 (w), 1144 (w), 1017 (w), 985 (w), 922 (w), 859 (w), 820
(w), 756 (w), 722 (w), 669 (w), 582 (w), 478 (w), 435 (w)
cm™!; TH NMR (CDCl3, 500 MHz) & 5.83 (ddt, J = 17.1, 9.9,
7.3, 1H), 5.19 (ddt, J = 16.9, 1.3, 1.3, 1H), 5.14 (dm, J = 10.0,
1H), 3.69 (s, 3H), 3.32 (dm, J = 7.3, 2H), 2.91 (t, J = 7.2, 2H),
2.72 (t, J = 7.2, 2H) ppm; 3C NMR (CDCl3, 125 MHz) d
172.14 (C), 132.71 (CH), 119.40 (CH3), 52.04 (CH3), 41.60
(CHy), 33.87 (CHy), 33.40 (CHjy) ppm; HRMS-EI (m/z): calcd
for [C7H[20,S,]*, 192.0273; found, 192.0289.

Synthesis of methyl

3-(methylsulfonyl)propanoate (27)

To a stirred solution of [(n-C4Hg)4N]4(MogOs¢) (5 mg,
2.5 pmol, 0.001 equiv) [43] in methanol (4 mL), methyl
3-methylthiopropanoate (335 mg, 2.50 mmol, 1.0 equiv) was
added at 40 °C. After the reaction mixture was stirred for
5 minutes, 30% hydrogen peroxide solution (0.52 mL, 0.57 g,
5.0 mmol, 2.0 equiv) was added dropwise. The color of the
reaction mixture changed from colorless to yellow. The reac-
tion mixture was stirred for 30 minutes at room temperature.
After completion of the reaction, EtOAc (10 mL) was added,
causing precipitation of the catalyst. The catalyst was filtered
off, the filtrate was dried with MgSOy4 and concentrated in
vacuo to give pure 27 (0.34 g, 2.05 mmol, 82%) as colorless
solid. TLC R 0.17 (cyclohexane/EtOAc 1:1); IR (diamond-
ATR) ¥: 3014 (w), 2948 (w), 2932 (w), 1762 (m), 1687 (w),
1442 (w), 1433 (w), 1418 (w), 1375 (w), 1331 (w), 1306 (m),
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1373 (m), 1259 (m), 1203 (w), 1180 (w), 1131 (m), 1056 (w),
1004 (w), 988 (w), 971 (w), 956 (w), 898 (w), 786 (w), 774 (W),
749 (w), 601 (w), 514 (w), 505 (w), 441 (w) cm™}; TH NMR
(d-DMSO, 500 MHz) & 3.63 (s, 3H), 3.37 (t, J = 7.5, 2H), 3.01
(s, 3H), 2.78 (t, J = 7.5, 2H) ppm; '3C NMR (d¢-DMSO,
125 MHz) & 170.79 (C), 51.88 (CH3), 49.14 (CH,), 40.21
(CHj3), 26.89 (CHjy) ppm.

Supporting Information

Supporting Information File 1

Additional total ion chromatograms and copies of NMR
spectra.
[https://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-17-51-S1.pdf]
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Abstract

Symbiosis is a dominant form of life that has been observed numerous times in marine ecosystems. For example, macroalgae
coexist with bacteria that produce factors that promote algal growth and morphogenesis. The green macroalga Ulva mutabilis
(Chlorophyta) develops into a callus-like phenotype in the absence of its essential bacterial symbionts Roseovarius sp. MS2 and
Maribacter sp. MS6. Spatially resolved studies are required to understand symbiont interactions at the microscale level. Therefore,
we used mass spectrometry profiling and imaging techniques with high spatial resolution and sensitivity to gain a new perspective
on the mutualistic interactions between bacteria and macroalgae. Using atmospheric pressure scanning microprobe matrix-assisted
laser desorption/ionisation high-resolution mass spectrometry (AP-SMALDI-HRMS), low-molecular-weight polar compounds
were identified by comparative metabolomics in the chemosphere of Ulva. Choline (2-hydroxy-N,N,N-trimethylethan-1-aminium)
was only determined in the alga grown under axenic conditions, whereas ectoine (1,4,5,6-tetrahydro-2-methyl-4-pyrimidinecar-
boxylic acid) was found in bacterial presence. Ectoine was used as a metabolic marker for localisation studies of Roseovarius sp.
within the tripartite community because it was produced exclusively by these bacteria. By combining confocal laser scanning
microscopy (cLSM) and AP-SMALDI-HRMS, we proved that Roseovarius sp. MS2 settled mainly in the rhizoidal zone (holdfast)

of U. mutabilis. Our findings provide the fundament to decipher bacterial symbioses with multicellular hosts in aquatic ecosystems
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in an ecologically relevant context. As a versatile tool for microbiome research, the combined AP-SMALDI and cLSM imaging

analysis with a resolution to level of a single bacterial cell can be easily applied to other microbial consortia and their hosts. The

novelty of this contribution is the use of an in situ setup designed to avoid all types of external contamination and interferences

while resolving spatial distributions of metabolites and identifying specific symbiotic bacteria.

Introduction

In intertidal zones with high temporal and spatial ecosystem
variations, bacteria and macroalgae establish close mutualistic
relationships, in which both gain reciprocal benefits forming an
ecological unit (holobiont) [1-3]. Chemical exchange and physi-
cal proximity are the basis of this algae—bacterial mutualism [4],
but little is known about the spatial distribution of the bacteria
on the algal host and the locally released and exchanged com-
pounds within the algal chemosphere [3]. Bacterial biofilms on
macroalgae can be crucial for developing algae and their inter-
actions with other marine organisms. The exchange of resources
in this spatially limited region is of high interest for under-
standing the macroalgal-bacterial interactions. The chemos-
phere was proposed as a region that supports chemical medi-
ator-based cross-kingdom interactions [3]. High-throughput
sequencing analysis provides the abundance and composition of
the bacterial community on macroalgal surfaces [5,6]. It does
not reveal any information on the metabolically active bacteria
and the spatial distribution of substances exchanged. While the
study of bacterial symbiosis is often limited to either chemistry
or microscopy work, recent functional and metabolomics
methods are available to enable chemical imaging of specialised
metabolites involved in host—bacteria interactions.

In our study, comparative metabolomics using atmospheric
pressure scanning microprobe matrix-assisted laser desorption/
ionisation high-resolution mass spectrometry (AP-SMALDI-
HRMS) enables the identification of specialised metabolites of
the marine macroalga Ulva mutabilis (Chlorophyta) and its as-
sociated essential bacteria, a model system for cross-kingdom
interactions [7]. The method provides a tool to formulate
hypotheses about metabolic processes in the phycosphere while
preserving spatial structure. This novel depth of insight into a
multicellular host and bacteria interactions can characterise
natural products in symbiotic interactions.

Algal growth and morphogenesis-promoting factors (AGMPFs)
are required for the development of the model organism
U. mutabilis [7]. They are provided by a combination of two
essential bacteria, Maribacter sp. MS6 and Roseovarius sp.
MS?2 forming a tripartite community [3,7,8] (see also Figure la
and the Graphical Abstract). In turn, Roseovarius sp. benefits
from the released photosynthate glycerol as a carbon source [9].
Axenic Ulva germ cells (i.e. gametes) develop into a callus-like

phenotype composed of undifferentiated cells with malformed

cell walls [8,10]. Up to now, the bacterial sesquiterpenoid
thallusin, released by Maribacter spp. [11,12], is the only
known AGMPF that induces morphogenesis such as rhizoid and
cell-wall formation in Ulva spp. [11,12] or thallus development
in Monostroma spp. [13]. The Roseovarius-factor that promotes
cell division is still unknown [3,8]. Algal substances are re-
leased into the surrounding environment to attract epiphytic
bacteria and initiate the cross-kingdom interaction [14,15].
Ulva attracts Roseovarius sp. MS2 through the sulphur-contain-
ing zwitterion dimethylsulphoniopropionate (DMSP), resulting
in biofilm formation on the algal surrounding [9]. The
bacterium subsequently uses the provided glycerol for growth
and transforms DMSP into methanethiol and dimethyl sulphide
[9].

The metabolic activities of marine bacteria and algae can be
surveyed using mass spectrometry-based methods. For example,
stable sulphur isotope (34S) labelled DMSP was used to track
DMSP uptake and degradation by marine bacteria, and second-
ary ion mass spectrometry was applied to visualise it at the
single-cell level [16]. The interaction between epibiotic bacteria
on algal surfaces and their metabolic activities can be moni-
tored in situ or using an imprinting method by desorption elec-
trospray ionisation mass spectrometry [17,18]. In U. mutabilis
gametophytes, matrix-assisted laser desorption ionisation mass
spectrometry imaging (MALDI-MSI) was used to identify cell
differentiation markers [19]. However, there has yet to be a
thorough investigation of associated-mutualistic bacteria.
MALDI-MSI has been shown to have high sensitivity and
spatial resolution at the microscale in plant tissues, plankton,
and other microbes [20,21].

The application of a MALDI matrix to a sample is an important
part of the MALDI-MSI experiment. MALDI-MS can be used
to identify proteins and metabolic signatures [22-24] from
bacteria and microalgae, as well as biofilms [25]. The primary
function of the applied matrix is to improve the quality of the
MS spectra, particularly the signal intensities of the compounds
of interest. In some cases, the matrix might also work in opposi-
tion to this premise, suppressing desired ions. Then, matrix-free
approaches such as LDI-HRMS can overcome this limiting phe-
nomenon and have been applied for species-level microalgal
identification based on metabolic profile fingerprint matching
[26-28].
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Our research combines cutting-edge laser scanning microscopy
and high-resolution mass spectrometry to uncover Ulva/bacteria
interactions and specialised metabolites at the microscale level.
In this study, we demonstrate that the chemosphere of
U. mutabilis changes depending on the presence or absence of
the bacterial symbionts (Roseovarius sp. MS2 and Maribacter
sp. MS6). As a result, specific metabolic markers can be used to
identify bacteria in the vicinity of U. mutabilis. We used an
untargeted comparative metabolomics approach that also
provides micrometre-resolved MS imaging data through
AP-SMALDI-HRMS. Two sample preparations, matrix-free
LDI and MALDI, were performed to increase the range of
metabolites recovered with this type of ionisation. We identi-
fied significant metabolites that define the host-bacteria interac-
tions based on spectral similarity with standards. Using
combined imaging mass spectrometry and confocal laser scan-
ning microscopy, we then linked the chemical and microscopic
observations that characterise the symbiotic association
(cLSM).

Results and Discussion

Comparative metabolomics using
AP-SMALDI-HRMS identifies metabolites in
axenic algae and those present during
macroalgal-bacterial symbiosis

Axenic gametes of U. mutabilis (phenotype slender) were
allowed to settle onto glass plates in Petri dishes filled with
growth medium. In the absence of the symbionts, the axenic
gametes developed into undifferentiated cells known as the
callus-like form [8,29]. In the second set of samples, algae were
inoculated with the two marine bacteria, Roseovarius sp. MS2
and Maribacter sp. MS6, developing into a phenotype
composed of bilayer cells and organised tissues, as previously
reported [8]. The algal germlings incubated with the marine
bacteria showed a rhizoidal zone that serves for substrate
attachment and a thallus zone. From apex to rhizoid, Ulva
germlings had an average length of 50 to 150 um after three
weeks of growth. The samples were recovered, dried on tissue,
and for MALDI, immediately covered with 2,5-dihydroxy-
benzoic acid (DHB) applied by spraying. We targeted either
specialised tissues (rhizoidal zone versus thallus) or the whole
alga germlings (axenic callus versus alga in symbiosis) using a
mounted AP-SMALDI camera (Figure 1a). The metabolic
profiles of tissue and whole alga were obtained from callus or
alga in symbiosis using AP-SMALDI-HRMS with the two sam-
ple preparations, either with matrix deposition (MALDI-
HRMS) or matrix-free analysis (LDI-HRMS) (Figure 1a and b).
The data matrix was generated by processing the raw spectra,
and the data tables produced were from 1534 to 4986 features
(m/z) (Figure 1b and Table S1 in Supporting Information

Beilstein J. Org. Chem. 2021, 17, 1313-1322.

File 1). The principal component analysis (PCA) visualised
differences between metabolic profiles of axenic algae, algae in
symbiosis, and specialised tissues (thallus, rhizoidal zone),
analysed either with LDI or MALDI-HRMS. The metabolic
profiles of axenic algae and algae in symbiosis were significant-
ly different, while tissue-specialised metabolomes were less
differentiated in the PCA score plots (Figure 1b). Significant
features in the loading plots were listed in a heatmap to
compare their relative abundance of intensities averaged per
sample class (Figure 1c). Among the statistically significant
features in all datasets (Table S1, Supporting Information
File 1), six metabolites were identified, which were annotated
using spectral similarity with analytical standards. For example,
the features m/z 104.1064 and m/z 143.0815 were selected
among the significant markers of the MALDI-HRMS profiling
of axenic algae and the rhizoid tissue (whole alga profiling) of
U. mutabilis grown with the marine symbiotic bacteria, respec-
tively (Figure 1c). The heatmap shows the complementarities of
both methods, LDI or MALDI-HRMS, as the significant fea-
tures m/z 104.1064 and m/z 143.0815 have only been detected

by one of the two methods.

ldentification of metabolites in Ulva—bacteria
symbiosis

To identify the selected markers found by the comparative
metabolomics study, we searched several mass spectra libraries,
including METLIN, and determined the chemical formula based
on exact mass. We also used spectral similarity matching of
data acquired from analytical standards. Choline was identified
from the molecular peak m/z 104.1064 for [M]* (calculated m/z
as 104.1069 + 4.8 ppm for CsH4NO) in the profiles of axenic
U. mutabilis (Figure 2a). This small polar metabolite was linked
to the metabolic homeostasis of Ulva lactuca during tidal cycles
[30]. Choline is the precursor of the membrane constituent
phosphatidylcholine [31]. We inferred that the accumulation of
choline in axenic U. mutabilis germlings might correlate with
the absence of the key bacterial morphogen thallusin, which in-
duces cell wall and rhizoid formation. The accompanying for-
mation of cell wall protrusions might disrupt the cell membrane
arrangement indicated by choline accumulation. Screening the
tripartite community Ulva—Roseovarius—Maribacter identified
ectoine as a metabolic marker of the rhizoidal zone (Figure 2b).
The molecular formula CgH|oN,0O, was deduced from the mo-
lecular peak at m/z 143.0817 for [M + H]* (+ 1.4 ppm) and
m/z 165.0636 for [M + Na]* (+ 1.2 ppm) detected in the
AP-SMALDI-HRMS profiles of the standard and rhizoid tissue
of U. mutabilis in symbiosis with the marine bacteria. To sepa-
rate algal and bacterial metabolism, single colonies of Roseo-
varius sp. MS2 and Maribacter sp. MS6 were deposited onto
glass slides and analysed with AP-SMALDI-HRMS/MS. Using

spectral similarity matching based on the fragmentation pattern
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Figure 1: Untargeted comparative metabolomics using AP-SMALDI-HRMS highlighted metabolites involved in Ulva—bacteria symbiosis. a) The study
looked at axenic algae with cell wall protrusions, the whole algae, and specific tissues with bacterial symbionts. b) The profiles of axenic alga
(“axenic”) were contrasted with alga with bacterial symbionts (“symbiosis”) in the PCA score plots for LDl and MALDI-HRMS. The ellipses represent
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ple class (red colour for high intensity, blue for low intensity).

obtained from AP-SMALDI-HRMS/MS experiments, we
proved that the bacterial symbiont Roseovarius sp. MS2
produces ectoine (Figure 2c). This observation supports earlier
assumptions that the rhizoidal zone is mainly colonised by
Roseovarius sp. MS2 [8,29].

Ectoine is a known osmoprotectant produced by marine bacteria
and phytoplankton with high concentrations during saline stress
conditions [32]. It has not yet been described in the
Ulva—bacteria symbiosis. Not all essential genes for ectoine bio-
synthesis reported by [33] were found in the U. mutabilis
genome [34], providing further support for the bacterial origin
of ectoine. Homologs of EctA (UMO017_0070.1, E value 0.34),
EctB (UMO084_0040.1, E value < 0.0001) that provide the
central intermediate N-acetyl-2,4-diaminobutyrate and EctD
(UM025_0127.1, E value 0.094) an ectoine hydroxylase could
be identified. However, a homolog gene for EctC (ectoine
synthase) is missing in the U. mutabilis genome. In addition,
despite the low E value of EctB, the reciprocal NCBI-blast
search against the anoxygenic photosynthetic halophile and
ectoine-producing bacterium Halorhodospira halochloris [35]
did not confirm the presence of the sequence in the algal
genome. Therefore, it is unlikely that the alga produces
ectoine. In summary, ectoine is indicative of Roseovarius sp.
MS?2 in the tripartite community and can serve for localisation

studies.

Localisation of bacterial symbionts of Ulva
mutabilis using fluorescence microscopy and

imaging mass spectrometry

Based on the above results, we combined LDI-MS imaging
mass spectrometry and cLSM using a non-specific fluorescence
labelling probe to visualise the bacterial cells living in
symbiosis with U. mutabilis. Following a one-month incuba-
tion in clean cuvette slides placed in Petri dishes filled with me-
dium, axenic and bacteria-inoculated U. mutabilis germlings
were stained with SYBR Gold, a sensitive probe forming a
complex with DNA with high fluorescence quantum yield [36].
In the axenic callus-like form, the nuclei of algal cells and the
bacterial cells accumulated around the rhizoidal tissue and
exhibited the specific fluorescence after SYBR Gold staining
(Figure 3a) as previously described [8,37]. These findings indi-
cated that bacteria are associated with their algal host during
symbiosis.

In parallel, we visualised the metabolites produced by the
biofilm formed around U. mutabilis by imaging analysis with
AP-SMALDI-HRMS. Three replicates each of the axenic algae,
algae in symbiosis, germlings, and bacterial cells in monocul-
tures were imaged after matrix deposition by AP-SMALDI-
HRMS over a centimetre-scaled area (Figure 3b). The algal pig-
ment chlorophyll was localised with the algal tissues (Figure 3b
and Figure S1 in Supporting Information File 1). Even though
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Figure 2: Identification of significant features associated with axenic or bacterial symbiont-associated alga Ulva mutabilis (phenotype slender). a) The
structural determination was achieved by spectral matching with the analytical standards using AP-SMALDI-HRMS. b) Relative amounts of ectoine
(m/z 143.0815 for [M + H]*) were determined by AP-SMALDI-HRMS measurements to compare different tissues: axenic and algae in symbiosis. One-

way ANOVA with a Fisher HSD post hoc test found choline to be significant in profiles of axenic algae (F = 42, P-value < 0.0001) and ectoine in
profiles of rhizoidal zones of algae in symbiosis (F = 4, P-value < 0.005) (colour code with reference to Figure 1a). ¢) Ectoine (m/z 143.0815 for
[M + H]*, precursor ion) was identified in a single colony of the bacterial symbiont Roseovarius sp. MS2 using AP-SMALDI-HRMS/MS analysis.

most of the seawater media was removed from the Ulva sam-  their distribution within an imaged area were examined using a

ples during sample preparation, crystallisation of seawater salts  digital microscope and found to be homogeneous and consis-

on the sample surface occurred. The size of the crystals and tent across the samples and experiments. As a result, the ion
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a Cytochemical staining with confocal laser scanning microscopy
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m/z 892.5360 [M]  Chlorophyll a

miz 614.2375 fragment Chlorophyll a

Figure 3: Visualisation of algae Ulva mutabilis grown under axenic conditions or with bacterial symbionts Roseovarius sp. MS2 and Maribacter sp.
MS6. a) Images acquired after nucleic acid staining with SYBR gold and with confocal laser scanning microscopy. The protrusion of alga grown with-
out bacterial symbiont is highlighted (red arrow). DIC: differential interference microscopy. b) The images show ectoine spatial localisation and thus
the presence of Roseovarius sp. (m/z 143.0814 for [M + H]*, m/z 165.0633 for [M + Na]*, shown in green) as well as chlorophyll (m/z 892.5360 for
[M + H]*, m/z 614.2375 fragment shown in white). These metabolite traces are visible in axenic algae, symbiotic algae, and cell cultures of bacteria
Roseovarius sp. MS2. White arrows indicate the rhizoidal zones.
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suppression effect caused by the presence of seawater crystals
on the Ulva samples and surroundings was consistent across all
measurements (Supporting Information File 1, Figures S1 and
S2).

Ectoine was detected in both profiling and imaging MS spectra
as the [M + Na]* adduct at m/z 165.0633. Ectoine was mainly
found around the rhizoid in elevated amounts. Thus, Roseo-
varius sp. MS2 became visible in the rhizoidal zone and on the
thallus due to the exclusive production of ectoine within the
tripartite community (Figure 3b). AP-SMALDI-HRMS studies
extended to the entire clade of motile Rhodobacteraceae will
reveal other characteristic metabolites of the Ulva—bacteria
interactions. Those species attracted by U. mutabilis (e.g.,
through DMSP) that use the provided photosynthates [9], will
preferentially succeed the previously described competitive
colonisations of Ulva spp. [38,39]. Also, related species of
Roseovarius sp. MS2 can often release unknown AGMPFs
[29,40], which further foster the bacterial-algal interactions. As
more species-specific metabolic markers become available,
AP-SMALDI imaging will be a powerful tool to track these
dynamic microbial colonisation processes using the

U. mutabilis model system with a designed microbiome.

Conclusion

Metabolic profiling of whole alga and specialised tissues con-
ducted with AP-SMALDI-HRMS enabled identifying specific
metabolites in host—bacteria symbiosis. We report the first iden-
tification of choline and ectoine as markers of symbiont-free
U. mutabilis and rhizoid tissue of algae in symbiosis with
bacteria. We visualised the rhizoidal zone formed by the bacte-
rial symbionts using chemical staining, confocal laser scanning
microscopy, and imaging mass spectrometry. Notably, ectoine
was used as a metabolic marker to identify bacteria in the
biofilm associated with U. mutabilis and the algal surface. Visu-
alising the spatial distribution of epiphytic bacteria in the
phycosphere will contribute to the general understanding of the
chemically mediated cross-kingdom interactions. The combined
AP-SMALDI and cLSM imaging with resolution down to the
level of a single bacterial cell introduced here can be applied to
other microbial consortia and their hosts and will be instru-
mental for microbiome research.

Experimental

Biological experiments and imaging
microscopy

The laboratory strains of U. mutabilis (sl-G[mt+]) are direct
descendants of the original isolates collected by B. Fgyn in
Portugal (Ria Formosa) in 1958 [8]. This strain is used as a

model organism in cross-kingdom interactions [7,34,37] and
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cultivated under standardised conditions [41,42]. Ulva strains
are available from the corresponding author (Thomas Wichard,

Friedrich-Schiller-Universitit Jena, Germany).

Gametogenesis of U. mutabilis was induced by chopping
harvested algal tissue, and released gametes were purified from
accompanying bacteria according to the protocol of Wichard
and Oertel (2010) [41]. The strains Roseovarius sp. MS2
(Genbank EU359909) and Maribacter sp. MS6 (Genbank
EU359911) were originally isolated from U. mutabilis [8] and
were cultivated in Marine Broth medium (Roth, Germany) at
20 °C. Ulva gametes were either grown axenically or inocu-
lated with the bacteria (final optical density ODg,o = 0.001). All
algae were cultivated in Ulva culture medium (UCM) [43]
at 18 °C with the illumination of about 60 pmol photons

=2 57! under a 17:7 light/dark regime. Axenic Ulva gametes

m
deposited on cleaned glass slides and inoculated with bacteria
MS2/MS6 were prepared following the procedure for in situ
MS imaging described by Kessler et al. [19]. Briefly, algal
gametes were inoculated to 10 mL medium in 9 cm diameter
sterile Petri dishes with a clean and autoclaved glass slide
(25 mm X 75 mm) with cavities (Paul Marienfeld, Germany) on
the bottom; samples were incubated for one month at 18 °C in
static conditions. An inverted microscope was used to monitor
the algal growth. Transmitted light microscopy pictures were
obtained using a Keyence BHX-500 digital microscope. Sam-
ples were recovered with pliers and fixed with glutaraldehyde
1% (Merck), stained with SYBR Gold (1% in DMSO, Invit-
rogen, Thermo Fisher); a cover slide was added, followed by
incubation in the dark at 15 °C for 15 min. Cavity slides were
spotted with 100 pL of SYBR Gold or unstained bacterial
monoculture (Roseovarius sp MS2 or Maribacter sp. MS6) to
use them as controls. Fluorescence images (1024 x 1024) were
acquired using a Zeiss cLSM 880 (Carl Zeiss AG, Oberkochen,
Germany) with a Plan-Apochromat 20 X 0.8 and 488 nm
Argon-laser excitation (5% transmission). Emission wave-
lengths for SYBR Gold (490-650 nm) and chlorophyll A
(653-735 nm) were separated via the spectral detection unit.
Transmitted light was detected by the transmitted light-PMT.
The effect of an additional quick washing step was tested by
gently adding 100 pL of sterile MQ water for two seconds. The
controls consisted of bacteria grown for one week in monocul-
ture in 40 mL of marine broth medium and the axenic medium
with fixative and stain. All the experiments with glass slides

were performed in biological triplicates.

Genome analysis

To identify the putative biosynthetic gene cluster (ect gene
cluster) in U. mutabilis [34], the algal genome was searched for
the gene ectoine hydroxylase (ectD) and also for a specialised

aspartokinase (ask_ect). Aspartokinase (Ask), along with
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L-aspartate-B-semialdehyde-dehydrogenase (Asd), provides the
precursor L-ASA for ectoine biosynthesis [33,44,45]. Homologs
of the enzymes of the ectoine pathway from Halorhodospira
halochloris were identified by BLAST searches of the
U. mutabilis genome at ORCAE using default parameters
(https://bioinformatics.psb.ugent.be/orcae/overview/Ulvmu).

AP-SMALDI-HRMS metabolic profiling and
imaging

All standards and Ulva samples were analysed via AP-SMALDI
(AP-SMALDI10, TransMit, Germany) ion source equipped
with a UV (337 nm) nitrogen laser (LTB MNL-106, LTB,
Germany) coupled to a high-resolution mass spectrometer
Q-Exactive Plus (Thermo Fisher Scientific, Bremen, Germany).
Glass slides with one month-grown algal gametophytes were
gently recovered from a Petri dish filled with UCM using a
sterile tweezer and dipped for one second in sterile ultrapure
water to remove the excess salts before metabolic profiling.
When algae were investigated directly on a glass slide before in
situ MS imaging, blotting paper was used to remove sea water
(see also Supporting Information File 1). The desired area of a
glass slide covered with algal individuals was first marked,
photographed, and finally fixed on the AP-SMALDI metal
target.

AP-SMALDI profiling and imaging experiments unless other-
wise stated were enhanced by a 2,5-dihydroxybenzoic acid
(DHB) MALDI matrix. A methanolic solution of the DHB
matrix at a concentration of 4 mg mL~! was applied onto a sam-
ple via SunChrom MALDI spotter (SunChrom GmbH,
Germany). The spraying method was optimised using the
following parameters: line distance 2 mm, spraying speed
800 mm min~! with 5 seconds drying time, and matrix solution
flow rate in 4 cycles from 10 pL up to 30 pL min~!. Solvents
used in this study were all LCMS analytical grade. 2,5-
Dihydroxybenzoic acid with a purity of above 98% and high
purity MS-grade methanol were purchased from Sigma-Aldrich
(Germany).

All Ulva samples were imaged in the positive ion mode using a
step size of 5 pm and with the number of laser shots per spot set
to 30 (approximately 1.2 pJ shot™!) within the laser frequency
of 60 Hz. MS spectra were acquired in a mass range from
m/z 100 to m/z 1000 with a resolving power of 280000. Pseudo
ion intensity maps of selected m/z values were generated using

the Mirion V3 software package with an m/z width of 0.01 u.

In the profiling mode, the single Ulva individuals were targeted
visually and ablated with a laser spot size of approximately
10 um in positive and negative polarity in a mass range from
m/z 100 to m/z 1000. The other parameters stayed like for the

Beilstein J. Org. Chem. 2021, 17, 1313-1322.

MSI mode. In profiling, the same area of the rhizoid and the tip
of the thallus of different individuals were analysed by laser
ablation over one-minute time acquisition. Axenic and alga in
symbiosis germlings were profiled with a UV laser along a
longitudinal axis to investigate the effect of bacteria on metabo-
lism changes in U. mutabilis.

The size of the sample groups analysed by AP-SMALDI-
HRMS in profiling mode was n = 10 for thallus tissue, n = 9 for
rhizoid tissue, n = 8 for axenic callus, and n = 10 for alga in
symbiosis. Matrix-free experiments (LDI-HRMS) were per-
formed in profiling mode under the same experimental condi-
tions as the AP-SMALDI-HRMS. The size of the sample
groups was defined as follows: n = 6 for rhizoid, n = 7 for
thallus and whole alga profiling, n = 10 for alga in symbiosis,

and n = 15 for axenic alga.

The metabolic profiles of nutrient media were obtained by
analysing 30 pL deposited onto cleaned glass slides and
following the same protocol used for the Ulva samples. In the
late exponential stage, bacterial monoculture was recovered
from agar plates with a 10 pL loop and diluted in 100 pL of
sterile water. Five microliters of the solution were spotted onto
a glass slide and analysed in AP-SMALDI-HRMS mode in pos-
itive and negative polarity.

The data acquired in MSI mode were collected with Xcalibur
software version 2.8 SP1 Build 2806 (Thermo Fisher Scientific,
Germany) while the acquisition of spatial scans, pre-defined in
the x- and y-direction as rectangular sample regions, was con-
trolled by the MCP (Master Control Program, TransMIT
GmbH, Giessen, Germany). The raw data acquired in profiling
mode were visualised in Thermo Xcalibur™ version 3.0.63
(Thermo Fisher Scientific, Germany) and then converted to
netCDF format using the Thermo File Converter tool. Data pre-
processing was performed to extract the intensities in each
profile, excluding the features of the nutrient medium using a
script adapted from the MALDIquand package [46]. Spectra
were de-noised with a signal-to-noise ratio of 5. Normalisation
was done based on total ion current (TIC) recommended for
MALDI-MS analysis [47]. All spectra, images, R data, scripts,
and results from the statistical analysis were uploaded and are
freely accessible in the Max Planck repository Edmond (https://
dx.doi.org/10.17617/3.4v).

Significant features analysis and metabolite
identification

Data analysis was conducted in MetaboAnalyst 4.0 [48] to
perform univariate and multivariate statistical tests and find sig-
nificant differences in intensities and the presence or absence of

metabolites in the samples. Pareto scaling and cube root trans-
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formation were conducted to normalise the datasets before the
multivariate statistics. PCA highlighted the metabolic differ-
ences between axenic and alga in symbiosis and between thallus
and rhizoid tissues. Significant features were searched in the
PCA loading plots and also in the pattern hunter plots obtained
from a correlation analysis based on the Pearson correlation
coefficient R. A one-way ANOVA with Fisher's LSD post hoc
test (P-value < 0.05) was performed, and the relative amounts
of the significant features were displayed as a boxplot. The
selected significant features were further searched in the raw
HRMS profiles to identify those with the reliable isotopic
pattern assigned to a metabolite. The m/z values were searched
in the METLIN database, using a mass deviation equal to or
lower than five ppm, which suggested several known natural

products such as ectoine [49].

To confirm the identity of the significant features, mass spec-
tral information was compared with analytical standards
analysed with the AP-SMALDI-HRMS (DMSP, chlorophyll-a,
ectoine, choline). MS/MS experiments were performed with
AP-SMALDI-HRMS to match the fragmentation pattern be-
tween the standard ectoine and bacteria monoculture profile.
Fragmentation spectra of ectoine were acquired from the bacte-
rial isolate Roseovarius sp. MS2 and an ectoine standard. To
perform a measurement, 4 uL of ectoine at concentration 50 pM
was pipetted onto a clean glass slide (washed with dH,O, ace-
tone) and overlaid with 2 uLL of a methanolic solution of the
DHB matrix at a concentration of 4 mg mL~!. For a bacterial
isolate, the sample was prepared from one colony smeared onto
a glass slide and covered with the DHB matrix, following the
standard ectoine procedure. Samples were analysed in positive
ion mode, with the number of laser shots per spot set to 30
(approximately 1.2 uJ shot™). All-ion fragmentation (AIF)
mode was set as follows: molecular ion of ectoine at m/z 143.1;
isolation window m/z + 0.2; 45 NCE. The peak resolution was
set at 280000, and the mass range was set from m/z 50 to
m/z 300.

Supporting Information

Supporting Information File 1

Details on sample preparation and additional figures.
[https://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-17-91-S1.pdf]
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Abstract

Plant volatiles play a major role in plant—insect interactions as defense compounds or attractants for insect herbivores. Recent
studies have shown that endophytic fungi are also able to produce volatiles and this raises the question of whether these fungal vol-
atiles influence plant—insect interactions. Here, we qualitatively investigated the volatiles released from 13 endophytic fungal
species isolated from leaves of mature black poplar (Populus nigra) trees. The volatile blends of these endophytes grown on agar
medium consist of typical fungal compounds, including aliphatic alcohols, ketones and esters, the aromatic alcohol 2-phenylethanol
and various sesquiterpenes. Some of the compounds were previously reported as constituents of the poplar volatile blend. For one
endophyte, a species of Cladosporium, we isolated and characterized two sesquiterpene synthases that can produce a number of
mono- and sesquiterpenes like (E)-B-ocimene and (E)-f-caryophyllene, compounds that are dominant components of the herbivore-
induced volatile bouquet of black poplar trees. As several of the fungus-derived volatiles like 2-phenylethanol, 3-methyl-1-butanol
and the sesquiterpene (E)-f-caryophyllene, are known to play a role in direct and indirect plant defense, the emission of volatiles

from endophytic microbial species should be considered in future studies investigating tree-insect interactions.

Introduction

Plant volatile organic compounds (VOCs) can mediate atiles, benzenoids, terpenoids, and nitrogen-containing com-
plant—insect, plant-microbe, and plant—plant interactions [1-4].  pounds [5-7]. Among these, terpenoids represent the largest and
The constitutive and herbivore-induced volatile blends of plants most diverse group of compounds. In poplar trees, large

consist of different compound classes, including green leaf vol-  amounts of terpenoids can be emitted constitutively [8,9] and
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facilitate protection against thermal and oxidative stresses [10].
In addition, terpenoids are also produced in response to biologi-
cal stresses such as herbivory [9,11] and can fulfill different
functions in plant—insect interactions. For instance, together
with other volatiles, some terpenoids are known to attract
natural enemies of insect herbivores [2,12,13] or attract insects
as shown for the sesquiterpene (E)-B-caryophyllene (1) [14,15].
Another sesquiterpene, (E)-B-farnesene (2), an aphid alarm
pheromone, is also produced by plant species like Arabidopsis
thaliana [16]. Besides terpenoids, other plant VOCs are also
known to mediate plant—insect interactions. For instance,
2-phenylethanol (3) is a typical attractant for pollinators, but is
also involved in direct and indirect plant defense [17-19].

Endophytic microorganisms are fungi or bacteria that live
asymptomatically within healthy plant tissue (e.g., leaves,
flowers and roots) for at least a part of their life cycle [20].
Endophyte colonization is widespread in the plant kingdom, but
their role in plant—insect interactions is under debate [21]. Cur-
rently, most of our knowledge on the role of endophytes in plant
defense responses comes from studies with fungal grass endo-
phytes (clavicipitaceous endophytes) that are often mutualistic
for the plant. The ecological significance of nonclavicipita-
ceous endophytes, which occur also in trees, is more ambiguous
and only poorly understood [22-24].

Endophytic fungi themselves can produce VOCs. Currently,
around 300 fungal VOCs have been characterized, including al-
iphatic alcohols, ketones, aldehydes, acids and esters,
terpenoids, benzenoids, naphthalene derivatives, and
cycloalkanes [25-27]. Endophytic fungal VOCs are frequently
described to exhibit antimicrobial activity; however, they are
also known to induce the growth and vigor of the host plant and
to shape plant community structure [27-31]. Furthermore, vola-
tiles released from endophytic fungi can also affect insect be-
havior. Daisy et al. isolated the endophytic fungus Muscodor
vitigenus and characterized the volatile blend in culture [32].
Naphthalene, an insect deterrent that is used, e.g., in mothballs
[33], was the most dominant compound in the fungal volatile
blend and showed a repellent effect on the wheat stem sawfly
Cephus cinctus in a Y-tube olfactometer experiment. However,
the literature on endophytic volatiles and how they influence
insect behavior is scarce, especially for the endophytes of trees
despite the omnipresence of fungal endophytes in forest ecosys-
tems [34] and their potential impact on plant—insect interac-
tions [35-38].

Among the known endophytic volatiles, sesquiterpenes have
gained much attention in recent years as they can play an
important role in plant—plant, plant-microbe, and

microbe—microbe interactions [39,40]. Weikl et al., for instance,

Beilstein J. Org. Chem. 2021, 17, 1698-1711.

analyzed the volatile emission of Alternaria alternata and
Fusarium oxysporum in culture and showed that both species
are able to produce sesquiterpenes like (E)-B-farnesene (2), a-
and B-chamigrene (4), and germacrene D [41]. In general,
terpenes are derived from the five-carbon intermediates
dimethylallyl diphosphate (DMAPP) and isopentenyl diphos-
phate (IPP), which are both produced by the mevalonate path-
way in fungi [42]. The condensation of DMAPP with varying
numbers of IPP residues results in products of various chain
lengths: geranyl diphosphate (GPP, C10), farnesyl diphosphate
(FPP, C15), and geranylgeranyl diphosphate (GGPP, C20).
Terpene synthases (TPS) then convert the precursors GPP, FPP,
and GGPP into the different terpene skeletons [42-44]. Howev-
er, our knowledge on terpene synthases of endophytic fungi is
scarce, specifically in comparison to the vast knowledge on

these enzymes in plants and bacteria [44,45].

Typical monoterpenes like limonene and linalool (5), sesquiter-
penes like a-farnesene, chamigrene (4), aromatic alcohols like
2-phenylethanol (3), and aliphatic alcohols like 3-methyl-1-bu-
tanol (6) are also found in the headspace of endophytic fungi
grown in culture [46-52]. Those studies have shown that vola-
tile blends produced by some endophytic fungi qualitatively
overlap with the VOC bouquets produced by numerous plant
species [53-56] including black poplar (Populus nigra) [57-59].
Thus, the question arises whether endophytes found in plants
contribute significantly to the overall plant volatile blend by
expression of their own TPS genes and how these fungal vola-
tiles influence plant—insect interactions. Identification of fungal
TPS genes is a useful tool to assess the impact of fungal terpene
emission on plant volatile composition and on plant—insect
interactions.

In this study, we isolated and identified endophytic fungi from
leaves of a natural population of mature black poplar trees.
From these fungi, we qualitatively investigated the volatiles
emitted in culture and compared the blend with that emitted
from black poplar trees. In addition, we used transcriptome
analysis and heterologous expression to identify and charac-
terize terpene synthases in one of the endophyte species isolat-
ed. These fungal TPSs may contribute to the volatile blend of
black poplar foliage and the compounds emitted may play a role
in poplar plant—insect interactions.

Results
Endophytic fungi isolated from old-growth

black poplar trees
We identified 12 endophyte species from nine different genera
by sequencing the internal transcribed spacer (ITS) region of

the nuclear ribosomal RNA cistron. Two species were identi-
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fied from the genus Alternaria, three from Didymella, two from
Aureobasidium, and one each from Arthrinium, Cladosporium,
Fusarium, Sordaria, and Stemphylium (Table 1). One unidenti-
fied species was also included in the volatile analysis. All the
identified fungi belong to the Ascomycota, the largest fungal
phylum.

Endophytic fungi emit typical plant VOCs

Altogether, we detected 77 volatile compounds in the head-
spaces of the 13 different endophytic species grown on agar me-
dium. With 34 different compounds, the unidentified fungus
was the endophyte emitting the most complex volatile blend. In
contrast, in the headspace of both Stemphylium sp. and
Cladosporium sp., only two volatile compounds were detected
(Table 2). All endophytic fungi, except Cladosporium sp., pro-
duced aliphatic or aromatic alcohols like 2-methyl-1-propanol
(7), 3-methyl-1-butanol (6) or 2-phenylethanol (3). Of 77
detected volatile compounds, 50 compounds are sesquiterpenes.
Furthermore, seven out of 13 fungi produced sesquiterpenes. In
general, the analyzed endophytic fungi have a species-specific
volatile bouquet, and none of the endophytic species shared the

same combination of volatile compounds. We had previously

Beilstein J. Org. Chem. 2021, 17, 1698-1711.

detected a number of these fungal volatiles in our volatile
analyses of poplar leaves, including two alcohols 3-methyl-1-
butanol (6) and 2-phenylethanol (3) and the two sesquiterpenes
(E)-B-caryophyllene (1) and a-muurolene (8) (Table 2,
Figure 1) [7,9,57-59].

Cladosporium sp. contains two sesquiter-
pene synthases that produce typical poplar

volatile compounds in in vitro assays

The poplar fungal endophyte Cladosporium sp. emitted (E)-f-
caryophyllene (1) in culture (Table 2, Figure 1). As this
sesquiterpene is also a characteristic VOC in the constitutive
and herbivore-induced blends of black poplar [57-59], we
wanted to identify and characterize the responsible fungal
terpene synthase, as this enzyme could contribute to the overall
(E)-p-caryophyllene emission from the tree.

To identify terpene synthase genes potentially involved in vola-
tile terpene formation in Cladosporium, we sequenced the tran-
scriptome and performed a de novo assembly of the obtained
reads. A TBLASTN analysis with Aspergillus terreus aris-
tolochene synthase (pdb 20A6) as query and the de novo

Table 1: Fungal endophytes identified from leaves of mature black poplar (Populus nigra) trees.2

Species Family

Alternaria infectoria Pleosporaceae
Alternaria sp. 1 Pleosporaceae
Stemphylium sp. Pleosporaceae
Aureobasidium sp. 1 Dothioraceae
Aureobasidium sp. 2 Dothioraceae
Didymella glomerata Didymellaceae
Didymella sp. 1 Didymellaceae
Didymella sp. 2 Didymellaceae
Cladosporium sp. Cladosporiaceae
Fusarium sp. Nectriaceae
Sordaria sp. Sordariaceae
Arthrinium sp. Apiosporaceae

unidentified species

Best hit and accession number Identity (%)

Alternaria infectoria 100
KX394561.1

Alternaria sp. 99
KY788045.1

Stemphylium sp. 99
KX400960.1

Aureobasidium pullulans 100
KX869960.1

Aureobasidium pullulans 97
KT352844.1

Didymella glomerata 99
KY788126.1

Didymella glomerata 100
KY788126.1

Didymella glomerata 100
KY794938.1

Cladosporium subcinereum 100
NR_148193.1

Fusarium armeniacum 100
KF944456.1

Sordaria fimicola 100
KX986578.1

Arthrinium sacchari 100
KY782634.1

38Endophytes were isolated from leaves after surface sterilization (n = 10 tree genotypes). 12 out of 13 isolated endophytes were classified to the
genus level via sequencing of the internal transcribed spacer (ITS) region of the nuclear ribosomal cistron (with primers ITS1F/ ITS4). The sequences
obtained were compared to the NCBI sequence database (Supporting Information File 1, Table S1). Isolated fungi with multiple 99—100% identity hits
on several species within the same genus were identified only to the genus level, but we still list the single best hit in the table.
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Table 2: Volatiles emitted from endophytic fungi growing in culture on potato dextrose agar (PDA).2

Volatiles class

aliphatic alcohol
aliphatic ketone
aliphatic ester

aliphatic alcohol
aliphatic alcohol
aliphatic alcohol
aliphatic alcohol
aliphatic ester

aromatic
hydrocarbon

aromatic alcohol
sesquiterpene
sesquiterpene
sesquiterpene

sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene
sesquiterpene

Volatile organic compound

ethanol (17)°
2-butanone

ethyl acetate
2-methyl-1-propanol (7)
unknown 1
3-hydroxy-2-butanone
3-methyl-1-butanol (6)P
2-methyl-1-butanol
unknown 2
3-methylbutyl acetate

ethenylbenzene

unknown 3

unknown 4

unknown 5
2-phenylethanol (3)P
unknown 6

unknown 7
a-cubebene
unknown 8

unknown 9

unknown 10
unknown 11
a-copaene

unknown 12
unknown 13

sativene (16)
a-gurjunene
unknown 14
unknown 15
unknown 16
unknown 17
aristolene (15)
(E)-B-caryophyllene (1)°
unknown 18
unknown 19
unknown 20
bicyclosesquiphellandrene
B-gurjunene®
unknown 21

unknown 22
unknown 23

Kovats'
RI

598
611
623
658
710
730
732
776
881

891

907
1044
1054
1115
1335
1343
1355
1356
1361
1369
1372
1381
1391
1395
1401
1415
1416
1419
1420
1423
1424
1425
1426
1433
1433
1436
1437
1438
1440
1442

Alternaria infectoria

Alternaria sp. 1

x

Stemphylium sp.

Aureobasidium sp. 1

b

b

Aureobasidium sp. 2

b

Beilstein J. Org. Chem. 2021, 17, 1698-1711.

Endophyte species

Didymella glomerata

X X

Didymella sp. 1

x

Didymella sp. 2

xX X

Cladosporium sp.

Fusarium sp.

x

Sordaria sp.

b

Arthrinium sp.

x

unidentified

b

b

X X X X X
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Table 2: Volatiles emitted from endophytic fungi growing in culture on potato dextrose agar (PDA).2 (continued)

sesquiterpene  a-guaiene® 1447 X
sesquiterpene  unknown 24 1448
sesquiterpene  unknown 25 1453
sesquiterpene  unknown 26 1454
sesquiterpene  (E)-B-farnesene (2)¢ 1456
sesquiterpene unknown 27 1462
sesquiterpene unknown 28 1467
sesquiterpene unknown 29 1469
sesquiterpene unknown 30 1472 X
sesquiterpene  B-chamigrene® 1474
sesquiterpene unknown 31 1475 X
- unknown 32 1475
sesquiterpene a-selinene® 1477 X
sesquiterpene  y-muurolene 1478
sesquiterpene unknown 33 1483
sesquiterpene unknown 34 1486 X
sesquiterpene  B-selinene 1488 X
sesquiterpene unknown 35 1489
sesquiterpene  valencene® 1494 X
sesquiterpene unknown 36 1498 X
sesquiterpene o-muurolene (8) 1500
sesquiterpene  B-himachalene 1502
sesquiterpene B-bisabolene 1508
- unknown 37 1525
sesquiterpene unknown 384 1525
sesquiterpene unknown 39 1533
sesquiterpene unknown 40 1544
oxygenated ST  unknown 41 1549
- unknown 42 1553
sesquiterpene unknown 43 1564
- unknown 44 1584
oxygenated ST  unknown 45 1609 X
- unknown 46 1629
- unknown 47 1650
- unknown 48 1656
— unknown 49 1702

X

X
X
X
X
X
X
X
X
X
X
X
X
X
X
X X
X
X
X
X
X
X
X
X
X
X
X
X

aVolatiles were verified with authentic standards, or identified by comparing their mass spectra with reference spectra from databases (Wiley, NIST).
Kovats’ retention indices (RI) were calculated and compared to databases. Volatile organic compounds collected as background from fungal-free PDA
plates were removed from the final dataset. Volatiles released from both the endophytic fungi and black poplar, as listed in previous reports [57,58],
are depicted in bold. ®Verified with authentic standards, otherwise verified with calculated Kovat's indices compared with Pubchem [60] or °NIST [61]

library. 9Kovat's indices and mass spectra suggest strongly resemblance to B-or y-cadinene.

assembly as template revealed two genes with high similarity to
other fungal TPS genes. The genes were designated CxTPSI
and CxTPS2. For functional characterization, the complete open
reading frames of CxTPS1 and CxTPS2 were amplified from
cDNA, cloned, and heterologously expressed in Escherichia
coli. To determine mono-, sesqui-, and diterpene-forming activ-
ity, the bacterial raw protein extracts were assayed with the sub-
strates GPP, FPP, and GGPP, each in the presence of the

co-substrate magnesium chloride.

Both protein extracts containing the respective enzymes
accepted the substrate GPP and produced monoterpenes
(Figure 2). CxTPS1 produced myrcene (9) and (E)-B-ocimene
(10) in similar amounts. CxTPS2 produced (E)-B-ocimene (10)
as the major product and minor amounts of myrcene (9), (2)--
ocimene (11), and linalool (5) (Figure 2). Only one sesquiter-
pene product was formed by each TPS: CxTPS1 produced
(E.E)-a-farnesene (12) and CxTPS2 produced (E)-fB-caryophyl-
lene (1). With GGPP, no enzyme activity was recorded for

1702



%

g1

.

a-cubebene a-copaene sativene (15)
@

(E)-p-caryo- bicyclosesqui- a-guaiene

phyllene (1) phellandrene

P

B-selinene y-muurolene valencene

oL TRy

Beilstein J. Org. Chem. 2021, 17, 1698-1711.

A §3 R

aristolene (14)

Oy

o-selinene

(O

B-bisabolene

a-gurjunene

<

(E)-p-farnesene (2)

-

a-muurolene (7)

B-gurjunene

C

B-chamigrene (4)

-

B-himachalene

A\

Figure 1: Chemical structures of sesquiterpenes emitted from endophytic fungi (Table 2) isolated from black poplar leaves.

CxTPS2, while CxTPS1 converted this substrate to (E,E)-f-
springene (13) as the minor compound and major amounts of
(E,E,E)-a-springene (14) (Figure 2).

Two terpene synthases from Cladosporium

sp. are not closely related to each other

To investigate the phylogenetic relationships of CxTPS1 and
CxTPS2 from Cladosporium sp. to other known terpene
synthases from plant-associated Ascomycota that exhibit a path-
ogenic, endophytic or saprophytic lifestyle, we performed
multiple sequence alignments and a subsequent dendrogram

analysis.

According to the tree shown in Figure 3, CxTPS2 and CxTPS1
are not closely related to each other. While CxTPS2 forms a
clade with sesquiterpene synthases of four pathogenic fungi and
one endophyte, CxTPS1 is loosely related to a gene of the path-
ogenic fungus Botrytis cinerea. Further, CxTPS2, which
produces (E)-B-caryophyllene (1), is more closely related to
other sesquiterpene synthases from pathogens than to the caryo-
phyllene synthases from the two endophytes Hypoxylon sp.
CI4A and Hypoxylon sp. CO27.

Discussion

We were able to identify 12 different endophytic fungi from
leaves of mature black poplar trees with a culture-dependent
method and analyzed their volatile blends when growing on
potato dextrose agar. Most of the tested fungi produced various
aliphatic or aromatic alcohols, which are commonly produced

by endophytic fungi and are known to act as antimicrobial

agents (Table 2) [63]. Sesquiterpenes make up the largest
proportion of fungus-produced terpenoids [64] and in our study
we also detected several sesquiterpenes, e.g., (E)-f-caryophyl-
lene (1), B-chamigrene (4), aristolene (15), sativene (16), and
a-muurolene (8). However, monoterpenes were completely
absent from the volatile bouquets of the endophytic species in
our study. Weikl et al. who compared the volatiles released
from Alternaria alternata and Fusarium oxysporum also did not
detect any monoterpenes [41]. However, other studies on
Phomopsis sp., Cladosporium cladosporioides, and Hypoxylon
anthochroum showed that these endophytic fungi are able to
produce monoterpenes like sabinene, a-pinene and 1,8-cineole,
respectively [51,65,66]. In general, fungal volatile profiles are
very species-specific [67], which also holds true for the species
tested in our study (Table 2). However, the differences in the
literature may arise from the use of different strains, volatile
collection methods or variation in age, growth medium and
environmental conditions, such as moisture, pH, temperature,
and nutrient levels, or co-cultivation [27,41,67,68]. In our study,
we measured the volatile profiles of endophytes cultivated on
PDA medium at 28 °C in the dark. These profiles may differ
from those released by endophytes growing under natural
conditions in poplar leaves, in the possible presence of

competing microbes.

While our knowledge about the volatile profiles of endophytic
fungi has increased in recent years, only little is known about
endophyte terpene synthases that may catalyze volatile terpene
formation [44,45]. For the endophytic fungus Cladosporium sp.,
we identified and characterized two TPS, CxTPS1 and CxTPS2

1703



CxTPS1
g@‘& 9 10
§S 5
29 4
MONOTERPENE 33 ™

PRODUCTS  ©8 3]
2% 2
= ]
= 0 1,
cE .

7 8 9 10
8 w15
5. b
8512
SESQUITERPENE 38 ¢

PRODUCTS g8 4
2 x .
Lo 31
LIS

11 12 13 14 15 16

9w
£5 4 h
T o

DITERPENE sg 3
38 7

PRODUCTS 3 2
2%
So 13
ro SN Y § U —

1775 185 195 205

B

(E)-B-ocimene (10)

myrcene (9)

(E)-B-caryophyllene (1)

Retention time (min)

Beilstein J. Org. Chem. 2021, 17, 1698-1711.

CxTPS2

—®
H—o

7 8 9 10

oI O W

11 12 13 14 15 16

no activity with
(E,E,E)-GGPP

175 185 195 205
Retention time (min)

(Z2)-B-ocimene (11) linalool (5) (E,E)-o-farnesene (12)
= IS IS IS
(E,E)-B-springene (13)
= = S S S

(E,E,E)-a-springene (14)

Figure 2: Terpene synthase activity of CxTPS1 and CxTPS2. A) Genes were heterologously expressed in Escherichia coli and partially purified pro-
teins were assayed with GPP, (E,E)-FPP, or (E,E,E)-GGPP as substrates in the presence of 10 mM MgCl,. Enzyme products were extracted from the
assays with hexane and analyzed using gas chromatography—mass spectrometry. Myrcene (9); (E)-B-ocimene (10); (2)-B-ocimene (11); linalool (5);
(E,E)-a-farnesene (12); (E)-B-caryophyllene (1); (E,E)-B-springene (13); (E,E,E)-a-springene (14). B) Structures of the enzyme products of CxTPS1
and CxTPS2, including (E)-B-caryophyllene (1) which was the only terpene detected from Cladosporium sp. cultures.
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Figure 3: Dendrogram analysis (rooted tree) of CxTPS1 and CxTPS2 (bold) from Cladosporium sp. and characterized TPS proteins and their main
products from other plant-associated Ascomycota. The tree was inferred using the Maximum Likelihood method based on the Poisson correction
model and n = 1000 replicates for bootstrapping. Bootstrap values are shown next to each node. The tree is drawn to scale, with branch lengths
measured in the number of amino acid substitutions per site. The alpha-domain of maize TPS4 [62] was chosen as an outgroup. TPS proteins from
different Ascomycota are highlighted according to their different lifestyle: endophytic (purple), pathogenic (orange) and saprophytic (green).

(Figure 2). CxTPS1 was a multifunctional enzyme in vitro and
produced the monoterpenes myrcene (9) and (E)-f-ocimene
(10) from GPP, the sesquiterpene (E,E)-a-farnesene (12) from
FPP, and the diterpenes (E,E)-B-springene (13) and (E.E,E)-a-
springene (14) from GGPP. CxTPS2, in contrast, showed a
narrower substrate specificity and converted GPP to myrcene
(9), (E)-B-ocimene (10), (£)-B-ocimene (11), and linalool (5)
and FPP to (E)-B-caryophyllene (1). In a previous work on
fungal terpene synthases, Hohn and Vanmiddlesworth found a
narrow substrate specificity for the trichodiene synthase from
Fusarium sporotrichioides, where only the sesquiterpene tricho-
diene was detected with FPP, while other substrates were not
accepted [69]. In contrast, bi-functionality was also observed
for the pinene and guaiene synthase from Daldinia eschscholzii
EC12 and the pinene and guaiene synthase from Hypoxylon sp.
EC28 (Figure 3) [45]. The multifunctionality of CxTPS1 and
CxTPS2 was only observed when the fungal TPS was expressed

heterologously in E. coli and assayed in vitro whereas the

fungus itself only emitted (E)-B-caryophyllene (1) when
growing on agar medium. Thus, we speculate that GPP, the sub-
strate for monoterpene production, is not available in Cladospo-
rium sp. In contrast, the emission of the monoterpene a-pinene
has been reported for Cladosporium cladosporioides CL-1 [66].
Interestingly, we could not detect the emission of (E,E)-a-farne-
sene (12), a product of the in vitro assay of CxTPS1 in our
fungal cultures, although the fungus must have the ability to
produce the substrate FPP in sufficient quantity as it also
produces the sesquiterpene (E)-B-caryophyllene (1). It might be
that CxTPS]I is not expressed in the fungus under our culture
conditions or that (E,E)-a-farnesene (12) is further metabolized.
To our knowledge, (E,E)-a-farnesene (12) has never been
detected so far from any Cladosporium species.

To test whether there is a relationship between fungal lifestyle

and their terpene synthases, we compared sequences of the

terpene synthases CxTPS1 and CxTPS2 from Cladosporium sp.
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with the sequences of other known terpene synthases from
plant-associated Ascomycota exhibiting a pathogenic, endo-
phytic or saprophytic lifestyle. One clade was indeed evident
that contained only terpene synthases from endophytes. Howev-
er, a close relationship between fungal lifestyle and their
terpene synthase sequences is not observable, since different
terpene synthases from the same fungal species clustered
together with terpene synthases from pathogens and/or endo-
phytes (Figure 3). CxTPS2 forms a clade with sesquiterpene
synthases from four pathogenic fungi and one endophyte, while
CxTPS1 is loosely related to sequences of the pathogen Botrytis
cinerea (Figure 3). We speculate that TPS from fungi that share
the same lifestyle are not clustered together because some endo-
phytes switch from being asymptomatic leaf inhabiting fungi to
becoming either latent pathogens or saprophytes [21,24,70-73].
Furthermore, it is hypothesized that endophytes may have
evolved directly from pathogens, since both must defeat plant
protective barriers [38,74]. Nevertheless, the bootstrap values in
the dendrogram are generally too low to make a clear statement
about the relationship between terpene synthases and fungal

lifestyle, and more work on this question is needed [63,75].

The volatiles found to be emitted from black poplar endophytic
fungi in this study could have important biological activities.
For instance, ethanol (17) and 2-phenylethanol (3) are known to
have antifungal and phytotoxic activity and so could help the
endophyte to defend its niche within the plant against other
endophytic competitors [63]. The other endophyte VOCs could
promote plant growth (e.g., 2-methyl-1-propanol (7) [76], (E)-
B-caryophyllene (1) [77], and sativene (16) [66]), induce plant
immunity (e.g., (E)-B-caryophyllene (1) [77]), and increase
photosynthetic capacity (e.g., 2-methyl-1-propanol (7) [78])
(Table 2) [63]. Some of the analyzed compounds are also
known to play a crucial role in plant-insect interactions, where
they are involved in direct and indirect plant defenses or in
attracting herbivorous insects. For example, (E)-B-caryophyl-
lene (1) emitted by Cladosporium sp. (Table 2) is known to act
as a signal cue for the planthopper Sogatella furcifera [15],
while this compound also attracts nematodes that feed on
attacking insect herbivores [79]. Nearly all of the endophytic
fungi isolated in this study were able to produce at least some
volatiles known from the literature to mediate plant—insect
interactions.

Of the 13 endophytes studied, 11 of them release volatiles pre-
viously reported from black poplar foliage (Table 2) [57-59].
These compounds include the alcohols 3-methyl-1-butanol (6)
and 2-phenylethanol (3) and the sesquiterpenes (E)-f-caryo-
phyllene (1), and a-muurolene (8) (Table 2). This raises the
question of whether endophytic fungi contribute to the overall

plant volatile bouquet by producing the above-mentioned vola-
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tiles. If so, this would directly affect our interpretation of certain
plant-fungus and plant—insect interactions [34,37,38]. Recently,
it has been shown that the pathogenic rust fungus (Melampsora
larici-populina) alters the volatile blend of black poplar trees by
contributing 1-octen-3-ol and 3-octanone, which attract caterpil-
lars of the generalist herbivore Lymantria dispar [57]. Jallow et
al. showed that an endophytic fungus (Acremonium strictum)
alters the volatile composition of the tomato plant Solanum
lycopersicum and attracts Helicoverpa armigera moth for
oviposition [80]. The endophytic fungus Beauveria bassiana
also increased the emission of some terpenes from tomato
plants resulting in a stronger defense response against the beet
armyworm (Spodoptera exigua) [81]. In these cases, it is not
known whether the increased terpene emission results from
biosynthesis by the plant or the fungus. Future work should
include measurements of plant and fungal TPS expression to
determine the origin of these compounds. For this, identifica-
tion of TPS genes in both plants and their fungal partners is
crucial.

Conclusion

We showed that endophytic fungi isolated from mature black
poplar trees emitted species-specific volatile blends. Almost all
the endophytes here produced short-chain aliphatic alcohols that
are known to have antifungal and phytotoxic effects and may be
produced to compete with other microbial species. Several also
produce diverse mixtures of sesquiterpenes. Interestingly,
several VOCs emitted from the endophytes were earlier re-
ported to be emitted by black poplar. We characterized two
terpene synthases from one of the endophytic fungi to lay the
groundwork for comparing the biosynthesis of plant vs fungal
volatiles. More knowledge about the formation of these com-
pounds could contribute to the greater understanding of their
roles in plant—insect, plant—plant and plant-microbe interac-

tions.

Experimental
Endophyte isolation from plant material

Endophytes were isolated from leaves of mature black poplar
(Populus nigra) trees growing in a natural population in a flood-
plain forest in northeastern Germany (52°34’1’°N, 14°38°3"’E).
The trees were around 25 m in height and approximately
70 years old. Five branches in the lower canopy (1-7 m) from
each of the 10 tree genotypes were collected and from each
branch, five leaves were randomly harvested. Those leaves did
not show any symptoms of pathogen infection. A culture-de-
pendent method was used to isolate endophytic fungi growing
within the leaf blades. Under a clean bench, the leaves were sur-
face sterilized (0.5% NaOCI for 2 min, followed by 70% of
EtOH for 2 min) and rinsed three times by immersion in sterile

distilled water. Then, four pieces (approximately 7 X 7 mm) of
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one leaf blade were placed equidistantly on potato dextrose agar
(PDA; Sigma-Aldrich). Water from the last washing step was
coated on PDA medium to test whether the surface of the leaves
had been adequately sterilized. Petri dishes were sealed with
Parafilm and incubated in the dark at 25 °C. Plates were
inspected daily and morphologically distinct colonies were
brought into pure culture on PDA medium using the same
culturing conditions as above. Fresh mycelium was harvested
from pure cultures for molecular identification of the morpho-

species.

Molecular identification of endophytic fungi
DNA was extracted from fresh mycelium (approximately 5 cm
in diameter) growing on PDA. The mycelium was flash frozen
in liquid nitrogen and ground using plastic pestles in 1.5 mL
Eppendorf tubes. After homogenization of the mycelium,
500 pL extraction buffer (100 mM Tris HCI, pH 8; 10 mM
EDTA, pH 8; 2% w/v SDS) and 100 pL proteinase K (Sigma)
were added and the mixture was incubated for 1 h at 60 °C. For
separation of polysaccharides, 180 pL 5 M NaCl and 80 pL
10% CTAB were added and the mixture incubated further for
10 min at 65 °C.

To extract nucleic acids by phase separation, 860 uL chloro-
form/isoamyl alcohol (24:1) was added and incubated on ice for
30 min. The samples were centrifuged for 10 min (15,000 rpm),
and the upper, aqueous phase was then transferred to a new tube
and DNA was precipitated in 395 uL of 100% isopropanol (—20
°C). After centrifugation (4 °C, 20 min, 15,000 rpm) the pellet
was washed with 750 uL 70% ethanol, centrifuged at
15,000 rpm (10 min), dried, and finally dissolved in 50 puL
Milli-Q water (pH 6). DNA concentration and purity were de-
termined with a NanoDrop 2000c spectrophotometer (Peqlab
Biotechnology AG, Erlangen, Germany).

The primer pair ITSIF and ITS4 (Supporting Information
File 1, Table S2) was used to amplify the highly conserved
internal transcribed spacer region of the fungal rRNA cistron
[82,83]. The reaction mix for DNA amplification (50 puL/tube)
contained 2.5 uL of each primer (Sigma), 0.5 pL GoTagX®
Polymerase (Promega, Madison, WI, USA), 10 pL of
GoTaqX® Reaction Buffer (Promega) and 1 uL 10 mM dNTPs
(Thermo Fisher Scientific). The template volume was adjusted
to a final DNA concentration of approximately 500 ng/mL.
Ultrapure water (Milli-Q® Synthesis A10) was added up to a
final volume of 50 pL. PCR was performed in a gradient ther-
mal cycler (Whatman Biometra 96T) using the following
program: initiation and activation of polymerase (95 °C/5 min);
followed by 35 cycles of denaturation (95 °C/30 s), annealing
(65 °C/30 s) and elongation (72 °C/90 s) and a single, final
elongation step (72 °C/10 min).
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For gel electrophoresis, 4 pL. PCR product was mixed with one
drop loading dye (0.3 mL 30% glycerol and 2.5 mg bromphenol
blue/mL) and applied to an 1% agarose gel (1 g agarose/100 mL
0.5% TBE; 5 pL Midori Green). A 1 kb DNA ladder (Gene
Ruler, Thermo Fisher Scientific) was applied to determine the
fragment size of the products. Electrophoresis was performed in
0.5% TBE buffer (Thermo Fisher Scientific) for 30 min at
135 V (150 mA). The PCR products were purified with a
QIAquick PCR purification kit (Qiagen, Hilden, Germany)
following the manufacturer’s instructions. Purified PCR prod-
ucts were sequenced using the Sanger method on a ABI Prism®
Gen-Analysator 3130x1 (Applied Biosystems, Weiterstadt,
Germany). The obtained sequences were aligned using
Geneious 6.0.5 [84] and compared to the NCBI sequence data-
base [85] (Supporting Information File 1, Table S1). In case of
isolates with multiple 99-100 % identity hits on several species
within the same genus, we identified these only to the genus
level, but still list the single best hit and its accession number
(Table 1, Supporting Information File 1, Table S1).

Static headspace volatile collection from

cultures and analysis

VOCs were collected from endophytes that had grown on PDA
medium (25 mL) in an incubator (dark/28 °C) until the
mycelium reached a diameter of 5 cm (* 0.5 cm). For each
fungal species, seven replicates were used with fungus-free
petri dishes with PDA medium used as blanks. Volatiles were
trapped for 1 h by using four polydimethylsiloxane (PDMS)
tubes. To prevent PDMS tubes from touching the mycelium, the
tubes were placed with watchmaker forceps on loops of stain-
less steel wire that were kept at a distance of approximately
5 mm from the mycelium. PDMS tubes were prepared
following the method described in Kallenbach et al. [86]. The
experiment was performed under a clean bench at room temper-
ature. After volatile collection PDMS tubes were immediately
removed from the wire and stored in glass vials at =20 °C until
further analysis.

Volatiles trapped on PDMS tubes were analyzed by GC-MS
(GCMS-QP2010 Ultra, Shimadzu, Duisburg, Germany) coupled
to a thermal desorption unit (TD-20, Shimadzu, Duisburg,
Germany). A single PDMS tube from each replicate was placed
in a glass tube (Supelco; Sigma-Aldrich). Desorption was
achieved by a He flow (60 mL min~!) at 200 °C for 8 min in the
glass tube and the analytes were trapped on a Tenax® (Buchem
BV, Apeldoorn, Netherlands) adsorbent trap at —17 °C. The trap
was then heated to 230 °C, and the analytes injected onto the
GC column (Rtx®-5MScolumn with 30 m x 0.25 mm X
0.25 pm (Restek GmbH, Bad Homburg, Germany)). The gas
chromatograph was operated at a column flow rate of

1.5 mL/min (He), split injection (split ratio: 5). The oven was
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set to 45 °C, held for 3 min, increased to 250 °C with a gradient
of 6 °C/min and subsequently increased to 300 °C at
100 °C/ min with a 3 min hold. Electron impact (EI) mass spec-
tra were recorded at 70 eV in scan mode from 43 to 350 m/z at a
scan speed of 1111 Da/s (interface temperature, 250 °C; source
temperature, 230 °C). Fungal volatiles were identified by
comparing their mass spectra with those of authentic standards
or reference spectra from databases (Wiley, Version 8, National
Institute of Standards and Technology (NIST, Version 11))
using GCMS SOLUTION v.4.20 (Shimadzu). In addition, non-
isothermal Kovats retention indices were calculated, based on
chromatographic retention times of a saturated alkane mixture
(C7—Cy4p, Sigma-Aldrich, Taufkirchen, Germany) [87]. The
calculated Kovats retention indices were compared with indices
published in Pubchem [60] or NIST [61] from the same or a
similar type of GC column. Differences between calculated
retention index and literature data were within +5 points. Identi-
fied volatiles with a similarity hit above 90% and that were
present in five out of seven replicates were included in this
study, whereas VOCs which were also collected by blanks were
removed from the final dataset. A representative total ion chro-
matogram for each fungus is shown in Supporting Information
File 1, Figure S1. Mass spectra of unknown compounds are
shown in Supporting Information File 1, Figure S2.

Fungal RNA extraction, reverse transcription,

and sequencing

Total RNA was isolated from fresh mycelium (approximately
5 cm in diameter) growing on PDA using the RNeasy® Plant
Mini Kit (Qiagen) according to the manufacturer’s instructions.
The RNA concentration was assessed using a spectropho-
tometer (NanoDrop 2000c, Thermo Fisher Scientific). RNA
was treated with DNase I (Thermo Fisher Scientific) prior to
cDNA synthesis. Single-stranded cDNA was prepared from
1 ug of DNase-treated RNA using SuperScriptTM III reverse
transcriptase and oligo (dT12-18) primers (Invitrogen, Carlsbad,
CA, USA).

For transcriptome sequencing, total RNA was extracted from
fungal material as described above, a TruSeq RNA-compatible
library was prepared, and PolyA enrichment was performed
before sequencing on an IlluminaHiSeq 3000 sequencer (Max
Planck Genome Centre, Cologne, Germany) with 25 Mio reads,
150 base pairs, paired end. Trimming of the obtained [llumina
reads and de novo assembly were both performed with the
program CLC Genomics Workbench (Qiagen Bioinformatics)
using default parameters or parameters specified as follows:
bubble size, 100; automatic word size; minimum contig length,
600. A BUSCO analysis (Supporting Information File 1, Figure
S3) was performed to validate the completeness of the tran-

scriptome.
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Identification and heterologous expression of

terpene synthase genes

To identify putative terpene synthases, a TBLASTN analysis
with Aspergillus terreus aristolochene synthase (pdb 20A6) as
query and the de novo transcriptome of Cladosporium sp. as a
template was performed using the software BioEdit 7.0.9.0 [88].
Two terpene synthase-like sequences were found and desig-
nated as CxTPSI and CxTPS2, respectively. The complete open
reading frames of CxTPSI and CxTPS2 were amplified from
cDNA using the primers shown in Supporting Information
File 1 (Table S2) and cloned into pET100/D-TOPO vector
(Thermo Fisher Scientific). The E. coli strain BL21 Star™
(DE3) (Thermo Fisher Scientific) was used for heterologous
expression. The culture was grown at 37 °C, induced at an
ODggg = 0.6 with 1 mM IPTG, and subsequently placed at
18 °C and grown for another 20 hours. The cells were collected
by centrifugation and disrupted by a 4 x 20 s treatment with a
sonicator (Bandelin UW2070, Berlin, Germany) in chilled ex-
traction buffer (10 mM Tris-HCI, pH 7.5, 1 mM dithiothreitol,
10% (v/v) glycerol). Cell fragments were removed by centrifu-
gation at 14,000g and the supernatant was further processed via
an Illustra NAP-5 gravity flow desalting column (GE Health-
care, Chicago, IL, USA) and eluted in extraction buffer.

Enzyme assays were performed in a Teflon-sealed, screw-
capped 1 mL GC glass vial containing 50 uL of the heterolo-
gously expressed protein and 50 pL assay buffer containing
50 uM substrate (GPP, (E,E)-FPP, or (E,E,E)-GGPP) and
20 mM MgCl,. Assays were overlaid with 100 uL hexane and
incubated for 60 minutes at 30 °C. One microliter of the hexane
phase was injected into the GC—MS machine and the analysis
was conducted using an Agilent 6890 Series gas chromato-
graph coupled to an Agilent 5973 quadrupole mass selective
detector (interface temp, 270 °C; quadrupole temp, 150 °C;
source temp, 230 °C; electron energy, 70 eV). Chromatograph-
ic separation was achieved with an initial oven temperature of
45 °C held for 2 min, which was then increased to 180 °C with
a gradient of 6 °C min~!, and then further increased to 300 °C
with a gradient of 60 °C min™' and a hold of 2 min. Com-
pounds were identified by comparing their retention times and
mass spectra to those of authentic standards, or by reference
spectra in the Wiley and NIST libraries.

Sequence analysis and phylogenetic tree
construction

For the estimation of a phylogenetic tree, we used the MUSCLE
algorithm (gap open, —2.9; gap extend, 0; hydrophobicity
multiplier, 1.2; max. iterations, 8; clustering method, upgmb)
implemented in MEGA7 [89] to compute an amino acid
alignment. Based on the MUSCLE alignment, the tree was
constructed with MEGA7 using a Maximum Likelihood
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algorithm (Poisson model). All positions with less than 80% site
coverage were eliminated. A bootstrap resampling analysis
with 1000 replicates was performed to evaluate the tree
topology. For the phylogenetic tree, we included identified and
characterized terpene synthases from plant-associated Ascomy-
cota.

Accession numbers

Sequence data for CxTPSI (MW331493) and CxTPS2
(MW331494) can be found in the NCBI GenBank [85] under
the corresponding identifiers. Raw reads of the RNAseq experi-
ment were deposited in the NCBI Sequence Read Archive
under the BioProject accession PRINA682522.

Supporting Information

Supporting Information File 1

Sequences of isolated endophytic fungi and identification
according to NCBI database, primer used in this study,
representative total ion chromatograms of single
endophytic volatile blend, mass spectra of unknown
volatile organic compounds, and BUSCO analysis of
Cladosporium sp. de novo assembly.

[https://www .beilstein-journals.org/bjoc/content/
supplementary/1860-5397-17-118-S1.pdf]
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The kingdom of fungi comprises a large and highly diverse group of organisms that thrive in diverse natural environments. One

factor to successfully confront challenges in their natural habitats is the capability to synthesize defensive secondary metabolites.

The genetic potential for the production of secondary metabolites in fungi is high and numerous potential secondary metabolite

gene clusters have been identified in sequenced fungal genomes. Their production may well be regulated by specific ecological

conditions, such as the presence of microbial competitors, symbionts or predators. Here we exemplarily summarize our current

knowledge on identified secondary metabolites of the pathogenic fungus Aspergillus fumigatus and their defensive function against

(microbial) predators.

Introduction

To thrive in their natural habitats all organisms from bacteria
and fungi to plants and animals need access to sufficient nutri-
tional sources and have to defend themselves against both,
competitors and predators (Figure 1). Fungi are ubiquitous,
living a mostly saprophytic, parasitic or symbiotic lifestyle in
various habitats including soil, water, other organisms and even

salt-flats and arctic glaciers [1,2]. As fungi are not able to phys-

ically leave their habitats they must rely on mechanical barriers,
physiological adaptations and chemical defence mechanisms to
optimize their living conditions and resist competitors, para-
sites and predators [3-5]. These bioactive compounds are often
considered as secondary metabolites (SM) which are involved
in communication, symbiotic interactions, pathogenicity or

chemical defence, e.g., by toxin production [6]. With penicillin
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as the prime example fungal secondary metabolites have raised
scientific and pharmaceutical interests for nearly one century.
Today’s sequencing and bioinformatic analyses of fungal
genomes revealed that the genetic potential far exceeds the
number of known metabolites and the interest of scientists to

gain access to them remains high [7-9].

Genes associated with these bioactive compounds are often
organized in biosynthetic gene clusters (BGCs) which are phys-
ically linked, commonly regulated and often belong to a few
distinct classes of molecules like non-ribosomal peptides
(NRP), polyketides (PK), terpenes or indole alkaloids [10,11].
The vast majority of fungal BGCs is found in the genomes of
members of the Basidiomycota and Ascomycota including the
genus Penicillium in which the first BGC was identified in 1990
[12-14]. Penicillium species belong to the Pezizomycotina, a
subdivision within the Ascomycotina including several species
that are closely associated with humans at many different levels.
Aside from being a source of many medically relevant com-
pounds including antibiotics like penicillin they offer food
sources in the form of naturally grown truffles (e.g., Tuber
melanosporum) or recently cultivated meat alternatives like
Quorn® (Fusarium venenatum) [15-17]. Species of Aspergillus,
such as Aspergillus fumigatus, Aspergillus flavus and

Aspergillus niger can affect the health of humans, plants and

lifestock by acting as pathogens. It is firmly established that the
ability to produce mycotoxins contributes to the virulence
potential of these fungi, but as they all thrive in environmental
reservoirs they must also provide an ecological advantage to
their producer [18].

Indeed, many of these pathogenic fungi also produce com-
pounds with antibacterial, antifungal and insecticidal properties
to ward of both competitors and predators. The mycotoxins
aflatoxin B1 (1) from Aspergillus flavus and patulin (2), pro-
duced by Aspergillus and Penicillium species, exhibit insecti-
cidal activity against Drosophila melanogaster and might thus
prevent feeding competition [19-21] (Figure 2). But not only
mycotoxins protect from predation: A. flavus sclerotia are pro-
tected from sap beetles by asparasone and Neurospora crassa’s
neurosporin A prevents springtail grazing [22,23]. Grazing by
Folsomia candida springtails on Fusarium graminearum in-
duces several metabolites, of which especially the bisnaph-
thopyrone pigment aurofusarin (3) was shown to have
antifeedant effects not only on springtails but also on meal-
worm Tenebrio molitor and woodlouse Trichorhina tomentosa.
Not only Fusarium species produce bisnaphthopyrones like
aurofusarin but also Aspergillus and Penicilllium species
produce these metabolites which show antifeedant effects on a

wide variety of arthropods [24].
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Figure 2: Fungal derived bioactive natural compounds with ecological
and/or economic relevance.

Some fungal compounds can have deleterious effects on
humans, livestock or crops, like the ergot alkaloids, e.g., ergota-
mine (4) present in the sclerotia of the ergot fungus Claviceps
purpurea, which can contaminate grain products like flour. In
the middle ages these contaminations caused vast epidemics of
“St. Anthony’s fire”
death and mutilation in humans. However, midwives already

, a severe poisoning which could lead to

knew the therapeutic potential of ergot alkaloids as early as
1582 and used it for abortion or to aid childbirth. The ecologi-
cal significance of ergot alkaloids remains unclear, but they are
assumed to be a feeding deterrent due to their toxicity and bad
taste [25-28].

To trigger the synthesis of new SMs a number of approaches
have been exploited so far, including co-cultivation with other
species [9]. Amoebae offer promising possibilities to not only
discover new SM but also to discover their ecological role as
amoeba often cohabitate with fungi in their natural environ-
ments, especially the soil. Some, like Protostelium aurantium,
were recently found to be exclusively fungivorous, feeding on
both yeasts and filamentous fungi alike [29]. Additionally,
amoeba closely resemble human phagocytic cells and the inter-
actions of fungi and amoeba often parallels interactions of fungi
and macrophages as was shown for Aspergillus fumigatus and
its interactions with Acanthamoeba castellanii [30]. Thus, the
adaptations that protect fungi against amoeba that were gained
in the ‘environmental school of virulence’ might also protect
fungi from the immune system [31]. Therefore, to study their
interactions with human pathogenic fungi like A. fumigatus, one
of the most common airborne fungal pathogens, might lead to
new insight in virulence mechanisms and the role of SMs
therein [32]. The aim of this review is to depict the fungal sec-

ondary metabolite potential and its role in an ecological context

Beilstein J. Org. Chem. 2021, 17, 1814-1827.

using A. fumigatus as an example because of its high medical
importance and its diverse profile of secondary metabolites
which seems to fulfil dual roles: targeting innate immune cells
during virulence and protect from environmental predators in

natural habitats.

Review
Natural products of Aspergillus fumigatus

The genus Aspergillus comprises a large number of species that
are not only of scientific but also of pharmaceutical and com-
mercial interest. While the non-pathogenic A. niger is used as
industrial workhorse, for example in the production of citric
acid, other representatives contaminate food stocks with myco-
toxins (A. flavus) or can cause severe infections (A. fumigatus,
A. terreus). Despite their different role for humans, they com-
monly share a high potential for the production of secondary
metabolites, measured by the predicted number of secondary
metabolite gene clusters identified by numerous genome
sequencing projects. Due to its clinical importance as an oppor-
tunistic pathogen A. fumigatus is of great interest among them
[33,34].

As a saprophytic decomposer of organic material in the soil,
A. fumigatus encounters not only numerous competitors but also
fungivorous predators like amoebae (e.g., P. aurantium), nema-
todes (e.g., Aphelenchus avenae) or arthropods like insects,
mites and springtails (e.g., F. candida) [35-39]. However, the
fungus may also act as a pathogen causing often lethal infec-
tions in immune-compromised patients, and thus its secondary
metabolism was extensively studied in recent years [38,40,41].
Analysis of the A. fumigatus genome sequence and
metabolomics revealed its potential to synthesize more than 200
compounds and the presence of over 30 secondary metabolite
associated gene clusters [7,42-44]. The products of many of
those gene clusters are already known and span the whole range
of secondary metabolite classes. Table 1 provides an overview
of the major secondary metabolites from A. fumigatus and lists

their ecological roles as well as their impact on virulence.

Gliotoxin

Gliotoxin (GT, 5) is the non-ribosomal peptide (NRP) derived
epipolythiodioxopiperazine (ETP’s) class toxin of several
fungal genera including Aspergillus, Penicillium, Trichoderma,
and Leptosphaera (Figure 3) [112]. Among the ascomycetes,
A. fumigatus may well be the major GT producer and the identi-
fication of its heterocyclic structure by Bell and colleagues in
1958 builds the foundation to understand its role in invasive
aspergillosis [113]. In A. fumigatus 13 genes form a 28 kb
biosynthetic cluster of gliotoxin, of which gliZ (a zinc-finger
transcription factor) and g/iP (an NRPS) together with global

regulator LaeA regulate its expression at the genomic level
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Table 1: Overview of Aspergillus fumigatus secondary metabolites and their roles during virulence and in their ecological context.

Metabolite

DHN-melanin

endocrocin

ferricrocin
fumagillin

fumigaclavine

fumipyrrole
fumiquinozalines
fumisoquin

fumitremorgin

fusarinine C/
triacetylfusarinine C

fungisporin
gliotoxin

helvolic acid/
protostadienol

hexadehydro-
astechrome

neosartoricin/
fumicycline
nidulanin A
pseurotin
pyripyropene A
sphingofungin A-D
trypacidin

verruculogen

Class

polyketide, phenolic
polymer, pigment

polyketide, pigment

siderophore
mero-terpenoid

ergot alkaloid

non-ribosomal peptide

tryptophan derived peptidyl
alkaloid

isoquinolone alkaloid

indole diketo-piperazine
alkaloid

siderophore

non-ribosomal peptide
epipolythiopiperazine

fusidane-type steroid

non-ribosomal peptide,
tryptophan-derived iron(lll)
complex

prenylated polyketide,
meroterpenoid

tetracyclo-peptide/
isoprene

heterocyclic y-lactam
sesqui-terpenoid
sphingosine-like compound
polyketide, anthraquinone,

pigment

indole diketo-piperazine
alkaloid

Virulence
factor

yes

yes

yes

yes

yes

not
determined

not
determined

Role in virulence

- prevents recognition by
the immune system

- prevents phagosomal
acidification

- inhibits chemotaxis of
neutrophils

- iron homeostasis

- inhibitor of phagocyte
activity

- damages epithelial cells
- inhibitor of methionine
aminopeptidase

- reduces production of
TNF-a — toxic to
mammalian cells

not determined
not determined

- inhibitor of breast cancer
resistance protein

- iron acquisition
not determined

- inhibition of immune
response

- cilioinhibitory

- iron homeostasis

- inhibition of immune
response

not determined

- inhibition of IgE
production

Ecological role/
toxicity

- protection against
UV-stress

- prevents
recognition by
predators (e.g.,
amoeba)

- prevents
phagolysosome
maturation

- protection against
UV-stress

- iron homeostasis
- cilioinhibitory
- antimicrobial
- antiprotozoal

- antibacterial
- insecticidal
- antifeedant

- enhances growth
and sporulation

- antibacterial
- antifungal

- inhibits bacterial
replication

- antifungal
- antifeedant
- insecticidal

- iron acquisition

- antibacterial
- cilioinhibitory
- antimicrobial

- protects against
amoeba predation

- antibacterial
- antiprotozoal
- antifungal

- iron homeostasis
not determined
not determined

- antibacterial

- acetyltransferase inhibitor - nematicide

- inhibition of serine
palmitoyl transferase

- toxic to lung cells

- alters electrophysical
properties of human nasal
epithelial cells

- insecticidal
- antifungal

- antiprotozoal
- antiphagocytic

- antifungal

Reference

[45-50]

[47,51-53]

[54,55]
[56-62]

[63-67]

[68]
[69-72]
[73,74]

[72,75]

[54,55,76]

[41,77]
[78-82]

[72,83-88]

(89,90]

[41,91,92]
(93]

[94-97]
[98-100]
[101-104]
[53,105-107]

[72,108-110]
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Table 1: Overview of Aspergillus fumigatus secondary metabolites and their roles during virulence and in their ecological context. (continued)

xanthocillin tyrosine-derived isocyanide —

[112,114-116] (Figure 3). Whereas GIiT (a gliotoxin oxidore-
ductase) catalyses the oxidation of reactive dithiol gliotoxin (6)
to gliotoxin and a distantly localized S-adenosylmethionine-
dependent gliotoxin bisthiomethyltransferase (GfmA) is respon-
sible for the formation of bis(methyl)gliotoxin (7) to maintain
the GT concentration at sub-lethal levels via redox cycling
and S-methylation of active disulfides in GT, respectively
[117,118]. Furthermore, in terms of exogenous factors, not only
GT itself but several other biotic and abiotic factors, including
neutrophilic granulocytes, media composition, pH, temperature
and aeration, are known to regulate gliotoxin biosynthesis
[115,119,120].

The biological activity of ETP’s like gliotoxin is mediated by
the active disulfide bridge that targets vulnerable thiols or catal-
yses oxidative burst formation via redox cycling [78]. In
previous studies, these cytotoxic activities of gliotoxin were
shown to be immunosuppressive in humans [79-81]. Sugui and
colleagues (2007) also demonstrated that a gliotoxin lacking
strain of A. fumigatus is avirulent in mice treated with cortisone
acetate [121]. Nevertheless, the fact that gliotoxin is not only
produced by pathogenic A. fumigatus suggests a role of
gliotoxin in natural microenvironments. In vitro studies have
also revealed the amoebicidal activities of gliotoxin on its
natural co-inhabitant Dictyostelium discoideum [82]. However,
these pathogenic activities sometimes prove to be beneficial for

other co-habitants, comparable to how Trichoderma virens

- copper homeostasis - copper

homeostasis

[111]

protects cotton seedlings from its pathogen Pythium ultimum
[122].

Trypacidin

The spore-born toxin trypacidin (8) is a polyketide that belongs
to an anthraquinone-derived class of secondary metabolites
(Figure 4) [107]. In A. fumigatus, the trypacidin biosynthetic
cluster (zpc) is comprised of 13 genes that spans over a 25 kb
sub-telomeric region on chromosome 4 [53,105]. It is one of the
conidial secondary metabolites that are regulated by global tran-
scriptional regulators LaeA and BrlA in A. fumigatus [51,123-
126]. Nevertheless, trypacidin production is also regulated by
cluster specific transcriptional regulators TpcD/E [53]. Though
the precise mechanism of action of trypacidin remains to be elu-
cidated, it was shown to exhibit antiprotozoal, antiphagocytic
and cytotoxic activities in vitro. Gauthier and colleagues (2012)
have shown that in lung cells trypacidin mediates in necrosis-
mediated death [107]. In another study, absence of trypacidin
was shown to be linked with increased phagocytic rates in
murine alveolar macrophages and phagocytic amoeba
D. discoideum. The authors further showed that trypacidin
reduced the viability of amoebae which signifies its role in coni-
dial protection in the environment [105].

Fumagillin
Fumagillin (9) belongs to the meroterpenoid class of secondary
metabolites. It was discovered in 1949 from A. fumigatus [127].

28 kb
gliz gliJ glic gliG gliA glif gliH
H
glil gliP glim gliK gliN gliT
o) Ns 0
_ SH
GIiT O GtmA, 2 SAM N—
< —N_ oy —m> "——,HN /.. OH
{ H 7]/{""' P
OH O SH OH O S\

gliotoxin (5)

dithiol gliotoxin (6)

bis(methyl)gliotoxin (7)

Figure 3: Gliotoxin biosynthetic gene cluster and it major biosynthetic transformations: Gliotoxin (5) is the oxidized form of dithiol-gliotoxin (6) cata-
lysed by the gliotoxin oxidoreductase GIiT. Dithiol-gliotoxin can be methylated to bis(methyl)gliotoxin (7) via the S-adenosyl-methionine (SAM) de-

pendent bisthiomethyltransferase GtmA which is not part of the gli-cluster.
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Figure 4: Amoebicidal secondary metabolites trypacidin and fumag-
illin of Aspergillus fumigatus.

Strikingly, unlike other secondary metabolite synthesizing clus-
ters, the fumagillin biosynthetic cluster is intertwined with the
pseurotin gene cluster and designated as the fima cluster
[95,128]. Wiemann and colleagues (2013) have shown the exis-
tence of a similarly intertwined pattern in both close and distant
relatives of A. fumigatus, and therefore suggested a role of these
metabolites in survival. In A. fumigatus, the fina cluster is locat-
ed on the sub-telomeric region on chromosome 8 and is
comprised of 15 genes. At the cellular level fumagillin is regu-
lated by both cluster specific regulator FumR (FapR) and global
regulator LaeA [95].

Fumagillin consists of a cyclohexane ring and decatetraene-
dioic acid connected via an ester bond. There is also a methoxy
group, an epoxide and a terpene derived aliphatic chain that
contains another epoxide, linked to cyclohexane. These unstable
di-epoxides are responsible for the biological activity of fumag-
illin, which targets the active site of the methionine aminopepti-
dase type-2 (MetAP-2) enzyme [129]. MetAP-2 is involved in
cell proliferation, translation and post-translational modifica-
tions of nascent polypeptides and is therefore essential for cell
viability [130,131]. Additionally, fumagillin is also known to be
overproduced upon caspofungin treatment and damage to the
cell walls while fumagillin aids in immune evasion by reducing

OH OH
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ROS levels, degranulation and actin filamentation in neutrophils
[60,132]. In nature, several fungal species are known to produce
caspofungin which could trigger fumagillin production in
natural environments [132,133]. A. fumigatus possesses an addi-
tional MetAP-2 gene in the fina cluster that protects itself
against its own toxin [134]. Fumagillin has therapeutic poten-
tial for the treatment of intestinal microsporidiosis and nosemi-
asis in honey bees [58,135]. Overall, antibiotic, immunosup-
pressive, antitumor and antiangiogenic properties have been at-
tributed to fumagillin [129,136-140]. Specific antibiotic activi-
ties were demonstrated against the pathogen Entamoeba
histolytica and later against eukaryotic parasites such as
Trypanosoma and Plasmodium the causative agent of malaria
[141,142]. In comparison to gliotoxin, we found only minor
cytotoxic activities of fumagillin against the model amoebae
D. discoideum [82]. It could still be conceivable that other
amoeba could reveal higher sensitivity, but tests against the
fungivorous amoeba P. aurantium were not yet conducted.

DHN-melanin

Melanins are a heterogenous group of hydrophobic phenolic
polymers that are found in a range of organisms including
bacteria, plants, fungi and even animals. The melanin pigments
are of mostly dark colours like black or brown and are associat-
ed with virulence in plant- and animal-pathogenic fungi [143-
145]. Three types of melanins are known to be produced by
fungi of which A. fumigatus is able to produce two — pyome-
lanin and dihydroxynaphthalene melanin (DHN-melanin).
While the water-soluble pyomelanin is synthesized via the tyro-
sine degradation pathway, the DHN-melanin synthesis relies on
its own SM-gene-cluster [146-148]. The DHN-melanin of
A. fumigatus is a heteropolymer formed through the polymeri-
zation of 1,8-dihydroxynaphtalene (1,8-DHN) monomers (10)
and is responsible for the unique greyish-green colour of
A. fumigatus conidia (Figure 5).

dihydroxynaphthalene OH OH O
(DHN)-melanin YWA 1 ( 1,3,6,8-tetrahydroxy
(monomer) (10) naphthalene (12)

OH O OH OH

HO i % OH

scytalone (13)

1,3,8- trihydroxynaphthalene (14)

O OH

vermelone (15)

Figure 5: Intermediates of the DHN-melanin biosynthesis in Aspergillus fumigatus.

1819



The genetics and biochemistry of its biosynthesis are well
established: the 19 kb gene cluster contains 6 genes and lies
downstream of the conidiation pathway. The polyketide
synthase PksP combines the starter units acetyl-CoA and
malonyl-CoA into the heptaketide naphthopyrone YWAT1 (11).
The hydrolytic activity of Aygl shortens the heptaketide to the
pentaketide 1,3,6,8-tetrahydroxynaphthalene (1,3,6,8-THN)
(12) and is further reduced by reductase Arp2 to scytalone (13),
which in turn is dehydrated by Arpl to 1,3,8-trihydroxynaph-
thalene (1,3,8-THN) (14). Again, Arp2 reduces 1,3,8-THN to
vermelone (15) before it is dehydrated to 1,8-dihydroxynaph-
thalene (1,8-DHN) (10) by Abrl, a multi-copper reductase. In a
last step polymerization of 1,8-DHN monomers is facilitated by
the laccase Abr2 [45,149-152]. Knock out mutants of either
aygl, arp2, or abr2 lead to different coloured conidia while loss
of pksP aborts DHN-melanin synthesis completely which leads
to white spores [45]. DHN-melanin is a heterogeneous polymer,
as such it does not have a unique structure. Its insolubility
aggravates any structural analyses of the deciphering of repeti-
tive motives. However, there were studies doing either compu-
tational predictions or artificial oxidative polymerization studies
of 1,8-DHN monomers [144,153].

Next to offering the conidia protection from UV radiation,
DHN-melanin was shown to be a key factor to survival during
both predation and virulence. When preyed upon by fungivo-
rous amoeba like P. aurantium melanised conidia where not
only internalized less than ApksP conidia but were also able to
prevent maturation of phagolysosomes [50,147]. During infec-
tion DHN-melanin masks the pathogen-associated molecular
patterns on the spore-surface and is thus less likely to be recog-
nized by the immune system. The ApksP strain lacks this
protection and is more easily recognized by the immune system,
thus triggering a stronger immune response, including a higher
pro-inflammatory response and increased recognition and inges-
tion by phagocytes rendering the ApksP strain less virulent. Ad-
ditionally, melanised conidia are more likely to survive internal-
ization by lung epithelial cells [147,154,155]. Although DHN-
melanin is generally associated with immune evasion it was

recently found to be recognized in higher animals via the C-type

“,,

oxidation  HQO

festuclavine (16) fumigaclavine B (17)

Figure 6: Intermediates and products of the fumigaclavine C biosynthesis.
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lectin receptor (MelLec) which interacts with the naphthalene-
diol domain of DHN-melanin. Additionally, the surfactant pro-
tein D (SP-D), a soluble C-type lectin receptor (CLR), is also
able to recognise DHN-melanin and opsonize it to increase the
immune response. However, MelLec receptors are only present
on some endothelial and myeloid cells [156,157].

Fumigaclavines

Fumigaclavine C (19) is a tryptophan-derived indole alkaloid
which was so far only shown to be produced by A. fumigatus
while other fumigaclavines can for example also be found in
Penicillium ssp. (fumigaclavine A (18) and B (17)) [66,158]. In
all fungi, alkaloid biosynthetic pathways share a common basis,
starting with the prenylation of L-tryptophan to dimethylallyl-
tryptophan (DMAT). During several steps DMAT is converted
to chanoclavine-I aldehyde, the last mutual intermediate.
Branching into different pathways after this intermediate is
mainly due to differences in the function of EasA, the enzyme
catalysing the next biosynthetic step. In A. fumigatus EasA acts
as a reductase and after additional steps chanoclavine-I alde-
hyde is converted into festuclavine (16) (Figure 6). Festu-
clavine is then oxidized to fumigaclavine B (17) which in turn
is acetylated to fumigaclavine A (18). Finally a reverse prenyl-
ation of fumigaclavine A leads to fumigaclavine C (19), the
final product of fumigaclavine biosynthesis [159]. Biosynthesis
of the intermediate festuclavine as well as fumigaclavines A—-C

is dependent on LaeA regulation [124].

Its numerous bioactive effects hold the potential for a pharma-
ceutical use since it was shown to be an effective inhibitor of
tumor necrosis factor-alpha (TNF-a) production by preventing
the activation of TLR4 by lipopolysaccharide (LPS) and was
thus proposed for potential use against atherosclerosis [67].
Furthermore fumigaclavine C has also proven effective against
MCEF-7 breast cancer cells by arresting the cell cycle and
promoting apoptosis while showing no cytotoxicity against
RAW 264.7 cells, thus demonstrating their selectivity [65,67].

Further, fumigaclavine was shown to exhibit antibacterial prop-

erties and to contribute to virulence in the model insect Galleria
mellonella [66].

reverse-
prenylation

fumigaclavine A (18)

fumigaclavine C (19)
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Fumitremorgins

The class of fumitremorgins comprises several diketopiper-
azine alkaloids which are tremorgenic mycotoxins. However,
there are several fumitremorgin-like indole alkaloids including
tryprostatins, spiro- and cyclotryprostatins and verruculogen
besides fumitremorgins themselves. They occur most often in
Aspergillus and Penicillium species [160]. Fumitremorgin A
(20), B (21) and C (22) can all be found in A. fumigatus
(Figure 7). They are based on the precursers L-tryptophan and
L-proline and are further derived from breviamide F, propos-
edly via tryprostatin B which is hydroxylated and methylated to
tryprostatin A. Oxidative closure of the ringstructure then
results in fumitremorgin C. Further modification of the struc-
ture leads to fumitremorgin B and verruculogen, which shares
the same pathway [97,160-162]. Which enzyme is responsible
for the conversion of verruculogen to fumitremorgin A remains
to be elucidated. Like several other clusters, the biosynthesis of
fumitremorgins is dependent on LaeA [124].

Fumitremorgin B was shown to have antifungal properties
against phytopathogenic fungi, antifeedant properties against
army-worm larvae and toxic on brine shrimp [72]. It was further
shown to be cytotoxic and inhibiting cell cycle progression at
G2/M phase [163]. Fumitremorgin C was shown to effect
mammalian cells and inhibit the breast cancer resistance pro-

Beilstein J. Org. Chem. 2021, 17, 1814-1827.

tein which imparts multidrug resistance and thus resistance to

chemotherapeutics in breast cancer treatment [75,164].

Helvolic acid

Helvolic acid (HA) (23) is a fusidane-type antibiotic that
belongs to the triterpenoid class of secondary metabolites. Orig-
inally, it was discovered from A. fumigatus but later several
other members of the sub phylum Pezizomycotina were also
found to be HA producers [165-168]. In A. fumigatus, the
biosynthetic cluster of HA is comprised of 9 genes that spans
over a 16.3 kb region on chromosome 4 (Figure 8). The cluster
contains an oxidosqualine cyclase (helA), three Cytochrome
P450 (helB1, helB2, helB3), a short-chain dehydrogenase/reduc-
tase (helC) and two acetyltransferases (helDI, helD2) and a
3-ketosteroid-A'-dehydrogenase [83,169]. Helvolic acid is a
tetracyclic compound containing two keto groups, two acetates
and one carboxyl group which do not equally contribute to
function [169]. Lv and colleagues have shown that the presence
of both the C-20 carboxyl group and the 3-keto group are
crucial for its antibacterial activity whereas, acetylation of the
C-6 hydroxy group reduces the activity of HA [169]. Previous
studies have also shown the antitrypanosomal, antifungal and
cilioinhibitory properties of HA [72,83,86-88]. For these prop-
erties and little cross-resistance helvolic acid is of great pharma-
ceutical importance. On the other hand, these antibiotic activi-

fumitremorgin B (21)

fumitremorgin A (20)

helvolic acid (23)

Figure 7: Bioactive secondary metabolites of Aspergillus fumigatus.

fumitremorgin C (22)

pyripyropene A (24)

1821



Beilstein J. Org. Chem. 2021, 17, 1814-1827.

16,3 kb

R At
helA helB1

Figure 8: Helvolic acid gene cluster of A. fumigatus.

ties of HA could alter the soil microflora in natural habitats, an
ecological role of HA that requires further investigation.

Pyripyropene A

Pyripyropene A (PPPA) (24) belongs to the meroterpenoid class
of secondary metabolites. It was originally isolated from
A. fumigatus, but later several other pyripyropene A producing
members of Aspergillus and Penicillium ssp. were identified
[98,99,170,171]. In A. fumigatus 9 genes form a pyripyropene
A (pyr) biosynthetic cluster that spans a 23 kb region on chro-
mosome 6 [172]. Chemically, pyripyropene (PP) analogs are
meroterpenoids containing a fused pyridyl a-pyrone moiety and
eight contiguous stereocenters [170]. Metabolically, PPPA non-
covalently binds within the fifth transmembrane domain of
acyl-coenzyme A (CoA):cholesterol acyltransferase ACAT2
and renders it inactive [173]. In vivo, PPPA-mediated ACAT?2
inhibition was shown to protect the mice from atherosclerosis,
ACAT?2 enzyme mediates in lipid metabolism and is localized
in the liver and intestines [174]. Furthermore, PPPA was also
shown to exhibit insecticidal properties against aphids [100].

Conclusion

Increasing access to sequenced microbial genomes offers a
glimpse at the untapped potential we have yet to gain access to.
Fungi in particular harbor great potential to produce novel sec-
ondary metabolites with ecological and pathogenic importance.
As a medically relevant fungal pathogen A. fumigatus is the
subject of much research and since sequencing of its genome in
2005 its potential for the production of secondary metabolites
was scrutinized frequently [7,43,175]. In recent years many of
its BGCs could be matched with either long known or newly
discovered bioactive compounds and while the bioactive poten-
tial and the ecological role of many well studied metabolites
like DHN-melanin or gliotoxin is well known, newer metabo-
lites often cannot be associated with a biological function. Due
to its clinical significance, the highest interest in secondary
metabolites of A. fumigatus was driven by its pathobiology, e.g.,
a role in cytotoxicity, immunosuppression or antifungal drug
resistance. In natural habitats these molecules may fulfill analo-
gous functions, such as the defense against phagocytic preda-

tors by gliotoxin [78-82]. Indeed, the need for survival is the

AT

helB2 helC helB3 helD1 helB4 helD2 helE

driving force of evolution and fungi like A. fumigatus were able
to cultivate an impressive arsenal of protective mechanism from
DHN-melanin which offers mostly passive protection to more
active compounds like fumigaclavines or helvolic acid with
their antibacterial and antifungal activities, respectively
[50,63,72,147]. Since SM activities are most often closely
related to ecological conditions mimicking of more natural
cultivation conditions might lead to the discovery of new com-
pounds and their ecological role.

In the past few years, protists like D. discoideum and Acan-
thamoeba castellani have been widely used for the identifica-
tion of virulence attributes of pathogenic fungi, including
Aspergillus spp., for their similarity with human phagocytic
cells [32]. Nevertheless, the precise identity of amoeboid,
nematode and arthropod predators that target filamentous fungi
in their environmental niches remained elusive and has been
limited by their biological complexity. It was thus surprising to
find that the environmentally abundant, fungivorous amoeba
P. aurantium does not only graze on yeast but can specifically
target filamentous fungi such as A. fumigatus. The mechanism
of action was coined ruphocytosis and involved a locally
distinct disruption of the cell wall of the fungal hyphae to feed
on the fungal cytoplasm [29]. It is well conceivable that this
amoeba will target a range of different filamentous fungi, and
that this biotic cell wall stress can be exploited as an ecological
trigger for the production and identification of new bioactive

compounds in the future.
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