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As glycoscientists, we are standing on the shoulders of giants.
Research on carbohydrates is as old as on any other biomole-
cule, dating back to the time of Emil Fischer and the elucida-
tion of monosaccharide structures [1]. Later, foundational
contributions came in the form of the first glycoconjugate
vaccines [2,3], the elucidation of the blood group system [4],
and many others. Among these, we dare to include the DNA
double helix, featuring deoxyribose as a key structural element
of its twisting ladder [5]. A century of innovation, some of the
most prestigious awards and highest honours later, one aspect is
immediately clear: chemistry and glycobiology are intricately
intertwined. This is certainly by choice, but also by necessity. It
is difficult to convey to non-glycoscientists how we still
struggle with challenges that have been solved years or decades
ago for proteins and nucleic acids. When molecular cloning and
recombinant protein production became routine, these technolo-
gies were not applicable to glycans. Today, the most amazing
tools in genome engineering are used to great effect to disrupt
or alter the glycan biosynthetic machinery, but they still cannot
be used to, for instance, mutate one glycan into another in the

same manner as nucleic acids can be mutated. Methods in mo-
lecular biology are facile and quantitative. But they do not tell
us the function of a particular glycoform on a specific glyco-
protein. To put glycans on the map, chemists needed to be
inventive.

At the time of writing this Editorial article, we are all early- and
mid-career investigators who have learned from the best. We
look in awe at the achievements in the field to date, some of
those appearing in the previous thematic issues “GlycoBioinfor-
matics” [6] and “Synthesis in the glycosciences” I and II [7,8].
We look ahead, asking the question how we can implement new
chemistry, new molecules, and new methods to make the glyco-
sciences even more palatable to generalists. And we see a field
that innovates.

This thematic issue seeks to highlight the amazing breadth of
contemporary chemical glycobiology. Dal Colle et al. investi-
gate the determinants that influence the oligosaccharide yield in
automated glycan assembly [9]. Target-directed synthetic strate-
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gies are being developed by Reihill et al. [10] and Karak et al.
[11], exploring the syntheses of the linker-displaying, sulfated
TF disaccharide and lipid II analogues, respectively. The direct
application of synthetic glycans is shown by Fan et al. [12] in
the context of photoswitchable ligands to the lectin LecA.
Staying in the theme of lectin characterization, Lundstrøm et al.
study the glycan binding profile of CMA1 originating from
melon [13].

A time that sees great opportunities in computational biology
also breeds innovative applications in the glycosciences. A key
aspect is the modelling of protein–glycan interactions. Marcisz
et al. study the power of umbrella sampling in distinguishing
the interactions between different glycosaminoglycans and their
receptors [14]. Nieto-Fabregat et al. provide a detailed overview
on computational methods that underlie modern glycobioinfor-
matics approaches [15]. Validation of glycoprotein structure is
an important aspect of contemporary structural biology, and
Dialpuri et al. present the Privateer database to allow for facile
quality control of such structures [16]. Finally, Barillot et al.
bridge experimental and computational efforts, developing a
neural-network-based approach for the interpretation of glycan
structures from their vibrational fingerprints [17].

We anticipate that this diverse collection of reports across the
entire spectrum of the chemical sciences cements the readers’
understanding of chemistry as being a catalyst to more than a
century of glycobiology, with a profound and exciting vision for
the future.

Elisa Fadda, Rachel Hevey, Benjamin Schumann and Ulrika
Westerlind

Southampton, Basel, London, Umeå, November 2024
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Abstract
Automated glycan assembly (AGA) affords collections of well-defined glycans in a short amount of time. We systematically
analyzed how parameters connected to the solid support affect the AGA outcome for three different glycan sequences. We showed
that, while loading and reaction scale did not significantly influence the AGA outcome, the chemical nature of the linker dramati-
cally altered the isolated yields. We identified that the major determinants of AGA yields are cleavage from the solid support and
post-AGA purification steps.
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Introduction
Automated glycan assembly (AGA) is a solid-phase method
that enables the rapid synthesis of complex oligo- and polysac-
charides from protected monosaccharide building blocks (BBs)
[1,2]. Iterative cycles of glycosylation, capping, and selective
deprotection afford the support-bound glycan with a program-
mable sequence (Figure 1A). The protected glycan is then
cleaved from the solid support and subjected to post-AGA
deprotection steps to reveal the target glycan. AGA is mostly
performed on cross-linked polystyrene resins equipped with
photocleavable linkers [3], offering orthogonality to all the syn-
thetic steps of the assembly, while selectively releasing the
glycan at the end of the synthesis.

In recent years, the implementation of new synthetic strategies
[4-7] as well as technological improvements [8,9] permitted
access to highly complex carbohydrates [10]. Still, variations in
yields are not always ascribable to the AGA process [11-16].
Dissimilar structures are assembled in high purity as indicated
by HPLC analysis of the crude products, but isolated in relative-
ly low yields. The optimization procedures are focused on
glycan elongation (i.e., glycosylation and deprotection steps),
whereas less attention is given to variables associated with the
solid support [17]. In contrast, substantial knowledge exists on
how loading [18], reaction scale [19], and linkers [20,21] affect
the overall yield of solid phase peptide synthesis (SPPS). In the
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Figure 1: Schematic representation of the AGA process (A). Variables
that can affect the AGA outcome investigated in this study (B).

past decades, several supports and linkers have been developed
and commercialized for SPPS, enabling a wide range of appli-
cations. Solid supports are available with different linker load-
ings, with low loading (0.1–0.2 mmol/g) being beneficial to
avoid aggregation of long peptide sequences, and high loadings
(0.4–0.5 mmol/g) advantageous for more efficient syntheses
[21].

Herein, we systematically investigate how variations in linker
type, resin loading, and reaction scale influence the produc-
tivity of AGA.

Results and Discussion
We selected three glycan sequences as models to analyze the
effect of different parameters on the AGA outcome. Each se-
quence was prepared on four batches of Merrifield resin func-
tionalized with two photolabile linkers (L1 [22] vs L2 [3]), at
two linker loadings (low vs high) (Figure 1B). Each AGA ex-
periment was performed at two different reaction scales (15 vs
30 µmol).  All AGA runs were performed adjusting
the resin amount to the desired reaction scale, while
keeping the concentration of all other reagents constant
(Figure 1B).

The photolabile linkers L1 [22] and L2 [3] are based on the
o-nitrobenzyl scaffold [23,24] and expose a hydroxy group that
serves as glycosyl acceptor in the first AGA cycle (Figure 1B).
While L1 displays a flexible aliphatic chain terminating with a
primary alcohol, L2 carries a secondary benzylic alcohol. Upon
irradiation with UV light (λ = 360 nm), L1 releases the glycan
equipped with an aminoalkyl spacer at the reducing end, where-
as L2 affords the free reducing sugar (α/β mixture). Previous
data suggested that UV cleavage of L1 and L2 was equally effi-
cient, permitting the isolation of a tetramannoside in around
60% yield [3]. We wondered whether different glycan se-
quences were more sensitive to the linker structure. Less reac-
tive donors might highlight differences in the linker nucleophi-
licity [25]. The aggregation of the growing glycan chains is
conceivable to be connected to linker flexibility [18]. The effi-
ciency of UV cleavage is probably influenced by glycan struc-
ture, solubility, and aggregation tendency [26]. Lastly, purifica-
tion of the protected glycan upon cleavage could be affected by
the presence or absence of a linker.

L1 or L2 were conjugated to Merrifield resins with initial load-
ings of 0.5 mmol/g and 1.0 mmol/g to yield supports with low
(0.3–0.4 mmol/g) or high (0.7–0.8 mmol/g) loadings (see Sup-
porting Information File 1, section 2.3, module A). The latter
allows for a larger synthesis scale, but steric hindrance and
chain–chain interactions could negatively influence the AGA
outcome, as observed for some peptide sequences [18]. More-
over, high-loading supports might result in inefficient UV
cleavage due to quenching. These four supports were studied in
AGA experiments performed at 15 and 30 µmol reaction scales.
While AGA is commonly performed at a 15 µmol reaction
scale, a larger reaction scale is attractive to produce more mate-
rial in a single AGA run, but might suffer from insufficient
mixing [27,28], causing slower kinetics [29], temperature gradi-
ents [30], and precipitation [31].



Beilstein J. Org. Chem. 2023, 19, 1015–1020.

1017

Figure 2: AGA of model glycan sequences analyzed in this study: α-1,6-linked dimannosides 1, 2 (A), branched trisaccharides 3, 4 (B), and linear
α-1,4-linked hexaglucosides 5, 6 (C). Tables summarizing the results obtained for the AGA experiments performed in different conditions (D). The
HPLC purity is estimated based on the ELSD profile. This value should be used to compare results within each series of experiments (i.e. same
glycan sequence).

We set off to study the effect of these parameters on the AGA
of three different glycan sequences (Figure 2). In an increasing
order of complexity, we prepared α-1,6-linked dimannosides

(1,2) [32], branched trisaccharides (3,4) [12], and linear α-1,4-
linked hexaglucosides (5,6) [15,33]. Each synthesis was per-
formed with 6.5 equivalents of BB per glycosylation cycle
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using previously reported AGA conditions (see Supporting
Information File 1, section 2.3, module C). The outcome of
each AGA experiment was analyzed in terms of: i) HPLC purity
based on the chromatogram of the crude sample after AGA and
UV cleavage, ii) isolated yield of the target compound after
photocleavage and HPLC purification (path A).

The syntheses of the α-1,6-linked dimannosides 1 and 2
(Figure 2A) were successful on all resins tested, affording the
desired product in complete purity regardless of linker type,
loading or reaction scale (Figure 3A, and Figures S2 and S3 in
Supporting Information File 1). Isolated yields of 49–59% were
obtained in all experiments (Figure 2D), after cleavage of the
photolabile unit.

The syntheses of the branched trisaccharides 3 and 4
(Figure 2B, and Figures S4 and S6 in Supporting Information
File 1) were less efficient. Even though the target compound
was the major product in all experiments, deletion sequences
were observed in the chromatograms of the crudes (Figure 3B).
MS analysis showed the presence of capped linker (*), capped
dimer (†), and Lev-containing dimer (‡) (see Figures S5 and S7
in Supporting Information File 1). No significant variations
were noticed within each series of experiments, with slightly
better purities obtained for AGA performed on L2 (to note: for
experiments on L2 no capped linker was detectable by HPLC;
see Supporting Information File 1). Isolated yields were rela-
tively low for all experiments (14–32% on L1 and 29–44% on
L2, Figure 2D). These values are quite low even considering the
presence of deletion sequences, suggesting that cleavage and
purification are more challenging for these structures. Overall, a
slightly better performance of L2 resulting in higher purities
and better yields was noticed.

HPLC analysis showed that the β-1,4-hexaglucosides 5a and 6a
were produced in excellent purity in all experiments (Figures
2D, 3C, and Figures S8 and S9 in Supporting Information
File 1). For these compounds, we explored two different post-
AGA procedures: the standard path A based on photocleavage
and HPLC purification, and path B involving on resin metha-
nolysis of the ester groups, photocleavage, hydrogenolysis of
the remaining PGs, and purification (Figure 2C). The latter is
commonly employed for compounds synthesized on L2 because
of the poor stability of free-reducing glycans in basic condi-
tions needed for the methanolysis step [33].

The isolated yields of the fully protected compound 5a synthe-
sized on L1 were significantly lower than expected (21–36%,
Figure 2D, path A), with little variation within the series. Isolat-
ed yields for the linker-free compound 6a prepared on L2 were
around 10% higher (46%). The absence of deletion sequences in

Figure 3: Representative HPLC traces for the crude compounds 1 (A),
3 (B), and 5a (C) after cleavage from the solid support. HPLC condi-
tions are reported in Supporting Information File 1 (Figures S2, S4, S8,
A). In B, MS analysis showed the presence of capped linker (*),
capped dimer (†), and Lev-containing dimer (‡). The monosaccha-
rides are represented following the symbol nomenclature for glycans
(SNFG).

the HPLC of the crude compounds indicated that cleavage and/
or purification are the major bottlenecks of these syntheses.

Higher yields (30–57%) were obtained for compound 6b, isolat-
ed after the post-AGA procedure path B (Figure 2D). This is
surprising since the path B procedure involved additional depro-
tection steps. Therefore, we wondered whether methanoloysis
on resin could improve photocleavage efficiency. However,
when we tested the same procedure on L1, target compound 5b
was isolated in only 15% yield. These results strongly suggest
that the two linkers perform differently depending on the glycan
sequences.
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Conclusion
Taken together, the results showed minimal variation within
each series of experiments, indicating that loading and reaction
scale are not significantly affecting AGA of those sequences
within the range of conditions explored here. This is a promis-
ing observation from the perspective of scaling up AGA. No
differences were observed for the AGA of simple disaccharides
1,2 performed on L1 and L2 with an apparent maximal yield of
around 60%, in agreement with previous reports [3]. In contrast,
other sequences constructed on L2 were isolated in slightly
better yields. This result could be connected to more efficient
cleavage of L2 in the presence of complex glycan sequences,
easier purification of linker-free compounds, or a combination
of both.

Our systematic study identified that the major determinants of
AGA yields are cleavage from the solid support and purifica-
tion steps. These two aspects are strongly connected to the
glycan structure, with minimal variations such as presence or
absence of a linker playing an important role in the post-AGA
process. In some cases, performing post-AGA manipulations on
resin dramatically improved the overall yield of the process.
Future efforts need to focus on the development of new linkers,
more efficient cleaving procedures [34], and the implementa-
tion of post-AGA manipulation steps on resin.

Supporting Information
Supporting Information File 1
Experimental procedures and characterization data.
[https://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-19-77-S1.pdf]
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Abstract
Carbohydrate sequencing is a formidable task identified as a strategic goal in modern biochemistry. It relies on identifying a large
number of isomers and their connectivity with high accuracy. Recently, gas phase vibrational laser spectroscopy combined with
mass spectrometry tools have been proposed as a very promising sequencing approach. However, its use as a generic analytical tool
relies on the development of recognition techniques that can analyse complex vibrational fingerprints for a large number of mono-
mers. In this study, we used a Bayesian deep neural network model to automatically identify and classify vibrational fingerprints of
several monosaccharides. We report high performances of the obtained trained algorithm (GlAIcomics), that can be used to
discriminate contamination and identify a molecule with a high degree of confidence. It opens the possibility to use artificial intelli-
gence in combination with spectroscopy-augmented mass spectrometry for carbohydrates sequencing and glycomics applications.
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Introduction
DNA and protein sequencing technologies that aim at deter-
mining the structure of a biopolymer have been established
decades ago and are commonly used in a routine and auto-
mated manner. However, the development of such technology
for the sequencing of the third class of biological polymer –
glycans, also known as carbohydrates, saccharides, or "sugars"
– lags far behind. This lack of dedicated analytical tools
(glycomics) is clearly identified as a critical bottleneck,

impeding the full development of glycosciences despite their
relevance for various strategic fields such as pharmaceutical and
food industry; bio-based materials and renewable energy, and
their considerable potential impact for the society in regard to
the United Nations sustainable development goal [1].

The major roadblock to carbohydrate sequencing is intrinsi-
cally due to their unique molecular properties, among biopoly-
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mers. In contrast with proteins and DNA, which are linear poly-
mers made of a limited number of building blocks with distinct
molecular structures, carbohydrates feature hundreds of build-
ing blocks – many of them coming in groups of closely related
isomers with ambiguous molecular structures – and they form
complex, branched arrangements due to the versatility of the
glycosidic bond (position and anomericity). In this context,
designing generic carbohydrate sequencing methods is both a
major scientific challenge and a strategic priority [2,3].

Few years ago we proposed an original solution by bringing
together the best of both sides of the analytical chemistry world:
Spectroscopy and mass spectrometry (MS). In short, our tech-
nology is based on a mass spectrometric analysis – which is
particularly powerful for the analysis of complex biological
samples but does not readily elucidate isomers which have the
same molecular mass – augmented with a infrared laser-based
spectroscopic dimension (MS–IR), thus providing valuable ad-
ditional isomer resolution [4].

We demonstrated that this multidimensional MS–IR molecular
fingerprint is unique to each carbohydrate building block and
can be used to resolve their full sequence, including their mono-
saccharide content and the detail of their linkages (position and
anomericity). Based on this basic principle, the identification of
an unknown carbohydrate proceeds as follows: the polymer is
fragmented in monomers, yet maintaining information on the
initial structure and the spectroscopic fingerprint (frequency and
intensity of the vibrational modes) of each monosaccharide unit
is measured, and subsequently identified by comparison with a
library of reference spectra of synthetic monosaccharide stan-
dards. In the early days of MS–IR spectroscopy, ca. one hour
was necessary to record the IR fingerprint of a single molecule
and the identification was made by visual inspection, which was
shortly automated by introducing a score derived from the
convolution between the spectrum of the analyte of interest and
the library of reference spectra. Despite the advantage of being
automated, this later approach remains biased: for each molecu-
lar species, a single spectrum is arbitrarily chosen by the oper-
ator and serves as reference for all future analyses.

The latest MS–IR developments brought the data collection
down to few seconds [5]. This is a considerable step towards
high throughput carbohydrate analysis, which must be accom-
panied by fast data analysis, thus excluding manual interpreta-
tion. Besides, in the prospective of deploying the technology
beyond the molecular spectroscopy community, it is essential to
develop an automated, reliable, and robust strategy for the anal-
ysis of the spectroscopic data. Machine learning methods
appear to be appealing candidates to address this challenge.
They have been used for mass spectrometry data analysis since

the 2000’s [6] and the idea of using them on vibrational spectra
goes back to the early 90’s [7]. Support vector machines (SVM)
and decision tree ensemble methods were benchmarked on in-
frared spectra for cancer classification [8] and many research
groups focused their efforts on using machine learning for
simulating molecular structures; generating vibrational spectra;
and classifying chemical groups based on vibrational features
[9,10]. In a recent publication, the random forest approach was
proposed to identify the presence of structural features in oligo-
saccharides based on their gas-phase IR spectra [11]. To the
best of our knowledge, machine learning classification studies
have not been reported to identify saccharides using MS–IR
carbohydrate analysis.

Here, we report a study of a probabilistic deep neural network
(Bayesian deep neural networks [12]) to support automated
monosaccharide recognition for carbohydrate sequencing. We
obtained a highly performing algorithm that we called
"GlAIcomics", specifically trained on carbohydrates.

Methodology
Data production
Our carbohydrate analysis approach is based on the IRMPD
spectroscopic scheme (infrared multiple photon dissociation),
which is the combination of mass spectrometry and IR spectros-
copy. IRMPD is an action spectroscopy method that allows
recording IR absorption spectra of isolated gas-phase ions,
based on the measurement of the wavelength-dependent laser-
induced fragmentation yield. When the frequency of the laser is
resonant with a vibrational mode of the molecule, the molecule
absorbs the radiation and accumulates internal energy until frag-
mentation [13]. In previous works we have demonstrated that
the monosaccharides or oligosaccharides resulting from the
fragmentation of a larger precursor possess a very specific IR
fingerprint in the 2–4 microns spectral range, that is highly
valuable to resolve all types of isomers [4]. Typical experimen-
tal IR fingerprint data are shown in Figure 1: they feature the in-
tensities of the vibrational resonances as a function of their fre-
quency in the mid-IR range. After measuring its mass and its IR
fingerprint, an unknown analyte (Figure 1a) is readily identi-
fied as "GlcNAc" (for N-acetylglucosamine) by comparison
with the reference IR spectra of several candidates of identical
mass (Figure 1b, featuring three stereoisomers of C8H15NO6).
With the rapid development of our approach, such method now
reached a high data output since a single IR fingerprint can be
obtained in few seconds. The fast and automatic identification
and classification of the data becomes compulsory, which moti-
vates the present study.

For this study, a first set of 33 labelled experimental spectra ob-
tained as described previously [4] were collected for training
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Figure 2: Typical experimental MS–IR spectra of the four categories of monosaccharides included in the first dataset. Blue: GalN; orange: GlcN;
green: GlcNAc; red: ManN.

Figure 1: (a) Fingerprint of an unknown monosaccharide. (b) Labelled
reference spectra of monosaccharide standards.

and validation of the model. The standard instrumental condi-
tions for recording MS–IR data consist in a laser-enabled mass
spectrometer equipped with a 3D ion trap mass analyzer. The
following monosaccharides were analyzed: three stereoisomers
of hexosamine of chemical formula C6H13NO5, namely glucos-
amine (GlcN), galactosamine (GalN), mannosamine (ManN);

and N-acetyl glucosamine (GlcNAc, chemical formula
C8H15NO6). One typical spectrum of each of the four mono-
mers is shown in Figure 2. Note that both α and β-anomers
coexist in the experimental conditions.

The second set of experimental MS–IR spectra was acquired
using different instrumental conditions on a different experi-
mental set-up: it consists of the coupling of an alternative
design of mass spectrometer (equipped with a 2D ion-trap mass
analyzer) with a higher repetition rate laser and a larger spectral
bandwidth [5]. New GlcN spectra were acquired in these condi-
tions. One of them is shown in Figure 3 (orange trace) for com-
parison with an experimental spectrum of GlcN acquired in
standard conditions. Due to the larger spectral bandwidth, the
spectrum from set 2 looks significantly different: the peaks are
broader and less resolved than in the spectrum from set 1. This
set is referred to as exogenous and was not use for training: it is
used to illustrate the robustness of the method across signifi-
cantly variable experimental conditions and instrumental perfor-
mance.

The third set of experimental IRMPD spectra was acquired in
standard conditions and includes 5 new spectra from the mono-
mers GlcN, GalN, and ManN as in sets 1 and 2; as well as 7
spectra from species that do not belong in the training set cate-
gories (out of distribution, OOD), including disaccharides, a
sulfated monosaccharide, and paracetamol. The outlying mole-
cules represent potential "pollutions" in the analysis. This set of
data is referred to as endogenous as it was measured on the
same apparatus as the training set.
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Figure 3: Synthetic IRMPD spectrum (grey trace) generated on the basis of a high resolution endogeneous experimental spectrum of GlcN (black
trace) from dataset 1 using additional white noise: 10%; linear signal amplitude modulation: 5%; downsampling coefficient: 2; wavenumber shift:
+9 cm−1. The orange trace corresponds to a low-resolution exogeneous GlcN spectrum from dataset 2.

Table 1: Composition of the three datasets.

Dataset 1 Dataset 2 Dataset 3

training : 70%
validation : 30%

classification tests discrimination tests

categories 4 1 10
acquisition standard low res. standard
exp. MS–IR spectra 33 4 12
augmented set 8000 8000 1300

For efficient training of the algorithms, all three experimental
datasets were augmented by producing synthetic variants. These
synthetic spectra were generated by modulating the experimen-
tal ones with the following relevant sources of experimental
fluctuations:

• The signal to noise ratio may vary from one measure-
ment to another as it can emerge from a low amount of
molecules. This was simulated by adding a Gaussian
white noise with a randomly distributed standard devia-
tion between 0 and 5% of the peak signal.

• The overall intensity of the laser can fluctuate from day
to day or thorough the entire spectral range, which
results in modulated peaks amplitudes. This was simu-
lated as a linear variation of the signal amplitude across
the spectral range. The variation was contained in a
uniform distribution bounded by ±10%.

• Spectra can be recorded at increased speed for rapid ana-
lytical diagnostics, which traduces into a change in
binning. To take this into account, data were binned with
downgraded resolution then re-binned with 1 cm−1 step.
The down sampling factor was randomly picked in a
range from 1 to 5.

• Small variations of the calibration of the laser wavenum-
ber may occur from day to day, leading to a shift of few
wavenumbers of the vibrational spectrum. This was
simulated with a maximum random shift per spectrum of
±10 cm−1.

Finally, the synthetic spectra were normalized by z-score and
interpolated over 1200 bins in the 2600–3800 cm−1 spectral
range (1 cm−1 step) as input vector for the neural network. An
example of a synthetic spectrum generated from an experimen-
tal spectrum is shown in Figure 3.

A total of 8000 synthetic spectra were randomly produced
(2000 for each monomer category) out of the experimental
spectra of set 1. They were shuffled to avoid training batches
composed of a unique category of molecules. Finally, 70% of
them were used for training of the models, and 30% were used
for validation. The composition of the datasets used for training,
validation and tests is summarized in Table 1.

Model architecture
In this study we opted for a fully connected feed-forward
network based on the multi-layer perceptron architecture [14]
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Figure 4: Model accuracy dependance with experimental conditions, represented by the dataset augmentation parameters.

with probabilistic approach (Bayesian deep neural network,
DNN), which allows quantifying the model uncertainty for the
classification results. It is composed of 3 hidden layers of 300,
225, and 100 neurons, respectively, and ReLu (rectified linear
unit) activation functions for each layer. Two dropout layers are
interleaved after the first and second hidden layers with a
dropout setting of 25% to avoid over-fitting issues. The training
objective is a classification task between the 4 monomer cate-
gories with a cross-entropy loss function.

To account for the probabilistic nature of the deep neural
network, we used the variational inference technique. Each
deterministic weight parameter was replaced by normal distri-
butions defined by a mean value µ and a standard deviation σ
which were optimized using the Bayes-by-Backprop method
[15]. We chose this method that constrains the weights poste-
rior distribution to normal distributions instead of the more
accurate Markov chain Monte-Carlo (MCMC) method for
calculation efficiency. With this approach, a quantitative uncer-
tainty of the model predictions can be achieved by inferring
each spectrum category several times with the trained model.

Results and Discussion
Model classification accuracy
Our GlAIcomics model shows a classification accuracy of
100% on the validation set and 99.98% on the test set (S.M :
dataset 2 in Table 1). The 8000 synthetic spectra of set 2 were
sorted by noise level, amplitude modulation, energy shift, and
downsampling. The mean accuracy of the model as a function
of these four parameters is shown in Figure 4. Note that all pa-
rameters have a uniform distribution over the 8000 samples and
can be studied independently. The amplitude modulation and
downsampling do not play a major role, with a maximum accu-
racy variation of 0.5%.

We demonstrated that the neural network is suitable for MS–IR
classification in experimental conditions with variable resolu-
tion, noise or energy jitter.

The question remains on how to discriminate unknown mole-
cules or to identify problematic spectra, such as the few
misclassification events in the discussion above. In order to
address these points, we further assessed the precision of the
model and discussed its epistemic uncertainty in the next
section.

Model precision and uncertainty
In the context of analytical chemistry where the fraction of
"known molecules" (that is, previously referenced in databases)
is expected to be significant compared to unknown ones, it is
important to make sure that the model is discriminative and we
want to maximize the precision of the model at this task.
Indeed, the large amount of positive results would make it diffi-
cult to identify false positives. However, a small number of
negative results is expected, which makes it doable to assess
them systematically. False negative could be identified manu-
ally, labelled correctly, and injected back to improve the model.

The third dataset was used to evaluate the model discriminative
power. It consists of 1300 spectra produced by augmentation of
12 original experimental spectra that were acquired on the stan-
dard instrumental setup and were never used by the models
during the training and validation phases. This set contains 3 of
the 4 known monosaccharides: ManN, GlcN, and GalN as well
as 8 other molecules. For benchmarking purposes, all spectra
were annotated with true labels.

By running the model inference for one spectrum multiple times
we can measure the variability of its prediction probability for
each category. If the model gives consistently a high probabili-
ty for one category after each inference, then its uncertainty is
low, and the spectrum likely belongs to the said category of
molecules. On the other hand, if the model predicts a category
with highly variable probability, then the uncertainty is high,
and the spectrum likely does not belong to any of the classifica-
tion categories. We ran model inference 200 times on each sam-
ple and obtained the mean prediction probability for every cate-
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Figure 5: DNN Prediction results for third endogenous dataset (5 hexosamine samples and 7 other molecules). The middle map shows the mean
prediction probabilities for each category and the right hand side map shows the 5% to 95% interpercentile range for the prediction probability distribu-
tions of each category.

gory as its variability represented by the interpercentile range 5
to 95%. The results are shown in Figure 5. As an example: the
spectrum of CS-C is predicted as GlcNAc with 95% probability
in average but for 10 inferences out of 200 (the lowest 5%
percentile) the prediction probability is below 60%. In this ex-
ample, by thresholding on the interpercentile range below 0.35
for the most likely prediction of each spectrum one can obtain a
precision of 100%.

Most known molecules are assigned to the right category with a
very sharp probability distribution that can be used as the
prediction distribution under the null hypothesis that the model
is reliable. For most of the "unknown" molecules the model
prediction oscillates between two categories, but the probabili-
ty distributions are extremely broad which means that the neural
network uncertainty is important, and the corresponding results
should be considered as unclassified and put aside for manual
evaluation.

Finally, the performance of the GlAIcomics deep neural
network model was compared with two different off-the-shelf
techniques based on decision trees: Random forest (RF), an
XGBoost (XGB). The evaluation methods are detailed in Sup-
porting Information File 1. The classification accuracy for the
validation subset (30% of set 1) is 100%, 99.95% and 100% for
RF, XGBoost and GlAIcomics, respectively. For the test set
(dataset 2), the accuracy is 99.91%, 99.61%, and 99.98%, re-
spectively. When the accuracy of the prediction is further inves-
tigated as a function of the data augmentation parameters used
to model experimental fluctuations, an advantage is found for

GlAIcomics and RF over XGBoost. Lastly, the three methods
were compared for the discrimination of molecules outside of
the known categorie. GlAIcomics appears to discriminate sam-
ples more efficiently than the two other methods with true and
false positive rates above 80% (70% and 50% for RF and
XGBoost, respectively).

Conclusion
We have evaluated the performances of a Bayesian deep neural
network for automatic analysis and classification tasks on
glycans MS–IR fingerprints. It showed robust prediction accu-
racies on an exogeneous dataset. We observed that it is capable
to generalize as it could categorize more noisy and distorted
spectra. We then benchmarked its discrimination capabilities
with a mixture of hexosamines and other molecular spectra: the
Bayesian neural network architecture offers an access to the
model reliability (through its epistemic error) when it comes to
classify the spectra and could be used to discriminate outlying
molecules or experimental issues when run on new data sam-
ples. Therefore, we conclude that a relatively small Bayesian
deep neural network is a suitable solution for analysis and clas-
sification of saccharides in the context of MS–IR based carbo-
hydrate sequencing. It can be easily integrated in an experimen-
tal data pipeline between the experiment raw spectra recording
and the sequencing algorithm. Rejected spectra would be manu-
ally reviewed and fed back to the model as new training sam-
ples which in turn would reduce the epistemic error. It will
therefore speed up the construction of glycans spectroscopic
fingerprints database. In MS–IR experiments, the IR data as
well as the mass of the molecule are simultaneously acquired,
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therefore the mass could readily be used as a prefilter. More
generally, all experimental data obtained in a glycomics work-
flow – such as MS/MS; HPLC; ion mobility; … – could ulti-
mately be included in the algorithm for an optimal coverage of
complex carbohydrates.

Supporting Information
Supporting Information File 1
Evaluation of the deep neural network model against two
different techniques based on decision trees: Random forest
(RF) and XGBoost (XGB).
[https://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-19-134-S1.pdf]
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Abstract
In the past few decades, glycosaminoglycan (GAG) research has been crucial for gaining insights into various physiological, patho-
logical, and therapeutic aspects mediated by the direct interactions between the GAG molecules and diverse proteins. The struc-
tural and functional heterogeneities of GAGs as well as their ability to bind specific proteins are determined by the sugar composi-
tion of the GAG, the size of the GAG chains, and the degree and pattern of sulfation. A deep understanding of the interactions in
protein–GAG complexes is essential to explain their biological functions. In this study, the umbrella sampling (US) approach is
used to pull away a GAG ligand from the binding site and then pull it back in. We analyze the binding interactions between GAGs
of three types (heparin, desulfated heparan sulfate, and chondroitin sulfate) with three different proteins (basic fibroblast growth
factor, acidic fibroblast growth factor, and cathepsin K). The main focus of our study was to evaluate whether the US approach is
able to reproduce experimentally obtained structures, and how useful it can be for getting a deeper understanding of GAG proper-
ties, especially protein recognition specificity and multipose binding. We found that the binding free energy landscape in the prox-
imity of the GAG native binding pose is complex and implies the co-existence of several binding poses. The sliding of a GAG
chain along a protein surface could be a potential mechanism of GAG particular sequence recognition by proteins.

1933

Introduction
Glycosaminoglycans (GAGs) are long linear periodic anionic
polydisperse polysaccharides, with repeating disaccharide units
comprised of a hexuronic acid (or galactose in keratan sulfate)
and a hexosamine (N-acetylglycosamide, GlcNAc or N-acetyl-
galactososamide, GalNAc) throughout a regular alternation of

1→4 and 1→3-glycosidic linkages [1-3]. GAGs are mainly lo-
cated on the cell surface and in the extracellular matrix [4]. Due
to their charged nature, they bind a large amount of water [5].
Although GAGs were previously considered just an inert glue
surrounding the cell, GAG research in the past few decades has
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illustrated the crucial role in cell signaling processes, including
regulation of cell growth, proliferation and promotion of cell
adhesion, anticoagulation, and wound repair [6-9]. All these
processes are mediated through their direct interactions with
diverse protein targets such as collagens, chemokines [10,11],
and growth factors [12-14], which makes them essential in the
cell biology [15,16]. In addition, GAGs also facilitate cell
migration, act as shock-absorbers in joints and as a sieve in
extracellular matrices and are important in maintaining the
compressibility of the cartilage. The participation of GAGs in
physiological, pathological, and therapeutic functions results
principally from their unique physicochemical and structural
features, including high negative charge, high viscosity and
lubrication propensities, unbranched polysaccharide structures,
low compressibility as well as the ability to attract and imbibe
large amounts of water [17].

Unlike proteins or nucleic acids, GAGs are constantly altered
by processing enzymes and thus they vary greatly in molecular
mass, disaccharide unit composition, and sulfation. Based on
their core structure they are categorized into six different
classes, viz. heparan sulfate (HS), heparin (HP), hyaluronic acid
(HA), chondroitin sulfate (CS), dermatan sulfate (DS), and
keratan sulfate (KS). The structural and functional diversities of
GAGs are regulated by their sequence, size of the chains,
degree of sulfation, and the ability to bind proteins [1,18-21].
This structural diversity of GAGs translates into highly hetero-
geneous functions and allows them to modulate interactions
with various protein molecules in respective biological pro-
cesses [4]. Most of these interactions are driven by electrosta-
tics and are non-specific in nature, however, some of them are
highly specific or selective [22-26].

The structural analysis of GAGs improves the understanding of
their biological functions and helps in the development of struc-
ture–activity relationships for these important biopolymers
[27,28]. Although the composition of the individual saccharide
components of GAGs is simple, the structural analysis of GAGs
is extremely difficult due to their complex pattern of modifica-
tion such as epimerization and sulfation [29]. In addition,
GAGs’ high flexibility and periodicity render these molecules
profoundly challenging to analyze using experimental tech-
niques only [30,31]. Thus, computational approaches could be
efficiently used to gain insight into protein–GAG interactions
that take place at single-molecule levels [32]. More than a com-
plementary tool, computational approaches provide a better
understanding of the role of individual interaction partners (in-
cluding GAGs, solvent, and ions) by bringing often new and ex-
perimentally inaccessible details [33,34]. However, for compu-
tational researchers, there are still many challenges to over-
come that originate from the physicochemical properties of

GAGs, viz. their highly polarized (anionic) nature, their period-
icity, and the complexity in decoding their sulfation pattern.
Their charged nature necessitates the application of appropriate
methods for electrostatics, ions, and solvent, particularly given
their abundance in protein–GAG interfaces compared to com-
plexes involving other classes of biomolecules. The periodicity
can lead to multipose binding, wherein various configurations
of the protein–GAG complex may exhibit similar free binding
energies, allowing them to co-exist. Interpreting the “sulfation
code”, the amount (net sulfation) and particular positions of the
sulfation group (sulfation pattern), could assist in the explana-
tion and prediction of GAG specificity [35]. Computational
methodologies like molecular docking and molecular dynamics
(MD) have proven to be successful in modelling protein–GAG
interactions, particularly examining the fundamental questions
related to these interactions such as their specificity, the multi-
pose character of GAG binding and the polarity of the binding
poses of these periodic molecules.

In the present work, all-atom MD simulations are conducted to
study the dynamics of the protein–GAG complexes, and are
complemented by free energy analysis. The free energy analy-
sis of the protein–GAG interactions is important in under-
standing the nature of the interactions and the stability of the
binding pose, including the scenario when several co-existing
binding poses are identified. We analyze the binding interac-
tions between the GAGs heparin, heparan sulfate, and chon-
droitin sulfate, and the proteins basic fibroblast growth factor
(PDB ID: 1BFC, https://doi.org/10.2210/pdb1BFC/pdb, [12]),
acidic fibroblast growth factor (PDB ID: 2AXM, https://doi.org/
10.2210/pdb2AXM/pdb, [13]), and cathepsin K (PDB ID:
3C9E, https://doi.org/10.2210/pdb3C9E/pdb, [36], and PDB ID:
4N8W, https://doi.org/10.2210/pdb4N8W/pdb, [37]). The third
complex is known to exist in two different binding poses which
are experimentally well established. In this study, the umbrella
sampling (US) approach is used to pull away a GAG ligand
from the binding site and then pull it back in. The main focus of
our study is to evaluate whether the application of the US ap-
proach is able to reproduce experimentally obtained structures,
and how useful it is for understanding GAG properties as pro-
tein recognition specificity and multipose binding. We also
check for any trace of transition from the 3C9E to the 4N8W
structure by pulling the ligand from its bound position and
allowing the ligand to approach the protein from a very distant
position to the binding sites.

Materials and Methods
Structures and parameters
Ligand preparation
GAG structures used in the study consist of two parts: 1. the
part from the experimental structure (heparin in the 1BFC [12]

https://doi.org/10.2210/pdb1BFC/pdb
https://doi.org/10.2210/pdb2AXM/pdb
https://doi.org/10.2210/pdb2AXM/pdb
https://doi.org/10.2210/pdb3C9E/pdb
https://doi.org/10.2210/pdb4N8W/pdb
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and 2AXM [13] complexes and chondroitin sulfate-4 in the case
of 3C9E [36]/4N8W [37]), where the length is dp6 (dp stands
for degree of polymerization) and 2. an additional part with dif-
ferent degree of sulfation or sulfation pattern (in case of ligands
1 and 2 for 1BFC and 2AXM dp6 desulfated heparan sulfate
was added to the reducing end and non-reducing end of the
GAG, respectively; in case of ligand 3 for the 1BFC and 2AXM
dp6 desulfated heparan sulfate was added both to the reducing
and non-reducing end of the GAG; in case of the ligand 4 for
the 3C9E/4N8W complex dp6 chondroitin sulfate-6 was added
to the reducing end of the GAG. The starting binding mode for
the cathepsin K complex with chondroitin sulfate corresponded
to the 3CE9 complex. Literature data for the sulfate groups [38]
and GLYCAM06 [39] force field parameters were used for
GAGs in the subsequent MD simulations. A 1C4 conformation
for the IdoA2S ring was chosen as it was shown to be the essen-
tially dominant conformation in the microsecond scale simula-
tions performed by Sattelle et al. as it is energetically more
favorable than the 2SO conformation [40].

Complex preparation
The obtained ligands were docked using RS-REMD (replica
exchange with repulsive scaling), an MD-based docking method
[41], to assure proper binding poses of the whole ligand and
ring puckering and to be consistent with further simulations.
The docked ligands cover the binding site the same way as
ligands in the experimental structures. Additionally, since the
ligands used in the study are longer, they expand over the
binding site and interact with the other parts of the protein as
well. Experimental structures cover only a small part of the
actual GAG molecule that interacts with the protein (as GAGs
are built of tens to thousands of sugar units), therefore using
longer ligands does not represent artificial behavior and may
provide details of additional naturally occurring interactions.
Comparison of the docked poses and PDB structures are
presented in Supporting Information File 1, Figure S1.

MD simulations
All the MD simulations of the complexes obtained by
RS-REMD docking were performed in AMBER20 package
[42]. A TIP3P truncated octahedron water box with a distance
of 20 Å from the solute to the box’s border was used to solvate
complexes. Na+ counterions were used to neutralize the charge
of the system. Energy minimization was performed preceding
the production US runs (described in the next paragraph).
500 steepest descent cycles and 103 conjugate gradient cycles
with 100 kcal/mol/Å2 harmonic force restraint on solute atoms
were performed. It was followed by 3 × 103 steepest descent
cycles and 3 × 103 conjugate gradient cycles without any
restraints and continued with heating up the system to 300 K for
10 ps with harmonic force restraints of 100 kcal/mol/Å2 on

solute atoms. Then, the system was equilibrated for each
window at 300 K and 105 Pa in an isothermal, isobaric ensem-
ble for 100 ps.

US production runs were performed for all of the complexes to
pull away ligands from the binding site and then to bring them
back to the binding site. US simulations consisted of 40
windows where in each the distance between ligand and the
binding site was increased by 1 Å using harmonic restraints
with a force constant of 10 kcal/mol/Å2. Each window consists
of 100 ns of US simulation, therefore each US simulation is
4 μs. Distances between the following atoms were chosen as a
reaction coordinate in the corresponding complexes:
Cα@Leu225-O5@12IdoA(2S) (the GAG sequence numbering
is according to the AMBER order, from reducing to non-
reducing end and @ means that a particular atom belongs to a
particular residue) for basic FGF-ligand 1; Cα@Leu225-
O5@1GlcNS(6S) for basic FGF-ligand 2; Cα@Gly275-
O5@6IdoA(2S) for basic FGF-ligand 3; Cα@Gly5-
O5@12IdoA(2S) for acidic FGF-ligand 1; Cα@Gly5-
O5@1GlcNS(6S) for acidic FGF-ligand 2; Cα@Gly5-
O5@4IdoA(2S) for acidic FGF-ligand 3; Cα@Arg296-
C3@12GlcA for cathepsin K-ligand 4. The reaction coordinate
values increased in each subsequent window, with the starting
point for each window taken from the previous one.

The overlap between the probability distributions in adjacent
windows was analyzed both using bootstrap error analysis and
visually for equilibration and production runs. WHAM
(weighted histogram analysis method [43]) was performed
using Grossfield’s WHAM program [44] to calculate the poten-
tial of mean force (PMF). For bootstrap analysis, 0.001 itera-
tion tolerance, 300 K as temperature, and 1000 as number of
Monte Carlo trials were used.

After completing the last window of US simulation, 500 ns
unrestrained MD runs were carried out in the same isothermal
isobaric ensemble to relax the system. A time step of 2 fs and a
cut-off of 8 Å for electrostatics were used. The particle mesh
Ewald method for treating electrostatics [45] and SHAKE
algorithm for all the covalent bonds containing hydrogen atoms
[46] were implemented in the MD simulations. The cpptraj
program of AMBER was used for the analysis of the trajecto-
ries [47]. In particular, native contacts command with default
parameters was used for the analysis of the contacts between
protein and GAG molecules established in the course of the
simulation.

Binding free energy calculations
MM/GBSA (molecular mechanics generalized born surface
area) model igb = 2 [48] from AMBER20 was used for free
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energy calculations on the trajectories obtained from RS-REMD
simulations.

GAG binding pose accuracy evaluation
For the evaluation of the binding pose accuracy RMSD and
RMSatd values were used. RMSD stands for root mean square
deviation and it is defined as the average distance between the
atoms of superimposed molecules. RMSatd (root mean square
atom-type distance) is very similar to the widely used RMSD
but instead of using specific atoms it compares atom types (e.g.,
any carbon atom to any carbon atom instead of specifically
numbered carbon atom to the carbon atom with the same num-
ber). RMSatd is more appropriate when used for long and peri-
odic molecules (such as GAGs), when a shift by one periodic
unit yields the same pose but would result in high RMSD. The
similar issue happens when GAG is rotated by 180°: although it
occupies the same binding site and the pose is similar, the
RMSD value would be expressed in tens of angstroms, while
the RMSatd value would be significantly smaller.

Data analysis and its graphical representation were done with
the R-package [49] and VMD [50].

Results
In total, 14 US simulations were performed to investigate the
specificity of GAG–protein interactions, capabilities of US
simulations to dissociate and reassociate protein–GAG com-
plexes in these systems, and potential use of the US simulations
in docking of GAG molecules to proteins. In order to do so, six
different heparin systems (3 for basic FGF and 3 for acidic
FGF) and one chondroitin sulfate system (with cathepsin K)
were prepared. For each of the systems 2 US simulations were
set up. First, hybrid GAGs (Figure 1) were prepared and docked
using RS-REMD to find the pose in the binding site with the
lowest interaction energy. Then, the GAG was pulled away
from the binding site until it was shifted 40 Å from the starting
position. Afterwards, the GAG was pulled in towards the
binding site to observe if it reproduces a pose similar to the
starting pose. To describe these unbinding and rebinding pro-
cesses, analyses of RMSD, binding energy, contacts, and hydro-
gen bonds were performed. Additionally, after the final pulling
step, a short MD run of 500 ns was performed to relax the
system and to check if the final pose was energetically stable or
if it changed during the relaxation step. The data depicted in the
graphs result from the analysis of merged US trajectories. While
this representation is not entirely physically sound, as the
outcomes for each US window reflect the system's state under
particular conditions with explicitly defined reaction coordinate
values, the visualization of these continuous data potentially
offers a more comprehensive insight into the complexity of the
system related to its dynamic behavior within each window.

Basic FGF
Ligand 1. The RMSD increased gradually up to values of
around 40 Å during the unbinding process, and then decreased
slowly when it was pulled in. After about the 20th window
RMSD stabilized between 15 and 20 Å, suggesting that the
GAG did not find the initial pose and was trapped in a different
minimum (Figure 2). The same scenario was observed in terms
of the binding energy (Supporting Information File 1, Figure
S2). When the ligand was pulled away the energy increased and
when it was pulled in the energy slowly decreased and
converged after about 20 windows. The number of native
contacts when the ligand was pulled away rapidly dropped from
1500 to 0 and remained 0 for the rest of the US run (Supporting
Information File 1, Figure S3). When pulled in, between 20
and 30% native contacts are restored after the 25th window
but not to the original level. Even the additional relaxation MD
run did not restore any native contacts. This suggests that the
GAG gets close to the binding site but does not return to a simi-
lar conformation as the initial (experimental) pose. A similar
trend is observed with hydrogen bonds where the number of
H-bonds drops when the ligand is pulled away but never gets
fully restored after being pulled in to the initial pose. Visual
analysis supports the observation that only a small part of the
GAG chain from the final pose overlaps with its starting
position. The final pose is perpendicular to the initial one
(Figure 3).

Ligand 2. RMSD slowly increased when pulled away and then
when pulled in it gradually decreased to between 6 and 8 Å.
During the additional relaxation step, RMSD was further
reduced to 3 to 4 Å suggesting that the GAG finds a pose simi-
lar to the starting one (Figure 2). The binding energy gradually
increased when the ligand was pulled away (from around
−150 kcal/mol to around −30 kcal/mol) (Supporting Informa-
tion File 1, Figure S1). Then, when pulled in, the energy almost
did not decrease at the beginning. Only after the 21st window
the energy started to decrease more rapidly but it did not go
back to the values of −150 kcal/mol corresponding to the initial
pose and oscillated around −120 to −100 kcal/mol. During addi-
tional relaxation the energies decreased to the range from −130
to −100 kcal/mol. This shows that after an additional MD run,
the binding pose did not only become closer to the original
structure but also was stabilized energetically in comparison to
the pre-relaxation step. The number of native contacts signifi-
cantly dropped after the first part of US (from ≈2000 contacts to
below ≈500) and then stabilized at around 200 to 300 contacts
in the last windows (Supporting Information File 1, Figure S3).
When the ligand was pulled back to the binding site, only some
native contacts were restored (≈500), but during the subsequent
relaxation the number of restored native contacts increased to
more than 1000. In case of H-bonds, at the end of the US 70 to
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Figure 1: Graphical representation of ligands (in licorice, hydrogen atoms not shown) used in this study. Ligands 1, 2, and 3 were used in complexes
with basic fibroblast factor (as modifications of the 1BFC PDB structure) and acidic fibroblast factor (as modifications of the 2AXM PDB structure)
while ligand 4 was used with cathepsin K.

90% of them were restored. Visually, both the final and the
initial poses look very similar (Figure 3), and this is also re-
flected in very low RMSD values (3 to 4 Å for such long and
flexible molecules is considered to reflect high structural simi-
larity).

Ligand 3. Similar to the other ligands, when pulled away from
the binding site the RMSD of ligand 3 gradually increased and
during pulling in it slowly decreased but did not return to the
initial pose which is represented in the RMSD value of 12 Å at

the end of the US simulation. Additional relaxation MD also did
not result in any significant decrease of RMSD (Figure 2). The
initial binding energy of −160 kcal/mol increased very fast at
the start of pulling away and finished below −30 kcal/mol at the
end (Supporting Information File 1, Figure S2). During the
pulling in of the GAG, the energy decreased slowly and reached
−70 to −50 kcal/mol at the end of US. However, after the 37th
window the binding energy drops below −120 kcal/mol
suggesting a more favorable novel ligand conformation. During
relaxation, MD energies only improved slightly which is in
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Figure 2: RMSD values obtained using the cpptraj script from AMBER suite for 1BFC (basic fibroblast factor) complexes with 3 different ligands: the
ligand is pulled away from the binding site (left panel) and is pulled in towards the binding site (right panel).

agreement with the high RMSD that suggests that GAG did not
return to the initial binding pose. The number of native contacts
decreased drastically during the first windows of US from 1800
to 0 in the 13th window (Supporting Information File 1, Figure
S2). During pulling in ligand towards the binding site only a
small percentage of the native contacts were restored (50 to 150
native contacts in the last windows). After the relaxation MD
the number of contacts went up to 200 to 250, but it never
reached levels close to the initial ones which also suggests that
the GAG did not get close to the binding site. The number of
H-bonds at the end of pulling in was similar to the start of
pulling away. However, none of the H-bonds at the end of
the US simulation were established between the same atoms
as at the start. Visually, only a part of the GAG’s final pose
overlaps with the initial one. The final pose adapts a perpendic-
ular conformation to the starting GAG chain orientation
(Figure 3).

Acidic FGF
Ligand 1. RMSD slowly increased during the first phase
(windows from 1 to 8) of pulling away and afterwards with the
pace similar to the other systems analyzed in this work. On the
way back, RMSD of the ligand steadily decreased reaching
values 4 to 5 Å at the end of the pulling in (Supporting Informa-
tion File 1, Figure S4). During the relaxation step, RMSD
remained around the same level and did not decrease further.
Binding energy started at −140 kcal/mol and increased fast
during the first 30 windows (Supporting Information File 1,
Figure S5). Afterwards, it oscillated between −20 and
0 kcal/mol. During pulling in of the ligand the energy did not
change before window 25 when it started to decrease reaching
−90 kcal/mol at the last window. During the relaxation, the
energy remained at a similar level. Interestingly, despite the low
RMSD at the end, the final energy is less favorable
(−90 kcal/mol) than the one observed at the beginning of the US
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Figure 3: Graphical representation of the ligands’ starting (in red, licorice) and final (in blue, licorice) positions in regard of the binding site of basic fi-
broblast factor (in yellow, new cartoon).

Figure 4: Graphical representation of the ligand’s starting (in red, licorice) and final (in blue, licorice) poses in regard of the binding site of acidic fibro-
blast factor (in yellow, new cartoon).

(−140 kcal/mol). The number of native contacts dropped to zero
around the 15th window and remained 0 for the rest of the
pulling away (Supporting Information File 1, Figure S6).
During pulling in, no restoration of native contacts was ob-
served. Also the number of H-bonds when the ligand was pulled
all the way in was slightly lower (70 to 80%) than before it was
pulled away. The number of H-bonds and native contacts
suggest an overall smaller amount of interactions between the
ligand and the receptor, but also the establishment of non-native
contacts. Visually, the poses from the start and at the end of the
US simulations look very similar (Figure 4), with major differ-
ences observed around the part of the GAG that is not bound to
the protein.

Ligand 2. RMSD increased slowly until the 7th window where
it started to increase more rapidly. During pulling in, RMSD did
not decrease significantly (although visually the ligand is

getting close to the initial binding pose) suggesting a drastically
different pose of the ligand (Supporting Information File 1,
Figure S4). Additional relaxation also did not improve RMSD
significantly. In terms of energy of the system it started around
−140 kcal/mol and it dropped to the level between −20 and
0 kcal/mol after the 27th window (Supporting Information
File 1, Figure S5). During pulling in the energy did not improve
significantly. The number of native contacts dropped from
≈1000 to 0 after the 15th window of pulling away (Supporting
Information File 1, Figure S6). Only very few native contacts
were restored during pulling in at maximum showing 200 of
them. The number of H-bonds during pulling in was slightly
lower than during pulling away suggesting less interactions be-
tween the ligand and the receptor on the way back than at the
start of the US simulation. Visually, the major part of the GAG
at the end of the US simulation overlapped with its starting
pose. However, the final structure is more bent and shifted by
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Table 1: Pearson correlation coefficients between energies obtained from MM/GBSA analysis and RMSD values of the ligand for all frames of the
merged MD trajectories.

basic fibroblast growth factor (1BFC)

ligand 1 (away) ligand 1 (in) ligand 2 (away) ligand 2 (in) ligand 3 (away) ligand 3 (in)
0.77 0.60 0.84 0.90 0.80 0.58

acidic fibroblast growth factor (2AXM)

ligand 1 (away) ligand 1 (in) ligand 2 (away) ligand 2 (in) ligand 3 (away) ligand 3 (in)
0.81 0.78 0.63 0.35 0.50 0.25

about 3 rings relative to the initial one (Figure 4). This is also
confirmed by relatively high RMSD values that did not improve
much during the course of the pulling in US.

Ligand 3. RMSD increased slowly during the first few
windows but unlike the other ligands in this particular case the
scenario for RMSD did not change significantly afterwards.
During pulling in the ligand back to the binding site only a low
RMSD decrease was observed (Supporting Information File 1,
Figure S4). During the relaxation, again, only a minor decrease
in RMSD was observed suggesting that a slightly more favor-
able pose was achieved. In terms of the energy evolution during
pulling away, it started around −140 kcal/mol and then it in-
creased up to the 30th window where it stabilized below
0 kcal/mol (Supporting Information File 1, Figure S5). On the
way back, we observe only a partial improvement of the
binding energy as it reached values from −80 to −70 kcal/mol at
the end of pulling in. However, during relaxation the energy
lowered to values from −130 to −120 kcal/mol suggesting
binding almost as strong as at the start of the US. The relatively
high RMSD and low energy can be justified by the fact that the
obtained pose of the ligand was very different from the initial
one but there is a small overlapping part that interacts with the
ligand around the binding site which can serve as basis for this
strong binding. The number of native contacts at the beginning
was 1300 and decreased slowly (Supporting Information File 1,
Figure S6). In the second part of pulling ligand away changes in
number of native contacts were sudden and drastic but they
never went completely to 0. The number of contacts oscillated
between 50 and 500. On the way back of the ligand, changes are
much more subtle and the number of contacts remained be-
tween 200 and 400. During the relaxation no significant
changes in the number of native contacts was observed. More
H-bonds were present at the beginning of pulling the ligand
away than at the end of the pulling in suggesting more interac-
tions between the ligand and the protein at the start than at the
end of the US. Visually, the final pose of the GAG is much dif-
ferent than the initial one. It is significantly bent and adapts a
perpendicular conformation with regard to the starting pose

(Figure 4). However, the sulfated part of the GAG overlaps with
its initial position.

Additionally, the correlation between the ligand’s RMSD and
MM/GBSA per frame was analyzed (Table 1). In all cases posi-
tive correlations between analyzed values was observed. How-
ever, in some cases this correlation was below 0.5. This is in
agreement with the data described above, which showed that
despite a significantly different binding pose, sometimes the
GAG maintained a relatively strong binding to the protein. This
is particularly true for ligand 3 of acidic fibroblast growth
factor, which when pulled back into the binding site led to low
binding energies but a drastically different pose (partially per-
pendicular) of the ligand.

Energy contributions of sulfated and unsulfated parts of the
GAG were investigated from per residue decomposition of
MM/GBSA analysis (Table 2). In every case, sulfated parts
were always contributing more to the receptor binding than
unsulfated ones. Usually, the sulfated part contributed 3–5 times
stronger than the unsulfated part. However, during pulling in of
ligand 3 for basic fibroblast growth factor the unsuflated part
contributed significantly (−7.6 kcal/mol for the unsulfated part
in comparison to −10 kcal/mol for the sulfated part, respective-
ly). More interestingly in this case during the pulling in process
the contribution of the sulfated part decreased while the one of
the unsulfated part increased. This could be interpreted as that
the binding of the unsulfated residues can partially compensate
the energy loss due to unbinding of the sulfated residues,
suggesting rather non-specific interactions between the protein
and the ligand.

Cathepsin K
During the pulling away of the GAG RMSD slowly and steadily
increased. During pulling in RMSD only lowered slightly
reaching 20 Å which suggests that at the end of US the GAG
did not return to a pose similar to the starting one. Relaxation
MD neither improved the final conformation. The energy of the
system increased from −120 kcal/mol to values between −50
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Table 2: Energy contributions in kcal/mol of the sulfated and unsulfated parts of GAGs obtained from MM/GBSA per residue decomposition.

basic fibroblast growth factor (1BFC)

ligand 1 (away) ligand 1 (in) ligand 2 (away) ligand 2 (in) ligand 3 (away) ligand 3 (in)
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
−13.1 −4.7 −12.8 −4.6 −16.1 −8.3 −11.9 −6.1 −12.1 −4.7 −10.0 −7.6

acidic fibroblast growth factor (2AXM)

ligand 1 (away) ligand 1 (in) ligand 2 (away) ligand 2 (in) ligand 3 (away) ligand 3 (in)
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
sulfated not

sulfated
−11.4 −1.6 −4.4 −0.7 −11.1 −2.5 −14.0 −6.8 −14.8 −3.6 −7.8 −0.8

and −40 kcal/mol around the 22nd window and then remained
at this level to the end of pulling away. On the way back of the
GAG to the binding site the energy slowly decreased and
reached −80 kcal/mol at the end of pulling in. During the relax-
ation MD the energy decreased further to −110 kcal/mol which
is almost the same value as observed at the starting point
suggesting that this significantly different pose is almost as
stable as the initial one. The number of native contacts lowers
from ≈1500 to 0 after the 25th window of the US simulation.
During pulling in some native contacts are being restored but
the number greatly varies and never surpassed 500 contacts.
The number of H-bonds during pulling in are also lower than in
the initial pose. Visually, the final pose is significantly different
than the starting one (Figure 5 and Figure 6). In the binding site
the part with the 4-sulfation of the final GAG conformation is
perpendicular to the starting one, and the part of GAG with the
6-sulfation is close to the second GAG binding site of the
cathepsin K. The final pose of the GAG partially overlapped
with both experimentally known binding sites. This is most
likely the reason why the energy at the start and at the end of
US is similar to the one of the initial pose despite the fact that
much a smaller part of the GAG is located at the first binding
site. Hence a comparison of the binding position of the ligand
with both crystal structures (3C9E and 4N8W) were carried out
to reveal which binding site is preferred upon the reassociation
of the ligand (Figure 6). It can be seen that the binding of the
ligand to the protein at the end of the sliding in represents a
combination of both the binding positions from the crystal
structures and the RMSatd score obtained for the two different
crystal structures are 4.1 Å and 8.3 Å for 3C9E and 4N8W com-
plexes, respectively. The dodecamer ligand docked to the pro-
tein in such a way that the hexameric part with the 4-sulfation
(as observed in the crystal structure) occupied the 4N8W site
and the hexameric part with the 6-sulfation bound to the site ob-
served in the 3C9E structure. The comparison of the final struc-
ture and that obtained after the docking yielded RMSatd of

Figure 5: Graphical representation of the ligand 4 starting (in red,
licorice) and final (in blue, licorice) position in regard of binding site of
cathepsin K (in yellow, new cartoon).

10.2 Å, which shows that the pulling back results in the struc-
ture more similar to that of the crystal structure than to the
initial docked pose. A similar comparison of the final structure
obtained at the end of the sliding in process was done for the
other complexes with their corresponding crystal structures and
the one obtained after docking. The ligands’ RMSatd values
(Tables S1 and S2 in Supporting Information File 1) show that
in the majority of the complexes the final structure is more sim-
ilar to the crystal structure than to the initial docked structure.
However, the goal of the study was to compare the final struc-
tures to the starting positions rather than to the experimental
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Figure 7: The X-ray conformation of bFGF-HP dp6 (PDB ID: 1BFC) and windows 5 and 10 and windows 6, 8, 10 in the forward and reverse pro-
cesses for bFGF and ligand 1, respectively. The protein is in cartoon, the GAG and the protein residues establishing H-bonds with the GAG with the
occupancy higher than 20% are in sticks. R101, K106, and K116 are labeled.

Figure 6: Comparison of the last frame of the US simulation (orange,
licorice) with the chondroitin sulfate ligands from the original crystal
structures: 3C9E (ligand in black licorice, at the bottom of the figure)
and 4N8W (ligand in grey licorice, at the top of the figure).

ones (although both docked and experimental poses are close to
each other, see Figure S1 in Supporting Information File 1) to
check specificity of the GAG interactions and evaluate the
quality of the information obtained from the US simulations.

Investigation of the protein–GAG recognition
in the proximity of the native binding pose
Next, we analyzed if the US approach is able to reproduce the
native binding pose when pulling away a ligand by just a disac-
charide unit and returning it back to the binding site. These
simulations involved approximately a 10 Å shift from the native
complex of ligand 1 from the basic FGF and allowed to investi-
gate the near-native free energy landscape and the respective
atomistic details of the protein–GAG recognition. In the forced
dissociation process, the RMSD curve looks similar to the ones
from the previously described, longer pulling away trajectories:
the RMSD values increase gradually as the ligand pose gets
closer to the native pose within the shift of a monomeric unit
(first part of the pulling away step, 0.5 μs), yielding a rugged
shape of the curve (Figure 7). Interestingly, on the way back,
the RMSD values reach minimal values at windows 5, 7, and 8,
corresponding to the reaction coordinate values of 5 Å, 3 Å, and
2 Å, respectively (as well as corresponding to the 0.5, 0.7 and
0.8 μs of US, respectively), but then go up at the end of the
pulling in process.

This is also reflected by the MM/GBSA binding energy analy-
sis (Supporting Information File 1, Figure S7), where the
energy gradually increased in the process of dissociation with
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Table 3: Pearson correlation coefficients obtained for all frames of the pulling away and pulling in MD trajectories between the protein–GAG recogni-
tion parameters. Native: native contacts; non-native: non-native contacts; total: the sum of native and non-native contacts.

Pulling away Pulling in
Nnative Nnon-native Ntotal NH-bonds ΔGMM/GBSA Nnative Nnon-native Ntotal NH-bonds ΔGMM/GBSA

Nnative – – – 0.65 0.81 – – – 0.18 0.36
Nnon-native – – – 0.02 0.08 – – – 0.25 0.34
Ntotal – – – 0.54 0.72 – – – 0.36 0.58
NH-bonds 0.65 0.02 0.54 – 0.76 0.18 0.25 0.36 – 0.57
ΔGMM/GBSA 0.81 −0.08 0.72 0.76 – 0.36 0.34 0.58 0.57 –

the exception of the stabilized conformation at window 5
(0.5 μs), where the binding strength is energetically comparable
with the one of the native binding pose. The MM/GBSA free
energy landscape is very rugged on the way of pulling the
ligand in. However, the most favorable energies of very compa-
rable values are observed in windows 6 and 8 (0.6 and 0.8 μs,
respectively) suggesting that while for window 8 the proximity
to the native pose was energetically favorable, the interaction
free energy minimum in window 6 corresponds to a distinct
non-native binding pose. This suggests a high heterogeneity of
the free energy landscape in the proximity of the native binding
pose and a high propensity for multipose binding in the system.
The number of native contacts and total H-bonds gradually de-
crease in the dissociation process (Figure 7), while there is a
clear peak of the non-native contacts number and additional
H-bonds at window 5 suggesting a partial stabilization of the
binding by H-bonds, also in agreement with the MM/GBSA
binding energy trend. On the way back, at window 8, the ligand
establishes most of the native contacts which also correspond to
the increase of the number of H-bonds established. This points
out that several stabilized and energetically comparable binding
poses co-exist in the system. This is also supported by the
absence of significant correlations between the MM/GBSA
energy and RMSD to the initial pose (Supporting Information
File 1, Figure S8).

Another way to calculate the free energy landscape with less
details but in a manner more sound for the applied protocol, is
to estimate PMF along the reaction coordinate. Such calcula-
tions also support the conclusion that the applied protocol did
not succeed in returning the system to the original binding pose
(Supporting Information File 1, Figures S9–S11). In compari-
son to the data from the MM-GBSA approach, the PMF data
show even larger differences between the starting and the final
poses obtained in the US trajectories.

In turn, results of the analysis of pairwise correlations between
the number of established H-bonds, MM/GBSA free energy,
native, non-native and total number of contacts differ for

pulling out and pulling in processes (Table 3). For the dissocia-
tion, as expected the number of native contacts and H-bonds
correlate very well with the MM/GBSA energies (Pearson
correlation coefficients obtained for all frames of the trajecto-
ries are 0.81 and 0.76, respectively), while on the way back, the
still high correlation with the H-bond number (0.58) and an
essentially decreased one with the native contact number (0.36)
mean that hydrogen binding dominates the binding energetics of
the system and is an origin of multipose binding.

When correlating the values for MM/GBSA and the number of
H-bonds averaged per each US window, the correlation coeffi-
cients for the pulling away and pulling back processes are 0.97
and 0.56, respectively. Despite these significant differences in
the correlations, implying a more complex free energy land-
scape topology when the ligand is pulled in, the energies per
H-bond calculated from the linear regression model are very
similar: −10.1 ± 0.6 kcal/mol and −10.5 ± 1.0 kcal/mol for
pulling away and in, respectively. These differences in the
correlations, however, can be partially attributed to the arbi-
trary choice of the US reaction coordinate which can affect the
pulling away and pulling in processes and, therefore, the data
described here.

Furthermore, we analyzed in detail the most representative
H-bonds (with the occupancy higher than 20%) established at
different US windows that were the most distinguishable in the
pulling away and pulling in processes. In particular, we
analyzed the X-ray conformation (PDB ID: 1BFC) based MD
trajectory and windows 5 and 10 and windows 6, 8, 10 in the
forward and reverse processes, respectively (Figure 7). Interest-
ingly, in all these windows with more favorable binding ener-
gies, particular three positively charged residues, R101, K106,
and K116, maintained strong H-bonds that have been also
established in the X-ray structure-based MD simulation [51].
Some of these residues are absent as the most contributing to
H-bonding in the less stable complexes (both last windows of
the pulling away and pulling in processes). At the same time,
the essential difference between the H-bonding pattern ob-
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served in the unrestrained MD simulation of the X-ray structure
is that there were several non-charged residues (N8, A17, Y84)
among the top residues contributing to H-bonds, while almost
exclusively positively charged residues were observed to be
substantial H-bond contributors in the US windows. In a
microsecond-scale MD simulation of the same X-ray structure,
three non-charged residues were identified as the top MM/
GBSA free energy contributors [52]. This suggests that despite
a very complex free energy landscape in the proximity of the
native pose, the native pose can be potentially distinguished by
the essential contributions of the non-charged residues to the
GAG recognition. Further, this implies a certain degree of
specificity and not simply electrostatics-driven interactions in
this particular molecular complex. Estimation of the free energy
barriers in the completed analysis suggests that the sliding of a
long GAG on the protein surface is a feasible process that could
underline the natural recognition of the specific GAG patterns
by a protein target.

Conclusion
In this study, the US approach was used to pull away a GAG
ligand from the binding site and then to pull it back in to the
binding site. The goal was to analyze if US is able to reproduce
experimentally obtained structures, and if it can contribute to a
deeper understanding of GAG properties as protein recognition
specificity and multipose binding. Although the US is a power-
ful method it was shown not to be able to accurately reproduce
experimental structures or the most energetically favorable
binding poses in the majority of the investigated systems with
the particular protocols we applied in this study. The limita-
tions in our study can be attributed to two main factors. Firstly,
the relatively short sampling times (100 ns) may have been
insufficient to adequately equilibrate the systems, especially
given their complex free energy landscape in each US window.
Secondly, the selected reaction coordinates for pulling away
and pulling in may not inherently suggest unique reversible
pathways. To improve the convergence and sampling of the free
energy landscape, advanced sampling protocols can be em-
ployed or the US simulations can be repeated multiple times.
Therefore, the data obtained in this study and the conclusions
related to these data are rather qualitative. In the next steps, we
plan to apply more advanced sampling protocols. However,
even when using the described protocol in some of the systems
it was able to bring the ligand back to the binding site (in two
cases with comparable accuracy to one of the most powerful
GAG docking tools (RS-REMD), which corresponds to RMSD
values <4 Å). Additionally, it allowed to observe multipose
binding phenomena manifesting other energetically favorable
binding poses of the GAG in the binding site. In these cases, al-
though the RMSD values with reference to the experimental
structures were high as only a very small part of the final GAG

binding pose overlapped with the initial structure, binding ener-
gies remained almost at the same level as the ones correspond-
ing to the experimental binding poses. Regarding the speci-
ficity, in most cases a partial overlap between the GAG parts in
the experimental and the pulled in structures corresponding to
the same sulfation pattern/amount was observed. Nevertheless,
in one of the simulations of the basic fibroblast growth factor
system a less sulfated part contributed comparably to the
sulfated one suggesting a potential of non-purely electrostatics
dominance in the protein–GAG interactions. The more detailed
analysis of the GAG recognition in this system in near-native
states points out to the complexity of free energy landscape but
at the same identifies the key charged H-bonding contributors to
the GAG binding that together with several non-charged
residues in the binding interface potentially determine the speci-
ficity of the interactions in this complex. The analysis of free
energy landscapes in the studied systems suggests that sliding
of a GAG along a binding site in a protein target could occur
naturally and, therefore, could be a way for a protein to effec-
tively sample different particular GAG recognition patterns.
The findings in this work should contribute to the broadening of
the knowledge regarding the specificity of protein–GAG inter-
actions and the limitations of the computational tools employed
to analyze them.
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Abstract
The synthesis of gram quantities of the TF antigen (β-ᴅ-Gal-(1→3)-α-ᴅ-GalNAc) and its 3’-sulfated analogue with a TEG-N3 spac-
er attached is described. The synthesis of the TF antigen comprises seven steps, from a known N-Troc-protected galactosamine
donor, with an overall yield of 31%. Both the spacer (85%) and the galactose moiety (79%) were introduced using thioglycoside
donors in NIS/AgOTf-promoted glycosylation reactions. The 3’-sulfate was finally introduced through tin activation in benzene/
DMF followed by treatment with a sulfur trioxide–trimethylamine complex in a 66% yield.

173

Introduction
In a collaboration project with groups from Universities
in Munich and Pennsylvania we are investigating carbo-
hydrate–lectin interactions using programmable glycoden-
drimersomes based on synthetic glycans. We have earlier syn-
thesized 2-[2-(2-azidoethoxy)ethoxy]ethyl (TEG-N3) glyco-
sides of lactose, 3’-Su-lactose and LacdiNAc (β-ᴅ-GalNAc-
(1→4)-β-ᴅ-GlcNAc), which have then been used for produc-
tion of the glycodenrimersomes and interaction studies with
various galectins [1,2]. In the continuation of this collaboration,
to investigate the binding of siglec-1 and the chimera of
3’-SuTF-binding siglecs and TF-binding galectin-3, TEG-N3
glycosides of the TF antigen (β-ᴅ-Gal-(1→3)-α-ᴅ-GalNAc, 1)

and its 3’-O-sulfated analogue (2, Figure 1) were required on a
gram scale to allow efficient synthesis of the glycodendrisomes.
The TF antigen is presented on the surface of most human
cancer cell types and its interaction with galectins 1 and 3 leads
to tumour cell aggregation and promotes cancer metastasis
[3-5]. The 3’-O-sulfated analogue is known to bind to siglecs 1,
4, and 8 [6] as well as galectin 4 [7,8], but its biological role is
not that well investigated.

Compound 2 is a new compound but two syntheses of com-
pound 1 have recently been reported, one using an enzymatic
approach and a commercial α-TEG-N3 GalNAc acceptor [9]
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Figure 1: Structure of target compounds 1 and 2.

Scheme 1: Synthesis of target compounds 1 and 2. Key: a) NIS, AgOTf (20 mol %), 4 Å molecular sieves, CH2Cl2, rt, 40 min, 85%; b) NaOMe
(10 mol %), MeOH, rt, 4 h, 96%; c) NIS, AgOTf (19 mol %), AW-300 4 Å molecular sieves, CH2Cl2, rt, 1 h, 79%; d) 1 M Bu4NF/THF, THF, rt, 2 h, then
HF·Py, rt, 3 h; e) Ac2O/Py (1:2, v/v), rt, 16 h, 53% over 3 steps; f) 1 M NaOMe/MeOH, MeOH, pH 10, rt, 1 h, 90%; g) Bu2SnO, benzene/DMF (5:1,
v/v), 125 °C, 24 h, then SO3-NMe3, DMF, rt, 72 h, then flash chromatography, then Dowex® 50WX4 (Na+ form) resin, H2O, rt, 16 h, 66%.

and one using glycosyl bromide donors and silver salt-promoted
glycosylations [10].

Results and Discussion
To introduce the 2-[2-(2-chloroethoxy)ethoxy]ethyl (TEG-Cl)
spacer both a Fischer synthesis starting from unprotected
N-acetylgalactosamine and a Lewis acid-promoted reaction
starting from per-acetylated galactosamine were initially tested.
As reported [11], the Fischer synthesis gives low yields and
α-selectivity. The Lewis acid-promoted reaction, which had
worked well to produce β-linked TEG-spacer glycosides with
per-acetylated lactose and 2-phthalimidoglucosamine [1,2]
worked well with 2-chloroethanol as a spacer (68%, pure α) but
failed with the TEG-Cl spacer [12], why we instead decided to
use a thioglycoside donor to introduce the spacer. To ensure
α-selectivity a di-tert-butylsilyl-4,6-acetal-protected donor, as
developed by the Kiso group [13,14], was chosen. After some

initial testing the known N-Troc-protected donor 3 [15,16]
(Scheme 1) was selected [17].

Since donor 3 possessed a Troc group, which contains 3 chlo-
rine atoms, nucleophilic introduction of an azido group at this
stage was predicted to be problematic. Therefore, the azido
functionality was installed in the spacer before the glycosyla-
tion. Donor 3 underwent an NIS/AgOTf-promoted glycosyla-
tion with the TEG-N3 acceptor [18], furnishing α-linked 4 in an
85% yield (Scheme 1). H-1 appeared as a doublet at 4.95 ppm
with a J value of 3.6 Hz in the 1H NMR spectrum proving the
anomeric α-configuration. The presence of Troc-rotamers was
also apparent, with a ratio of 19:6 being observed by 1H NMR
in CDCl3 at 25 °C. Catalytic amounts of NaOMe (0.005 M) in
MeOH were used to remove the acetate from compound 4,
taking care not to affect the Troc group, to afford acceptor 5 in a
96% yield.



Beilstein J. Org. Chem. 2024, 20, 173–180.

175

Table 1: Summary of conditions attempted to achieve regioselective 3’-O-sulfation.

Tin-activationa Sulfationa

Solvent(s) Temperature Set-up Sulfating
reagent

Solvent Temperature/conditions Result/ yield

MeOH 95 °C reflux SO3·NMe3 1,4-dioxane rt material
insoluble, no

reaction
MeOH 95 °C reflux SO3·NMe3 DMF rt–80 °C no reaction
MeOH 95 °C reflux SO3·Py DMF 80 °C no reaction
MeOH 95 °C reflux SO3·Py DMF 150 °C, microwave no reaction

benzene/DMF
(5:1, v/v)

125 °C reflux,
Dean–Stark

SO3·NMe3 DMF rt 66%

aTin-activation was performed with 1.2 equiv of Bu2SnO in all cases for 16–24 h and sulfation reactions proceeded for 24–72 h.

Earlier optimizations of the introduction of the β-linked galac-
tose moiety using 2-azidoethyl 2-acetamido-4,6-O-benzylidene-
2-deoxy-α-ᴅ-galactopyranoside as acceptor showed an acety-
lated thioglycoside donor to be the best choice [12], surprising-
ly better than a benzoylated donor [19], why this donor was the
first one tested also with the quite different acceptor 5. An NIS/
AgOTf-promoted glycosylation with donor 6 [20] yielded 79%
of disaccharide 7. Due to the presence of rotamers, NMR
spectra of 7 proved to be difficult to analyse when data were
recorded in CDCl3. Changing the NMR solvent to CD3OD
greatly reduced the complexity of the spectra [21-23].

Since 7 possessed an azido group as part of the linker, removal
of the Troc group under reductive conditions was ruled out due
to probable chemoselectivity issues [24,25]. Interestingly,
Jacquemard et al. outlined a useful, mild method for removing a
range of carbamates using Bu4NF in an article from 2004 [26].
As 7 contained a DTBS group, the possibility of removing both
Troc and DTBS groups in a one-pot procedure was tested.
Disaccharide 7 was therefore treated with 1 M Bu4NF/THF and
after 2 hours, full consumption of the starting material was ob-
served by TLC. However, MALDI–TOF mass spectrometry
(super-DHB matrix) revealed that only the Troc group had been
removed, with the DTBS substituent proving to be stable under
these conditions. Addition of a large excess of HF·Py (40 equiv)
proved to be necessary to remove the bulky silyl group. After
concentration, the crude product was acetylated (Ac2O/Py, 1:2,
v/v), furnishing per-acetylated compound 8 in a 53% yield over
the 3 steps. Deacetylation of 8 with freshly prepared 1 M
NaOMe/MeOH in MeOH at pH 10 furnished target 1 in a 90%
yield.

Formation of a stannylidene acetal via tin-activation was em-
ployed to achieve selective 3’-O-sulfation of compound 1 [27],
with a variety of conditions being attempted (Table 1). With a

TEG-N3 lactose compound, tin-activation was performed with
Bu2SnO in refluxing MeOH, followed by stirring with
SO3·NMe3 in 1,4-dioxane to afford the 3’-O-sulfate in 65%
yield [1]. Here, however, this choice of solvent in the sulfation
step led to the material being insoluble and no reaction was
observable by TLC. Changing the solvent of the sulfation reac-
tion to DMF resulted in formation of a homogenous solution,
but still no conversion to the sulfated product, even when the
temperature was raised to 80 °C [28,29]. Switching the sulfating
reagent to SO3·Py or performing the reaction at 150 °C in a
microwave did not improve the outcome [30,31].

Since there was no observable sulfation taking place, the tin-ac-
tivation step was suspected to be the root of the problem. To
rectify this, similar to Malleron et al., 1 was refluxed, in a
Dean–Stark set-up, with Bu2SnO in benzene/DMF (5:1, v/v)
[32]. The solvent in the receiver was drained after 24 hours and
the benzene was removed from the reaction mixture in vacuo.
Sulfation was then performed through addition of SO3·NMe3 to
the DMF solution. Consumption of 1 was observed by TLC
after 72 hours and stirring with Dowex® 50WX4 (Na+ form)
resin resulted in formation of target 2. Purification by flash
chromatography, however, led to isolation of a mixture of 2 and
a tin-related impurity (n-butyl chain evident by NMR). Acetyla-
tion of this material followed by flash chromatography proved
ineffective in removing the unwanted entity. To overcome this
problem, flash chromatography was performed before stirring
with the ion-exchange resin, with no apparent presence of tin
impurities by NMR when the sequence was executed in this
order and sulfated target 2 was obtained in a 66% yield on a
one-gram scale. Comparing the 1H,13C HSQC spectra of com-
pounds 1 and 2, there is a clear downfield shift of the H-3’/C-3’
signal from 1 to sulfated 2 (Figure 2). This showed that regiose-
lective 3’-O-sulfation had been achieved, with HRMS also indi-
cating that only one sulfate group was present.
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Figure 2: Comparison of the 1H,13C HSQC spectra of 1 (top) and 3’-O-sulfated 2 (bottom), with circles highlighting the signals corresponding to
H-3’/C-3’.

Conclusion
An efficient synthesis of the important TF and 3’-Su-TF anti-
gens equipped with a TEG-N3 linker to allow formation of
various conjugates has been developed for further interaction
studies with lectins (galectins and siglecs). The synthesis of the
3’-Su-TF antigen 2 comprises eight steps from the known
N-galactosamine donor 3, where two of the steps, removal of
the Troc- and DTBS protecting groups are performed in the
same pot and the following acetylation without purification of
the intermediate, why the synthesis is high-yielding (20%
overall yield) and easily scalable (9 g of protected disaccharide
7 and 1 gram of target 2 were synthesized).

Experimental
General methods
All reactions containing air- and moisture-sensitive reagents
were carried out under an inert atmosphere of nitrogen in oven-
dried glassware with magnetic stirring. N2-flushed plastic
syringes were used to transfer air- and moisture-sensitive
reagents. All reactions were monitored by thin-layer chromatog-
raphy (TLC) on Merck® DC-Alufolien plates precoated with
silica gel 60 F254. Visualisation was performed with UV-light
(254 nm) fluorescence quenching, and/or by staining with an
8% H2SO4 dip (stock solution: 8 mL conc. H2SO4, 92 mL
EtOH), ninhydrin dip (stock solution: 0.3 g ninhydrin, 3 mL
AcOH, 100 mL EtOH) and/or ceric ammonium molybdate dip
(stock solution: 25 g ammonium molybdate tetrahydrate, 0.5 g
Ce(SO4)2, 50 mL H2SO4, 450 mL EtOH).

Chromatography
Silica gel flash chromatography was carried out using Davisil®

LC60A (40–63 μm) silica gel or with automated flash chroma-
tography systems, Buchi Reveleris® X2 (UV 200–500 nm and
ELSD detection, Reveleris® silica cartiges 40 μm, Büchi
Labortechnik AG®)  and Biotage®  SP4 HPFC (UV
200–500 nm, Biotage® SNAP KP-Sil 50 μm irregular silica,
Biotage® AB).

Instrumentation
1H NMR and 13C NMR spectra were recorded on Varian Inova
spectrometers at 25 °C in chloroform-d (CDCl3), methanol-d4
(CD3OD), deuterium oxide (D2O) or DMSO-d6 ((CD3)2SO).
1H NMR spectra were standardised against the residual solvent
peak (CDCl3, δ = 7.26 ppm; CD3OD, δ = 3.31 ppm; D2O,
δ = 4.79 ppm; (CD3)2SO δ = 2.50 ppm); or internal trimethyl-
silane, δ = 0.00 ppm). 13C NMR spectra were standardised
against the residual solvent peak (CDCl3, δ = 77.16 ppm;
CD3OD, δ = 49.00 ppm; (CD3)2SO δ = 39.52 ppm and
13C NMR spectra recorded in D2O are unreferenced. All
13C NMR spectra are 1H decoupled. All NMR data are repre-
sented as follows: chemical shift (δ ppm), multiplicity
(s = singlet, br s = broad singlet, d = doublet, app d = apparent
doublet, t = triplet, q = quartet, dd = doublet of doublets,
dt = doublet of triplets, m = multiplet), coupling constant in Hz,
integration. Assignments were aided by homonuclear
1H,1H (COSY, TOCSY) and 1H,13C heteronuclear (HSQC,
HMBC) two-dimensional correlation spectroscopies. 13C chem-
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ical shifts were reported to one decimal point unless an addi-
tional digit was required to distinguish overlapping peaks. Soft-
ware for data processing: MestReNova, version 11.0.0–17609
(MestReLab Research S.L.). High-resolution mass spectrome-
try (HRMS) data were recorded on a Waters Micromass LCT
LC–TOF instrument using electrospray ionisation (ESI) in posi-
tive mode. MALDI–TOF mass spectrometry data were re-
corded on a Scientific Analysis Instruments MALDI–TOF mass
spectrometer in reflectron mode for oligosaccharides and in
linear mode for glycoconjugates. Samples were prepared by
pre-mixing 1 µL of a solution containing the analyte with 20 µL
of a matrix solution (10 mg/mL, MeCN/H2O, 1:1, v/v + 1%
TFA), pipetting 1 µL of the mixture onto the sample plate and
drying under gentle heat from a heat gun. Optical rotations were
recorded in a Perkin-Elmer polarimeter (Model 343) at the sodi-
um D-line (589 nm) at 20 °C using a 1 dm cell. Samples were
prepared at the concentration (g/100 mL) in the solvent indicat-
ed. Deprotected glycans were lyophilised using a freeze-dryer
Alpha 1-2 LDplus (Christ Ltd): pressure: 0.055 mbar; ice-
condenser temperature: −55 °C.

2-[2-(2-Azidoethoxy)ethoxy]ethyl 3-O-acetyl-2-deoxy-4,6-O-
di-tert-butylsilylene-2-(2’2’2’-trichloroethoxycarbonyl-
amino)-α-ᴅ-galactopyranoside (4): Donor 3 [9,10] (9.3 g,
15 mmol) and the TEG-N3 acceptor (synthesized as described
in reference [12], but also commercially available, 3.9 g,
22 mmol) were placed under N2 together and dissolved in dry
CH2Cl2 (300 mL). 4 Å molecular sieves (10.2 g) were added
and the resulting suspension was stirred at room temperature for
16 hours. NIS (6.66 g, 29.6 mmol) and AgOTf (760 mg,
2.96 mmol) were then added, and the reaction was stirred at
room temperature for 40 minutes. The reaction was then
quenched with Et3N, filtered through Celite® and concentrated
in vacuo. The resulting residue was taken up in EtOAc
(700 mL) and washed with 10% aq Na2S2O3 (700 mL), water
(700 mL) and brine (700 mL). The organic phase was then dried
over MgSO4, filtered and reduced to dryness. Flash chromatog-
raphy on silica gel (toluene→toluene/EtOAc, 3:2) yielded 4 as
an orange syrup (8.74 g, 85%). Rf = 0.4 (toluene/EtOAc, 7:3);
[α]D +92 (c 1.0, CHCl3); 1H NMR (500 MHz, CDCl3) δ 5.44
(d, J = 10.2 Hz, 1H, NH), 4.98 (dd, J = 11.1, 2.9 Hz, 1H, H-3),
4.95 (d, J = 3.6 Hz, 1H, H-1), 4.87 (d, J = 12.1 Hz, 1H,
CH2(A)Troc), 4.69–4.58 (m, 2H, H-4, CH2(B)Troc), 4.49 (td, J =
10.6, 3.6 Hz, 1H, H-2), 4.26 (dd, J = 12.6, 2.2 Hz, 1H, H-6(A)),
4.15 (dd, J = 12.5, 1.7 Hz, 1H, H-6(B)), 3.90–3.77 (m, 2H, H-5,
CH2(A)Linker), 3.76–3.59 (m, 9H, CH2(B)Linker, 4 × CH2(Linker)),
3.39 (t, J = 5.1 Hz, 2H, CH2(Linker)), 2.07 (s, 3H, CH3(OAc)),
1.08 (s, 9H, C(CH3)3(DTBS)), 1.02 (s, 9H, C(CH3)3(DTBS));
13C NMR (126 MHz, CDCl3) δ 171.3 (C=O(OAc)), 154.6
(C=O(Troc)), 98.5 (C-1), 95.8 (CCl3(Troc)), 74.7 (CH2(Troc)),
71.7 (C-3), 70.9 (CH2(Linker)), 70.8 (CH2(Linker)), 70.5 (C-4),

70.27 (CH2(Linker)), 70.25 (CH2(Linker)), 67.63 (CH2(Linker)),
67.57 (C-5), 67.1 (C-6), 50.8 (CH2(Linker)), 49.3 (C-2), 27.7
(C(CH3)3(DTBS)), 27.4 (C(CH3)3(DTBS)), 23.4 (C(CH3)3(DTBS)),
21.1 (CH3(OAc)), 20.9 (C(CH3)3(DTBS)); HRESIMS m/z:
[M + NH4]+ calcd for C25H43Cl3N4O10Si, 710.2158; found,
710.2158.

2-[2-(2-Azidoethoxy)ethoxy]ethyl 2-deoxy-4,6-O-di-tert-
butylsilylene-2-(2’2’2’-trichloroethoxycarbonylamino)-α-ᴅ-
galactopyranoside (5): Compound 4 (8.65 g, 12.5 mmol) was
placed under N2 and dissolved in dry MeOH (250 mL). NaOMe
(68 mg, 1.3 mmol) was added, and the reaction was stirred at
room temperature for 4 hours. The solution was then neutralised
with Amberlite® IR120 (H+ form) resin, filtered and concen-
trated under reduced pressure. Flash chromatography on silica
gel (toluene→toluene/acetone, 7:3) yielded 5 as a gold-coloured
syrup (7.83 g, 96%). Rf = 0.4 (toluene/EtOAc, 3:2); [α]D +67 (c
1.0, CHCl3); 1H NMR (500 MHz, CDCl3) δ 5.58 (d, J = 9.8 Hz,
1H, NH), 4.93 (d, J = 3.6 Hz, 1H, H-1), 4.77 (d, J = 12.0 Hz,
1H, CH2(A)Troc), 4.72 (d, J = 12.0 Hz, 1H, CH2(B)Troc), 4.43 (d,
J = 3.0 Hz, 1H, H-4), 4.28 (dd, J = 12.5, 2.2 Hz, 1H, H-6(A)),
4.16 (m, 1H, H-6(B)), 4.11 (dd, J = 10.1, 3.6 Hz, 1H, H-2),
3.87–3.79 (m, 2H, H-5, CH2(A)Linker), 3.74 (dd, J = 11.4,
3.2 Hz, 1H, H-3), 3.70–3.63 (m, 9H, CH2(B)Linker, 4 ×
CH2(Linker)), 3.43–3.34 (m, 2H, CH2(Linker)), 2.53 (d, J =
11.8 Hz, 1H, OH), 1.07 (s, 9H, C(CH3)3(DTBS)), 1.05 (s, 9H,
C(CH3)3(DTBS)); 13C NMR (126 MHz, CDCl3) δ 155.4
(C=O(Troc)), 98.6 (C-1), 95.7 (CCl3(Troc)), 74.9 (CH2(Troc)),
73.0 (C-4), 70.9 (CH2(Linker)), 70.7 (CH2(Linker)), 70.27
(CH2(Linker)), 70.24 (CH2(Linker)), 70.14 (C-3), 67.8 (C-5), 67.7
(CH2(Linker)), 67.2 (C-6), 52.5 (C-2), 50.8 (CH2(Linker)), 27.7
(C(CH3)3(DTBS)), 27.5 (C(CH3)3(DTBS)), 23.5 (C(CH3)3(DTBS)),
20.9 (C(CH3)3(DTBS)); HRESIMS m/z: [M + Na]+ calcd for
C23H41Cl3N4O9Si, 673.1606; found, 673.1605.

2-[2-(2-Azidoethoxy)ethoxy]ethyl 2,3,4,6-tetra-O-acetyl-β-ᴅ-
galactopyranosyl-(1→3)-2-deoxy-4,6-O-di-tert-butylsilylene-
2-(2’2’2’-trichloroethoxycarbonylamino)-α-ᴅ-galacto-
pyranoside (7): Donor 6 [16] (7.67 g, 17.4 mmol) and acceptor
5 (7.57 g, 11.6 mmol) were placed under N2 together and dis-
solved in dry CH2Cl2 (230 mL). AW-300 4 Å molecular sieves
(5.45 g) were added, and the resulting suspension was stirred at
room temperature for 23 hours. NIS (5.23 g, 23.2 mmol) and
AgOTf (577 mg, 2.25 mmol) were added, and the reaction was
stirred at room temperature for 1 hour. Et3N was then added
until the pH became neutral, and the suspension was filtered
through Celite®. The filtrate was then washed with water
(400 mL), brine (400 mL), dried over MgSO4, filtered and
concentrated in vacuo. Compound 7 was isolated by flash chro-
matography on silica gel (toluene→toluene/EtOAc, 1:4) as an
orange foam (8.97 g, 79%). Rf = 0.5 (toluene/EtOAc, 3:7); [α]D
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+71 (c 1.0, CH3OH); 1H NMR (500 MHz, CD3OD) δ 5.40 (d,
J = 3.4 Hz, 1H, H-4Gal), 5.21 (m, 1H, H-2Gal), 5.11 (dd, J =
10.4, 3.4 Hz, 1H, H-3Gal), 5.05 (d, J = 12.2 Hz, 1H,
CH2(A)Troc), 4.93 (d, J = 3.6 Hz, 1H, H-1GalNTroc), 4.88 (d, J =
7.8 Hz, 1H, H-1Gal), 4.79 (d, J = 2.8 Hz, 1H, H-4GalNTroc), 4.58
(d, J = 12.2 Hz, 1H, CH2(B)Troc), 4.38 (dd, J = 11.1, 3.6 Hz, 1H,
H-2GalNTroc), 4.30 (m, 1H, H-6(A)), 4.22–4.05 (m, 4H, H-5Gal,
H-6(B), H-6(A+B)), 3.96 (dd, J = 11.1, 2.8 Hz, 1H, H-3GalNTroc),
3.90–3.79 (m, 2H, H-5GalNTroc, CH2(A)Linker), 3.77–3.63 (m,
9H, CH2(B)Linker, 4 × CH2(Linker)), 3.46–3.39 (m, 2H,
CH2(Linker)), 2.16 (s, 3H, CH3(OAc)), 2.12 (s, 3H, CH3(OAc)),
2.05 (s, 3H, CH3(OAc)), 1.97 (s, 3H, CH3(OAc)), 1.13–1.09 (m,
18H, 2 × C(CH3)3(DTBS)); 13C NMR (126 MHz, CD3OD) δ
171.99 (C=O(OAc)), 171.93 (C=O(OAc)), 171.6 (C=O(OAc)),
171.4 (C=O(OAc)), 156.6 (C=O(Troc)), 103.8 (C-1Gal), 99.6
(C-1GalNTroc), 97.2 (CCl3(Troc)), 79.3 (C-3GalNTroc), 75.6
(CH2(Troc)), 74.1 (C-4GalNTroc), 72.6 (C-3Gal), 71.8 (C-5Gal),
71.52 (CH2(Linker)), 71.49 (CH2(Linker)), 71.1 (CH2(Linker)), 70.5
(C-2Gal), 69.0 (C-5GalNTroc), 68.6 (C-4Gal), 68.4 (C-6), 68.1
(CH2(Linker)), 62.9 (C-6), 51.8 (CH2(Linker)), 51.4 (C-2GalNTroc),
28.2 (C(CH3)3(DTBS)) ,  28.0 (C(CH3)3(DTBS)) ,  24.3
(C(CH3)3(DTBS)), 21.7 (C(CH3)3(DTBS)), 21.0 (CH3(OAc)), 20.6
(CH3(OAc)), 20.51 (CH3(OAc)), 20.48 (CH3(OAc)). HRESIMS
m/z: [M + NH4]+ calcd for C37H59Cl3N4O18Si, 998.3003;
found, 998.3003.

2-[2-(2-Azidoethoxy)ethoxy]ethyl 2,3,4,6-tetra-O-acetyl-β-ᴅ-
galactopyranosyl-(1→3)-2-acetamido-4,6-di-O-acetyl-2-
deoxy-α-ᴅ-galactopyranoside [3] (8): Compound 7 (8.87 g,
9.03 mmol) was placed under N2 and dissolved in dry THF
(180 mL). 1 M Bu4NF/THF (32 mL, 32 mmol) was added, and
the reaction was stirred at room temperature. After 2 hours, the
starting material had been consumed (judged by TLC) and
HF·Py (70% HF, 9.5 mL, 370 mmol) was added. Stirring was
continued at room temperature for a further 3 hours and the
solution was then concentrated.

The crude was placed under N2 and stirred at room temperature
in Ac2O/Py (180 mL, 1:2, v/v) for 16 hours. The solution was
then reduced to dryness and purification by flash chromatogra-
phy on silica gel (EtOAc→EtOAc/MeOH, 17:3) yielded 8 as a
dark orange/brown syrup (3.82 g, 53% over 3 steps). Rf = 0.4
(EtOAc/MeOH, 19:1); [α]D +76 (c 1.0, CH3OH); 1H NMR
(500 MHz, CD3OD) δ 5.42 (d, J = 3.1 Hz, 1H, H-4GalNAc), 5.36
(dd, J = 3.4, 1.2 Hz, 1H, H-4Gal), 5.06 (dd, J = 10.5, 3.4 Hz, 1H,
H-3Gal), 5.00 (dd, J = 10.5, 7.6 Hz, 1H, H-2Gal), 4.83 (d, J =
3.8 Hz, 1H, H-1GalNAc), 4.78 (d, J = 7.6 Hz, 1H, H-1Gal), 4.43
(dd, J = 11.1, 3.6 Hz, 1H, H-2GalNAc), 4.26 (m, 1H, H-5GalNAc),
4.21–4.11 (m, 3H, H-6(A+B)Gal, H-6(A)GalNAc), 4.08 (dd, J =
11.1, 3.4 Hz, 1H, H-3GalNAc), 4.04 (m, 1H, H-5Gal), 3.97 (dd,
J = 11.3, 7.3 Hz, 1H, H-6(B)GalNAc), 3.81 (m, 1H, CH2(A)Linker),

3.73–3.71 (m, 2H, CH2(Linker)), 3.70–3.62 (m, 7H, 3 ×
CH2(Linker), CH2(B)Linker), 3.42–3.36 (m, 2H, CH2(Linker)), 2.14
(s, 3H, CH3(Ac)), 2.11 (s, 3H, CH3(Ac)), 2.06–2.02 (m, 9H, 3 ×
CH3(Ac)), 1.99 (s, 3H, CH3(Ac)), 1.93 (s, 3H, CH3(Ac));
13C NMR (126 MHz, CD3OD) δ 173.1, 172.3, 172.08, 172.06,
172.04, 171.5, 171.2 (C=O(Ac)), 102.4 (C-1Gal), 99.3
(C-1GalNAc) ,  74.6 (C-3GalNAc) ,  72.2 (C-3Gal) ,  71.8
(CH2(Linker)), 71.54 (C-5Gal), 71.49 (CH2(Linker)), 71.36
(CH2(Linker)), 71.3 (CH2(Linker)), 71.2 (C-4GalNAc), 70.2
(C-2Gal), 68.6 (C-4Gal), 68.5 (C-5GalNAc), 68.2 (CH2(Linker)),
63.9 (C-6GalNAc), 62.4 (C-6Gal), 51.7 (CH2(Linker)), 50.3
(C-2GalNAc), 22.89, 20.82, 20.77, 20.73, 20.67, 20.50, 20.47
(CH3(Ac)). As NMR spectra in the literature were recorded in
CDCl3 [3], NMR data are not comparable. HRESIMS m/z:
[M + Na]+ calcd for C32H48N4O19; 815.2810; found; 815.2806.

2-[2-(2-Azidoethoxy)ethoxy]ethyl β-ᴅ-galactopyranosyl-
(1→3)-2-acetamido-2-deoxy-α-ᴅ-galactopyranoside [3,4] (1):
Compound 8 (1.47 g, 1.85 mmol) was dissolved in MeOH
(100 mL) and freshly prepared 1 M NaOMe/MeOH was added
until the solution reached pH 10. The reaction was stirred at
room temperature for 1 hour, then neutralised with Amberlite®

IR120 (H+ form) resin. The resin was filtered off, washed with
MeOH and the filtrate was concentrated in vacuo. After
lyophilisation, 1 was obtained as a light brown/orange solid
(900 mg, 90%) and required no further purification. Rf = 0.6
(EtOAc/MeOH, 2:3); [α]D +76 (c 1.0, H2O); 1H NMR
(500 MHz, D2O) δ 4.92 (d, J = 3.7 Hz, 1H, H-1GalNAc), 4.46 (d,
J = 7.8 Hz, 1H, H-1Gal), 4.36 (dd, J = 11.0, 3.7 Hz, 1H,
H-2GalNAc), 4.24 (d, J = 3.0 Hz, 1H, H-4GalNAc), 4.06 (dd, J =
11.1, 3.1 Hz, 1H, H-3GalNAc), 4.01 (m, 1H, H-5), 3.92 (d, J =
3.4 Hz, 1H, H-4Gal), 3.87 (m, 1H, CH2(A)Linker), 3.81–3.71 (m,
12H, 2 × H-6(A+B), 4 × CH2(Linker)), 3.70–3.59 (m, 3H, H-3Gal,
H-5, CH2(B)Linker), 3.56–3.48 (m, 3H, H-2Gal, CH2(Linker)), 2.04
(s, 3H, CH3(NHAc)); 13C NMR (126 MHz, D2O) δ 174.5
(C=O(NHAc)), 104.7 (C-1Gal), 97.4 (C-1GalNAc), 77.3
(C-3GalNAc), 74.9 (C-5), 72.5 (C-3Gal), 70.64 (C-5), 70.54
(C-2Gal), 69.7 (CH2(Linker)), 69.51 (CH2(Linker)), 69.46
(CH2(Linker)), 69.2 (CH2(Linker)), 68.7 (C-4GalNAc), 68.5
(C-4Gal), 66.5 (CH2(Linker)), 61.1 (C-6), 60.9 (C-6), 50.1
(CH2(Linker)), 48.5 (C-2GalNAc), 22.0 (CH3(NHAc)). NMR data
match those reported in the literature [3,4]. HRESIMS m/z:
[M + H]+ calcd for C20H36N4O13, 541.2357; found, 541.2354.

2-[2-(2-Azidoethoxy)ethoxy]ethyl 3-O-sulfo-β-ᴅ-galactopyra-
nosyl-(1→3)-2-acetamido-2-deoxy-α-ᴅ-galactopyranoside so-
dium salt (2): Compound 1 (1.24 g, 2.29 mmol) and Bu2SnO
(645 mg, 2.75 mmol) were placed under N2 together. Dry
benzene/DMF (380 mL, 5:1, v/v) was added and the reaction
was refluxed at 125 °C using a Dean–Stark apparatus. After
24 hours, the solvent in the receiver was drained, and the
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benzene was removed from the reaction mixture in vacuo.
SO3·NMe3 (642 mg, 4.61 mmol) was then added to the DMF
solution, and the reaction was stirred at room temperature. After
24 hours, an additional portion of SO3·NMe3 (950 mg,
6.83 mmol) was added and stirring was continued at room tem-
perature for a further 48 hours. The reaction mixture was then
concentrated and flash chromatography on silica gel (EtOAc/
MeOH, 1:0→0:1) yielded a yellow syrup, which was re-dis-
solved in H2O (30 mL). Dowex® 50WX4 (Na+ form) resin
(1.28 g) was added, and the resulting suspension was stirred at
room temperature for 16 hours. Filtration followed by concen-
tration and lyophilisation of the filtrate yielded 2 as a pale-
yellow foam (972 mg, 66%). Rf = 0.3 (EtOAc/MeOH, 3:2);
[α]D +76 (c 1.0, H2O); 1H NMR (500 MHz, D2O) δ 4.95 (d, J =
3.8 Hz, 1H, H-1GalNAc), 4.62 (d, J = 7.9 Hz, 1H, H-1Gal),
4.41–4.31 (m, 4H, H-2GalNAc, H-3Gal, H-4Gal, H-4GalNAc),
4.30–4.16 (m, 5H, H-5, 2 × H-6(A+B)), 4.11 (dd, J = 11.1, 3.1
Hz, 1H, H-3GalNAc), 3.97 (t, J = 6.2 Hz, 1H, H-5), 3.91 (m, 1H,
CH2(A)Linker), 3.85–3.62 (m, 10H, H-2Gal, CH2(B)Linker, 4 ×
CH2(Linker)), 3.56–3.50 (m, 2H, CH2(Linker)), 2.05 (s, 3H,
CH3(NHAc)); 13C NMR (126 MHz, D2O) δ 174.5 (C=O(NHAc)),
104.2 (C-1Gal), 97.4 (C-1GalNAc), 79.9 (C-3Gal), 77.5
(C-3GalNAc), 72.1 (C-5), 69.6 (CH2(Linker)), 69.47 (CH2(Linker)),
69.38 (CH2(Linker)), 69.2 (CH2(Linker)), 68.8 (C-5), 68.55
(C-2Gal), 68.52 (C-4GalNAc), 68.3 (C-6), 66.9 (C-6), 66.7
(CH2(Linker)), 66.5 (C-4Gal), 50.1 (CH2(Linker)), 48.3
(C-2GalNAc), 22.0 (CH3(NHAc)). HRESIMS m/z: [M – Na +
2H]+ calcd for C20H37N4O16S, 621.1925; found, 621.1920.

Supporting Information
Supporting Information File 1
NMR spectra of compounds 1–5, 7 and 8.
[https://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-20-17-S1.pdf]
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Abstract
Lipid II is an essential glycolipid found in bacteria. Accessing this valuable cell wall precursor is important both for studying cell
wall synthesis and for studying/identifying novel antimicrobial compounds. Herein, we describe optimizations to the modular
chemical synthesis of lipid II and unnatural analogues. In particular, the glycosylation step, a critical step in the formation of the
central disaccharide unit (GlcNAc-MurNAc), was optimized. This was achieved by employing the use of glycosyl donors with
diverse leaving groups. The key advantage of this approach lies in its adaptability, allowing for the generation of a wide array of an-
alogues through the incorporation of alternative building blocks at different stages of synthesis.
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Introduction
Lipid II (Figure 1) is an essential bacterial glycolipid involved
in peptidoglycan biosynthesis [1]. It is synthesized on the inner
leaflet of the cytoplasmic membrane, before translocation to the
outer leaflet, where it is then used as the monomeric building
block of peptidoglycan biosynthesis. Lipid II is a validated anti-
biotic target for clinically prescribed antibiotics including
vancomycin and ramoplanin [2]. It is also the target for a host
of other antimicrobials (mostly non-ribosomal peptides), includ-

ing the tridecaptins [3], nisin [4], teixobactin [5], clovibactin
[6], malacidin [7], and cilagicin [8].

Despite significant progress in the chemical synthesis of lipid II
and its analogues, the scarcity of these compounds and their
limited structural diversity present significant obstacles to
in-depth explorations of their intricate structural and functional
characteristics. This scarcity issue is further exacerbated by an
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Figure 1: Structure of lipid II, with variable positions shown in red and antimicrobial-binding motifs highlighted with blue arcs. R1 = H or Ac; R2 = H or
Ac; R3 = OH, OMe or NH2; R4 = H or COOH; R5 = Gly5, Ala2, Ala-Ser/Ala or ᴅ-Asp; R6 = OH, OMe or NH2. These structural modifications are de-
scribed in detail by Münch and co-workers [9]. For more details on lipid II-binding antimicrobials, see recent review by Buijs and co-workers [2].

overwhelming demand that far exceeds existing supply capaci-
ties. To date, the chemical, chemoenzymatic, or biochemical
synthesis of lipid II and its variants has been achieved by
several research groups [10-27]. Nonetheless, considering the
current state of knowledge, the chemical synthesis approach
emerges as a more viable strategy in contrast to other methodol-
ogies, as it offers the potential to generate ample quantities of
lipid II analogues suitable for high-throughput screening
endeavors. In recent years, a major focus of the Cochrane lab
has been the chemical synthesis of bacterial polyprenyls to
study the mechanism of action of antimicrobial peptides that
kill bacteria through binding to these polyprenyls [21,28-34].
Lipid II has been of particular interest, and during our synthesis
of multiple different lipid II analogues, we have developed
several optimizations, which we describe herein. The base lipid
II syntheses upon which optimizations were made are our previ-
ously reported syntheses of Gram-negative lipid II in 2016 [20]
and Gram-positive lipid II (11) in 2018 [23]. Building upon
these synthetic strategies we have achieved noteworthy
enhancements in glycosylation conditions, including improve-
ments in reaction time and yields. This approach enables the
systematic assembly of lipid II and analogues that contain
shorter polyprenyl chains, specifically farnesyl (C15), geranyl-
geranyl (C20), and solanesyl (C45). Such short chain analogues
are valuable in several applications due to their improved solu-
bility in aqueous systems. Assembly is achieved by integrating
distinct carbohydrate, peptide, and polyprenyl phosphate build-
ing blocks. This modular synthetic method allows for the
strategic substitution of constituent building blocks at different
synthetic stages and provides a practical avenue for producing
substantial amounts of lipid II analogues. Consequently, this ap-
proach offers a more feasible means of addressing the demands
associated with biophysical screening pursuits.

Prior research in the field of total synthesis of lipid II has eluci-
dated that specific combinations of protecting groups on
glycosyl acceptors and donors, as represented by compounds 1a
and 2a in Figure 2, are proficient in the efficient generation of
lipid II disaccharide [35,36]. Subsequently, significant
endeavors have been directed towards the exploration of
glycosyl donors, such as N-phthaloyl 3,4,6-O-triacetyl-2-deoxy-
2-amino-ᴅ-glucopyranosyl-1-bromide, N-2,2,2-trichloroethoxy-
carbonyl-3,4,6-O-triacetyl-2-deoxy-2-amino-ᴅ-glucopyranosyl-
1-bromide, and N-phthaloyl-2-deoxy-2-amino-3,4,6-O-tri-
acetate-ᴅ-glucopyranosyl-1-(2,2,2-trichloroacetoimidate), all of
which have proven successful in disaccharide synthesis along-
side C6-protected acceptors (2a  or 2b  in Figure 2)
[10,11,14,15,37,38]. More recently, an innovative one-pot
glycosylation approach using a (2,6-dichloro-4-methoxy-
phenyl)(2,4-dichlorophenyl)-protected glycosyl acceptor has
been developed, demonstrating satisfactory stability under
Schmidt glycosylation conditions [18]. In general, the outcome
of glycosylation hinges on the specific pairing of glycosyl
donors and glycosyl acceptors employed in the reaction.
Notably, when glycosyl donors such as 1e–g, featuring acyl
group protection at the C2 position, are combined with accep-
tors like 2b, which have acyl groups protecting the C6 position,
the reaction kinetics become sluggish, resulting in low conver-
sion rates or no conversion [36,39].

Results and Discussion
In our studies, the initial glycosyl donors and acceptors
(Figure 2; compounds 1a–g and 2a,b) were synthesized using
established procedures from the literature, commencing with
ᴅ-glucosamine and benzyl 2-acetamido-4,6-O-benzylidene-2-
deoxy-α-ᴅ-glucopyranoside as the starting materials, respective-
ly [40-43]. Imidate donors 1a and 1e were obtained exclusively
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Figure 2: List of i) glycosyl donors and ii) glycosyl acceptors used in this study.

as α-anomers, and 1b and 1g as a 1:1 α:β mixture which were
then purified to give the desired α-anomers. Thioglycosides 1c,
1d, and 1f were isolated purely as β-anomers due to anchimeric
assistance from the C2 N-acetyl or N-Troc groups. In glycosyl
acceptors, the first amino acid of the lipid II pentapeptide, Ala,
was incorporated as a 2-(phenylsulfonyl)ethyl ester, as previ-
ously reported by Saha and co-workers [44]. This modification
prevents a deleterious side reaction occurring, wherein during
glycosylation, muramic acid esters undergo a 6-exo-trig cycliza-
tion with the 4-OH group. Comprehensive experimental proto-
cols detailing the preparation of these glycosyl donors can be
found in Supporting Information File 1.

Next, we conducted an extended investigation into glycosyla-
tion, employing a diverse range of glycosyl donors (1a–g) and
acceptors (2a and 2b), and the comprehensive results are
presented in Table 1. Initially, our approach was guided by the
established protocols of Kurosu et al., which had previously
demonstrated effectiveness in glycosylating glycosyl trichloro-
acetimidate 1a and C6-benzylated MurNAc derivative 2a [18].
Despite our efforts to optimize the yield of the target product
3a, involving modifications to reaction conditions such as tran-
sitioning from 0 °C to room temperature and extending the reac-
tion duration from 3 to 24 hours, we did not observe the antici-
pated enhancements (51% yield, entry 1, Table 1). This trend

persisted when we attempted glycosylation between C6-acety-
lated MurNAc derivative 2b and 1a, where the desired product
3b remained elusive (Table 1, entry 2). In fact, glycosyl
acceptor 2b failed to yield the desired glycosylation product 3d
under the conditions tested (Table 1, entries 7 and 8). Moderate
yields of 3a were achieved when using glycosyl donors such as
1b–d under standard conditions A or B (Table 1, entries 3–5).
Notably, both Troc-protected thio-donors 1c,d exhibited simi-
lar behavior in terms of yield. Unfortunately, no target product
3c was obtained under standard glycosylation conditions A or B
when C2-acetamido glycosyl donors (e.g., 1e–g) were subject-
ed to the glycosylation reaction (Table 1, entries 6, 8, and 9). A
slight improvement in the yield of 3a was observed when
switching from TMSOTf to TfOH as the activator (Table 1,
entry 5 vs entry 10). However, substituting TMSOTf with
BF3·OEt2 did not yield any target product 3a (Table 1, entry 3
vs entry 12). In our observations, we initially noted that at room
temperature, the degradation rate of glycosyl donor 1a exceeded
the rate of product formation. This led to a complex mixture
consisting of the target product 3a, acceptor 2a, and various
degraded products of donor 1a. This situation posed challenges,
as even prolonged reaction times did not enhance the product
yield, and the subsequent purification of the target product be-
came a difficult task. However, when we conducted the reac-
tion at lower temperatures, the degradation of glycosyl donor 1a
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Table 1: Optimization of the glycosylation conditions.a

Entry Donor Acceptor Deviation from std. conditions Product Yield (%)

1 1a 2a conditions A 3a 51
2 1a 2b conditions A 3b 0
3 1b 2a conditions A 3a 29
4 1c 2a conditions B 3a 46
5 1d 2a conditions B 3a 43
6 1e 2a conditions A 3c 0
7 1e 2b conditions A 3d 0
8 1f 2b conditions B 3d 0
9 1g 2a conditions A 3c 0
10 1d 2a TfOH, NIS, 4 Å MS, CH2Cl2, −40 to 0 °C, 4 h 3a 50
11 1a 2a TMSOTf, 4 Å MS, CH2Cl2, 0 °C, 3 h; then, added

2 equiv 1a, 1 equiv TMSOTf, 0 °C, 4 h
3a 68

12 1b 2a BF3·OEt2, 4 Å MS, CH2Cl2, 0 °C to rt, 24 h 3a 0
aTMSOTf: trimethylsilyl trifluoromethanesulfonate, MS: molecular sieves, NIS: N-iodosuccinimide, Ac: acetyl, Bn: benzyl, Troc: 2,2,2-trichloroethoxy-
carbonyl.

slowed down, and the reaction proceeded at a moderate rate.
Eventually, we found that the utilization of extra equivalents of
1a and activators, following conditions akin to those employed
by Kurosu, resulted in a significant boost in the yield of the
target product to 68% (Table 1, entry 11).

Next, a comprehensive synthetic strategy for the preparation of
α-phosphoryl GlcNAc-MurNAc-pentapeptide 7, based on estab-
lished protocols with minor adjustments was completed
(Scheme 1) [10,11]. After the successful glycosylation reaction,
disaccharide 3a, protected with C2-Troc and C6-benzyl groups,
was efficiently deprotected under acidic conditions using
ZnCl2/Zn, followed by in situ re-acetylation of the C2-amino
group and C6-alcohol with acetic anhydride, resulting in the
formation of disaccharide 4 in a one-pot fashion. The anomeric
benzyl protecting group in disaccharide 4 was then removed via
a Pd/C-catalyzed hydrogenation reaction, producing a mixture
of α/β-anomers of compound 5. It is noteworthy to mention that
the benzyl ether in compound 4 exhibited successful cleavage

upon treatment with sodium bromate/sodium dithionite in ethyl
acetate/water, while other protecting functionalities like acetyl
and phenylsulfonylethyl ester groups remained intact [45]. The
ratio of α/β-anomers in compound 5 was found to be influenced
by the reaction conditions, consistently favoring the β-anomer.
Further transformation of compound 5 involved α-selective
phosphite formation using dibenzyl N,N-diisopropylphosphor-
amidite and 5-(ethylthio)-1H-tetrazole. The resulting α-phos-
phite intermediate was then oxidized with hydrogen peroxide to
yield dibenzyl α-phosphate 6, achieving an overall yield of 89%
for these two steps. Removal of the 2-(phenylsulfonyl)ethanol
protecting group in compound 6 was successfully achieved
through treatment with 1,8-diazabicyclo[5.4.0]undec-7-ene,
leading to the formation of the α-phosphoryl GlcNAc-MurNAc-
monopeptide derivative. Subsequently, coupling this inter-
mediate with tetrapeptide, TFA·H-ʟ-Ala-γ-ᴅ-Glu(OMe)-ʟ-
Lys(COCF3)-ᴅ-Ala-ᴅ-Ala-OMe under mild conditions resulted
in the synthesis of dibenzyl α-phosphoryl GlcNAc-MurNAc-
pentapeptide 7 (see Supporting Information File 1 for compre-
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Scheme 1: Synthesis of disaccharide pentapeptide core 7.

hensive information on the synthesis details of the tetrapeptide).
To avoid loss of valuable material through HPLC purification,
crude 7 is used directly in the next step, and purification per-
formed after the final prenyl phosphate coupling and global
deprotection.

Finally, the benzyl-protecting groups in compound 7 were
cleaved via hydrogenolysis, followed by co-evaporation of the
resulting crude product in pyridine. This yielded a monopyridyl
salt, setting the stage for the final lipid coupling and deprotec-
tion sequence. To establish the vital lipid diphosphate linkage,
we employed the phosphoroimidazolidate method, as previ-
ously utilized in other lipid II total syntheses [10,11]. The

monopyridyl α-phosphoryl GlcNAc-MurNAc-pentapeptide was
activated with CDI, with excess CDI being neutralized using
anhydrous methanol. The resulting phosphoroimidazolidate
mixture underwent a cross-coupling reaction with prenyl
monophosphates [46] in DMF/THF over a four-day period,
yielding fully protected versions of lipid II and its analogues.
Subsequent global deprotection reactions, using aqueous NaOH,
led to the formation of lipid II (11), with an overall yield of
16% (from compound 7) following reversed-phase HPLC
purification (Scheme 2). Similarly, farnesyl, geranylgeranyl,
and solanesyl-lipid II analogues 8–10 were synthesized with
overall yields of 13%, 21%, and 11%, respectively, using the
corresponding prenyl phosphates (Scheme 2).
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Scheme 2: Synthesis of lipid II (11) and its analogues 8–10.

Conclusion
In conclusion, we have successfully optimized a modular ap-
proach for the synthesis of lipid II and its analogues, including
variants with distinct prenyl-chain lengths. The key to this
methodology lies in the optimization of glycosylation condi-
tions, utilizing readily available glycosyl donors, which is a
pivotal step in constructing the central disaccharide unit. The
adaptability of our method is showcased through the generation
of new lipid II analogues, such as geranylgeranyl and solanesyl
lipid II analogues, which involve the incorporation of distinct
prenyl monophosphates during the final phases of the synthesis.
Thus, this strategy holds considerable promise for advancing
the synthesis of a diverse range of lipid II analogues, opening
avenues for further exploration into their biophysical character-
istics, as well as their interactions with antibiotics.

Supporting Information
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Abstract
Plant lectins have garnered attention for their roles as laboratory probes and potential therapeutics. Here, we report the discovery
and characterization of Cucumis melo agglutinin (CMA1), a new R-type lectin from melon. Our findings reveal CMA1’s unique
glycan-binding profile, mechanistically explained by its 3D structure, augmenting our understanding of R-type lectins. We
expressed CMA1 recombinantly and assessed its binding specificity using multiple glycan arrays, covering 1,046 unique sequences.
This resulted in a complex binding profile, strongly preferring C2-substituted, beta-linked galactose (both GalNAc and Fuca1-
2Gal), which we contrasted with the established R-type lectin Ricinus communis agglutinin 1 (RCA1). We also report binding of
specific glycosaminoglycan subtypes and a general enhancement of binding by sulfation. Further validation using agglutination,
thermal shift assays, and surface plasmon resonance confirmed and quantified this binding specificity in solution. Finally, we
solved the high-resolution structure of the CMA1 N-terminal domain using X-ray crystallography, supporting our functional find-
ings at the molecular level. Our study provides a comprehensive understanding of CMA1, laying the groundwork for further explo-
ration of its biological and therapeutic potential.
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Introduction
Lectins have long been the subject of intense scientific scrutiny,
serving as molecular bridges that span the realms of biochem-
istry, cellular biology, and biomedicine. These carbohydrate-

binding proteins boast a range of functions, acting as recogni-
tion modules in cell–molecule and cell–cell interactions,
thereby playing vital roles in immune defense, regulation of
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growth, and apoptosis [1]. In plants, they serve as essential
components in development, immunity, and stress signaling
[2,3].

In light of the burgeoning interest in the intersection of glycobi-
ology and biomedicine, the characterization of new lectins has
carved out a significant niche in scientific research. Specifi-
cally, lectins have emerged as invaluable tools for staining cells
and tissues, thereby offering insights into cellular heterogeneity
and function. For instance, the use of wheat germ agglutinin
(WGA) and concanavalin A (ConA) has been instrumental in
selectively staining cells based on their glycan expression [4],
including single-cell approaches [5,6]. In the realm of therapeu-
tics, lectins such as mistletoe lectins have shown promise in
cancer therapy, by virtue of their ability to induce apoptosis in
malignant cells [7]. Further, the creation of lectin arrays [8,9],
which employ a diverse set of characterized lectins, has enabled
high-throughput glycan profiling, thereby advancing both diag-
nostic methods and biomarker discovery. Examples include
arrays that can rapidly profile alterations in glycosylation
patterns, pivotal in many diseases and inflammatory changes
[10,11].

Traditionally, lectins are divided into classes based on struc-
tural similarity and, by extension, common folds [12]. Still,
shared binding specificity does not always follow from
structural similarity, exemplified by divergent evolution within
lectin families as well as independent emergence of similar
binding patterns [13]. Many of the most commonly used lectins
for the abovementioned applications are R-type lectins,
especially those derived from plants. Examples include SNA
(from Sambucus nigra, binding Neu5Acα2-6 [14]) or RCA1
(from Ricinus communis, binding terminal β-linked galactose
[15]).

Yet, despite the extensive studies on plant lectins, particularly
R-type lectins, there are still significant gaps in our under-
standing. Further, in general, few melon lectins have been
studied in detail. Some reports indicate the presence of
chitooligosaccharide-binding (i.e., β1-4 GlcNAc oligomers)
lectins from phloem exudates of melons [16,17], as well as
R-type lectins in bitter melon [18], yet not much else is known
about binding specificities exhibited by lectins derived from
melons. In particular, existing research in this area often lacks a
comprehensive characterization that includes both functional
and structural analysis of these lectins.

Here, we introduce a novel member of characterized melon
lectins, namely the Cucumis melo agglutinin (CMA1), an
R-type lectin derived from melon. Prior to our study, CMA1
was only a predicted protein from genomic sequencing, with

moderate certainty scores on lectin-specific databases. Our
comprehensive analysis using glycan array experiments, ther-
mal shift assays, and high-resolution X-ray crystallography not
only confirms its classification as a functional R-type lectin but
also provides a deep dive into its unique glycan-binding profile
and high-resolution 3D structure. Overall, we present a deeply
characterized new lectin with a unique binding profile of specif-
ically recognizing C2-substituted galactose in the context of
glycans.

Results and Discussion
Identification and production of a new lectin
from the melon Cucumis melo
CMA1 is a predicted protein from whole-genome shotgun
sequencing of leaves from the melon plant Cucumis melo
(variant makuwa, taxon ID: 1194695) [19] and has, to our
knowledge, never been studied before. With prediction scores
of 0.453 on LectomeXplore [12] and 0.251 on TrefLec [20]
(from 0, lowest, to 1, highest), CMA1 is moderately certain in
its prior classification as a lectin. CMA1 comprises 291 amino
acids and is predicted to fold into two linked β-trefoil domains
belonging to carbohydrate-binding module family 13 (CBM13)
and placing it into the group of R-type lectins. Both CBM13
domains are likely to exhibit carbohydrate-binding activity due
to the conservation of key amino acids in at least one of the
three potential binding sites. In contrast to other R-type lectins
such as ricin, it lacks a catalytic domain.

As R-type lectins are both a well-investigated family of lectins
and widely used in research and beyond, we first wanted to
analyze where CMA1 would be situated in the broader context
of R-type lectins. A multiple sequence alignment of binding
domains of representative R-type lectins (Figure 1a) showed
that CMA1 exhibited a binding domain with a sequence
relatively similar to those of the plant lectins SNA and ricin.
However, we note that, in general, the substantial heterogeneity
of binding motifs of even closely related lectins (SNA:
Neu5Acα2-6, ricin: Gal/GalNAc) does not allow for a strong a
priori hypothesis of what CMA1 would bind, even though
R-type lectins in general are thought to prefer the Gal/GalNAc
type motif mentioned in the context of ricin [21].

We next aligned the individual units of the tandem repeat
CBM13 domains, indicated by the N-terminal (34-158) and
C-terminal units (162-286) and compared those to the domains
of ricin (Figure 1b). R-type lectins have a characteristic Q-x-W
structural motif close to their binding site, which is highly
conserved [21]. We report that CMA1 largely follows this
trend, with three such binding sites in both N- and C-terminal
domain, albeit with imperfect overlap. Based on the location of
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Figure 1: Characterizing a new lectin from the melon Cucumis melo. (a) Evolutionary relationships of common R-type lectins. For a range of repre-
sentative R-type lectins, we aligned their protein sequences via MUSCLE [22] and built a neighbor-joining tree with the resulting alignment distances,
which is shown as a cladogram. For each protein, we only used the lectin domain, as annotated by UniProt or InterPro. For each protein, a represen-
tative binding specificity, based on literature reports, is provided. (b) Similarity of the two CBM13 domains in CMA1. Using MUSCLE to align the N-ter-
minal (34–158) and C-terminal domains (162–286) of CMA1 and ricin (321–448 and 451–575), we indicated the position of the conserved Q-x-W
motif in R-type lectins. (c) Recombinant expression of CMA1 in mammalian cells. SDS-PAGE and anti-His-tag Western blot of fractions from the
expression of CMA1 protein in CHO-S cells. Note the smeared band indicating the presence of glycosylation. (d) Recombinant expression of CMA1 in
bacteria. SDS-PAGE gels of the His-tag affinity chromatography and cation exchange chromatography from the expression of CMA1 protein in E. coli
BL21* cells.



Beilstein J. Org. Chem. 2024, 20, 306–320.

309

the known binding pocket of the R-type lectin ricin and the
respective sequence conservation in CMA1, we postulate
binding sites around W63 for the N-terminal domain and F273

for the C-terminal domain of CMA1.

As binding specificities of melon lectins in general (beyond
chitooligosaccharides), and CMA1 in particular, are still
unknown, we set out to measure, quantify, and understand the
glycan-binding properties of CMA1 in depth, as an archetypal
example of melon lectins. For this, we needed to express the
lectin recombinantly. As it is a secreted plant protein, we
elected to express it in mammalian cell lines, to maximize the
chances of a functional protein, because of post-translational
modifications that would be lacking in bacteria as well as the
oxidative environment of the secretory pathway, as CMA1 ex-
hibits predicted disulfide bridges. A single step of His-tag
affinity chromatography was sufficient to yield protein of
adequate purity and good yield (≈15 mg of eluted protein from
800 mL of cell culture, Figure 1c).

In parallel, we also expressed CMA1 in a bacterial expression
system, which allowed us to ascertain whether binding was
influenced by lectin glycosylation. The full-length mature pro-
tein (6–264) and individual N- or C-terminal domains were
expressed using a N-terminal fusion comprising DsbC and a
hexa-His tag, cleavable by TEV (Tobacco etch virus) protease.
Despite the presence of the DsbC signal peptide, we did not
observe periplasmic localization, and all proteins were instead
purified from the cytoplasm. Ni-NTA affinity chromatography
followed by TEV protease cleavage of the fusion construct and
subsequent reverse Ni-NTA affinity chromatography resulted in
significant co-purification of E. coli contaminants, necessi-
tating an extra purification step, where cation exchange chroma-
tography allowed us to obtain pure fractions of CMA16–291. Of
note, this additional purification step was not necessary for the
purification of the CMA1 N-terminal domain (Figure 1d).
Expression of the CMA1 C-terminal domain did not yield suffi-
ciently pure and monodisperse protein for further biochemical
and structural analyses.

Cucumis melo agglutinin binds
C2-substituted, beta-linked galactose
We then set out to answer the question whether CMA1 was a
functional lectin and, if yes, what its binding specificity was.
The standard approach to elucidate lectin binding specificity is
via glycan array experiments. Here, tagged soluble lectin is
added to, often, immobilized glycans and bound lectin is quanti-
fied via fluorescence scanners, which can be paired with glycan
information due to the known arrangements of immobilized
glycans on the plate. To cover the broadest possible sequence
space, we tested our eukaryotically produced CMA1 protein

against the two largest glycan arrays at the National Center
for Functional Glycomics (NCFG, Figure 2a) and the Glyco-
sciences Laboratory at Imperial College London (ICL,
Figure 2b). We note that, together, this encompasses 1,046
unique glycan sequences, spanning all major glycan classes and
substantial taxonomic diversity. Next to these unique se-
quences, even more effects stem from a variety of linkers with
which these molecules are immobilized.

In general, we observed two binding preferences that were
strongly enriched among bound sequences, namely glycans con-
taining Fucα1-2Gal epitopes and glycans containing terminal
GalNAc residues (Figure 2c). Amongst the bound sequences,
these substructures occurred in many different contexts, such as
blood group H, LacdiNAc, or the Sda motif, and particularly in
sequences resembling O-glycans, milk oligosaccharides, and
glycosphingolipids. At first glance, these two binding specifici-
ties may seem unconnected, indicating a rather broadly binding
lectin. However, we noticed that the commonality of these two
epitopes is hidden in the IUPAC-condensed nomenclature: Both
substructures exhibited a bulky substituent on C2 of galactose,
either a fucosyl (Fucα1-2Gal) or N-acetyl (GalNAc) moiety
(Figure 2d). We thus conclude that CMA1 is highly specific for
C2-substituted galactose. We further argue for a preference for
a beta-linked epitope as, while we do observe binding to struc-
tures containing α-linked GalNAc, the binding to their β-linked
counterparts was generally stronger (e.g., GalNAcα: 1.57 vs
GalNAcβ: 2.21, in z-scores (see Experimental section)). In part,
this is reminiscent to the LacdiNAc binding specificity of Clito-
cybe nebularis lectin (CNL; Figure 1a) [27].

An important finding from the ICL array was that CMA1 exhib-
ited robust binding to glycosaminoglycans (GAGs; Figure 2e;
Supporting Information File 1, table “imperial”), in particular
chondroitin sulfate (CS) C and A. Given the preference for ter-
minal binding epitopes described above, the question naturally
arose how the binding to these longer-chain glycans works. On
the ICL array, CS sequences are typically capped with 4,5-
unsaturated hexuronic acid derivatives on their non-reducing
end and, thus, do not provide terminal GalNAc epitopes for
binding. Further, while CMA1 did also bind to GalNAc-termi-
nated GAGs (e.g., CSC-5, CSA-5), we measured higher binding
to similar GAGs without the terminal GalNAc in several cases
(Figure 2d,e). While some of the GAG probes varied in their
immobilization amounts, we confirmed these results in a GAG-
focused array (data not shown). We thus posit a binding to
internal GalNAc epitopes for the case of GAG binding, poten-
tially mediated by several binding sites.

This argument is strengthened by the observation that the
highest observed binding to CSC and CSA was not with the
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Figure 2: Characterizing the binding specificity of CMA1. (a, b) Lectin produced in mammalian cells was analyzed on the NCFG array (a) and the ICL
array (b). Representative structures bound by CMA1 are shown via the “Symbol Nomenclature For Glycans” (SNFG), drawn with GlycoDraw [23].
Everything except the assigned binding motif is shown with added transparency. Full array data are available in Supporting Information File 1, tables
“cfg” and “imperial”. (c) Enrichment analysis of glycan array data. For both NCFG and ICL array data, we used the get_pvals_motif function from
glycowork [24] (version 0.8.1) with the keywords ‘terminal’ and ‘exhaustive’, to obtain significantly enriched motifs. *p < 0.05. (d) Common binding
motif on the atomic level. Glycan 3D structures for the binding motifs were obtained from the GLYCAM web server [25,26]. (e) Binding of CMA1 to
glycosaminoglycans. We grouped chondroitin sulfate (CS) types (A, B, and C) and plotted CMA1 binding against CS chain length. Shown are mean
values with their 95% confidence interval. (f) Comparison of CMA1 and RCA1 binding. Glycans with a z-score of at least 0.5 in at least one lectin were
retained and plotted as a hierarchically clustered heatmap via the get_heatmap function of glycowork. Representative glycans are shown.
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shortest sequences and required at least three repeats, with
longer sequences such as CSC-18 even exhibiting the highest
binding on the entire array (although we note that the longest
GAG sequences were not generally the best binders, potentially
hinting at steric clashes or density effects). Another supporting
finding can be seen in the fact that CSB (exhibiting iduronic
acid in α-configuration, rather than its epimer, glucuronic acid,
in β-configuration) showed virtually no binding to CMA1,
further arguing for contacts of the GAG chain with the binding
site. Lastly, we note that both CSC and CSA contain sulfated
GalNAc, which, together with the observation of GalNAc6Sβ1-
4GlcNAc as one of the highest binders on the NCFG array,
leads us to speculate that sulfation further enhances CMA1
binding, a pattern that has been observed for several lectins
[28].

Overall, this characterized binding specificity seemed distinct
from other R-type lectins and we thus further compared it to a
typical R-type lectin, Ricinus communis agglutinin (RCA1), on
the ICL array. Canonically, RCA1 binds β-linked terminal
galactose residues, which is generally what we also found in our
array experiments, with Galβ in various substructures and
glycan types, particularly in those with multiple branches
(Figure 2f). At best, the same sequences showed weak binding
to CMA1, as they lacked a C2-substitution (Figure S1, Support-
ing Information File 2). Conversely, CMA1-favored sequences,
containing Fucα1-2Gal or GalNAc epitopes, were on average
not bound by RCA1 (the exception being sequences in which
there was an additional free Galβ terminus). Similarly, most
chondroitin sulfate probes were not bound by RCA1. This gives
rise to the conclusion that CMA1 does not merely tolerate but
rather actively and strongly prefers C2-substituted Gal, while
RCA1 does not even tolerate these substitutions. Interestingly,
we also find that fucosylation of the GlcNAc residue (as in
Lewis antigen motifs) completely abrogates CMA1 binding
(Figure S1, Supporting Information File 2), despite the pres-
ence of Fucα1-2Gal, likely due to steric clashes in the binding
pocket. We thus conclude that the binding profile of CMA1 is
distinct from that of the typical R-type lectin RCA1 and unusual
for a R-type lectin in general. We also note that the flexibility of
accommodated C2 substituents (from N-acetyl moieties to
whole monosaccharides), could make CMA1 an interesting
candidate for probing synthetically produced glycans with novel
substituents.

It is of course interesting to speculate about the physiological
role of CMA1 in melons, yet this is hard to probe. It is note-
worthy, however, that the glycan types in which its preferred
binding motifs occur (O-glycans, milk glycans, GAGs) are
absent from most plants, including melons. We thus hypothe-
size that the role of this lectin might be to recognize non-self

epitopes, such as for protection against pathogens, which is a
common function in plant lectins [3].

Validating binding in solution and assessing
binding affinity
As CMA1 both exhibited multiple binding sites and robust
binding to blood group epitopes (H-antigen), we hypothesized
that it would be capable of agglutinating red blood cells, justi-
fying its new name. When testing the protein recombinantly
produced in mammalian cells, incubation with rabbit erythro-
cytes indeed resulted in moderate agglutination (Figure 3a),
which also demonstrated the binding to these glycan substruc-
tures in a physiological context.

To further strengthen the case for CMA1 binding glycans in
solution, and corroborate its binding specificity with orthogo-
nal methods, we used a thermal shift assay. Herein, the binding
of ligands is assessed by the stabilization of the protein,
measured by a denaturation curve. Both the protein produced in
mammalian and in bacterial cells exhibited similar melting tem-
peratures here, of approximately 42 °C (Figure 3b). Then, we
tested the binding of CMA1 to GlcNAc, GalNAc, and H type 2
blood group antigen (BGHT2; Fucα1-2Galβ1-4GlcNAcβ1-3Gal;
Figure 3c). This resulted in clear melting points shifts for both
GalNAc and BGHT2 to up to 50 °C, yet importantly not for
GlcNAc, demonstrating both binding in solution and a further
confirmation of the binding specificity obtained by the array ex-
periments. We note that the functional activity of bacterially
produced CMA1 indicates that potential modification by glyco-
sylation is not required for ligand binding.

Next, we set out to quantify the binding affinity of CMA1 to its
ligands. Lectins often only exhibit weak to moderate binding
affinities, which is somewhat ameliorated by an increased
avidity on the side of the lectin but also a dense presentation of
the bound glycan epitope on the cell surface. We therefore used
surface plasmon resonance (SPR) spectroscopy to derive
binding constants for the interaction between CMA1 and
GalNAc. A single cycle kinetics approach was applied, result-
ing in a measured KD of 1.66 ± 0.08 µM (Figure 3d,e). Inhibit-
ing binding of CMA1 to the GalNAc chip through a dilution
series of N-acetyllactosamine (LacNAc) via multicycle kinetics
allowed us to derive an IC50 of 1.4 µM (Figure S2a,b; Support-
ing Information File 2). No inhibition was observed with chon-
droitin 6-sulfate tetrasaccharide (CSC), and only very weak
inhibition for BGHT2 but no IC50 could be determined as we
could not increase the concentration to reach the plateau. For
the recombinant CMA1-Nter, no binding could be observed on
the GalNAc chip. This suggests either avidity effects in
conjunction with the C-terminal domain or a high-affinity site
on the C-terminal domain, giving rise to the measured KD of the



Beilstein J. Org. Chem. 2024, 20, 306–320.

312

Figure 3: Assessing and quantifying in-solution binding of CMA1. (a) Erythrocyte agglutination assay. Using rabbit red blood cells, CMA1 protein
recombinantly produced in mammalian cells was used in a two-fold dilution series to measure its ability to agglutinate erythrocytes, compared to other
lectins, such as AAL, ConA, RCA1, and SNA-I, as well as a PBS negative control. (b, c) Thermal shift assay. After comparing the melting curves of
CMA1 produced in mammalian cells (CHO-S) and bacteria (E. coli), we incubated the bacterially produced CMA1 with GlcNAc, GalNAc, and H type 2
blood group antigen (BGHT2; Fucα1-2Galβ1-4GlcNAcβ1-3Gal) and measured a denaturation curve to assess shifts in melting temperature, n = 3 (c).
(d, e) SPR analysis of CMA1 binding to a GalNAc chip with single-cycle kinetics and affinity measurement at the equilibrium, n = 2.

full-length protein. Still, we were able to measure the affinity of
CMA1-Nter to GalNAc in solution by isothermal calorimetry
(ITC), obtaining a KD of 940 µM, confirming the low affinity
(Figure S2c,d; Supporting Information File 2).

Structural insights from the N-terminal
domain of CMA1
Given the unusual binding specificity exhibited by CMA1, we
were intrigued to elucidate the molecular mechanism that would
enable the specific binding of C2-substituted galactose. The
natural hypothesis here would be the creation of an additional
pocket in the 3D structure of the binding site, accommodating
the additional substituent at C2. However, as we observed little
to no binding to unsubstituted galactose, we rather hypothe-
sized the existence of specific interactions made with the
C2-substituents, that did not exist in other R-type lectins such as
RCA1. To determine this, we set out to resolve the detailed

three-dimensional structure of CMA1 via X-ray crystallogra-
phy.

We obtained several hits for the full-length protein after sparse
screening using a crystallization robot at the HTX platform,
EMBL, Grenoble. Pill-shaped crystals obtained under condi-
tions of a high salt concentration, in particular ammonium
sulfate (Figure S3, Supporting Information File 2), did not give
rise to any diffraction. Multiple layer plate or needles clusters
were obtained in the presence of PEGs, but only showed weak
diffraction (≈3.5 Å). Finally, in the presence of 20% PEG 8K,
0.2 M MgCl2, and 0.1 M Tris HCl pH 8.5, single diamond-
shaped crystals were obtained after 1–2 days for the N-terminal
domain (Figure S3, Supporting Information File 2). High-reso-
lution diffraction of the crystals allowed us to solve the CMA1-
Nter structure in complex with LacNAc at 1.3 Å and GalNAc at
1.55 Å (see data and refinement statistics in Table 1). All
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Table 1: Data collection and refinement statistics.

Complex CMA1-Nter-LacNAc CMA1-Nter-GalNAc

Data collection

beamline Soleil PX1 Soleil PX2
wavelength (Å) 0.97856 0.98011
space group I2 I2
cell parameters a, b, c (Å)
α, β, γ (°)

36.70 36.78 94.79
90.00 99.24 90.00

36.61 36.86 94.81
90.00 99.17 90.00

protein chains in a.u. 1 1
resolution (Å)a 46.78–1.32 (1.34–1.32) 35.68–1.55 (15.8–1.55)
CC1/2 (%)a 99.9 (96.9) 99.8 (85.7)
Rmerge (within I+/I−)a 0.055 (0.369) 0.052 (0.496)
Rmeas (within I+/I−)a 0.059 (0.400) 0.064 (0.618)
Rpim (within I+/I−)a 0.022 (0.153) 0.037 (0.364)
mean I/σ (I)a 25.2 (5.7) 14.4 (2.9)
completeness (%)a 99.8 (96.0) 99.7 (99.9)
number reflectionsa 399970 (18410) 95115 (4581)
number of unique reflectionsa 29695 (1434) 18279 (911)
multiplicitya 13.5 (12.8) 5.2 (5.0)
Wilson B-factor (Å2) 14.1 19

Refinement

resolution (Å) 46.78–1.32 35.69–1.55
no. reflections/no. free reflections 28192/1503 17373/905
Rwork/Rfree (%) 14.35/18.58 16.3/20.4
R.m.s. bond lengths (Å) 0.0130 0.0127
Rmsd bond angles (°) 1.721 1.893
Rmsd chiral (Å3) 0.097 0.092
no. atoms / Bfac (Å2)
protein 1029/15.1 985/19.95
ligand 26/20.3 30/22.3
cadmium 3/21.9 3/27.0
water 248/28.7 176/31.8
Ramachandran allowed (%) 100 100
favored (%) 99 100
outliers 0 0

aValues in parenthesis refer to the highest-resolution shell.

residues of the N-terminal construct (Val6 to Asp132) could be
modelled, and unambiguous electron density permitted us to
locate and model four cation binding sites (three in each struc-
ture) and one sugar binding site (Figure 4a,b and Figure S4,
Supporting Information File 2).

The complexed structures allowed us to shed light on the
arrangement of the ligand in the binding site (Figure 4c,d).
While lectins such as CMA1 typically can present three binding
pockets in their CBM13 domain, we hypothesized that the
N-terminal half of CMA1 would in fact only exhibit two func-

tional binding sites. However, only the alpha site was found
occupied with a carbohydrate here. It is found in a shallow
groove, supporting our data on the lack of a distinct distal
binding specificity. We report a tight coordination of the O3
and O4 hydroxy groups of the galactose residue involving
Asp21, Asn43, and Gln41 side chains, as well as the Gly24 main
chain nitrogen. CH−π stacking and hydrophobic interactions
occur between the aromatic ring of Trp36 and the alpha face of
the ring as well as the hydroxymethyl moiety of the galactose
residue, additionally ensuring specificity for galactoside over
glucoside as an equatorial conformation of the O4 hydroxy
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Figure 4: Structural insights into the binding mechanism of CMA1. (a, b) Overall representation of the N-terminal domain of CMA1 in complex with
(a) LacNAc (Galβ1-4GlcNAc) [29] or (b) GalNAc [30]. Trefoil repeats are colored differently, and cadmium ions are represented as red spheres.
(c, d) Close-up on the interactions between CMA1 and LacNAc (c) or GalNAc (d), with the 2mFo-DFc electron density map displayed around the
sugar ligands at 1 sigma (LacNAc: 0.47 e·Å−3, GalNAc: 0.415 e·Å−3). Water molecules are indicated by red spheres and interactions by proximal
residues are indicated by broken lines. The figures were prepared using UCSF ChimeraX 1.6 [31].

group would lead to steric clashes and loss of strong hydrogen
bonding.

In the LacNAc-complexed structure (PDB ID 8R8A) [29],
the GlcNAc residue did not seem to engage in extensive
interactions, with only a hydrogen bond between the N-acetyl
moiety and the main chain oxygen of Gly24 and hydrophobic
interaction with the aromatic ring of Tyr26 (Figure 4c). Further,
beyond the C2 position of galactose, a cavity filled with coordi-
nated water molecules hinted at the binding mode for C2-substi-

tuted galactose. Notably, the seemingly inactive beta site was
found to be occupied by a cadmium ion (Figure S4, Supporting
Information File 2), supporting our ITC and SPR data where no
multivalent binding effects were observed for the single-domain
N-terminal construct.

In the GalNAc-complexed structure (PDB ID 8R8C) [30], the
N-acetyl group of GalNAc extended beyond C2 into the cavity
noted in the LacNAc complex. While no direct interactions with
the protein backbone were observed, we found one water mole-
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cule to mediate hydrogen bonding between the oxygen of the
N-acetyl group and the Asn43 side chain oxygen (Figure 4d).
Both GalNAc anomers could be observed, showing interactions
through water molecule coordination with the Trp36 ring
nitrogen (alpha anomer) or the Gly24 main chain oxygen (beta
anomer).

Conclusion
Our work presents a substantial exploration of the binding
specificity and mechanism of the hitherto uncharacterized lectin
CMA1 from melons. The binding specificity of CMA1,
C2-substituted galactose that is preferentially presented in a
β-configuration, enables it to bind to a range of biologically
relevant epitopes, such as LacdiNAc, Sda, blood group H, and
chondroitin sulfate motifs. Further, the inhibition of binding by
the presence of Lewis antigen motifs additionally narrows it
binding specificity. Our binding data and structural information
lead us to the conclusion that crucially positioned asparagine
residues facilitate this unusual binding specificity that delin-
eates CMA1 from typical R-type lectins such as RCA1.
Together, these results advance our knowledge of R-type lectins
in general and the range of their binding specificities, but also
our knowledge of melon lectins in particular, which has
remained limited so far. Further experiments are still required to
determine the role of the C-terminal domain, as well as the
physiological function of the full-length CMA1 protein.

Experimental
Recombinant protein expression
For  mammal ian  express ion ,  the  gene  fo r  CMA1
(A0A1S4E5V9) was synthesized with human-optimized codons
and a C-terminal hexa-His tag (GSHHHHHH). We then cloned
this gene into a pCI backbone (U47119; Promega GmbH) for
expression in mammalian cells under a constitutive cytomegalo-
virus (CMV) promoter. Then, the Mammalian Protein Expres-
sion core facility at the University of Gothenburg transfected
this plasmid into FreeStyle™ CHO-S cells (Cat nr R80007,
ThermoFisher Scientific). Cells were cultured in Freestyle™
CHO medium at 37 °C in 5% CO2 in Optimum GrowthTM

flasks (Thomson instrument company) at 130 rpm in a Multi-
tron 4 incubator (Infors) and transfected at 2 × 106 cells/mL
using FectoPro transfection reagent (Polyplus). Protein-contain-
ing culture supernatant (0.8 L) was harvested after 120 h,
filtered using Polydisc AS 0.45 μm (Whatman, Cytiva) and
loaded onto a 5 mL HisExcel column (GE healthcare) at
5 mL/min. The column was washed with 10 mM phosphate-
buffered saline (Medicago), 500 mM NaCl and 50 mM imida-
zole before elution of the protein using the same buffer with a
gradient from 50 mM to 500 mM imidazole (G-Biosciences)
over 15 column volumes. Pooled fractions were concentrated
using Vivaspin concentrators (MWCO 10 kDa, Sartorius

Stedim), passed over a HiPrep 26/10 desalting column (GE
Healthcare) in phosphate-buffered saline (Medicago), and
finally concentrated again.

For bacterial expression, the gene of CMA1 (33–291, corre-
sponding to residues 6–291 of the mature protein) with opti-
mized codons for Escherichia coli was synthesized flanked by
NcoI and XhoI restriction sites where L6 was mutated to valine.
The gene was inserted in the homemade plasmid pET40b-TEV
where the enterokinase cleaving site was replaced by a TEV
cleavage site by site directed mutagenesis. This plasmid was ob-
tained by PCR using pET-40b(+) (Novagen, Merck, #70091) as
template and the following primers: forward (gcccagatctgggtac-
cGAAAACCTGTATTTTCAGGGCGccatggcgatatcgg) and
reverse (GGTACCCAGATCTGGGCTGTCCATGTGCTGGC)
with complementary sequence underlined. PCR was performed
using PrimeSTAR DNA polymerase (Takara #TAKR045A);
then the product was digested by DpnI and finally transformed
in NEB5α strain (New England Biolabs, #C2992H). Both gene
and vector were digested by NcoI and XhoI restriction enzymes
(New England Biolabs) prior to purification on agarose gel
using Monarch Gel extraction kit and supplier instructions
(New England Biolabs, #T1020S) and ligation using the DNA
ligation kit, Mighty Mix (Ozyme, Takara, #TAK6023Z), at
room temperature to form the pET40b-TEV-CMA11 plasmid.

The N-terminal domain of CMA1 (6–132 in mature protein)
was amplified by PCR using the following primers: forward
(ACGCCATGGTGAGCCGTTCTACGC) and reverse
(ATATCTCGAGTTAATCTG CCGTACCCCAGGATTGTG-
TAGG) and pET40b-TEV-CMA1 plasmid as template. Simi-
larly, the C-terminal domain of CMA1 (136–264 in mature pro-
tein) was amplified by PCR using the subsequent primers:
f o r w a r d  ( A T T C C A T G G G T C C G A T T G T G G T T G C -
CATTGTTGG) and reverse (ACACCTCGAGTTAGGGTTTG-
TACTGTGTCACGAACATCC). The primers contained the
restriction sites (underlined) NcoI (sense) and XhoI (antisense)
on their 5′-ends for further sub-cloning. PCR was performed
using PrimeSTAR DNA polymerase. The purified PCR frag-
ment of 395 bp was digested by NcoI and XhoI restriction en-
zymes, then ligated into pET40b-TEV vector, and finally trans-
formed in NEB5α strain to form the pET40b-TEV-CMA1-Nter
and pET40b-TEV-CMA1-Cter plasmids. All plasmids and new
vectors were verified by sequencing (Eurofins Genomics,
Ebersberg, Germany). Primers were purchased from Eurofins
Genomics (Ebersberg, Germany).

E. coli BL21*(DE3) [Invitrogen, #C601003] cells were trans-
formed by heat shock at 42 °C with pET40b-TEV-CMA1 and
Tuner(DE3) [Novagen, #70623] cells with pET40b-TEV-
CMA1Nter prior pre-culturing in lysogeny broth (LB) [Invit-
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rogen, #12780052] media containing 25 µg/mL kanamycin
[Euromedex, #UK0015-A] at 37 °C, 180 rpm overnight. Then,
1 L LB medium supplemented with 25 µg/mL kanamycin was
inoculated with 25 mL of the pre-culture and incubated at
37 °C, 180 rpm. When OD600nm reached 0.4, the temperature
was lowered to 16 °C, and when OD600nm reached 0.8, protein
expression was induced by the addition of 0.1 mM isopropyl
β-ᴅ-thiogalactoside (IPTG) [Euromedex, #EU0008-C]. After
20 h, the cells were harvested by centrifugation at 5,000g for
10 min at 4 °C.

For purification of bacterial recombinant CMA1, each gram of
cell pellet was resuspended with 5 mL of buffer A (20 mM Tris-
HCl pH 7.5, 500 mM NaCl). After addition of 1 μL of
Denarase® (C-LEcta GmbH, #20804) and moderate agitation on
a rotating wheel for a period of 30 min at room temperature,
cells were lysed using a cell disruptor (Constant Systems Ltd,
UK) under a pressure of 2.5 kbar. The lysate was cleared by
centrifugation at 24,000g for 30 min at 4 °C and passed through
a 0.45 µm syringe filter prior to affinity chromatography purifi-
cation using 1 mL HisTrap™ HP column (Cytiva) preequili-
brated with buffer A and an NGC chromatography system (Bio-
Rad). After loading the cleared lysate, the column was washed
with buffer A + 50 mM imidazole (Sigma-Aldrich, Merck,
#56749) to remove all contaminants and unbound proteins.
CMA1 was eluted by a 20 mL linear gradient from 50 mM to
500 mM imidazole in buffer A. The fractions were analyzed by
SDS-PAGE with 15% gel and those containing CMA1 were
collected and deprived of imidazole by buffer exchange in
buffer A using a Macro and Microsep Advance Spin 3 kDa
MWCO centrifugal filter (Pall). The N-terminal His-tag was re-
moved by TEV cleavage in the presence of 1 mM EDTA
(Euromedex, #EU0084.B) overnight at 10 °C, using a TEV/
CMA1 ratio of 1:50. TEV was prepared in-house. The protein
mixture was then purified on a 1 mL HisTrap column, where
pure CMA1 protein was collected in the flowthrough and
column wash. Full-length CMA1 (6-291) was purified from
remaining E. coli contaminants using a 1 mL HiTrap™ SP
Sepharose FF column (Cytiva) preequilibrated with 50 mM so-
dium acetate pH 5.5. After loading, the column was washed,
and CMA1 was eluted by a 20 mL linear gradient from 0 to
700 mM NaCl in 50 mM sodium acetate pH 5.5. The protein
was concentrated and the buffer exchange to 20 mM HEPES
pH 8, 100 mM NaCl using a 3 kDa MWCO centrifugal filter
and stored at 4 °C.

For CMA1-Nter, the same protocol was followed, with the
following changes: Purification was carried out by exploiting
gravity using 1 mL of Ni Sepharose High Performance resin
(Cytiva, #17.5268.01) and an Econo-Pac® Chromatography
Column (Bio-Rad, #7321010). Buffer A was exchanged to

buffer B (20 mM Tris-HCl pH 8.0, 500 mM NaCl, 500 mM
urea, and 5 mM imidazole). Washing steps were performed
using buffer B and buffer B containing 50 mM imidazole.
Elution was performed using buffer B plus 250 mM imidazole.
The buffer was exchanged with 20 mM HEPES pH 7.5,
100 mM NaCl by three times 10× dilution and the sample was
concentrated to at least 1 mg/mL using a 3 kDa MWCO
centrifugal filter prior to TEV cleavage.

Glycan array experiments
NCFG array
For the NCFG array, data was collected by the National Center
for Functional Glycomics (NCFG) at Beth Israel Deaconess
Medical Center, Harvard Medical School. For experiments, a
standard binding buffer (20 mM Tris-HCl pH 7.4, 150 mM
NaCl, 2 mM CaCl2, 2 mM MgCl2, 0.05% Tween 20, 1% BSA)
was used. CMA1 binding was probed by incubation with a
penta-His-488 antibody (5 µg/mL). CMA1 was tested in two
concentrations (5 and 50 µg/mL) on Version 5.4 of the printed
CFG array, consisting of 585 printed glycans in replicates of
six. Results from replicates were combined as average RFU
(raw fluorescence unit). For this average, the highest and lowest
value was removed for each glycan, mitigating the effects of
outliers. The results can be found in Supporting Information
File 1, table “cfg”.

ICL array
For experiments, a standard binding buffer (10 mM HEPES,
150 mM NaCl, 1% BSA, 0.02% casein blocker (Pierce), 5 mM
CaCl2) was used. CMA1 was tested at 100 µg/mL for 1 h on the
broad spectrum screening array (in house designation ‘Array
Sets 42–56’) of the Glycoscience Laboratory at Imperial
College London, consisting of 866 lipid-linked glycans. Then
the detecting solution composed of anti-polyHistidine (Sigma-
Aldrich, Merck, SAB4200620) and biotin anti-mouse IgG
(Sigma-Aldrich, Merck, B7264) antibodies (10 µg/mL, precom-
plexed in a ratio of 1:1) was overlaid onto the arrays for 1 h.
The final detection was with a 30 min overlay of streptavidin-
Alexa Fluor 647 (Molecular Probes) at 1 µg/mL. The
microarray slides were scanned with GenePix 4300A scanner
instrument (50% laser power at PMT 350), and the image anal-
ysis (quantitation) was performed with GenePix® Pro 7 soft-
ware. The results can be found in Supporting Information
File 1, table “imperial” and “rca_imperial”, with the array gen-
eration in Supporting Information File 3 according to the
MIRAGE guidelines (Minimum Information Required for A
Glycomics Experiment) [32].

For both array types, data were transformed into z-scores by
subtracting the mean value across the array and dividing the
results by the standard deviation.
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Agglutination assay
The hemagglutinating activity of CMA1 was determined in
V-bottom 96-well plates by a twofold serial dilution procedure
in PBS using rabbit red blood cells (Atlantis France). 25 µL of
4% erythrocyte suspension was added to an equal volume of the
sample, and the mixture was incubated for 60 min at room tem-
perature. Starting concentrations were: CMA1 0.6 mg/mL, AAL
0.5 mg/mL, ConA 2.5 mg/mL, RCA1 2.5 mg/mL, and SNA
0.5 mg/mL.

Thermal shift assay
Thermal shift assays were performed using a Mini Opticon Real
Time PCR machine (BioRad). 0.6 mg/mL protein in PBS was
mixed with SYPRO Orange (Sigma-Aldrich, Merck, #S5692)
and glycan ligand (10 mM GalNAc; Carbosynth, #MA04390;
10 mM GlcNAc, Carbosynth, #MA00834; 10 mM blood group
H type-2 tetrasaccharide; Elicityl, GLY032-2) in a total reac-
tion volume of 25 µL. The temperature was raised by 1 °C/min
from 25 to 100 °C, and fluorescence readings were taken at
each step.

Surface plasmon resonance spectroscopy
Experiments were performed using a Biacore X100 instrument
(Cytiva) at 25 °C in HBS-T running buffer (10 mM HEPES pH
7.4, 150 mM NaCl and 0.05% Tween 20). Biotinylated PAA-
GalNAc (Lectinity, GlycoNZ, #0031-BP) was immobilized on
CM5 chips (Cytiva #BR100012) that were coated previously
with streptavidin (Sigma-Aldrich, Merck, #S4762), following
standard protocol. Biotinylated GalNAc was diluted to 2 μg/mL
in HBS-T before being injected into one of the flow cells of the
chip. An immobilization level of 900 response units (RU) was
obtained. A reference surface was always present in flow cell 1,
allowing for the subtraction of bulk effects and non-specific
interactions with streptavidin. The mammalian-produced CMA1
was injected in single cycle kinetic over the flow cell surface at
10 μL/min at increasing concentrations with a contact time of
500 s. Dissociation was achieved by passing running buffer for
2 min. Surfaces were regenerated with four consecutive 30 s
injections of 50 mM NaOH and 1 M NaCl. Binding affinity
(KD) was measured after subtracting the channel 1 reference
(streptavidin only) and subtracting a blank injection (running
buffer – zero analyte concentration). Data evaluation and curve
fitting was performed using the provided BIACORE X100 eval-
uation software (version 2.0). Measurements were at least done
in duplicate.

Then, to perform competition experiments, nine concentrations
of LacNAc (Elicityl, #GLY008) from 10 to 0 mM with a dilu-
tion coefficient of two supplemented with a fixed concentration
of 0.8 µM was injected into the cell surface in multiple cycle
kinetic with an association time of 500 s and a dissociation time

of 12 s at a flow rate of 10 µL/min. Surfaces were regenerated
with 30 s injections of 50 mM NaOH and 1 M NaCl. IC50 was
measured using the response at equilibrium for each concentra-
tion of competitive sugar that were translated in percentage of
inhibition, then plotted against the molar concentration of
competitive sugar using the free software “data entry”. The IC50
was calculated using https://www.aatbio.com/tools/ic50-calcu-
lator.

X-ray crystallography
All consumables for crystallization and crystal handling were
purchased at Molecular Dimensions, Calibre Scientific,
Rotherham, UK, unless stated otherwise. CMA1 concentrated at
5.7 or 3.5 mg/mL in 20 mM HEPES pH 8, 100 mM NaCl, and
14 mM GalNAc was subjected to crystallization screening using
the robotized HTXlab platform (EMBL, Grenoble, France) with
200 nL sitting drops at 20 °C using a 1:1 ratio. Wizard I and II
screen (Rigaku) and SaltRX (Hampton Research) screens were
used and led to more than 30 hits after one to three days. Pill-
like crystals were obtained with high salt concentration that
could be reproduced by hand in the laboratory. Plates and
needles clusters were obtained with PEG containing solutions.
For CMA1-Nter, protein at a concentration of 2.9–3.5 mg/mL
was crystallized using hanging drop and vapor diffusion
methods with a 2 µL drop in 1:1 ratio at 20 °C. Bipyramidal
single crystals were obtained after one or two days in a solution
containing 10–12% PEG Smear Medium, 0.1 M MES pH 6.5,
1× divalent (5 mM of CaCl2, MgCl2, CsCl2, CdCl2, NiCl2, and
zinc acetate), or 5 mM CdCl2, and in the presence or not of
5 mM GalNAc. Cocrystals of CMA1-Nter in complex with
LacNAc (Galβ1-4GlcNAc, Elicityl, #GLY008) were obtained
by the addition of 5 mM LacNAc to the protein solution and
incubation at room temperature for 30 min prior to crystalliza-
tion. For both complexes, single crystals were mounted in a
cryoloop after transfer in a cryoprotectant solution, composed
of 30% PEG Smear Medium and 5 mM CdCl2, and flash-cooled
in liquid nitrogen. Crystal diffraction was evaluated, and data
were collected on the Proxima 1 and 2 beamlines at the
synchrotron SOLEIL, Saint Aubin, France using an Eiger 16M
or 9M detector (Table 1) for LacNAc and GalNAc complexed
structures, respectively. XDS and XDSME were used to process
the data and all further steps were performed using programs of
the CCP4 suite version 8.25–27 [33-35]. The model coordi-
nates predicted by Alphafold [36] Monomer v2.0 for the mono-
mer of CMA1 (A0A1S4E5V9) were trimmed to only include
the N-terminal domain (residues 33–159), with all B-factors
reset to 15 Å2, to be subsequently used as a search model to
solve the structure of CMA1-Nter by molecular replacement
using PHASER [37]. Multiple iterations of anisotropic
restrained maximum likelihood refinement using REFMAC 5.8
[38] and manual building using Coot [39] were performed.

https://www.aatbio.com/tools/ic50-calculator
https://www.aatbio.com/tools/ic50-calculator
https://www.aatbio.com/tools/ic50-calculator
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Hydrogen atoms were added in their riding positions during
refinement and 5% of the observations were set aside for cross-
validation analysis. Upon inspection of the electron density
maps, carbohydrate moieties were introduced and checked
using Privateer [40]. The final model was validated using the
wwPDB validation server (https://validate-rcsb-1.wwpdb.org).
Structure figures were made using PyMol 2.5.7 and ChimeraX
1.6 [31]. The parameters for CH−π interactions were defined as
previously reported [41,42].
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Abstract
The remediation of the carbohydrate data of the Protein Data Bank (PDB) has brought numerous enhancements to the findability
and interpretability of deposited glycan structures, yet crucial quality indicators are either missing or hard to find on the PDB pages.
Without a way to access wider glycochemical context, problematic structures may be taken as fact by keen but inexperienced scien-
tists. The Privateer software is a validation and analysis tool that provides access to a number of metrics and links to external ex-
perimental resources, allowing users to evaluate structures using carbohydrate-specific methods. Here, we present the Privateer
database, a free resource that aims to complement the growing glycan content of the PDB.
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Introduction
Carbohydrate modelling is an important but often cumbersome
stage in the macromolecular X-ray structure solution workflow.
The accurate modelling of glycoproteins and protein–carbo-
hydrate complexes is pivotal in understanding the complex
biochemical interactions that affect the physiological function
of cells [1]. Any mechanistic analysis done with finely grained
approaches such as QM/MM [2] relies heavily on the correct-
ness of the starting coordinates. Despite this, carbohydrate
models often contain modelling inconsistencies that cannot

easily be attributed to known biochemical principles [3]. These
inconsistencies cannot solely be attributed to model-building
inexperience, as carbohydrate model building is an inherently
difficult task, which in the past has been plagued with software
related problems from incorrect libraries to incomplete support
[4]. Carbohydrates are mobile, highly branched additions to the
comparatively rigid protein framework; in macromolecular
crystallography, this causes heterogeneity throughout the crystal
lattice and, therefore, poorly resolved density regions, whereas
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in electron cryo-microscopy different conformations and com-
positions are averaged out during image classification and
volume reconstruction [5].

Owing to these difficulties, it is not uncommon to find problem-
atic carbohydrate structures in the Protein Data Bank (PDB),
from the initial works of Lütteke, Frank and von der Lieth [6,7],
who identified numerous issues affecting nomenclature and
linkages (estimated to affect 30% of the structures at the time),
to the reports of surprising – or indeed glyco-chemically impos-
sible – linkages in a glycoprotein as pointed out by Crispin and
collaborators [8], and more recently the realisation that high-
energy ring conformations, a rare event in six-membered pyra-
nosides, were present in ca. 15% of the N-glycan components of
glycoproteins in the PDB [3]. Many of these findings origi-
nated the development of new resources, including services and
databases [9-13], and standalone software [14-18]. Among
these, the Privateer software package has been a key tool for
glycoprotein and protein–carbohydrate complex validation:
Privateer analyses the conformational plausibility of each sugar
model [3], checks that structures match the nomenclature used
for deposition in the PDB [14], compares glycan compositions
to known structures as reported by glycomics (e.g., GlyConnect
[19]) and glyco-informatics (e.g., GlyTouCan [20]) databases
and repositories [15], and checks how close the overall confor-
mation of N-glycans comes to that of validated deposited struc-
tures [16].

The PDB-REDO [21] database is a separate resource, albeit
linked to the PDB in that the entries that compound PDB-
REDO are those original PDB crystallographic entries that
included experimental data (i.e., reflection intensities or ampli-
tudes); each entry includes a re-refined, sometimes even re-built
to some extent, copy of the original model. These newer
versions are produced with state-of-the-art methods, many of
which were probably not available at the time of deposition;
hence, the quality of the models is expected to improve.
Because the methodology included in PDB-REDO had been
affected by the lack of automatic support that plagued general
purpose crystallographic model building and refinement soft-
ware [4], carbohydrate-specific methods have been gradually
introduced over the years [22,23].

Whilst Privateer has been a staple tool in carbohydrate valida-
tion, the results of Privateer have not been collated in such a
way that allows for easy judgement of carbohydrate model
quality in the PDB [24]. Providing users with metrics that allow
them to make chemically sound conclusions about the model is
an important facility, especially for novice users. To allow this
to happen readily on PDB distribution sites, we present the
Privateer database, a freely available, up-to-date collection of

validation information for both the PDB and PDB-REDO [21]
archives.

Results and Discussion
Format of the validation report
The JSON file deposited for each PDB entry follows a consis-
tent format, as shown in Figure 1. At the top level, the file
contains metadata about the validation report. This metadata
provides the date that the validation report was generated as
well as the availability of experimental data. It is helpful to
have this information easily accessible as Privateer cannot
calculate the real space correlation coefficient without experi-
mental data; therefore, programmatic access to further valida-
tion metrics could be streamlined, knowing the information is
not present.

Also at the top level of the validation report is the beginning of
the carbohydrate information, listed as ‘glycans’ in the JSON
format. Within this ‘glycan’ scope, information is segmented
into glycan types, that is, ‘n-glycan’, ‘o-glycan’, ‘s-glycan’,
‘c-glycan’, and 'ligand'. Each of these glycan types contains an
array of individual glycans of that type, and the format of the
data inside each of these glycan types is identical.

The data contained in each glycan entry is shown in Table 1.
Each entry contains information about the protein chain attach-
ment, the number of sugars in the glycan, the WURCS2.0 code
[25], the standard nomenclature for glycan SVG, and an array
of sugar entries. The validation data calculated by Privateer for
each sugar entry is shown in Table 2, and that for each linkage
is shown in Table 3.

Visualising a validation report
While the database is available on GitHub for programmatic
access, viewing a validation report entry in plaintext can be
difficult, time-consuming and would certainly be a poor experi-
ence for the end user. To improve the utility of this database, we
have provided a visualisation of the information contained
within the validation report for both PDB and PDB-REDO data-
bases, which is available alongside the Privateer Web App [26],
https://privateer.york.ac.uk/database.

The first section of this visual report displays a global outlook
on the validity of the model through two graphs. The first graph
shows the conformational landscape for the pyranose sugars.
For a sugar model to be deemed valid, the ring must be in the
4C1 chair conformation. This can be measured through the
Cremer–Pople parameters θ and ψ [27]. Theta angles of
0° < θ < 360° indicate that the sugar may be in a higher-energy
confirmation; therefore, caution should be placed on any
conclusions drawn from the molecular model of the sugar. Also

https://privateer.york.ac.uk/database
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Figure 1: Format of a validation report in JSON format. At the top level of the tree, the report contains metadata about itself, such as the date the
entry was added to the database and if experimental data is available. Also at the top level of the tree is the glycan information, separated into glycan
types. Each glycan also contains a list of sugars, with a range of validation information and a list of linkage with torsion angle information. Tree visuali-
sation was created with jsoncrack.com.

Table 1: Data contained within each glycan entry.

Key Example Type

proteinResidueType ASN string
proteinResidueId 61 string
proteinResidueSeqnum 61 number
proteinChainId A string
rootSugarChainId C string
numberOfSugars 7 number
wurcs WURCS=2.0/3,7,6/… string
snfg <svg> … </svg> string
sugars see Table 2 array

Table 2: Data contained within each sugar entry.

Key Example Type

sugarID NAG-D-1 string
q 0.54 number
phi 303.44 number
theta 6.45 number

Table 2: Data contained within each sugar entry. (continued)

rscc 0.922 number
detectedType beta-ᴅ-aldopyranose string
conformation 4c1 string
bFactor 22.367 number
mFo 0.421 number
diagnostic yes string

Table 3: Data contained within each linkage entry.

Key Example Type

firstResidue NAG string
secondResidue NAG string
donorAtom O4 string
acceptorAtom C1 string
firstSeqId 1 string
secondSeqId 2 string
phi −54.91 number
psi −108.47 number
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Figure 2: Left: Graphical representation of the conformational landscape of pyranose sugars. A well-modelled ᴅ-sugar would be expected to be in the
lowest-energy conformation and have a theta angle close to 0° and would be indicated by a blue point; deviations from the ideal conformation are
highlighted with a red cross. Right: Real space correlation coefficient plotted against the B-factor, which enables the refinement of the sugars to be
assessed. A slight negative correlation would be expected for a well-refined model. Results taken from the Privateer database report for 3QVP [28].

Figure 3: Table of two-dimensional Symbol Nomenclature for Glycan (SNFG) visualisations, which can allow for easy oversight of the validity of a par-
ticular glycan. Sugars that have issues identified by Privateer are highlighted in orange, and linkages that have unusual torsion angles are also high-
lighted in orange. The WURCS codes for each glycan are also available to copy to the clipboard. Table taken from the Privateer database report for
3QVP.

in the first section of the visual validation report is a plot
of the B-factor (temperature factor) versus the real space
correlation coefficient (RSCC) (Figure 2). A well-refined,
well-built model would be expected to have a B-factor that in-
creases somewhat linearly as the RSCC decreases. Over-refined

models may deviate from this trend and would be trivial to
identify.

The validation report also displays a table (Figure 3) repre-
senting two-dimensional descriptions of each glycan in the
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Figure 4: Table of validation data for each sugar residue within PDB code 3QVP available in the visual validation report. The table contains all valida-
tion metrics calculated by Privateer including the Cremer–Pople puckering parameters, correlation coefficient, and, importantly, Privateer diagnostic,
which can be used to identify the validity of each sugar. Table taken from the Privateer database report for 3QVP.

model. Each row in the table represents a unique glycan and
includes the chain identifier, standard Symbol Nomenclature for
Glycans (SNFG [29]) visualisation, and copyable WURCS [25]
identifier. The SNFG displayed for each glycan paints a picture
of how well built the glycan model is, as the metrics and
validity conclusions calculated by Privateer are embedded
within each shape and linkage of the diagram. For example, a
shape with an orange highlight indicates something is abnormal
about the ring’s conformation, puckering, or monosaccharide
nomenclature [30]. Similarly, a linkage with an orange high-
light indicates that the torsion angles between the linkages are
unexpected and require further inspection [16].

In addition to the SNFG, also displayed for each table entry is a
copyable WURCS link, which encodes the complete glycan
format in a linear code. The decision to present this information
as a copyable link, as opposed to as plaintext is due to the
inherent difficulty and unlikeliness for a human to read and
understand the WURCS code. It is much more likely that the
WURCS code would be copied and searched for in a glycomics
database, hence we provide that functionality in a streamlined
way.

The final section of the validation report includes all of the vali-
dation metrics calculated by Privateer and, most importantly,
the diagnostic provided by Privateer (Figure 4). A ‘yes’ diag-
nostic indicates the conformation is correct for the glycosyla-
tion type (e.g., 4C1 for GlcNAc in an N-glycan, 1C4 for
mannose in a C-glycan), has the correct anomer, and has an

acceptable fit to density. This diagnostic indicates that the sugar
is valid, whereas a diagnostic of ‘check’ indicates that Priva-
teer has detected a potential inconsistency affecting ring confor-
mation, which requires manual inspection. Finally, a ‘no’ diag-
nostic indicates that the sugar needs a more detailed manual
inspection to correct any conformational issues, anomeric
issues, or fitting issues.

Searching for entries in the Privateer
database
Another interesting application of the collection of data avail-
able in the Privateer database is to visualise aggregated carbo-
hydrate data from the PDB. Using the search interface on the
Privateer database homepage, carbohydrate-containing PDB
entries can easily be found and filtered. Privateer database
entries for specific glycosylation types, namely, N-glycosyla-
tion, O-glycosylation, S-glycosylation, or C-glycosylation can
be filtered quickly and easily. Additional filtering by linkage
type is also possible, allowing niche glycosylation targets to be
obtained. For example, filtering for C-glycans with a ‘BMA-
1,1-TRP’ (the correct pair would be ‘MAN-1,1-TRP’, as the
linkage in the modification is an alpha linkage) returns nine
instances of incorrect sugar conformations in C-mannosylation
found within the Privateer database in a table containing the
frequency of the target linkage as well as a link to the Privateer
database report page for target entry (Figure 5). This table
view is also keyword or range-filterable at every data column,
which allows for trivial searches of potentially interesting
models.
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Figure 5: Table of available Privateer reports for the BMA-1,1-TRP linkage in C-glycans (C-mannosylation) sorted by the frequency (count) of the
linkage in the deposited model. The table contains information of the carbohydrate type, PDB code, linkage, frequency, and resolution, as well as a
link to the Privateer database report for each PDB entry.

Trends in the Privateer database
Using the Privateer database, global statistics throughout the
PDB and PDB-REDO can be calculated with ease. Observing
deposition trends in the PDB is often interesting as it can
provide insight into the kinds of structures that are experimen-
tally obtainable over time. With the Privateer database, trends
in glycosylation deposition in the PDB over time can be
measured, as shown in Figure 6. Importantly, as the Privateer
database is completely recompiled every week, these trends
remain consistent with the PDB. To allow for easy and
up-to-date observation for anyone, compiled statistics are freely
available alongside the Privateer Web App ,  https://
privateer.york.ac.uk/statistics.

While simply looking at glycosylation over time using the
Privateer database is possible, the validation reports calculated
by Privateer contain a whole host of other interesting pieces of
information. In an analogous way to looking at glycosylation
over time, the type and validity of carbohydrates in the PDB
can also be observed over time. The statistics page available
alongside the Privateer Web App contains up-to-date plots
of validation and conformational errors over time and resolu-
tion.

Conclusion
In conclusion, the new Privateer database encompasses the
carbohydrate validation capabilities of Privateer in an easily
accessible pre-prepared form. The database contains all valida-
tion metrics calculated by Privateer as well as highlighted
SNFG diagrams in SVG format for easy third-party web use.
Statistics are automatically computed weekly and are available
alongside the database both on GitHub and the interactive web
page.

Materials and Methods
The Privateer software package [14] was used to compute
metrics and statistics for each entry in the PDB [24] or in PDB-
REDO [21]. For each structure in the PDB, the carbohydrate-
containing chains are first identified before being validated
using the suite of validation tools available within Privateer.
Using the Python bindings available within the latest versions
of Privateer, a validation report can be generated for each
carbohydrate in the molecular model. This report is put out in
JSON format for easy consumption by web-based database
frontends. The initial report generation was completed in
parallel over 64 CPU cores in around 5 h. After the initial
surveys through PDB and PDB-REDO, this process only needs

https://privateer.york.ac.uk/statistics
https://privateer.york.ac.uk/statistics
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Figure 6: Plot showing trends in deposition in the PDB over time from 1975 to the present. Grey bars show the total deposited models into the PDB
for all structural determination methods. Lines show glycosylation in the PDB over time, split into N-glycans, O-glycans, S-glycans, and C-glycans.

to be completed when new molecular models are deposited into
the PDB, which occurs weekly. Although compiling validation
reports for only new structures would be more efficient, this
would fail to encompass changes in structures in historical
entries, therefore the Privateer database is recompiled weekly.

The database, which receives any updates to the reports after
recompilation is hosted on GitHub. The database is separated
into PDB and PDB-REDO sections, which are in turn struc-
tured in the same format as the PDB archive, separated into
folders by the middle two characters of the PDB four-letter
code. For convenience, the presentation of the database is
hosted alongside the Privateer Web App [26]; the database part
can be accessed at https://privateer.york.ac.uk/database or by
navigating to the database icon on the top right of the screen.
The website is dynamic and compatible with desktop and laptop
computers, plus tablets and smartphones.
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Abstract
Biofilm formation is one of main causes of bacterial antimicrobial resistance infections. It is known that the soluble lectins LecA
and LecB, produced by Pseudomonas aeruginosa, play a key role in biofilm formation and lung infection. Bacterial lectins are
therefore attractive targets for the development of new antibiotic-sparing anti-infective drugs. Building synthetic glycoconjugates
for the inhibition and modulation of bacterial lectins have shown promising results. Light-sensitive lectin ligands could allow the
modulation of lectins activity with precise spatiotemporal control. Despite the potential of photoswitchable tools, few photochro-
mic lectin ligands have been developed. We have designed and synthesized several O- and S-galactosyl azobenzenes as photo-
switchable ligands of LecA and evaluated their binding affinity with isothermal titration calorimetry. We show that the synthesized
monovalent glycoligands possess excellent photophysical properties and strong affinity for targeted LecA with Kd values in the
micromolar range. Analysis of the thermodynamic contribution indicates that the Z-azobenzene isomers have a systematically
stronger favorable enthalpy contribution than the corresponding E-isomers, but due to stronger unfavorable entropy, they are in
general of lower affinity. The validation of this proof-of-concept and the dissection of thermodynamics of binding will help for the
further development of lectin ligands that can be controlled by light.
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Introduction
Bacterial infection is a growing health problem due to antimi-
crobial resistance (AMR) among others. AMR causes approxi-
mately 33,000 deaths per annum in Europe only [1], and costs
between €1.5 and €9 billion in healthcare and associated activi-
ties. Many bacterial infections occur by adhesion to host tissues
through receptor–ligand interaction between bacterial carbo-
hydrate-binding proteins (lectins) and oligosaccharides at the
host cell surface. Pseudomonas aeruginosa (PA), a Gram-nega-
tive, opportunistic and ubiquitous environmental bacterium, is
known as the leading cause of morbidity and mortality in cystic
fibrosis and immunocompromised patients and as one of the
leading causes of nosocomial infections [1]. Due to the exis-
tence of numerous molecular mechanisms conferring resistance
to multiple classes of antibiotics, therapeutic options are
increasingly limited for treatment of infections. PA has been
classified as a priority 1 pathogen by the WHO [2,3]. Various
approaches to treating PA, in addition to traditional antibiotics,
have been developed including inhibition of quorum sensing,
biofilm formation, iron chelation, and interfering with biosyn-
thetic pathways of the bacterium [2,3]. The soluble lectins LecA
and LecB produced by PA play a key role in the infection [4].
PA LecA is demonstrated to be crucial for biofilm formation
and internalization, while the extracellular LecB plays a key
role in bacterial adhesion to the host and biofilm formation
[5-8]. Building synthetic glycoconjugates for the inhibition and
modulation of bacterial lectins responsible for biofilm forma-
tion have shown promising results [9,10]. Unlike antibiotics,
lectin inhibitors could prevent pathogenicity by interfering with
virulence factors instead of killing the bacteria. Bacterial lectins
are therefore attractive targets for the development of new anti-
biotic-sparing anti-infective drugs. For example, some
Escherichia coli fimbrial lectin FimH inhibitors are currently in
clinical development to treat and prevent urinary tract infec-
tions [9,10]. A large number of glycomimetic inhibitors of PA
LecA and LecB have also been reported, with antibiofilm for-
mation activity for some of them [5-8].

Photochromic molecules, which may be reversibly converted
between different isomers upon illumination, offer numerous
opportunities for reversibly photomodulating chemical, biologi-
cal or pharmacological activities or properties [11,12]. Light is
generally noninvasive and orthogonal toward most elements of
living systems. It can be easily and precisely controlled in time,
location, wavelength, and intensity, thus enabling the precise
activation and deactivation of biological function. It also offers
the potential to change the properties of defined molecules in
biological systems with minimal disturbance to the rest of the
system. Photoswitchable ligands, i.e., the incorporation of light-
responsive moieties into a drug-like molecular structure, allow
reversible light modulation of their activity since each isomer

shows distinct structural and electronic properties [13]. Photo-
isomerization-induced conformational and polarity changes
may allow to increase or decrease the interaction with the target
protein or receptors, then modulate the drug potency on/off or
from low to high. This strategy can be used for specific
targeting or local drug activation to reduce its toxicity [14].
There is an increasing use of the photoisomerization to control
the conformation as well as the activities of various biomole-
cules with the development of photopharmacology [11-18]. The
group of Lindhorst has reported a series of mannosyl azoben-
zenes targeting E. coli lectin FimH, demonstrating the possibili-
ty to control the type 1 fimbriae-mediated bacterial adhesion to
a self-assembled monolayer of mannosyl azobenzene on a gold
surface [19,20] or to mannosyl azobenzene-modified human
cells [21] through photoswitching the orientation of the at-
tached mannoside [22]. Photoswitchable glycooligomers [23] or
glycodendrimers [24] have been investigated for the inhibition
of PA lectin PA-IL or LecA and LecB. A variation of the IC50
value by a factor up to 1.6 has been observed for the divalent
ligand [23]; while almost no difference of inhibition was ob-
served for LecA and LecB upon irradiation, probably due to the
low photoisomerization of glycodendrimers [24]. Very recently,
the group of Wittmann reported an arylazopyrazole-linked diva-
lent N-acetylglucosamine targeting lectin wheat germ agglu-
tinin [25]. The binding affinity Kd evaluated by isothermal titra-
tion calorimetry (ITC) showed a variation by a factor of 12.5
upon photoisomerization. However, a direct photomodulation of
a monovalent lectin ligand has not been achieved up to date.
Based on our experiences in photoswitchable glycosides and
bacterial lectins [4,6-8,26-31], we have designed, synthesized,
and characterized the first generation of O- and S-galactosyl
azobenzenes as photoswitchable monovalent ligands targeting
PA LecA. Their binding affinity with LecA evaluated by ITC
showed Kd values in the micromolar range with significant
thermodynamic differences between E- and Z-azobenzene
isomers, demonstrating the proof-of-concept of photomodula-
tion of the ligand–lectin interactions.

Results and Discussion
Design of LecA photoswitchable ligands
The cytotoxic LecA which has a tetrameric structure, displays a
high affinity for ᴅ-galactose (ᴅ-Gal, with Kd = 34 μM) and
galactosides. The 3- and 4-hydroxy function on the ᴅ-Gal unit
are involved in the coordination of Ca2+ in the binding site
[5-8,32]. A large range of galactosyl conjugates have been
synthetized, with Kd values from micromolar (for monovalent
galactosides) to nanomolar range (for di- and multivalent deriv-
atives) [5-8]. For the monovalent system, it has been shown that
aromatic aglycons favored “T-shaped” CH...π interactions with
the protons of the His50 imidazole in the carbohydrate-binding
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Figure 1: (A) Selected monovalent inhibitors for PA LecA and (B) designed general structure of photoswitchable ligands 1–5 targeting LecA.

pocket, with the β-linked aromatic aglycons having five-fold
higher affinity compared to aliphatic analogues [33,34]. Beside
β-O-aryl galactosides, enzymatically more stable β-S-aryl galac-
tosides have also been successfully developed as monovalent
LecA ligands (Figure 1A) [30,35]. Since different sizes and
substituents are tolerated on the aryl aglycon, we decided to
replace the aryl aglycon by photoswitchable azobenzene in both
O- and S-galactosides (Figure 1B) to investigate their binding
affinity and the influence of the photoisomerization on the
lectin interaction. The ammonium group is introduced on the
azobenzene to increase the water solubility. The influence of
ortho, meta, and para-substitution patterns of the azobenzene
on the lectin binding has also been studied.

Synthesis
The β-O-galactosyl p,p'-bis-substituted azobenzene derivative 1
was prepared from galactose and commercially available p,p’-
dihydroxyazobenzene (6), by using our recently developed
DMC (2-chloro-1,3-dimethylimidazolinium chloride)-mediated
one-pot glycosylation method in water [28], followed by
O-alkylation of the remaining hydroxy group with
BrCH2CH2NHBoc and acidic deprotection (Scheme 1). Three
equivalents of dihydroxyazobenzene 6 were used for the selec-
tive monoglycosylation step, with the excess of azobenene
being recovered after column chromatography. Under these
conditions, no bisglycosylated azobenzene was observed [28].
The observed 1,2-trans glycosylation could be explained either
by the formation of the 1,2-anhydro sugar through intramolecu-
lar attack of the 2-hydroxy group of the DMC-activated β-inter-

mediate, followed by dihydroxyazobenzene attacking the
anomeric center in an SN2 manner, or by direct nucleophilic
SN2 attack on the DMC-activated α-intermediate, to produce the
corresponding β-O-galactoside [36]. The same strategy was
applied for the m,m’-substituted derivative 2, starting from the
glycosylation of m,m’-dihydroxyazobenzene (9) [37], followed
by O-alkylation and Boc deprotection to afford the galacoside 2
in 19% total yield. Unfortunately, all our attempts to synthesize
the o,o’-bis-substituted derivative failed. For the β-S-galactosyl
azobenzene derivatives which are accessible by our previously
reported Pd-catalyzed cross-coupling methodology between
glycosyl thiols and iodoaryl partners [30,38], the required p-, m-
or o-iodo-p’-hydroxyazobenzenes 12, 17, and 21 were prepared
by the diazonium coupling method according to a reported pro-
cedure [39,40]. Then the coupling with tetra-O-acetylated
β-galactosylthiol 13 catalyzed by Xantphos Pd-G3 [38] as
precatalyst followed by post-functionalization furnished the
desired β-S-galactosyl azobenzenes 3, 4, and 5 in respectively
71%, 41%, and 37% total yields (Scheme 1).

Photophysical characterization
The photoswitching properties of galactosyl azobenzenes 1–5
were realized in water or in Tris buffer containing 5 to 10%
DMSO, in accordance with the biophysical evaluation condi-
tions by using ITC. All these compounds undergo reversible
photoisomerization under UV–vis irradiation in aqueous solu-
tion. The O-galactosyl azobenzene 1 shows reversible photo-
isomerization under UV (370 nm) and visible (485 nm) irradia-
tions in water, with a high fatigue resistance as no degradation
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Scheme 1: Synthesis of photoswitchable LecA inhibitors. Reagents and conditions: (i) DMC, Et3N, H2O, −10 °C to rt, 8 h, 50% for 7, 40% for 10; (ii)
BrCH2CH2NHBoc, K2CO3, DMF, 60 °C, 15 h, 91% for 8, 80% for 11, 88% for 16, 50% for 20, 88% for 24; (iii) AcCl, MeOH, 0 °C to rt, 15 h, 58% for
1, 46% for 2, 90% for 3, 85% for 4, 77% for 5; (iv) Xantphos Pd-G3 (5 mol %), Et3N, THF, 6–8 h, rt, 90% for 14, 98% for 18, 54% for 22; (v) MeONa/
MeOH, 30 min–2 h, rt, compounds 15, 19 and 23 were used without further purification.

has been observed after more than 10 UV–vis irradiation cycles
(Figure 2). According to the absorption spectra (Figure 2, black
line), the E-isomer shows a relatively strong π→π* transition
(λmax = 353 nm) and a weaker forbidden n→π* transition
(λmax ≈ 440 nm). After irradiation at 370 nm to induce the E-to-
Z photoisomerization, the band at 353 nm decreases concomi-
tantly to the appearance of two new bands at 312 and 438 nm
(Figure 2, blue line). Two isosbestic points can also be ob-
served at 310 and 429 nm. The back Z→E photoisomerization
can be achieved by illumination at 485 nm (Figure 2, red line).

1H NMR spectroscopy has been used to determine the Z/E
ratios during irradiation, showing an excellent photoconversion
yield of Z/E = 99:1 at PSS370, and E/Z = 87:13 at PSS485 in
D2O/5% DMSO (Figure 3). As the Z-isomer is metastable, its
half-life has been determined to be 44.4 h in water at room tem-
perature (Figure S9 in Supporting Information File 1). All the
photophysical properties of compounds 1–5 are summarized in
Table 1 (spectra are shown in Figure S1–S24 in Supporting
Information File 1). Concerning the meta-substituted azoben-
zene 2, a 30 nm blue shift is observed for the π→π* transition
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Figure 2: (Left) Absorption spectra and (right) fatigue resistance of 1 under alternated 370/485 nm irradiations in Tris buffer/DMSO 95:5 at rt: E-1
(black line), PSS370 (blue line), PSS485 (red line). Irradiation conditions at 370 nm: 12.8 mW·cm−2, 20 s; at 485 nm: 1.5 mW·cm−2, 480 s.

Figure 3: 1H NMR (400 MHz) spectra of E-1 (black line), PSS370 (red line), PSS485 (blue line) in D2O/DMSO-d6 95:5.

Table 1: Steady-state absorption, photostationary state composition, and half-life of Z-isomers of 1–5.

Entry Compound Solvent ε [M−1cm−1] λmax [nm] Z/E
PSS370

E/Z
PSS485

t1/2

1
1

H2O 25632 353 99/1 87/13 44.4 h
2 Trisa/DMSO 5% 24400 354 99/1 87/13 n.d.b

3
2

Tris/DMSO 5% 14155 321 87/13 71/29 29.1 dc

4 Tris/DMSO 10% 15288 321 87/13 74/26d n.d.
5

3
H2O 18111 362 99/1 73/27 30.4 h

6 Tris/DMSO 10% 16991 364 99/1 71/29 25.9 h
7 4 Tris/DMSO 10% 22358 348 99/1 72/28 9.0 d
8 5 Tris/DMSO 10% 17336 348 92/8 60/40 73.3 h

aTris buffer: Tris 20 mM (pH 7.5), NaCl 100 mM, CaCl2 100 μM; bnot determined; cdays; dPSS438 for 2.
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Table 2: Microcalorimetry data and thermodynamics contribution for binding to LecA. The experiments were realized in duplicate at 298 K unless
otherwise stated.

Ligand Kd [μM] n −ΔG
[kJ/mol]

−ΔH
[kJ/mol]

TΔS
[kJ/mol]

E-1 4.8 ± 0.3 0.98 ± 0.01 30.3 40.8 ± 0.5 −10.5
Z-1 13.6 ± 1.2 1.04 ± 0.04 27.8 41.3 ± 0.5 −13.5
E-2 5.1 ± 0.7 1.01 ± 0.05 30.2 43.3 ± 1.0 −13.1
Z-2a 5.1 ± 0.7 0.97 ± 0.04 30.2 45.8 ± 0.6 −15.6
E-3 1.9 ± 0.1 1b 32.6 43.5 ± 0.4 −10.9
Z-3 4.1 ± 0.02 1b 30.7 49.4 ± 0.4 −18.7
E-4 7.7 ± 1.3 0.96 ± 0.07 29.2 38.0 ± 1.3 −8.8
Z-4 5.1 ± 0.1 0.96 ± 0.02 30.2 47.1 ± 0.2 −16.9
E-5 4.3 ± 0.2 1.02 ± 0.05 30.6 40.1 ± 0.6 −9.5
Z-5a 4.1 ± 0 0.96 ± 0.03 30.8 41.1 ± 0.4 −10.3

aZ-isomer of compound 2 is mixed with 13% E-isomer and compound 5 is mixed with 8% E-isomer as established by PSS370. This contamination is
less than 2% for the other compounds. bConcentration of compound 3 could not be determined from weight products due to aggregation. Active con-
centration was determined fitting ITC data to stoichiometry of 1, value confirmed from other compounds. For all other compounds, the concentration
was calculated from weighted compound and confirmed by spectroscopy (see Table S1 in Supporting Information File 1).

(λmax = 321 nm) as well as a lower absorption coefficient com-
pared to the para-derivative 1 (Table 1, entries 3 and 4 vs
entries 1 and 2), probably due to less-conjugated azobenzene.
Compared to compound 1, a better Z→E photoconversion was
achieved with irradiation at 438 nm instead of 485 nm. More-
over, the thermostability is increased (t1/2 = 29 days). The
S-galactosyl azobenzenes 3–5 also displayed excellent photo-
switching properties, with a red shift for the π→π* transition
(λmax = 348–364 nm) compared to the O-galactosyl derivatives
(Table 1, entries 5–8). However, the absorption coefficient
and the thermostability of the Z-isomers are increased for the
meta-derivative 4, compared to the ortho- (5) and para-substi-
tuted 3.

Biophysical evaluation by ITC
The interaction of compounds 1–5 with LecA was character-
ized by ITC analysis for both the E- and Z-isomers. As the
initial isomer state of the galactosyl azobenzenes is the E-form,
ITC measurements made on E-isomers correspond to 100%
purity of them. After 370 nm irradiation to induce the
photoizomerisation process, a photostationary state is reached
between E- and Z-isomers. For ITC measurements made on
Z-isomers, the percentage of isomers is shown in the column
Z/E (PSS370) of Table 1. Depending on the corresponding
galactosyl azobenzenes, the Z-isomer is pure from 87 to 99%.
Spectroscopy measurements were performed on ligand solution
just before each experiment to check the efficiency of the isom-
erization, with results as indicated in Table 2. In all experi-
ments, strong exothermic peaks were observed for the first
injection, followed by titration corresponding to stoichiometry

of 1, in agreement with known structure (Figure 4). Control ex-
periment with injection of compounds in buffer only did not
show significant heat of dilution.

Affinity values, as well as thermodynamics contribution could
be extracted through fitting procedure with a one site model and
the data are reported in Table 2. All compounds have a strong
affinity for LecA with Kd values ranging from 1.9 μM to
13.6 μM. These values are in the range of those observed previ-
ously for aromatic galactoside derivatives [33,34], confirming
the favorable interaction of the aryl group with the protein sur-
face. For all compounds, no significant differences of affinities
are observed between the E- and Z-isomer, with the exception
of compounds 1 and 3 with para-orientation between the two
aryl groups. The affinity of the E-isomer is twice better than for
its Z-counterpart for the S-linked compound 3 and three times
better for the O-glycoside 1. Even though the other compounds
do not exhibit significant variations of affinities between E- and
Z-isomers, a closer look at the thermodynamic values indicates
that the mechanisms of binding display significant variations
(Table 2). All of the Z-isomers display stronger favorable
enthalpy of binding, i.e., a more negative ΔH contribution (ΔH
varying from −41.1 to −49.4 kJ/mol) than their E-counterpart
(ΔH from −38.0 to −43.5 kJ/mol). This is fully counterbalanced
by a stronger unfavorable entropy barrier, i.e. a more positive
entropy contribution (−TΔS), varying from 10.3 to 18.5 kJ/mol
for the Z-isomers, and from 8.8 to 13.1 kJ/mol for the
E-isomers. As displayed in Figure 4, this enthalpy–entropy
compensation results in a limited variation of ΔG and therefore
in the observed rather similar Kd values.
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Figure 4: ITC titration of LecA with E- (up) and Z-isomers (bottom) of compounds 1–5 in Tris buffer containing 5 to 10% DMSO. The plot in the lower
panel shows the total heat released as a function of total ligand concentration for the titration shown in the upper panel. The solid line represents the
best least-square fit to experimental data using a one site model.

Figure 5: (A) Enthalpy–entropy compensation plot of compounds 1–5 from ITC analysis. The dotted green line represents a ΔG value of −30 kJ/mol,
corresponding to a Kd of approx 5 μM in the experimental conditions. (B) Manual docking of scaffold for compound 3 with selected low energy confor-
mations of the E-isomer (yellow sticks) and Z-isomer (cyan sticks) superimposed on conserved position of galactose in all LecA crystalline complexes.
The protein is represented by orange ribbon, His53 by lines, and calcium by green sphere.

In order to rationalize this difference in binding mechanism,
molecular models were obtained for selected low-energy con-
formations of E- and Z-isomers of a “model” scaffold of the
para-azobenzene derivative in the binding site of LecA
(Figure 5), by simple superpositioning of the known crystal

structure. The extended E-isomer establishes contact through
galactoside and the first aryl ring only, while the bent Z-isomer
has proper conformation to wrap around the central His53
residue and to establish a more extended interaction with the
protein surface. This would be in agreement with a stronger
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enthalpy of interaction, while the entropy barrier could arise
from a limitation of flexibility and/or blocking of water mole-
cules at the new interface.

Conclusion
We have designed and synthesized in three to five steps O- and
S-galactosyl azobenzenes targeting the Pseudomonas aerugi-
nosa lectin LecA. The five synthesized glycoconjugates can be
reversibly photoconverted between E- and Z-isomers under UV
and vis irradiation, with good to excellent photoconversion
yields and high fatigue resistance in aqueous media. Further-
more, all the Z-isomers displayed good thermostability, with the
half-live varied from 26 h to 29 days at room temperature
depending on the type of glycosidic linkage and the substitu-
tion pattern on the azobenzene moiety. The bistability of the
azobenzene derivatives is suitable for the investigation of
azobenzene isomers on the binding affinity with LecA. All the
galactosyl azobenzenes bound to LecA in the low micromolar
range. Interestingly, the para-substituted O- (1) and S- (3)
galactosides displayed 2 to 3-fold difference in affinity be-
tween E- and Z-isomers (3-fold difference for 1 and 2-fold for
3), demonstrating the proof-of-concept of tuning the LecA
binding by light. Few differences were observed for the meta-
(2 and 4) and ortho-substituted azobenzenes (5). Thermody-
namics contributions exhibit larger variations with stronger
enthalpy of binding for the Z-isomer, probably in relation with a
folded conformation generating additional contact with the sur-
face. Due to enthalpy–entropy compensation, that is a general
effect in protein–carbohydrate interactions [41], this does not
reflect in differences in affinity. However, these observations,
together with future modeling studies, will help in designing
new compounds with more selective binding of one isomer
only.

Experimental
General experimental details. Commercially available sol-
vents and reagents were used without further purification. Reac-
tions carried out under anhydrous conditions are performed
under argon in glassware previously dried in an oven. DMF and
THF were previously dried through alumina or molecular
sieves-containing cartridges using a solvent purificator
MBRAUN SPS-800. All the reactions with azobenzene-con-
taining substrates were carried out in the dark. Reactions were
monitored by TLC on Silica Gel 60F-254 plates with detection
by UV (254 nm or 365 nm) or by spraying with 10% H2SO4 in
EtOH and heating about 30 s at 400–600 °C. Column chroma-
tography purification was performed on CombiFlash® Rf+ and
RediSep® RF or RF Gold normal phase silica columns (with
UV detection at 254 and 350 nm for all azobenzene
derivatives), or by flash column chromatography employing
silica gel (60 Å pore size, 40–63 µm). 1H and 13C NMR spec-

tra were recorded on a JEOL ECS-400 spectrometer or on
Bruker Avance 300 and 400 spectrometers. Structural assign-
ments were made with additional information from gCOSY,
HMBC, and gHMQC experiments. High-resolution mass spec-
tra (HRMS) were performed on a Bruker maXis mass spectrom-
eter by the SALSA platform from ICOA laboratory or on an
Agilent 1260 Infinity system with a quadrupole time-of-light
(Q-TOF) mass analyzer. Melting points were measured with a
Köfler bench previously calibrated using the usual standard
references or on a digital melting point capillary apparatus. Spe-
cific optical rotations were measured in solution using sodium
light at 589 nm where no absorption occurred for all com-
pounds. Absorption spectra were recorded on a Cary-5000 spec-
trophotometer from Agilent Technologies. Photochromic reac-
tions were induced in situ by a continuous irradiation Hg/Xe
lamp (Hamamatsu, LC6- or LC8-Lightningcure, 200 W)
equipped with narrow band interference filters of appropriate
wavelengths: Semrock BP-370/36 for λirr = 370 nm, Semrock
FF01-438/24-25 for λirr = 438 nm, Semrock FF01-485/20-25
for λirr = 485 nm. The irradiation power was measured using a
photodiode from Ophir (PD300-UV) and corrected after a mea-
surement with an additional Schott long pass filter (LP-545) to
measure NIR contribution (PLP) that is let through the Semrock
filter (PTotal), considering a 90% transmittance: Pλirr = PTotal −
(10/9 × PLP). The photoconversion reaction was followed by a
combination of 1H NMR and UV–vis absorption spectra, real-
ized by successive irradiations at 370 nm (438 or 485 nm). The
E/Z ratios were determined by integration of the azobenzene
proton signals of each isomer. A quartz cell of 10 mm path
length has been used for solution measurement.

The photoconversion yields were measured from a solution of
the compounds in deuterated solvent and monitored by
1H NMR and UV–vis absorption, after successive irradiations at
370 nm (438 nm or 485 nm) in the case of the PSS. The E/Z
ratios were determined by integration of characteristic of each
isomer.

Data processing of spectroscopic measurements was realized
with the help of Microsoft® Excel® and Igor Pro from Wave-
Metrics, Inc (versions 7 to 9).

Isothermal titration calorimetry: LecA was expressed and
purified as previously described [42]. All experiments were per-
formed at 25 °C with an ITC200 isothermal titration calorimeter
(Microcal-Malvern Panalytical, Grenoble, France). The
lyophilized LecA protein was dissolved in a buffer composed of
20 mM Tris.HCl (pH 7.5), 100 mM NaCl and 100 μM CaCl2
with 5% or 10% DMSO final. All compounds were first dis-
solved in DMSO then in same buffer for a final concentration of
5% or 10% DMSO. The 200 μL sample cell containing LecA
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(concentrations ranging from 200 to 300 μM) was subjected to
injections of ligand solution: 20 injections of 2 μL (2–3 mM,
depending on the ligand) at intervals of 120 s while stirring at
850 rpm. Control experiments were performed by repeating the
same protocol, but injecting the ligand into buffer solution. The
supplied software Origin 7 or MicroCal PEAQ-ITC was used to
fit the experimental data to a theoretical titration curve allowing
the determination of affinity (i.e., dissociation constant, Kd),
binding enthalpy (ΔH), and stoichiometry (n). Values for free
energy change (ΔG) and entropy contributions (TΔS) were
derived from the equation ΔG = ΔH − TΔS = − RT ln Kd (with
T = 298.15 K and R = 8.314 J mol−1K−1).

General  procedure I  for  the  O -a lkylat ion with
BrCH2CH2NHBoc: A solution of glycosyl azobenzene
(1.0 equiv) in anhydrous DMF (≈3.5 mL per mmol) was added
K2CO3 (2.0–4 equiv) and BocNHCH2CH2Br (1.5–4 equiv),
then stirred overnight at 60 °C. After the reaction was
completed (TLC monitoring), the mixture was evaporated to
dryness under reduced pressure. The residue was dissolved
in EtOAc, neutralized with HCl (1 M), and extracted with
EtOAc (3 times). The organic phase was washed with brine,
dried over anhydrous Na2SO4, evaporated under reduced pres-
sure in vacuo, and purified by CombiFlash Rf+ (CH2Cl2/MeOH
15:1).

General procedure II for the Boc deprotection: To a solution
of the Boc-protected compound in anhydrous MeOH (≈10 mL
per mmol) was added dropwise AcCl (1.0–3.0 equiv) at 0 °C,
slowly warmed to rt, and stirred overnight. After the reaction
was completed (TLC monitoring), the mixture was evaporated
to dryness under reduced pressure. The residue was dissolved in
MeOH, acetone was added, and a precipitate was obtained,
which was washed with CH2Cl2 and n-pentane successively to
give a pure compound.

General procedure III for the syhthesis of S-galactosyl
azobenzenes: A round-bottomed flask was charged with Xant-
phos Pd-G3 (5 mol %), acetylated β-thiogalactoside 13 [38]
(1.1 equiv), and iodinated azobenzene (1 equiv). After Ar
flushing, dry THF (0.25 M) was added and the mixture stirred
for 5 min before NEt3 (1.1 equiv) was added. The reaction mix-
ture was stirred at rt under Ar for 6–8 h, diluted with EtOAc,
filtered over celite, and washed with EtOAc. The collected
organic layers were concentrated under reduced pressure and
purified by flash chromatography (cyclohexane/EtOAc 7:3) to
give the thioglycoside.

General procedure IV for the Zemplén deacetylation: To a
seal tube containing the galactose derivatives in dry MeOH
(0.15 M), NaOMe (30 mol %, 0.5 M sol. in MeOH) was added.

The mixture was stirred at room temperature until total depro-
tection. The solution was neutralized using Amberlite IR-120
(H), filtered, concentrated and the crude material used without
further purification to give the desired product in quantitative
yield.
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Abstract
Protein–glycan interactions play pivotal roles in numerous biological processes, ranging from cellular recognition to immune
response modulation. Understanding the intricate details of these interactions is crucial for deciphering the molecular mechanisms
underlying various physiological and pathological conditions. Computational techniques have emerged as powerful tools that can
help in drawing, building and visualising complex biomolecules and provide insights into their dynamic behaviour at atomic and
molecular levels. This review provides an overview of the main computational tools useful for studying biomolecular systems, par-
ticularly glycans, both in free state and in complex with proteins, also with reference to the principles, methodologies, and applica-
tions of all-atom molecular dynamics simulations. Herein, we focused on the programs that are generally employed for preparing
protein and glycan input files to execute molecular dynamics simulations and analyse the corresponding results. The presented
computational toolbox represents a valuable resource for researchers studying protein–glycan interactions and incorporates ad-
vanced computational methods for building, visualising and predicting protein/glycan structures, modelling protein–ligand com-
plexes, and analyse MD outcomes. Moreover, selected case studies have been reported to highlight the importance of computa-
tional tools in studying protein–glycan systems, revealing the capability of these tools to provide valuable insights into the binding
kinetics, energetics, and structural determinants that govern specific molecular interactions.
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Review
Introduction
Carbohydrates also referred to as saccharides, sugars, or
glycans, constitute one of the main building blocks of biomole-
cules, alongside lipids, proteins, and nucleic acids. In humans

and animals, they form the so-called glycocalyx, a protecting
sugar coat decorating the cell surface and modulating a myriad
of cell–cell interactions [1]. It is composed of branched or elon-

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Figure 1: Carbohydrate conformational variability. a) Illustration of Φ, Ψ and ω dihedral angles for a representative trisaccharide coloured according to
the symbol nomenclature for glycans (SNFG). b) On the left: Pseudo-rotational wheel depiction of five-membered ring structures showcasing enve-
lope (E) and twist (T) conformations. On the right: Glove representation illustrating the puckering of six-membered pyranoside ring conformations.
c) Equilibrium between the low-energy solution conformations of the iduronic acid. The exclusive (Nuclear Overhauser Effect) 1H–1H NOE contacts
characteristic of each conformation, 1C4, 4C1 and 2S0, are also depicted.

gated glycan chains covalently linked to proteins or lipids,
hereby constituting glycoproteins or glycolipids, respectively.
Recently, glycan structures exposed on the cellular membrane
have also been found to be associated with tRNA [2]. In other
species, such as prokaryotes, plants or fungi, glycoconjugates
comprise the cell wall, playing critical metabolic, structural and
physical functions [3].

Glycoscience encompasses the comprehensive study of glycans
focusing on their structural, biosynthetic, biological and evolu-
tionary aspects [4], thus playing a central role in the identifica-
tion and characterisation of the glycome’ structure and function,
and in unveiling its interaction with host proteins [5,6]. Notably,
the complexity of the glycome far surpasses that of the genome,
transcriptome, and proteome, not only due to the structural and
conformational diversity of glycans, whose synthesis is not tem-
plate driven, but also due to their dynamic nature [5,6]. Al-
though mammalian glycans rely on a group of “only” 10 mono-
saccharide units, they can be assembled, in linear or branched
chains, through different glycosidic linkages and diverse spatial
orientations, which can also undergo modifications, such as

methylation, sulfation, and phosphorylation, resulting in a
plethora of different and particular structures [7,8]. Additional-
ly, glycans can adopt a wide variety of different shapes; five-
membered ring sugars can exhibit envelope and twist conforma-
tions usually represented on a pseudo-rotational wheel; while
six-membered ring structures can adopt chair (C), boat (B),
skew (S), and half-chair (H) conformations (Figure 1). Among
them, chair’ shapes typically have the lowest energy and are
thus preferred, except few cases in which different conforma-
tions can exist in a dynamic equilibrium, as for the iduronic acid
that can adopt three low-energy solution conformations
(Figure 1): 1C4, 4C1 (chair forms) and an additional skew-
boat shape (2S0) [9]. The glycosidic torsion angles Φ
(H1–C1–Ox–Cx) and Ψ (C1–Ox–Cx–Hx) describe the relative
orientation of two connected monosaccharide units; moreover,
when dealing with monosaccharides containing an exocyclic
hydroxymethyl group, such as in the case of 1-6 linked sugars,
an additional torsion, namely ω (O6–C6–C5–O5), must be
defined and three staggered conformers, denoted as gg/tg/gt (ω
angles of −60°/180°/60°, respectively), should be considered
(Figure 1).



Beilstein J. Org. Chem. 2024, 20, 2084–2107.

2086

Figure 2: Monosaccharides diversity in eukaryotes and bacteria. a) Eukaryotic monosaccharides. b) Examples of some peculiar bacterial monosac-
charides, including hexuronic acids, heptoses, or octulosonic acids. The SNFG symbol [11] of each monosaccharide is also reported (if any).

Longer and branched glycans exhibit heightened structural dy-
namics, depending on the values adopted by the torsional angles
around the glycosidic linkages [10].

The high variability of linkages type, branching, stoichiometry,
anomeric configuration (alpha and beta), and conformation con-
tributes to the intricate nature of glycans. The complexity of the
glycome is even higher in bacteria, which are able to use most
of the mammalian sugar units to construct their glycoconju-
gates but, in addition, can also use a wide variety of particular,
and potentially endless, monosaccharides that are instead not
present in eukaryotes (Figure 2).

This huge diversity and complexity, especially in bacterial
glycans, makes the structural and conformational analysis of
glycans extremely difficult, posing a considerable challenge
when employing conventional structural biology methods for
glycan analysis [10,12]. Nevertheless, understanding the three-
dimensional structure of glycans is crucial for comprehending
their roles and biological activities and for correlating their
structural features with their activity [3,13]. Given the plethora
of remarkable biological roles played by complex glycans, this
knowledge is essential for their potential applications in
promoting health benefits for humans, animals and plants, in-
cluding drug design [14,15], vaccine development [15,16] and
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numerous other possibilities in the field of carbohydrate chem-
istry and biology.

Notably, the regulation of the host immune response is often
mediated by glycans, particularly through their recognition by a
wide array of glycan-binding proteins (GBP) [17], which have a
unique capability to specifically interact with endogenous and/
or exogenous glycans [18,19]. Thus, disclosing the molecular
basis of protein–glycan interactions has a unique potential to
help modulate a myriad of complex biological events affecting
the health and well-being of living organisms and the natural
environment. Being key participants in the molecular dialogue,
glycan binding proteins emerge as fascinating and critical com-
ponents of molecular events that regulate life at its core. Their
functions span from the catalysis of chemical processes [20,21],
transporting and storing molecules [22], transducing and inte-
grating information [23] providing structural and mechanical
support [24], and generating movement [25], among other func-
tions [26]. To fold and carry out their function properly, pro-
teins often need post-translational modifications, including
glycosylation, in which a carbohydrate chain is directly at-
tached to a specific amino acid to generate glycoproteins and
proteoglycans [27]. Based on the amino acid involved in the
link with the carbohydrates chain, it is possible to classify dif-
ferent types of glycosylation: i) N-glycosylation, where a
N-acetylglucosamine (GlcNAc) is linked to the nitrogen atom of
an asparagine side chain [28]; ii) O-glycosylation, where a
GlcNAc or N-acetylgalactosamine (GalNAc) is linked to the
hydroxy group of a serine or threonine residue [29];
iii) C-glycosylation, where a mannose (Man) directly binds a
tryptophan residue [30]; iv) the covalent attachment to core pro-
tein of glycosaminoglycans (GAGs), anchored to a Ser, or at
lesser extent to Thr or Asn, forms proteoglycans. GAGs are
complex negatively charged polysaccharides composed by
disaccharide repeats of GlcNAc or GalNAc combined with
uronic acid (glucuronic or iduronic acid) or galactose residues,
forming chains which can also be partially sulfated. GAGs
family includes heparan sulphate (HS), dermatan sulphate (DS),
chondroitin sulphate (CS), keratan sulphate (KS), and
hyaluronic acid (HA) [31]. The extraordinary proteins versa-
tility places them at the core of almost every biological event,
including cell–cell communication and regulation of immune
responses. In the majority of cases, these mechanisms are sig-
nificantly influenced by the molecular interactions occurring
between glycans and receptor proteins.

A well-known family of GBPs is constituted by the lectins,
ubiquitous receptors that exhibit the ability to specifically
recognise different carbohydrates through their well-defined
binding pocket and they conserved three-dimensional structure
similarities [32]. On the other hand, GAG-binding proteins,

which are able to recognise carboxylic acid and sulphate groups
along glycosaminoglycan chains using clusters of positively
charged amino acids [33], also mediate a wide variety of
cell–cell and cell–pathogen communication, controlling
immune cell functions, and overseeing cellular trafficking [34].
Another class of GBP is represented by anti-carbohydrate
antibodies, that are generally produced by the host organism
for example against bacterial, fungal, and viral carbohydrates
[35].

Given the wide variety of biological processes influenced by the
protein–glycan interplay, an increasing attention has been
focused in the last decades on the development of new tech-
niques and technologies for the systematic analysis of complex
glycans and the study of their interactions with proteins. A
multidisciplinary approach, spanning from wet laboratory ex-
periments and biophysical techniques to bioinformatics methods
is needed to deeply investigate the multifaceted aspects of pro-
tein–glycan interactions. To date, advanced and versatile NMR,
X-ray crystallography, and MS methods [36-38] above all, have
been developed to reach extensive information on the structural
and conformational features of glycans and proteins. The exper-
imental techniques employed for the analysis of these complex
biomolecules are not discussed here; for a more in-depth under-
standing on this topic, the reader is referred to some compre-
hensive reviews [7,36,39-41]. Here, we focus instead on differ-
ent computational and bioinformatic tools, designed to guide
the structural and conformational elucidation process, and on
the application of molecular dynamic simulations to the study
of proteins and glycans in free and bound states. Detailed proto-
cols and methods for protein and glycan modelling are exten-
sively described and links to web servers and downloadable
software, which can help researchers in designing the workflow
to study a glycan–protein system, are also reported.

Computational tools to study glycans in the
free state
Since the first molecular dynamics simulations performed in the
late 1980s on oligomannose type glycans [42] and in the early
1990s on complex type glycans [43], great steps forward have
been made in the computational analysis of complex carbo-
hydrates. The advancement of computing power, the emer-
gence of GPUs, and specialised processors accelerated MD
simulations making it a key scientific tool to explore complex
systems, including glycans, with ever-increasing accuracy and
efficiency [44].

Tools for building structural models of
carbohydrates
Before going into details of the computational tools that can be
used to dissect the 3D conformational features of glycans, an
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Figure 3: Different glycan representations. The 3’-sialyllactosamine is depicted according to the a) IUPAC nomenclature b) chemical representation
as implemented in ChemDraw suite [46] c) GlycoCT nomenclature d) SNFG and 3D SNFG nomenclature e) VMD 3D-SNFG plugin f) MolStar repre-
sentation.

overview of the most useful web services and software to
build 2D and 3D models of carbohydrate structures is reported
here.

Notably, despite the existence of several encoding formats for
glycans (Figure 3), significant efforts have been made in the
years to enable a simple and standardised glycan representation,
which would simplify the transmission and efficiency of the
communication within the scientific community. This led to the
extensive use of the symbol nomenclature for glycans (SNFG)
representation that is used in all the tools described below
(Figure 3) [11,45].

Numerous computer applications have been developed to
allow manual drawing and sketching of carbohydrates, as
reviewed by Lal et al. [47]. Here, we list free tools useful
not only for sketching and drawing but also for building the
glycan structure of interest (last accessed date: May 2024)
[47,48].

1. doGlycans [49]: Free desktop software package in the python
framework that allows users to prepare carbohydrate structures
for atomistic simulations of complex glycoproteins, glycolipids
and carbohydrate polymers in the GROMACS force field
format (see below). Polysaccharides can be prepared by using
the prepreader.py tool, glycoproteins and glycolipids by using

the doglycans.py tool. (https://bitbucket.org/biophys-uh/dogly-
cans/).

2. Glycam-Web carbohydrate builder [50]: Free online web-
service that gives the possibility to model the 3D structures of
molecules and complexes containing carbohydrates starting
from monosaccharide building blocks, being also able to add
branching points and some sugar derivatisation, including meth-
ylation and acetylation. The user has also the possibility to
choose the ring type and the anomeric configuration of each
monosaccharide. Once the structure is complete, it is possible to
download not only the generated .pdb files of the minimised re-
sulting structures but also files for input to an AMBER simula-
tion (https://glycam.org/). Notably, among the currently avail-
able interfaces for modelling oligosaccharide conformations on
glycam website, one is dedicated to GAG modelling [51]
(https://glycam.org/gag/).

3. CHARMM-GUI [52]: Online free web-service that offers a
great variety of possibilities for reading and modelling .pdb
files. It is a versatile program for atomic-level simulations,
which can be run directly in the webserver. It has a special
focus on macromolecules of biological interest; indeed, this
platform contains a number of different modules designed to
construct complex glycans, glycoconjugates as lipopolysaccha-
rides (LPS), or even building a membrane system or solvating a

https://bitbucket.org/biophys-uh/doglycans/
https://bitbucket.org/biophys-uh/doglycans/
https://bitbucket.org/biophys-uh/doglycans/
https://glycam.org/
https://glycam.org/gag/
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protein. To use all these features, grouped in the Input Gener-
ator tab (https://www.charmm-gui.org/), it is necessary to be
registered to the web site.

4. Azahar [53]: freely available python-based plugin that
permits to visualise, analyse and model glycans and glycoconju-
gates (https://pymolwiki.org/index.php/Azahar).

5. 3D-SNFG: It is a script integrated in the visual molecular
dynamics (VMD) program [54] (see below) that allows a
cartoon representation of glycans according to the symbol
nomenclature for glycans (see Figure 3) (https://glycam.org/
docs/othertoolsservice/downloads/downloads-software/
index.html).

Choosing the most appropriate simulation software
package
With the aim to accurately prepare glycans for MD simulations,
it is fundamental not only to build their 3D structure but
also to choose the appropriate force field, that is a set of
empirical energy functions and parameters used to calculate
the potential energy of a system as a function of the molecular
coordinates. The collection of equations and associated con-
stants designed to reproduce the molecular geometry and
selected properties of a system, as well as the naming and
labelling of the system atoms, vary from one force field to
another; therefore, it is important to ensure compatibility be-
tween the input file of the tested structure and the chosen force
field. The Automated Topology Builder (ATB) and repository
[55] (https://atb.uq.edu.au/) is a free web server providing
topologies and parameters for a wide range of molecules. It
provides access to classical force fields in formats compatible
with different simulation packages, including GROMACS (see
below), even offering a GROMOS to AMBER topology file
converter. In the years, different MD simulation software pack-
ages have been developed and designed to simulate the move-
ments and interactions of atoms and molecules over time; the
three described below are currently widely used in the field of
computational chemistry and biochemistry:

1. AMBER [56]: AMBER (https://ambermd.org/) is the
acronym for "Assisted Model Building with Energy Refine-
ment", and it is an open-source software widely employed for
molecular modelling and simulation. It is known for its
stability, user-friendly interface, and a wide range of analysis
tools for studying complex biomolecular systems. AMBER
provides various force fields, specifically optimised for simu-
lating biological molecules, as lipids (lipids21) [57], proteins
(ff14SB) [58], water molecules (TIP3P) [59], general organic
molecules (gaff2) [60], and sugars (GLYCAM_06j) [61].
Notably, as mentioned above, on the GLYCAM-web site, it is

possible to easily construct glycans with GLYCAM force field
nomenclature; however, it is worth to note that only a few bac-
terial monosaccharides are available in the GLYCAM-web
carbohydrate builder. For most bacterial sugars, the parametri-
sation of each building block is needed and requires the use of
ab initio methodologies, including several steps of charges and
electron density calculations, optimization and minimization,
making the computational study of bacterial glycans difficult
and time-consuming.

2. CHARMM [62]: CHARMM, acronym of "Chemistry at
HARvard Molecular Mechanics", is a free extensively utilised
molecular modelling and simulation software package. Its force
field is at the core of CHARMM's capabilities, which serves as
a comprehensive set of parameters and mathematical functions
to describe the potential energy and interatomic interactions
within a molecular system. The CHARMM force field includes
parameters for various types of atoms, bonds, angles, dihedrals
and non-bonded interactions, encompassing van der Waals
forces and electrostatic interactions. CHARMM19 (united
atom), CHARMM22, CHARMM27, and CHARMM36 (all
atom) are some of the popular force fields available in the
program. (https://www.academiccharmm.org/)

3. GROMACS [63]: GROMACS is the acronym for
"Groningen Machine for Chemical Simulations"; it is a power-
ful open-source software package for molecular dynamics simu-
lations in the field of computational chemistry and bioinfor-
matics. It is extensively used to model and simulate the
dynamic behaviour of various molecular systems, including
proteins, nucleic acids, lipids, and small molecules. GROMACS
provides various tools for system preparation, simulation setup,
and post-simulation analysis. It is possible to use different force
fields that include GROMOS96, GROMOS53A6, and
GROMOS54A7, which are suitable for simulations of biomole-
cules, organic compounds, and a wide range of solvents (https://
www.gromacs.org/index.html).

Despite several carbohydrate-specific force fields have been de-
veloped over the years [64-68], to date, the most widely used
force field for carbohydrates is GLYCAM, which is continuous-
ly updated and improved to accurately describe their peculiar
and complex set of conformational and energetic properties
[61,69]. For specific studies involving unusual ligands, useful
tools can be employed to provide the parameters needed for
running MD simulations. Charge calculations and electron den-
sity computations for glycan units can be performed using tools
like the online RED Server [70]. Although information on force
fields is usually available, modifications can sometimes be re-
quired and can be achieved through ab initio calculations or
programs like for example VFFDT [71].

https://www.charmm-gui.org/
https://pymolwiki.org/index.php/Azahar
https://glycam.org/docs/othertoolsservice/downloads/downloads-software/index.html
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https://www.academiccharmm.org/
https://www.gromacs.org/index.html
https://www.gromacs.org/index.html
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Tools for the conformational analysis of glycans in
the free state
The structure and biological functions of glycans are closely
intertwined; the roles they play are influenced not only by their
chemical composition but also by their conformation. As
mentioned above, glycans are characterised by a huge confor-
mational diversity (see Figure 1): even individual furanoid or
pyranoid monosaccharides can assume various shapes and in
longer glycans the relative orientation of the different monosac-
charide building blocks is dictated by the values of different
glycosidic torsion angles.

MM calculations: Investigating the energetically favourable
conformations of carbohydrate disaccharide units composing
the molecule of interest represents a pivotal step for generating
reliable 3D glycan structure. A first analysis of glycan confor-
mational features can be done by means of molecular mechanic
calculations that allow to build the adiabatic energy maps,
represented as a function of Φ and Ψ torsion angles, in which
the energetic minima that can be populated by a specific
disaccharide are reported [72-74]. Currently, different data-
bases, which are described below, collect adiabatic energy maps
facilitating the construction of glycan 3D models by enabling
the selection only of permitted low energy conformations:

1. CSDB [75-77]: Carbohydrate Structure Database is a
publicly accessible platform for multiple glycoinformatic
studies and web tools, which among the other services allows
the users to locate adiabatic maps for specific glycosidic link-
ages. Generally, CSDB offers a wealth of valuable features; it
provides structural, bibliographic, taxonomic, NMR spectros-
copic and other information on glycan and glycoconjugate
structures of prokaryotic, plant and fungal origin. The retrospec-
tive literature analysis is the main source of structural data,
which are then manually curated and approved. Besides struc-
tures, the database includes bibliography, abstracts, keywords,
biological source data up to strains, methods used to elucidate
structures, NMR signal assignment and other information
(http://csdb.glycoscience.ru/database/).

2. Disac3DB: free annotated database that contains the 3D
structural information of about 120 entries of disaccharides. For
each disaccharide, an exhaustive search was performed using
the MM3 molecular mechanics force field [66], giving a com-
plete sampling of the conformational space and yielding the
construction of relaxed adiabatic energy maps (https://
glyco3d.cermav.cnrs.fr/disac3db/). It is worth to note that the
presence of additional residues in the neighborhood of the
studied glycosidic linkage may cause shifts in the values of the
favored torsional angles. Thus, to evaluate if the presence of
further residues results in limitations of the possible conforma-

tions of an individual glycosidic linkage, and/or if the adiabatic
map of interest is not present in the aforementioned databases,
the Schrodinger Suite of programs through the Maestro graphi-
cal interface can be exploited to generate the maps by using the
MM3 force field [66]. The Schrodinger platform (https://
www.schrodinger.com/) offers several services for molecular
design and discovery providing access to physics-based molec-
ular modelling tools and machine learning technologies from a
single modelling environment, however, it is not free-acces-
sible.

Further valuable insights into the structure and conformation of
saccharides, determined by experiment and simulation, are
available on the Stenutz's website (https://www.stenutz.eu). In
particular, information on the preferred conformation of glyco-
sidic linkages and the favoured dihedral angles for the OH
group at position 6 in hexoses are reported. This website also
provides a compilation of standardised procedures, providing
practical guidelines for carbohydrate structural analysis, span-
ning from the purification to the structural analysis of polysac-
charides.

MD simulations: Once the 3D glycan structure is built, taking
into account the energetically favourable conformations of each
constituent disaccharide unit, and the appropriate force field/
simulation package is chosen, molecular dynamics simulations
can be performed to gain insights into the glycan conformation-
al behaviour. MD simulation generates an ensemble of confor-
mations by applying the laws of motion to the atoms of the mol-
ecule [48], allowing to: i) sample the glycan conformational
space; ii) investigate how the glycan behaves in a solution (if
the MD is performed in explicit solvent), describing carbo-
hydrate–water interactions; iii) monitoring the intramolecular
interactions. Usually, this information has to be further vali-
dated by performing experimental studies (primarily nuclear
Overhauser effect (NOE) and residual dipolar coupling-based
experiments) to get accurate information on the glycan confor-
mational behaviour and eventually apply some experimentally
derived constraints.

The calculation and analysis of MD simulations of glycans in
the free state can be performed with the same tools described
below in the protein–ligand interactions section.

Computational tools to study proteins in the
free state
Knowledge on the three-dimensional structure of a protein is
essential for understanding the functions and the dynamics of
protein interactions. Several experimental techniques, including
NMR, X-ray crystallography and Cryo-EM, can provide criti-
cal information for the characterisation of protein structure and
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conformation. Their widespread and wisely use permitted to ex-
perimentally determine the structures of around 200,000 pro-
teins [78], all organized in the Protein Data Bank (PDB), that is
a freely and publicly available central archive of macromolecu-
lar structural data, established in 1971. However, the three-
dimensional shape of billions of known protein sequences is not
available yet. In this scenario, bioinformatic tools can come to
the aid of predicting protein three-dimensional structure with
high accuracy, as outlined below [79-85]. Notably, generated
models have also occasionally helped solve protein structures
[86], further highlighting the great potential of the integrated
use of bioinformatic tools and experimental data.

Tools for protein structure prediction
Due to the vast conformational space and a complex energy
function, protein structure prediction (PSP) is a computation-
ally challenging task. Homology modelling is a template-based
PSP that may be used to predict the 3D structure of a protein
based on its amino acid sequence and the structure of a related
protein that is already known. However, also template-free PSP
has obtained significant progress recently via machine learning
and search-based optimisation approaches [87]. There are
several software programs and tools available for homology
modelling, and some of the most popular include:

1. AlphaFold2 [88]: It is an open-access protein structure
prediction system based on artificial intelligence and machine
learning. It is based on a neural network that can predict the 3D
protein structure at a high accuracy level. The AlphaFold solu-
tion is composed of two steps. First, given a protein sequence, it
generates multiple alignments with sequences from all the
species, including evolutionary profiles from different sources.
In the second step, a model refinement is generated based
on structural refinement (where the network optimises the
torsion angles, bond length and bond angles), distance
constraints (according to laws of physics) and gives an output
with the structure with the minimised energy (https://
alphafold.ebi.ac.uk/).

2. I-TASSER [89]: Iterative Threading ASSEmbly Refinement
is a free online server that combines ab initio protein structure
prediction with template-based modelling. It is known for its
ability to predict both the structure and function of a protein. It
is based on identifying structural templates from the PDB by
several threading methodologies with full-length atomic models
(https://zhanggroup.org/I-TASSER/).

3. Modeller [90]: It is an open-access program used for
homology or comparative modelling of proteins. The user
inputs an alignment of a sequence to be modelled with known
related structures, and the computer generates a model of all

non-hydrogen atoms. It can do de-novo modelling of protein
loops and apply spatial constraints (https://salilab.org/
modeller/).

4. Rosetta [91]: It was developed for de novo protein structure
prediction in a free version. Homology modelling is also
applied in this instance by using several protein templates that
hybridise the most homologous sections of various templates
into a single model while modelling missing residues de novo.
Advances in the scoring function, which is a mix of physics-
based and knowledge-based potentials fitted against known
structures and thermodynamic observables, have increased the
accuracy of predictions. Incorporating experimental data into
models has been made more accessible. The same research
group also developed RoseTTAFold, which uses deep learning
to quickly and accurately predict protein structures based on
limited information [92]. However, very accurate structures for
complex proteins are yet to be achieved at a level suitable for
effective drug design. Moreover, ab initio prediction of a pro-
tein's structure only from its amino acid sequence remains
unsolved. Accessing Rosetta molecular modelling software
tools (https://www.rosettacommons.org/software) has tradition-
ally required expertise in the Unix command line environment,
limiting their use. A web server called ROSIE [93] was created
to provide a more accessible environment for selected Rosetta
protocols. Academic users can access ROSIE freely (https://
rosie.rosettacommons.org/).

5. SWISS-MODEL [94]: It is a web-based integrated free
service dedicated to protein structure homology modelling. It
guides the user in building protein homology models at differ-
ent levels of complexity. This program builds a homology
model by employing four main steps: (i) identification of
structural template(s), (ii) alignment of target sequence and
template structure(s), (iii) model-building, (iv) model quality
evaluation. Each of the above processes may be repeated inter-
actively until a satisfactory model is produced (https://swiss-
model.expasy.org/).

6. UniLectin [95]: It is an interactive, publicly accessible plat-
form that provides curated and predicted lectin data, not only
including structural information on lectins and their interac-
tions with carbohydrate ligands, but also predicting the occur-
rence of lectins in genomes. UniLectin3d is one of the modules
integrated in UniLectin, which provides curated information on
3D structures of lectins [94-96] a classification system based on
both taxonomic origin and structural  fold (https:/ /
unilectin.unige.ch/) .

7. GlycoShape3D [97]: It is a freely available database for aca-
demic user that enriches the landscape of glycobiology
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resources. It offers structural insights into glycoproteins,
addressing challenges posed by glycan complexity, flexibility,
and heterogeneity. In particular, the Re-glyco tool allows the
user to restore the missing glycosylation on glycoproteins
deposited in the RCSB PDB or in the EBI-EMBL AlphaFold
protein structure database (https://glycoshape.org/).

The quality of the generated protein model is contingent on ele-
ments such as the chosen template structure (if any), the se-
quence alignment, and the choice of the modelling algorithm.
To ensure a high accuracy of the predicted model, which should
be at least comparable to that of experimental structures, several
programs can be employed for model validation and refinement.
Among them, PROCHEK [98] is an open-source program that
permits to check the quality of the protein structure by
analysing the Ramachandran plots, the planarity of peptide
bonds, the bad non-bonded interactions, the distortions of the
geometry around the Cα atoms, the energies of hydrogen bonds,
and the departure of the side chain χ torsion angles from ex-
pected values. Improvement and/or validation of modelled or
experimentally solved structures can be also obtained by using
CASP (critical assessment of protein structure prediction) [99],
which consists of a free platform established in 1994 to help
advance the methods of identifying protein structure from se-
quence. The Protein Structure Prediction Center (https://
www.predictioncenter.org/) has been organized to allow
researchers to objectively test their structure prediction
methods. Some of the best performing methods (including
among the others AlphaFold, RosettaFold and I-TASSER) are
implemented as fully automated servers, which can be used by
public for protein structure modelling.

MD simulations: Generating an accurate protein model or
choosing the appropriate published 3D structure of a protein is
essential to obtain reliable and precise results from MD simula-
tion. It is also worth to note that, to generate the input files for
MD, some modifications on the .pdb file of the protein are re-
quired. For instance, capping the protein termini with non-
charged groups and replacing original hydrogens to guarantee
compatibility with the selected force field is required before
running MD simulations. Other modifications can include
adding a disulfide bond between specific cysteines and filling
the missing side chains and missing loops (if any) to restore the
integrity of the protein. Here, we list a series of software tools
and packages which are commonly employed to generate the
protein input files for MD:

1. Molprobity [100]: It is a widely used web-based software
suite for evaluating and enhancing the quality of protein struc-
tures, especially those intended for molecular dynamics simula-
tions, available in a free version. Specifically, it is possible to

check the H atoms, the quality of the structure, evaluate some
steric clashes and visualise in a friendly manner the full struc-
ture (http://molprobity.biochem.duke.edu/).

2. PDBtools [101]: It is a freely accessible software that allows
the manipulation and modification of a PDB file. Different tools
are available, such as deleting atoms, renaming the polypeptide
chain, calculating disulphide bonds, adding missing atoms and
mutating residues (https://wenmr.science.uu.nl/pdbtools/
submit).

3. ProteinPrepare [102]: This application enables users to
modify PDB files and create input files for molecular dynamics
by adding missing atoms, removing H atoms, and analysing the
proton state of amino acids. The registration of the user to the
web-site is  required to access these tools (https:/ /
playmolecule.com/proteinPrepare/) .

Several MD simulation packages, including CHARMM-GUI
[52], AMBER [56], and GROMACS [63], offer built-in utili-
ties for preparing input files. These tools also provide extensive
documentation and tutorials to help users effectively create MD
input files for proteins. Once the protein input files are gener-
ated, MD simulations can be run.

Computational tools to study protein–ligand
complexes
Detailed investigations of protein–ligand interactions, combin-
ing experimental and computational methods, provide an indis-
pensable basis to depict holistic pictures of molecular com-
plexes allowing to modulate them at will. The computational
approach involves i) predicting/building the protein and the
ligand in their optimal conformation (as discussed above), ii)
predicting the protein binding site; iii) modelling the ligand into
the protein binding site, iv) assessing binding affinity through
sampling and scoring, as discussed in the following paragraphs
[103].

Prediction of the protein binding site
Over the years, structure-, sequence-, and homology/template-
based methods have been employed to identify and predict
carbohydrate-binding sites starting from the protein structure
[104]. Recently, thanks to the fast development of machine
learning techniques, new computational tools have been de-
veloped to facilitate the prediction of protein binding sites.

We report here only the applications related to the protein inter-
action with glycans:

1. PeSTo-Carbs [105]: it is an extension of Protein Structure
Transformer (PeSTo) [106], a deep learning method to
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predict protein interaction interfaces with other proteins,
nucleic acids, lipids, small molecules, and ions, starting
from a protein structure. PeSTo-Carbs is specifically
trained to predict carbohydrate and cyclodextrin binding inter-
faces on proteins. Two different modules are available: a
general model PS-G for a wide range of carbohydrates, their de-
rivatives and cyclodextrins, and a specific model PS-S for im-
portant carbohydrate monomers. All of these features are avail-
able for free without registration as online tools (https://
pesto.epfl.ch/).

2. GlyNet [107]: it is a free deep learning algorithm, based on
neural networks (NN), that allows the user to predict protein-
glycan binding. Taking a glycan structure as input, this model is
able to predict the strength of the interaction based on the rela-
tive fluorescence units (RFUs) measured in the Consortium for
Functional Glycomics glycan arrays and extrapolating these to
RFUs from untested glycans (https://github.com/shauseth/
glynet).

3. LectinOracle [108]: it is a freely available deep learning-
based model that combines transformer-based representations
for proteins and graph convolutional neural networks for
glycans to predict their interaction (https://github.com/
BojarLab/LectinOracle).

4. CAPSIF [109]: CArbohydrate-Protein Site IdentiFier is a
convolutional neural network able to predict protein–carbo-
hydrate binding interface from a protein structure. In contrast to
other DN algorithms, as GlyNet and LectinOracle, which
predict lectin-carbohydrate binding on a protein level, it
provides residue-level information for non-covalently bound
carbohydrates either from an experimental or generated-model
protein structure. It includes two modules: CAPSIF-Voxel that
predicts the protein binding residues and CAPCIF-Graph that
predicts which residues bind sugars. It is freely available for
use, and the code for CAPSIF can be accessed on GitHub
(https://github.com/Graylab/CAPSIF).

To identify potential binding sites on the protein's surface,
docking calculations can also be performed (see below).

Docking calculation tools for interaction studies
Molecular docking plays a crucial role in computer-aided drug
development, allowing systematic evaluation of compound
libraries to identify high-affinity lead compounds for specific
targets. Bio-algorithms enable modelling protein tertiary struc-
tures, predicting ligand binding pockets, and supporting drug
discovery through molecular docking [110]. Advances in infor-
mation technology and improved computational efficiency have
made computational methods integral to modern biological

research, and large-scale structure-based docking screens have
become common, facilitating the exploration of vast chemical
spaces and identifying potential target hits from extensive com-
pound libraries [103]. While docking programs and servers may
exhibit variations in their operational methods, they generally
adhere to a common workflow comprising two primary phases.
The first phase involves a conformational search aimed at
predicting potential ligand conformations. This is followed by
the second phase, which focuses on scoring the binding poses
obtained during the conformational search. In this phase, the
generated ligand–receptor complexes are assessed and ranked
based on their binding energy thanks to the use of scoring func-
tions [111].

Docking calculations can be conducted in two distinct ways:
blind dockings, which explore the entire protein surface [112],
and directed docking, typically employed when prior know-
ledge of the binding pocket exists and performed within a
predefined box. Blind dockings are performed using cavity
detection programs and online servers, as follows:

1. CB-Dock2 [113]: Cavity-detection guided Blind Docking 2
(https://cadd.labshare.cn/cb-dock2/index.php) is an online pro-
tein–ligand docking program designed to perform blind docking
at predicted sites instead of the entire surface of a protein. Thus
CB-Dock automatically recognises putative binding sites to de-
termine their centre and size, with the aim to adjust the
docking box to suit specific query ligands. Finally, molecular
docking calculations are performed with Autodock Vina (see
below).

2. Fpocket [114]: It is an open-source pocket detection package
based on Voronoi tessellation and alpha spheres. It consists of
three main programs: Fpocket for pocket identification, Tpocket
for benchmarking pocket detection, and Dpocket for collecting
pocket descriptor values. Written in C, Fpocket is well-suited
for developing new scoring functions and extracting various
pocket descriptors on a large scale. Fpocket 1.0 outperforms
industry standards by detecting a high percentage of pockets
within the best-ranked ones and offers a fast, open-source solu-
tion for protein pocket detection (https://github.com/Discngine/
fpocket).

3. GRID [115]: It is a computational tool used to identify ener-
getically favourable binding sites, known as molecular interac-
tion fields (MIFs), on molecules with known structures. GRID
has various applications, including ADME prediction, site of
metabolism prediction, ligand-based and structure-based design,
pharmacophore elucidation, water network prediction, and
3D-QSAR. GRID 2021 introduced a new interface aimed at
structure-based design. It enables users to explore binding sites
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using classic GRID MIFs, encompassing 74 different chemical
types. Additionally, it offers a new molecular probe for gener-
ating MIFs specific to fragments of interest. GRID 2021
includes a 3D sketcher for visualising ligand modifications, and
its Designer mode assists in finding optimal chemical moieties
for specific sites (https://www.moldiscovery.com/software/
grid/#:~:text=GRID%202021%20is%20a%20new,MIFs%20for
%20fragments%20of%20interest).

When there is prior knowledge of the protein binding pocket, it
is time saving to define an optimal docking search space or box
and study specific binding pockets, improving docking accu-
racy and efficiency. Customising the box size for individual
ligands, based on their size and the relationship with the search
space, can be done by comparing the target protein to related
proteins or those co-crystallised with ligands [103] and manu-
ally superimposing the new ligand to the reference structure.
Some payment software like Glide [116,117], GOLD [118] and
Molecular Operating Environment (MOE) dock [119] can be
used for this purpose, although here are listed free docking
tools:

1. Autodock [120,121]: It is a suite of advanced docking tools
used for predicting how small molecules, such as drug candi-
dates or substrates, interact with known 3D protein structures. It
offers two generations of software, namely AutoDock 4 and
AutoDock Vina, and a user-friendly graphical interface called
AutoDockTools (ADT) to assist in configuring ligand rotatable
bonds and analysing docking results. Additionally, the acceler-
ated AutoDock-GPU is designed for faster performance,
surpassing the original single-CPU docking code by hundreds
of times. AutoDock 4 comprises two main programs: autodock
handles ligand docking by aligning it with precomputed protein
grids, while autogrid generates these grids. The grids can also
assist organic chemists in designing better binding molecules
(https://autodock.scripps.edu/).

2. Autodock Vina [122]: It is the open-source improved
successor of Autodock. Vina is improved in terms of accuracy
and performance as simplifies the process by instantly
calculating grids internally, eliminating the need for manual
grid map selection and atom type assignments (https://
vina.scripps.edu/#).

3. FlexAID [123]: It is a molecular docking software capable of
setting small molecules and peptides as ligands, and proteins
and nucleic acids serve as docking targets. Notably, FlexAID
shows support for full ligand flexibility and the flexibility of
side chains in the target. It achieves this by employing a soft
scoring function that assesses the complementarity between the
surfaces of the ligand and the target. Thus, FlexAID has demon-

strated superior performance compared to well-established soft-
ware like AutoDock Vina, particularly when target flexibility
plays a pivotal role, as is often the case when working with
homology models  (ht tp: / /biophys.umontreal .ca/nrg/
resources.html) .

4. HADDOCK [124]: High Ambiguity Driven protein–protein
DOCKing is an advanced computational approach used for
modelling interactions in biomolecular complexes. Noteworthy,
HADDOCK incorporates information from known or predicted
protein interfaces into the docking process through ambiguous
interaction restraints and allows the specification of precise dis-
tance restraints (e.g., based on MS cross-links). It also supports
a range of experimental data, including NMR residual dipolar
couplings, pseudo contact shifts, and cryo-EM maps, posi-
tioning HADDOCK as a versatile tool capable of handling
various modelling scenarios, such as protein–protein,
protein–nucleic acids, and protein–ligand interactions.

The majority of existing docking software was originally de-
signed for small, rigid, drug-like molecules, therefore, limiting
their effectiveness in studying protein–carbohydrate interac-
tions [125,126]. The development of specialized programs has
been crucial in enhancing the accuracy of docking calculations
[125,126]. We here listed a series of programs for running
docking calculations with a special focus on those specifically
designed to address the unique challenges posed by glycans
[127,128].

1. Vina-Carb [129,130]: Vina-Carb is a module of AutoDock
Vina (downloadable with a free version at https://glycam.org/
docs/othertoolsservice/downloads/downloads-software/
index.html), proven to be a valuable tool for studying carbo-
hydrates. It incorporates carbohydrate intrinsic (CHI) energy
functions and explicit water to better handle glycosidic link-
ages and improve docking accuracy. When Vina-Carb was
applied to antibodies, lectins, and carbohydrate binding
modules (CBM), the success rates in predicting accurate
binding modes reached 86%, 50%, and 42%, respectively, com-
pared to 70%, 50%, and 0% for AutoDock Vina. Although
Vina-Carb generally performed slightly better over AutoDock
Vina when docking glycans to proteins, it does not always rank
the best docking pose as the top scoring pose.

2. BALLDock/SLICK [131]: It is a molecular docking method
specifically designed to accommodate carbohydrate-like com-
pounds, employing a genetic algorithm that allows for ligand
and receptor side-chain flexibility. Designed specifically for
protein–carbohydrate interactions, SLICK includes terms that
consider CH–π interactions, hydrogen bonds, smoothed van der
Waals interactions, and electrostatic interactions. The SLICK
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scoring function, tailored for carbohydrates, enhances the accu-
racy of predicting binding modes and free binding energies.
Compared to other programs such as AutoDock and FlexX (see
below), BALLDock/SLICK demonstrates superior perfor-
mance in structural and energetic precision. This method is par-
ticularly valuable in drug design involving protein–carbo-
hydrate interactions, addressing weaknesses such as the CH–π
interactions that are challenging for other programs like Vina-
Carb.

3. FlexX [132,133]: It is a molecular docking software (unfortu-
nately not free) designed to predict the conformations of small
molecules in protein binding sites, thus facilitating the
discovery of new drugs. Within SeeSAR, its functionality
allows ligands to be placed in binding sites using an incre-
mental construction algorithm that splits ligands into fragments,
places, and scores them quickly in the binding site. The best
fragments are then assembled to form the complete ligand, opti-
mizing the generated conformations. FlexX's strengths include
rapid and efficient exploration of the conformational space,
handling ligand flexibility, a precise scoring function, and
smooth integration with other molecular modelling programs.
Additionally, FlexX excels in processing large libraries at high
speed and is user-friendly, requiring no prior receptor prepara-
tion.

4. ROSETTA [134]: The development of GlycanDock [134], a
protein−glycoligand docking refinement algorithm integrated in
the RosettaCarbohydrate framework [135], allowed the use of
Rosetta macromolecular modelling and design software suite to
perform docking calculations on glycans bound to proteins with
a higher accuracy with respect to previous Rosetta’s
protein−small molecule docking algorithms. Unlike other
docking programs such as AutoDock, AutoDock Vina, DOCK,
FlexX, Glide, and GOLD, which are primarily designed for
small, rigid ligands, GlycanDock is specifically optimized to
address the flexibility and complex structural features of
glycans. The carbohydrate chains are treated as flexible
oligomers, allowing extensive conformational sampling of the
glycoligand while maintaining glycosidic linkages within
predetermined, energetically favorable minima to ensure
biophysically realistic carbohydrate structures. GlycanDock
handles the flexibility and complexity of glycans better than
other docking programs and can be downloaded as part of the
Rosetta package from the Rosetta Commons (https://
www.rosettacommons.org).

5. GlycoTorch Vina [136]: GTV is a free molecular docking
tool specifically designed for GAGs. Based on Vina-Carb, it
enhances the accuracy of modeling these carbohydrates by in-
cluding parameters for sugars in the 2SO conformation and

glycosidic linkages specific to GAGs. GlycoTorch Vina also
allows the integration of experimental data, such as NMR,
and considers water-mediated interactions, providing more
accurate predictions in the formation of GAG-protein com-
plexes.

6. DOCK [137]: It is a molecular docking program (free for
academic research) that predicts the orientation and conforma-
tion of ligands within the binding site of proteins or nucleic
acids. It uses an incremental construction approach ("anchor-
and-grow") to handle ligand flexibility and employs a scoring
function based on the AMBER force field to evaluate the
stability of the complex. DOCK is particularly useful for GAGs
due to its ability to accurately model conformational flexibility
and enhance sampling, allowing for more precise predictions of
ligand–receptor interactions.

7. ATTRACT [138]: It is a docking (not free) program that
models interactions between proteins and other biomolecules
such as DNA, RNA, and small ligands. Originally designed for
protein docking, it has been successfully adapted for GAGs due
to its coarse-grained force field approach, which allows for pro-
tein flexibility and the simultaneous handling of multiple pro-
tein bodies [139]. This adaptability makes it particularly useful
for large and dynamic complexes. Although not initially
intended for GAGs, researchers have modified its protocols to
account for the unique features of these molecules, such as their
high flexibility and electrostatic charge. This has enabled
ATTRACT to effectively predict binding poses and rank GAG-
protein complexes, demonstrating its utility and versatility in
advanced biological interaction studies.

The key distinctions among various docking programs stem
from the specific computational search algorithms they employ
and the characteristics of the scoring functions utilised to order
the docked poses. Over the years a plethora of different scoring
functions have been developed, in particular thanks to the
evolution of machine learning and collection of high-resolution
structural information [140-142]. Recently, some of them have
been also optimised for evaluating the binding affinities be-
tween proteins and carbohydrates [143,144]. Among them, the
CSM (cutoff scanning matrix)-carbohydrate outperforms
previous methods and scoring functions, also providing a freely
accessible and user-friendly web interface and an application
programming interface (API) (http://biosig.unimelb.edu.au/
csm_carbohydrate/).

Unravelling complex molecular interactions: tools for
molecular dynamics studies
Once the conformational space accessible to the ligand has been
studied, the protein binding pocket has been identified, and a
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model of protein–ligand complex has been obtained, MD simu-
lations can be performed with the aim to accurately describe the
conformational and dynamic properties of the bound state. All-
atom MD simulations involve 4 steps: i) energy minimisation,
ii) heating, iii) equilibration and iv) production. MD simula-
tions are often run by using explicit solvent box to account for
molecular interactions, and if needed, Cl− or Na+ ions are added
to neutralise the system. Although different programs for
running MD simulations, including CP2K [145], DESMOND
[146], LAMMPS [147], TINKER [148], YASARA [149], and
NAMD [150] are available, the most widely used packages to
run all-atom MD simulations on protein glycan complexes are
the already described AMBER [56], CHARM-GUI [52] and
GROMACS [63].

Tools for the analysis of computational data
Once the protein in the apo-form has been analysed, the ligand
in the free-state has been studied, and the protein–ligand com-
plex has been extensively subjected to MD simulations,
in-depth insights into the structural and conformational features
governing the molecular interactions can be achieved by
analysing and visualising the obtained data. The critical step of
post-processing analysis involves examining the binding poses
of the ligands, evaluating the stability and dynamics of the com-
plexes, investigating the electronic structure and interactions
and calculating binding energies or free energy profiles within
the system, thus helping in understanding the energetics and
thermodynamics of the interactions [151]. To facilitate these
tasks, various software tools have been developed; generally,
the simulation packages used to run all-atom MD simulations
offer built-in utilities and scripts for post-processing the MD
data. For example, AmberTools, released within the AMBER
suite of biomolecular simulation programs, includes cpptraj and
ptraj codes for analysing structure and dynamics in trajectories
[152]. Additionally, other programs as VMD (see below) and
PLUMED [153], an open-source library compatible with
popular MD engines like Amber and GROMACS. (https://
www.plumed.org/), can support data analysis for molecular dy-
namics simulations.

Moreover, several custom scripts have been developed within
computational chemistry laboratories (see for example: https://
github.com/roviralab/utils) enabling the tracking of glycan con-
formational changes throughout the dynamics, monitoring dihe-
dral angles, distances, and other parameters. Additional
programs allow for the combination and comparison of experi-
mental and theoretical data, enhancing the reliability and accu-
racy of the simulations. As example, the software package
MD2NOE [154] permits to properly simulate NOE effects also
of flexible molecules sampling multiple conformational states
directly from molecular dynamics (MD) trajectories. With the

advent of GPU-based simulation code, indeed, MD simulations
have been extended into the microsecond regime, allowing to
sample glycan conformational space sufficiently and enabling
the computation of key NMR properties [154].

Different visualisation programs, as those described below, play
a crucial role in rendering complex 3D structures, visualising
molecular interactions, and generating high-quality images for
publications or presentations (Figure 4). These user-friendly
tools are indispensable for researchers in the fields of structural
biology, biochemistry, and computational chemistry, making it
easier to comprehend and communicate the results of sophisti-
cated simulations.

1. VMD [54]: Visual Molecular Dynamics is a popular and
freely accessible molecular modelling program designed to
display, animate, and analyse biomolecular systems using 3D
graphics and built-in scripting. It provides tools for simulation
preparation, visualisation, and analysis of molecular dynamics.
(https://www.ks.uiuc.edu/Research/vmd/).

2. PyMOL [157]: It is an open-source molecular visualisation
system developed by Schrödinger. It is one of the most used
programs for the visualisation of the 3D structure of the protein
alone or in a complex with a ligand. Several tools are available
to create, manipulate and visualise the 3D structures. Other
tools consent to generate the surface of a protein and highlight
the electrostatic potentials or hydrophobicity. PyMOL is used
for various applications, such as protein structure analysis, mo-
lecular docking studies, and drug design.

3. UCSF Chimera [158]: It is a highly versatile and widely used
free molecular visualisation and analysis program developed by
the University of California, San Francisco (UCSF). It is a pow-
erful software tool for visualising and analysing the 3D struc-
tures of biological macromolecules, such as proteins, nucleic
acids, and other complex molecular assemblies. UCSF Chimera
provides a user-friendly interface for exploring and manipu-
lating molecular structures, offering a wide range of features for
tasks like molecular modelling, molecular dynamics analysis,
structural biology, and more. UCSF Chimera is commonly used
to gain insights into the structure and function of biomolecules.
It supports various file formats, offers diverse visualisation
options, and allows for the creation of stunning images and
animations of molecular structures, making it an invaluable
resource (https://www.cgl.ucsf.edu/chimera/).

4. BIOVIA Discovery Studio [159]: It is a freely downloadable
suite of science applications designed for life sciences discovery
research, which includes addressing multiple optimisation
objectives in drug discovery. This comprehensive software
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Figure 4: Visualisation programs. Different representation of a protein–ligand complex by using the most used visualisation programs reported in this
review. The previously published complex [155] between the Ca2+ dependant C-type lectin, DC-SIGN (PDB: 1SL4) [156], and a tetrasaccharide
composed of mannose and rhamnose residues, has been used to highlight the main advantages of each visualisation program applied to
protein–glycan complexes.

suite, built on BIOVIA Pipeline Pilot, provides a wide range of
validated applications. It offers a scalable and collaborative
research environment, making it a valuable tool for life sciences
discovery research (https://discover.3ds.com/discovery-studio-
visualizer-download).

5. Schrödinger Maestro [160]: It is a comprehensive molecular
modelling and computational chemistry software suite de-
signed for researcher fields like drug discovery, materials
science, and structural biology. Schrödinger Maestro provides
tools for molecular visualisation, ligand-receptor docking (with

Glide [117]), molecular dynamics simulations, quantum
mechanics calculations, and more. It is widely used in the phar-
maceutical and biotechnology industries for drug design and
discovery, as well as in academic research and other scientific
applications that involve the study of molecular structures
and interactions (https://www.schrodinger.com/products/
maestro).

6. SAMSON [161]: Software for Adaptive Modelling and
Simulation Of Nanosystems is a computer software platform for
molecular design, unfortunately not freely avaiable. Its modular
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architecture enables a wide range of tasks, including model
creation, calculations, interactive or offline simulations, and
result visualisation and interpretation. Notably, SAMSON
offers modules related to glycans and glycans visual models,
facilitating the use of the SNFG nomenclature for ligand design
and visualisation (https://www.samson-connect.net/).

All the computational tools here reported, summarised in
Figure 5, constitute a unique kit for the analysis of
protein–glycan interactions.

Computational tools applied to the study of
glycans in the free state
In the years, the architectural and conformational features of
different mammalian glycans, including oligomannose [162]
and complex-type N-glycans, have been unravelled by employ-
ing computational approaches. As example, the work con-
ducted by A. M. Harbison et al. [163] reported the molecular
dynamics of complex biantennary IgG Fc N-glycans and their
implications for the structural integrity and functionality of
human immunoglobulins G (IgGs).

MD methods have also been employed, in combination with ex-
perimental methods, as NMR, to explore the three-dimensional
features of bacterial glycoconjugates, as the exopolysaccha-
rides [164], and the rough-type lipopolysaccharide [165] isolat-
ed from Methylobacterium extorquens or the lipopolysaccha-
ride isolated from Herbaspirillum Root189 [164]. In these
studies, once built the parameters for non-standard bacterial
monosaccharides, which were not included in the GLYCAM-
website, the overall conformation and properties of the saccha-
ride chain has been accurately described and compared to the
experimental NOE data. The tight integration between computa-
tional and experimental results allowed to highlight how modi-
fications of the saccharidic backbone, as example with
O-methyl and O-acetyl groups, can affect the polysaccharide
biophysical properties tuning its ability to interact with other
polymers and/or receptor proteins.

Another example of the application of simulation methods to
the analysis of complex glycans is presented by Makshakova et
al., who analysed the three-dimensional structure of the
exopolysaccharide isolated from Alteromonas infernus GY785
[166]. The main chain of the so-called “Infernan” polysaccha-
ride includes glucose, galacturonic acid and galactose, with
branches composed of uronic acids and sulphate groups that
contribute to modulate its unique properties. Specifically, the
authors used molecular mechanics and dynamics calculations to
describe the helical structure of the polysaccharide chain and
the role of its side chains in the creation of Ca2+ chelating sites
in the region of the polysaccharide branching points.

A further application of computational tools to the analysis of
complex glycans is the study of the conformational behaviour
of the naturally cationic polysaccharide, carboxymethyl
chitosan (CMCS), reported by Zhang et al. [167]. Due to its
non-toxic, biodegradable, biocompatible, and versatile features,
chitosan has been widely used in various fields such as biomed-
icine, cosmetics, agriculture and food. However, its insolubility
in neutral or alkaline pH conditions largely limits chitosan's ap-
plications. MD simulations were thus employed to mimic the
behaviour of CMCS in water under different pH values and dif-
ferent degrees of deacetylation and substitutions in order to
study its aggregation pattern.

Computational tools applied to the study of
proteins in the free state
Understanding the dynamics of proteins in their free state is key
to investigate how they can interact with other biomolecules.
MD simulations can be used to study the conformational
changes that occur in proteins as they move from one state to
another, which is important for understanding their function;
additionally, MD simulations can also be used to study the ther-
modynamics of protein folding, which is important for under-
standing how proteins fold into their native state.

Recently, extensive MD studies have been performed to investi-
gate the structural and functional features of the SARS-CoV-2
spike glycoprotein, allowing to reveal the critical role of
glycans attached to the viral protein in the infection. In particu-
lar, the full spike receptor consists of a trimer of S protein, and
each monomer comprises 22 N-glycan sites. Recent studies
suggest that the structure and occupancy of the SARS-CoV-2 S
glycans affect the structural integrity of the trimer [168]. Specif-
ically, different Spike protein models with varying glycan com-
positions in positions N234, N165 and N343 were created by
homology modelling using SWISS-MODEL. Then N-glycans
were added by aligning conformationally equilibrated N-glycan
structures from a Glyco Shape library to the GlcNAc residues
resolved in the cryo-EM structure, with adjustments of the
torsion angles to resolve steric clashes with the surrounding
protein. By using AMBER, the MD simulation was performed
and suggested that diminishing the size of N-glycans at position
N234 results in destabilising the "wide-open" conformation of
the receptor-binding domain (RBD). This destabilisation leads
to increased RBD dynamics. Furthermore, the composition of
N-glycans at positions N165 and N343 influenced the stability
of the open RBD, where shorter structures exhibited reduced
effectiveness in interacting with the disordered loop within the
receptor-binding motif.

Moreover, several groups have employed MD simulation to
design new proteins. For example, the group of Mayo [169] em-

https://www.samson-connect.net/
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Figure 5: A schematic representation of useful computational methods to study protein–glycan interactions. a) Workflow including different key steps
needed to analyse protein–glycan interactions: 1. Building/choosing the appropriate glycan/protein 3D structure; 2. Modelling protein–glycan complex;
3. Running and analysing MD simulations; 4. Processing and visualising the results. b) Summary of the presented tools for building structural model
and/or generating topology files of glycan/protein structures.
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ployed this approach to engineer a de novo homodimer from a
monomeric protein. The integration of computational protein
design (CPD) and MD simulation allowed to refine the struc-
tural and dynamic aspects of the designed proteins overcoming.
CPD inherent limitations, including constraints on side chain
rotamers, fixed protein backbones, and a lack of consideration
for solvent interactions. Thus, the use of MD simulation
allowed to provide a more precise depiction of the protein's be-
haviour, shedding light on its dynamics and stability.

Another example of the relevance of all-atom molecular dynam-
ics simulations is the study performed by X. Cao et al. [170],
which reports the structural dynamics of GH33 sialidases. The
computational analysis revealed significant conformational re-
arrangements within the enzyme active sites leading to the for-
mation of a new cleft to accommodate glycosyl acceptors.
Furthermore, the simulations shed light on the role of specific
residues within the enzyme's active site, such as the arginine
triad and other key residues, which adjusted their conforma-
tions to interact with sialic acid and facilitate the opening of a
new cleft. Computational tools, including GROMACS and
AutoDock, were pivotal in uncovering key insights into the cat-
alytic mechanisms of GH33 sialidases offering a promising
avenue for the rational design of improved biocatalysts.

Computational tools applied to the study of
protein–glycan interactions
Molecular dynamics simulation has proven to be a powerful
tool in understanding and elucidating the intricate dynamics of
glycan interactions with biomolecules. This computational tech-
nique allows researchers to delve deep into the molecular-level
details of how glycans bind to their respective target proteins,
providing valuable insights into binding mechanisms, thermo-
dynamics, and the overall stability of protein–glycan com-
plexes.

MD methods have been extensively employed by different
groups to explore glycan recognition by host receptors, includ-
ing mammalian and bacterial proteins. For example, several
studies have been published on the recognition of sialic acids by
different classes of proteins. It is known that sialic acid plays an
essential role in the modulation of immune response through the
binding with sialic acid-binding immunoglobulin-like lectins
(SIGLEC). In the study reported by Martin Frank et al. [125],
MD were used to analyse the binding modes of several glyco-
mimetics for Siglec-7 and describe their molecular interactions
at atomic level. The conformational characteristics of both
natural, unmodified, and synthetic, modified α-sialoside
glycerol sidechains of sialic acid were investigated. The
applied computational tools allowed to discover a new modifi-
cation in the sialic acid glycerol chain that binds to Siglec-7,

providing a basis for designing next-generation Siglec-7
ligands.

Sialic acid can also be recognised from some bacterial proteins
which exploit this interaction to adhere to host cells during the
first stages of infection. An example is given by the sialic acid-
binding serine-rich repeat adhesins from Streptococci, which
contain a sialic acid-binding region (SLBR) and are known as
Siglec-like adhesins. Di Carluccio et al. [171] described the
interactions between two different siglec-like adhesins with
natural glycans by using a combination of NMR and MD simu-
lations. This integrated approach allowed to accurately describe
the different selectivity and flexibility of the proteins towards
sialoglycans recognition and binding, providing a privileged
starting point for the design and development of novel com-
pounds to counteract streptococcal infections by inhibiting bac-
terial adherence to host tissues.

Another example of the application of MD simulations in
studying bacterial proteins in the interaction with glycans comes
from Bernardi's group [172], whose focus was on examining the
interaction between different glycomimetic antagonists and
BC2L-C lectin derived from B. cenocepacia. The MD results
showed that the binding site at the interface of two BC2L-C-Nt
monomers is pre-organised to host the bifunctional ligands. Ad-
ditionally, the simulation with the water molecules highlights
the importance of two of these molecules in the binding site,
establishing an interaction network.

Bacterial glycoconjugates, as lipopolysaccharides-related
systems, have also been dissected, gaining critical information
about the ability of LPS to both stimulate the host immune
system, mainly by interacting with TLR-4/MD-2 complex, and
interact with several molecules. The Martin-Santamaria group
[173] extensively contributed to increase the knowledge on this
topic, analysing the conformational changes of the TLR4/MD2
complex when interacting either with small and LPS-like mole-
cules

Notably, the comparison of free and bound state MD results can
allow to determine critical differences in the glycan conforma-
tional behaviour upon binding with selected proteins, paving the
way for the design of tailored synthetic inhibitors and therapeu-
tics. As example, in the study of L. Pirone et al. [174], computa-
tional techniques were combined with biophysical and spectros-
copic methods to investigate the interaction between a seleno-
glycoside (SeDG) and galectins Gal-1 or Gal-3CRD. The inte-
gration of data from NMR, CD, and ITC provided valuable
insights into designing selective inhibitors. The computational
studies uncovered two different binding modes: when bound to
Gal-1, SeDG adopted a V-shaped conformation driven by van
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der Waals interactions; on the contrary, when in complex with
Gal-3CRD, it assumed an extended conformation. Comparing
these modes identified specific interaction sites, guiding the
design of selective inhibitors that can differentiate between the
two galectins.

Noteworthy several computational studies have been conducted
also for exploring protein-GAG interactions [175,176]. The
study conducted by U. Uciechowska-Kaczmarzyk et al. [139]
reports an extensive evaluation of protein–GAG complexes
using a dataset of 28 complexes where the GAG length
exceeded DP3 [139]. Through various statistical analyses to
differentiate and highlight the docking programs with superior
performance, valuable insights were provided into the most
effective tools for studying these biologically relevant systems
[177]. The interaction between the chemokine CXCL8/IL-8 and
heparin-derived oligosaccharides was investigated by applying
these docking procedures together with NMR spectroscopic
techniques demonstrating the that higher affinity of the CXCL8
dimer for GAGs compared to the monomer and highlighting the
structural plasticity that allows multiple binding modes. The use
of HADDOCK in this context underscored its capability to
model complex protein-GAG interactions accurately, providing
a detailed understanding of the binding mechanisms at play
[178].

Conclusion
In structural biology, the investigation of protein–glycan inter-
actions often relies on applying various structural techniques,
including NMR, X-ray crystallography, and cryo-EM. Each of
these methodologies comes with distinct advantages and limita-
tions. NMR is particularly valuable for its ability to dynami-
cally study molecules at the atomic level while preserving sam-
ple integrity. This makes it especially suitable for studying
carbohydrates, offering insights into their 3D structures and
conformations, but it generates a huge amount of data, which
can be challenging to interpret effectively. X-ray crystallogra-
phy provides high-resolution structural information, but unfor-
tunately, this technique often fails when investigating carbo-
hydrate–protein interactions due to the intrinsic flexibility of
sugars, rendering them invisible in the density maps. In recent
years, cryo-EM has seen widespread adoption in solving pro-
tein structures and glycoconjugates, thanks to significant
advancements in instrumentation. Nevertheless, a notable limi-
tation of cryo-EM lies in its capacity to handle large, intricate
complexes. In this context, computational approaches can be
valuable allies to develop accurate models helping in inte-
grating and rationalizing data obtained from different methods
and bridging the gap between the insights obtained from experi-
mental data and the detailed understanding of complex biologi-
cal systems. As example, models of protein and ligand, both in

the free and bound states, can assist not only the interpretation
of NMR spectra but also the building of structures that satisfy
experimentally derived distance and angle restraints. Moreover,
in X-ray crystallography and cryo-EM, protein models can be
used to provide accurate templates for molecular replacement in
the crystal cell or for backbone tracing and fitting sequence into
a map, respectively.

We provided here an overview of computational tools available
for ligand and protein building as well as the analysis of their
molecular interactions, with a special focus on carbohydrates
(Figure 5). Generally, to allow the prediction of an accurate 3D
model of protein–glycan complexes, the combined use of differ-
ent tools is highly recommended. A typical workflow could
include firstly research to investigate the favoured carbo-
hydrates bound to a protein (i.e., by using Glynet or LectinOr-
acle), then other tools (such as CASPIF or PESTO) can be em-
ployed to predict the binding location. Subsequently, appro-
priate docking software (i.e., AutoDock Vina-Carb) can be used
to provide a model of protein–glycan complex, which can be
further refined (as example thanks to GlycanDock) and
explored by molecular dynamic simulations (i.e., by using
AMBER). Finally, the detailed analysis of the trajectory (i.e., by
using AmberTools) provides unique vision of the 3D structure
and real dynamics of glycan motifs in the bound state. Notably,
the recent fusion of cutting-edge technologies, such as virtual
reality, with interactive molecular simulations also allows to
create an immersive environment, offering an opportunity with-
out precedents to explore and manipulate molecular systems in
real-time [179].

However, it is worth to note that, despite the continuous
improvement of computational techniques and force fields de-
velopment, there are still some limitations in the application of
bioinformatic methods to the analysis of biomolecular interac-
tions, especially in the case of complex carbohydrates, not to
speak about bacterial glycans. Step forwards have been done in
the improvement of docking programs dedicated to carbo-
hydrates, however, the available software performed better for
smaller glycans, while additional glycosidic linkages still
remain a big challenge for docking calculations, and there is
still room for improvement in ranking the best sugar docking
pose. Additionally, over the years, different carbohydrate-
specific force fields have been developed, the choice of
which varies depending on the preferred simulation conditions,
however, only few parameters have been defined for peculiar
bacterial monosaccharides hampering a user-friendly
and not time-consuming analysis of the system via MD simula-
tions. A step change in this direction will permit the integrated
use of valuable bioinformatic tools tailored on carbohydrates
and would be of great help in unveiling critical structural and
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conformational features, at the atomic level, of complex glycans
in the free and bound state, that can serve as essential resources
for structural glycomics research to both experts and non-
experts in glycobiology.
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