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As a continuation of the first two Thematic Series in the
Beilstein Journal of Organic Chemistry on natural products in
2011 and 2013 [1,2], it is my pleasure to present the third issue
on this topic. Natural products continue to be an inspiring field
of research and an important source of potent biologically
active compounds. This was recently highlighted by the fact
that last year’s Nobel Prize in Physiology and Medicine for the
discovery of important drugs from natural sources that revolu-
tionised the clinical treatment of parasite-borne infectious
diseases was awarded to three natural product researchers:
Youyou Tu (Academy of Chinese Medical Sciences) for the
discovery of the terpenoid antimalaria drug artemisinin that is
produced by the plant Artemisia annua [3], and to Satoshi
Omura and William C. Campbell for the discovery of aver-
mectins isolated from the actinobacterium Streptomyces avermi-
tilis at the famous Kitasato Institute and for the development of
derivatives that are used as highly potent anthelmintics both for
animal and human welfare [4]. Currently, also in the pharma-
ceutical industry, natural products are experiencing a revival as
viable drug candidates, which is a pleasing development since
many infectious diseases continue to threaten human health.
From the numerous articles in daily newspapers, it is obvious
that politicians have also realised the urgent need for new drugs

and the potential associated with natural products and their de-
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rivatives. Certainly, the recent technological advances in many
fields related to natural products (including synthetic methodol-
ogy, as exemplified by a review article by Thomas Magauer and
co-workers in this Thematic Series [5]), analytical chemistry
[6], gene synthesis, and genome sequencing and editing [7]
offer an efficient toolbox to natural products chemists. In addi-
tion, classical methods such as isotopic labelling experiments
[8] continue to be important.

I thank all contributors that participated in this third Thematic
Series on natural product chemistry in the Beilstein Journal of
Organic Chemistry and also the whole team at the Beilstein-
Institut for their professional work. I wish the readers of the
present Thematic Series joyful reading and hopefully new inspi-
ration for their own research.

Jeroen S. Dickschat
Bonn, February 2016
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The long and successful history of isotopic labeling experiments within natural products research has both changed and deepened

our understanding of biosynthesis. As demonstrated in this article, the usage of isotopes is not at all old-fashioned, but continues to

give important insights into biosynthetic pathways of secondary metabolites. This review with 85 cited references is structured by

separate discussions of compounds from different classes including polyketides, non-ribosomal peptides, their hybrids, terpenoids,

and aromatic compounds formed via the shikimate pathway. The text does not aim at a comprehensive overview, but instead a

selection of recent important examples of isotope usage within biosynthetic studies is presented, with a special emphasis on mecha-

nistic surprises.

Introduction

This year may be seen as the 80th anniversary of using isotopes
in biosynthetical and biochemical research. Since the first
experiments performed by Schoenheimer and Rittenberg in
1935 using deuterated fatty acids and sterols to follow their fate
in a living organism [1], a lot of new synthetic and analytical
methods for the detection of isotopes have been developed that
today allow for nearly unlimited applications in biosynthesis
research. The basic principle of labeling an organic molecule in

a way that is incognito for metabolism, but easy to follow for

the researcher still remains the same. The first application of
this idea probably was the investigation on fatty acid degrad-
ation by Knoop in 1904, even long before isotopes were discov-
ered. He used “chemically labeled” fatty acids with a phenyl
residue in ®-position bearing an odd or an even number of
carbon atoms in the chain and fed it to dogs [2] to draw impor-
tant conclusions on the f-oxidation of fatty acids [3] from the
reisolated material. However, changing the chemical nature of
the metabolite did not prove to be suitable for broader applica-
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tions, and therefore, after the discovery of the isotopes by
Frederick Soddy, for which he was awarded the Nobel prize in
1921, the first labeling experiments using isotopes quickly
changed the way of investigating metabolic pathways and
promoted a new dynamic view on biosynthesis research [4],
leading to numerous breakthroughs such as the discovery of
cholesterol biosynthesis [5]. With the rise of NMR and MS
methods the usage of radioactive nuclei such as '4C and 3H
shifted towards stable isotopes such as !3C and 2H [6], with the
consequence that chemical degradation methods in natural
products chemistry are almost vanished today. The usage of
isotopically labeled precursors depends on careful interpreta-
tions of the incorporation pattern, which sometimes may lead to
errors if unknown metabolic pathways are involved, as in the
prominent example of the deoxyxylulose phosphate way in
terpene biosynthesis [7,8]. Thus, a critical analysis of labeling
experiments is required and may hint towards undiscovered
metabolic pathways or enzyme functions [9]. As demonstrated
in this article, the isotopic labeling technique continues to be an
inspiring source of useful information in biosynthesis research.
Isotopes have also found their way to many other applications,
e.g., in systems biology including proteomics [10], lipidomics
[11] and metabolomics [12], or for mapping isotopic finger-
prints of whole organisms in metabolic flux studies [13], but
these aspects will not be discussed here. Instead, this review
highlights recent biosynthetic studies using isotopes from major
classes of natural products including polyketides, non-ribo-
somal peptides, hybrids thereof, isoprenoids and a few aromatic
compounds that arise via the shikimate pathway. It does not
provide a comprehensive overview of all the work conducted,
but tries to create a diversified picture of isotope usage in the
study of selected interesting natural products. [UPAC nomen-
clature allows to distinguish isotopically substituted (every
molecule in a sample is labeled at the designated position) and
isotopically labeled compounds (a fraction of the molecules in a
sample is labeled) by use of round or square brackets, respec-
tively [14]. The assignments used in this article are based on the
presentations in the original publications, even if the nomencla-
ture in the original work may not precisely follow the IUPAC
rules.

Review
Polyketides

Polyketide synthases (PKS) are multidomain enzymes that
catalyze the formation of natural products via reaction steps
similar to fatty acid biosynthesis, in which C,-units are fused in
Claisen condensations and modified in an iterative or modular
fashion [15]. In contrast to fatty acid synthases (FAS), PKSs do
not necessarily process the initially formed 3-keto functions
through a complete reductive cycle, which leads to structurally

diverse products as shown in Figure 1 for lovastatin (1), an

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

inhibitor of 3-hydroxy-3-methylglutaryl CoA reductase [16],
aflatoxin By (2) [17] and the potent antifungal agent ampho-
tericin B (3) [18], which affects membrane integrity.

OH

, O OH OH OH OH O,

aC a a2 A a4

3

Figure 1: Structures of lovastatin (1), aflatoxin B4 (2) and ampho-
tericin B (3).

The products of polyketide synthases (PKS) belong to the
first secondary metabolites that were investigated using isotopi-
cally labeled compounds [19]. Feeding experiments using
(1,2-13Cy)acetate and (1-13C) or (2-13C)acetate are a conveni-
ent and simple source of information on intact acetate units,
chain direction and modifications of PKS derived natural prod-
ucts. Sensu stricto, polyketides (i.e., polymers of the “ketide”
group —CH,—CO-) are structurally made of malonyl-CoA
building blocks leading to a linear chain assembly. However,
many examples deviate from this rule, and the biological activi-
ties shown by these polyketides may in many cases especially
depend on their branched side chains silhouetting them against
the bulk of other PKS products [20]. Known reasons for
branched polyketides at the a-position of the growing chain
include the usage of different elongation units such as methyl-
malonyl-CoA, or methylation of the nucleophilic a-position by
S-adenosyl methionine (SAM) [21]. Branching in the B-posi-
tion is less common and proceeds through a p-aldol attack of an
acetyl nucleophile at the growing chain. This mechanism is
similar to the formation of hydroxymethylglutaryl-CoA along
the mevalonate pathway in isoprenoid biosynthesis [22].
Recently, a different additional mechanism of B-branching was
reported, in which a special PKS module is catalyzing the reac-
tion [20]. It was investigated in the biosynthesis of the phyto-
toxin rhizoxin (4, Scheme 1), a potent antimitotic agent binding
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Scheme 1: a) Structure of rhizoxin (4). b) Two possible mechanisms of chain branching catalysed by a branching module. The 13C-labeled carbons
are annotated with black dots. KS: keto-synthase; B: branching domain; ACP: acyl carrier protein.

to B-tubulin from the bacterium Burkholderia rhizoxinica,
which lives in symbiosis with the fungus Rhizopus microsporus
[23]. The mechanism includes a Michael addition of a malonyl
moiety to the o,B-unsaturated thioester bound to the keto-
synthase domain (KS).

After this reaction, the polyketide chain is bound to the KS and
the acyl carrier protein (ACP). The following lactonization to
generate the d-lactone structure in 4 can either proceed via
nucleophilic attack of the 8-hydroxy function at the KS-bound
(A) or at the ACP-bound thioester (B) with subsequent loading
of the polyketide onto the ACP. To distinguish both mecha-
nisms, 13C-labeled malonyl-CoA and an N-acetylcysteamine
(SNAC) thioester as synthetic analogon were used as substrates
for an in vitro construct of the branching module. NMR experi-
ments on the ACP-bound product unambiguously showed the
labeled '3C signals in the linear polyketide chain and not in the
lactone ring, thus supporting mechanism A. Therefore, this
labeling experiment took an important role on the road to a

better understanding of this unusual mechanism.

An interesting feeding experiment was performed for the eluci-
dation of both absolute configuration and biosynthesis of the
polyketid alkaloid coelimycin P1 (8, Scheme 2). The com-
pound was isolated from Streptomyces coelicolor M145 after
genetically engineered increase of the metabolic flux and is the
product of a polyketide biosynthetic gene cluster [24].

To test whether N-acetylcysteine could be a biosynthetic
precursor of the unusual 1,5-oxathiocane structure, feeding
experiments using both (25)- and (2R)-N-((*Hz)acetyl)cysteine

o= NH>
[ N\
18
HO ___?2* HO .
0 T Ly T
/ 180
Vi V
5 6

Scheme 2: Structure of coelimycin P1 (8) and proposed biosynthetic
formation from the putative PKS produced aldehyde 5 via cyclized
bisepoxide 7.

were performed. The deuterium atoms of both precursors were
incorporated into 8, showing the direct biosynthetic relation-
ship of the amino acid derivative and indicating that the addi-
tion of N-acetylcysteine might not be catalyzed by an enzyme.
Exploiting the only stereocenter of 8 being located in the incor-

porated residue, also the absolute configuration of 8 could be
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deduced from these labeling experiments as (2°R) via compari-
son of the retention times of both compounds to naturally occur-

ring 8 on a homochiral stationary LC phase.

To investigate the proposed structure of 7, which likely exhibits
the antibiotic properties connected to the bacterial strain as a
highly reactive bisepoxide, S. coelicolor M1157 was grown in
an 130, atmosphere. MS/MS measurements indicated a direct
incorporation of 180 at the C-9 carbonyl group. This result
supports the activity of putative epoxidases processing the
linear unsaturated PKS precursor 5 to amine 6. Oxidation of the
hydroxy function and subsequent ring closure would then lead
to the proposed antibiotic 7. The other oxygen atom is lost
during biosynthesis und is therefore undetectable. This example
shows how well-designed labeling experiments can support
biosynthetic investigations especially on highly derivatized and
altered polyketide products.

Emphasizing the same principle, the biosynthesis of triox-
acarcin A (9, Scheme 3), a complex aromatic natural product
originally isolated from Streptomyces bottropensis DO-45 and
showing remarkable antibacterial and antitumor properties [25],
was investigated using isotopically labeled precursors to gain
insight into the used building blocks for the unusual polyketide
core [26]. Compound 9 features a trisketal structure in addition

Q i

)\ONa + \/E\KCOZH

Scheme 3: Structure of trioxacarcin A (9) with highlighted carbon
origins of the polyketide core from acetate (bold) and L-isoleucine (red)
as deduced from labeling experiments. Labels introduced into the
carbohydrates and methyl groups are omitted.

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

to the spiro-epoxide at C-14, which is believed to be the active
part of the molecule for interaction with DNA. This was
supported by the isolation of gutingimycin, a guanine-adduct of
9 [27]. However, very little was known about the biosynthetic
assembly of the complex antibiotic. Feeding of [1-13C]-,
[2-13C]- and [1,2-13Cy]acetate to S. bottropensis and analysis of
the produced 9 via '3C NMR yielded the carbon origins of the
polyketide core. The regular incorporation pattern in the
tricyclic aromatic moiety suggests a normal PKS assembly line.
Moreover, a decarboxylation step is indicated by incorporation
of the acetate methyl carbon atom into C-18. In contrast, the
origins of C-13 to C-17 remained unclear because of low
incorporation of acetate into this part of the molecule.

The location of these five carbons at the end of the proposed
linear PKS chain indicated the use of an unusual starter unit,
most likely isoleucine-derived 2-methylbutyryl-CoA. Indeed,
feeding of [U-!3Cg]-L-isoleucine resulted in a mass shift of
+5 m/z compared to the unlabeled compound. In conclusion,
these feeding experiments using isotopically labeled precursors
supported the biosynthetic assembly from an unusual PKS
starter unit which results in the remarkable scaffold for the
bioactivity-generating functionalities.

A similar study showing the enduring significance of labeled
acetate in PKS research deals with the fusion of the polycyclic
aromatic pigment clostrubin A (12) from Clostridium beijer-
inckii, a strictly anaerobic bacterium [28]. The purple colored
compound features a benzo[a]tetraphene skeleton, which is
unique in known polyphenolic natural products. Moreover,
feeding experiments using [1-13C]- or [1,2-13C,]acetate
revealed the PKS chain to build up an angucyclic scaffold (in
11) first, which then probably fuses the fifth ring via reaction
with acetoacetyl-CoA (Scheme 4), with folding of the linear
PKS chain 10 downwards with respect to the D ring. For the
A ring, C-9 and C-14 are connected. This folding differs from
the biosynthesis of all known angucyclic cores, which are fused
in an upwards folding connecting C-7 and C-12 for the forma-
tion of the A ring [29].

Despite the fact that the biosynthesis of this polyphenol cannot
be deduced completely from labeled acetate feeding experi-
ments, the results laid the ground for the discovery of the
unusual chain folding and the loss of one carbon atom through
the singly labeled C-2 position. These recent findings of
Hertweck and co-workers are an interesting extension of the
pioneering work by Bringmann et al. on the anthraquinone
crysophanol, for which different folding modes in fungi (F type
folding) and in bacteria (S type, “Streptomyces” type) were
found by isotopic labeling experiments for one and the same
compound [30].
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Scheme 4: Proposed biosynthetic assembly of clostrubin A (12). Bold bonds show intact acetate units.

As an additional concluding remark of this chapter, the role of
isotopic labeling in the structure elucidation of complex polyke-
tide natural products will be discussed. Especially in combina-
tion with two-dimensional NMR spectroscopic techniques,
several powerful tools are becoming more interesting to natural
products research. Production of new compounds in a labeled
medium and analyzing the 13C,13C-COSY spectrum of the
resulting fully '3C-labeled natural product as in case of forazo-
line A (13) can easily determine the carbon skeleton (Figure 2).
This technique was also used for the elucidation of marine
aromatic acids [31]. Even the nitrogen—carbon connectivities
can be investigated by fermentation in a ’N-labeled medium
and analysis of the resulting product with 13C,1SN-HMQC [32].
These applications represent helpful additions to the repertoire
for structure elucidation of complex natural products, which can

be produced under laboratory conditions in sufficient amounts.

SSJZ
"l N /CI
HN

Figure 2: Structure of forazoline A (13).

Non-ribosomal peptides
Non-ribosomal peptides often exhibit a high bioactivity and are

biosynthesized by non-ribosomal peptide synthethases (NRPS)

[33], which work RNA-independent and catalyze the assembly
of both proteinogenic and non-proteinogenic amino acids in a
modular fashion. Moreover, NRPSs can contain additional
modifying modules, e.g., epimerization domains, resulting in a
greater structural variety than ribosomal peptides usually have.
Two examples are the membrane disrupting decapeptide anti-
biotic tyrocidine A (14) [34] and teixobactin (15) [35], a
recently discovered multi-target antibiotic rising high hopes in
the treatment of resistant pathogens (Figure 3).

Producing an isotopologue of the desired compound by feeding
of labeled precursors or growing the producing organism in
labeled medium can simplify structure elucidation by giving
access to the sum formula by mass spectrometry, which is not in
all cases easily accessible for the unlabeled compound. In par-
ticular, advanced mass spectrometry techniques in combination
with labeled amino acids catch a growing attention for the often
challenging structure elucidation of NRPS products. To give
insights into the assembled building blocks and the sum formula
of the desired compound, either the traditional way of providing
isotopically labeled amino acids to the NRPS can be used, or
completely labeled media can be supplemented with non-
labeled building blocks in an inverse feeding experiment [36].
The latter method is particularly advantageous, if the com-
pound contains precursors that are not commercially available
in a labeled way. Incorporation into the NRPS product [37-41]
can be followed by MS” that may even give information about

the position of incorporation.

Another very interesting method for structure elucidation of
NRPS products using isotopic labelings was recently developed
by Bode and co-workers [36]. The method is designed to
investigate the absolute configuration of the amino acid
building blocks without hydrolysing the NRPS product, can

be performed on minute amounts of material, and was first
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Figure 3: Structures of tyrocidine A (14) and teixobactin (15).

applied to different cyclic peptides from Photorhabdus and
Xenorhabdus species [42] and for activity testing of heterolo-
gously expressed SAM-epimerases from various bacteria [43].
In a follow-up study the recently discovered NRPS product
kollosin A (16, Figure 4) was investigated. This pentadecapep-
tide is made by the largest known NRPS that consists of 15
modules and is encoded by a single 49.1 kbp gene found in the
entomopathogenic bacterium Photorhabdus luminescens [44].
Despite the non-detectable expression under various fermenta-
tion conditions, it was possible to express the machinery using a
promoter exchange [45] in the native host.

Bioinformatics allowed for the annotation of several epimeri-
zation domains in the kollosin A NRPS, but it is hard to

OH

16

module 1 module 2 module 3 module 8

WOCEOGO0CE
f } f

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

15 NH

determine the actual activity of each of these functions. To
overcome this problem, L-[zHg]Valine, L-[2H10]leucin,
L-[2H,'5N]tyrosine und L-[?Hs,'SN]threonine were fed to
P. luminescens. The loss of one deuterium atom for an incorpo-
rated labeled amino acid (from C,) directly supports an
epimerase function within the corresponding NRPS module,
and the incorporated building block can be assigned as
D-configured. In this example, epimerization activity was
shown for tyrosine and both threonine building blocks, marked
by asterisks in Figure 4. Moreover, one leucine could be deter-
mined as D-configured according to incorporation in truncated
fragments of 16. For the elucidation of the second stereocenter
in both threonines, solid phase synthesis of the peptide was

performed, which confirmed the structure of 16 with two

module 9 module 10 module 14  module 15

(EXIC(ECX AR AICD) - 0@@0@@
f t f

Figure 4: Top: Structure of the NRPS product kollosin A (16) with the sequence N-formyl-D-Leu-L-Ala-D-Leu-L-Val-D-Tyr-L-Leu-D-Val-D-aThr-L-Val-
D-Leu-L-Val-D-aThr-L-Leu-D-Val-L-Val-OH (aThr: allo-threonine). Bottom: Domains of some of the 15 modules (FT: formyltransferase, A: adenylation,
CP: peptidyl carrier protein, C: condensation, E/C: condensation + epimerization, TE: thioesterase). For the absolute configuration of incorporated
amino acids relevant domains are highlighted with arrows. Modules not shown consist of alternating C and E/C. Asterisks indicate stereocenters

deduced from labeling experiments.
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allo-threonines. In conclusion, all bioinformatically assigned
epimerization functions of the kollosin A NRPS were shown to
be active, resulting in an alternating incorporation of L- and
D-configured amino acids into kollosin A except for modules 8
and 9.

This example proves that the use of isotopically labeled com-
pounds can be a valuable addition to the common repertoire of
structure elucidation for minimal amounts of material and
provides an interesting combination of bioinformatic, synthetic
and labeling techniques.

NRPS products are frequently modified by tailoring enzymes.
This can extend to a complexity, which obscures the initial
building blocks to the eye of the observer. Labeling experi-
ments can in these cases clarify the origins even if they seem to
be obvious in the beginning. The structure of aspirochlorine
(20, Scheme 5), a toxin from Aspergillus oryzae, provides an
interesting example. Its importance arises from the use of the
producing organism in Asian food industry [46]. The biosyn-
thesis of 20 can be hypothesized from phenylalanine and
glycine. To investigate this, (ring-*Hs)Phe and (2-'3C)Gly were
fed and incorporation of two 2H and one 13C atom was
confirmed by MS analysis [47]. However, structure elucidation
of the biosynthetic intermediates 18 and 19 that were isolated
from deletion mutants suggested a different assembly from two
Phe via the dimeric structure 17, which was further supported
by the incorporation of two 13C atoms after feeding of
(1-13C)Phe. Therefore, (13C,,15N)Gly was fed to 4. oryzae,
pointing to incorporation of one '3C by MS analysis. To finally
solve this riddle, feeding experiments with (13C,)Gly were
performed on a preparative scale to unambiguously assign the
13C-labeled positions via NMR. It turned out that the label was
incorporated into the N-methoxy group, and not into the
presumptive glycine unit of the diketopiperazine structure. In
summary, these results support an unusual conversion of one
phenylalanine-derived side chain to a glycin-like moiety.

The observed incorporation of labeled Gly into the methyl
group was rationalized by glycine degradation, directing the

o S——s
17 18

Scheme 5: Proposed biosynthesis of aspirochlorine (20) via 18 and 19.

0
\ Ph HO
N| OoH
H

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

labeling via tetrahydrofolate and SAM into aspirochlorine
biosynthesis. The conversion of the Phe residue to Gly may
proceed through either oxidative C—C bond cleavage or a
retro-aldol reaction in 18, in agreement with the detection of
(ring-*Hs)benzoic acid in culture extracts from labeling
experiments with (ring-2Hs)Phe. This interconversion of two
proteinogenic amino acids in the biosynthesis of an NRPS com-
pound from secondary metabolism is unprecedented and its
discovery was strongly supported by the careful evaluation of
feeding experiments with labeled precursors.

PKS/NRPS-Hybrids

The formation of interesting structural motifs in natural prod-
ucts is an exciting aspect in the field of biosynthetic research
and gives insights to the synthetic abilities of nature fusing
structures, whose formation usually requires sophisticated
chemistry in organic laboratories. Prominent examples are
[n]paracyclophane moieties in natural products such as
haouamines [48] or fijiolides [49,50]. As for the [7]paracyclo-
phane in haouamine A and B, a reasonable suggestion for
compensating the high barrier of a bended benzene ring
includes intermediate loss of aromaticity followed by rearomati-
zation during the formation of the cyclophane ring [51].
However, a recently investigated example shows, that breaking
the aromatic character of a phenyl ring is not necessary for
building up a bended aryl ether in a biological scaffold. In this
study, 13C- and !80-labeled L-tyrosine was used to elucidate
the biosynthesis of pyrrocidines such as pyrrocidine A (24,
Scheme 6) bearing a [9]paracyclophane moiety in the fungus
Acremonium zeae [52]. Compound 24 is the product of a mixed
PKS and NRPS machinery containing nine acetate units, five
methyl groups from SAM and one L-tyrosine [53]. Two
possible mechanisms for the cyclization of the linear precursor
21 were hypothesized. In route A, an oxidation of the aromatic
ring would lead to an electrophilic center at the quinone moiety
in 22, which can be attacked by the C-6 hydroxy group. The
energy barrier of a distorted benzene ring would then be
compensated by rearomatization in 23 after intramolecular
Diels—Alder reaction. This mechanism would involve a
1,2-hydride shift and a nucleophilic attack of water at C-2’.

from Gly via SAM %

MeQ O
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Scheme 6: Two different macrocyclization mechanisms in the biosyn-
thesis of pyrrocidine A (24).

The second discussed route starts with a nucleophilic attack of
the phenolic oxygen at C-6 to close the macrocycle in 25. In
this mechanism, the aromaticity of the phenol ring remains
untouched. Intramolecular Diels—Alder reaction gives rise to the
hexacyclic system 26, which would then be oxidized to pyrroci-
dine A (24) at C-2’. In contrast to route A, the phenolic oxygen
is conserved here. To distinguish between these mechanisms,
(4’-hydroxy-'80,1-13C)-L-tyrosine was enantioselectively
synthesized and fed to 4. zeae. Both labels were incorporated
into 24, thus providing evidence for mechanism B and a paracy-
clophane formation without intermediate loss of aromaticity.
This kind of tyrosine reporter might also prove useful in other

biosynthetic studies.

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

Sometimes the biosynthesis of mixed PKS/NRPS/FAS natural
products involves the discovery of surprising building blocks as
recently shown for thiomarinol A (27, Figure 5) from the
marine bacterium Pseudoalteromonas sp. SANK 73390 [54],
which exhibits antibiotic activity against methicillin-resistant
Staphylococcus aureus (MRSA) [55].

Figure 5: Structure of thiomarinol A (27). Bold bonds indicate carbon
atoms derived from 4-hydroxybutyrate.

Particularly interesting results of feeding experiments with
[1,2-13C5]-, [2-13C]- and [1-13C,180,]acetate were the unex-
pectedly low incorporation into C-5" to C-8’ of the octanoate
side chain, whereas approximately the double incorporation
rates were observed in the PKS part of the molecule. To test a
hypothetical Cy4-starter unit for the fatty acid synthase,
[2,3-13C,]succinate was fed to Pseudoalteromonas SANK
73390, which showed an intact incorporation of labeling into
C-6’ and C-7’ of 27. Moreover, also [2,3-13C,]-4-hydroxy-
butyrate was incorporated with appearance of labeling in the
same positions. The proposed origin of the pyrrothine unit from
two cysteins was confirmed by feeding of [2,2’-13C,]cystine
and detection of the label at C-2”* and C-4". As deduced from
these experiments in combination with genetic studies, the
biosynthesis of thiomarinol A (27) proceeds via coupling of
4-hydroxybutyrate to the PKS product, two cycles of chain
elongation and finally coupling with the NRPS product
pyrrothine.

Terpenes

Terpenoids constitute the largest group of natural products and
are remarkably diverse in structure, bioactivity, and use. Promi-
nent examples such as the antimalaria drug artemisinin (28)
from Artemisia annua, ingenol (29) and its derivatives from
Euphorbia ingens [56], or the anticancer drug paclitaxel (30)
feature highly functionalized polycyclic carbon skeletons
(Figure 6).

The fascination of terpene biosynthesis arises from the
complexity and variety of carbon scaffolds, terpene cyclases are
able to build up using few linear oligoprenyl diphosphate
precursors. This promotes investigations using isotopically
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Figure 6: Structures of artemisinin (28), ingenol (29) and paclitaxel
(30).

labeled compounds both on acetate- and mevalonate/deoxyxylu-
lose-level for in vivo feeding experiments or oligoprenyl
diphosphates for in vitro studies to understand the often com-
plex cyclization cascades catalyzed by a single enzyme. In
many cases, isotopes represent the only way of elucidating
proposed hydride shifts, carbon—carbon rearrangements and
cyclizations experimentally.

The structure elucidation of terpenoids can be challenging
because of the multicyclic carbon skeletons with several
contiguous stereocenters. The assistance of 13C labels can in
such cases be especially helpful, and if completely !3C-labeled
carbon backbones can be made accessible, 13C,13C-COSY
experiments are possible that allow for a comparably easy struc-
ture elucidation even for minimal amounts of material. As
recently demonstrated for hypodoratoxide (31) from Hypomyces
odoratus DSM 11934, such labeled products can be obtained by
feeding of terpene precursors to an actively growing culture
[57]. The application of 13C,!3C-COSY for hypodoratoxide led
to a revision of the previously proposed structure 32 [58],
showing the significance of this technique in comparison to
unlabeled standard 2D NMR methods. Alternatively, a
completely !3C-labeled terpene can be made in vitro by usage
of enzymes. This approach was used for investigating the struc-
ture of miltiradiene (33, Figure 7), a diterpene from Selaginella
moellendorffii, starting from uniformly labeled mevalonate [59].

Despite the tools for structure elucidation, labeled compounds
continue to offer interesting insights into terpene synthase

catalyzed cyclizations. Labeled oligoprenyl diphosphates, the

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

33

Figure 7: The revised (31) and the previously suggested (32) struc-
ture of hypodoratoxide and the structure of miltiradiene (33).

substrates for these enzymes, can be made available by syn-
thesis and provide an excellent tool for such investigations, as
recently demonstrated for sesquiterpenes by the synthesis of all
15 singly '3C-labeled isotopomers of farnesyl diphosphate
(FPP) [60]. These precursors were used to unambiguously
assign both 13C NMR and (via HSQC) 'H NMR data of
(1(10)E,4E)-germacradien-6-ol (34) from Streptomyces
pratensis. The NMR spectra of this compound are complicated
because of a mixture of conformers (Figure 8) that prevented a

full assignment of NMR data by conventional methods.

m E— HO

= =
34

Figure 8: Structure of the two interconvertible conformers of
(1(10)E,4E)-germacradien-6-ol (34) studied with extensive '3C labeling
experiments.

To correlate a conformational signal set, (U-13C;5)FPP was
synthesized and '3C,!3C-COSY showed the connected carbon
skeleton for each conformer. The 15 obtained labeled natural
products also allowed a detailed analysis of the EIMS-fragmen-
tation reactions of 34 by comparison of the !3C-including frag-
ments.

Singly labeled FPP isotopomers also proved valuable to investi-
gate reprotonation steps in sesquiterpene cyclization mecha-
nisms by incubation in deuterium oxide. The biosynthesis of the
recently discovered corvol ethers A (42) and B (43) provides an
interesting example (Scheme 7) [61].

The proposed mechanism starts with isomerization of farnesyl
diphoshate (FPP, 35) to nerolidyl diphosphate (36) followed by
1,10-ring closure to the helminthogermacradienyl cation (37). A
1,3-hydride shift to the allylic cation 38 and attack of water
gives the neutral intermediate germacrene D-4-ol (39). Reproto-

nation induces the formation of the bicyclic system 40, which
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Scheme 7: Proposed cyclization mechanism of corvol ethers A (42)
and B (43) with the investigated reprotonation using 2H,0. Black dots
indicate 13C-labeled carbon atoms.

can rearrange via two sequential 1,2-hydride shifts to the cation
41. The attack of the hydroxy function and either a 1,2-hydride
shift or a Wagner—-Meerwein rearrangement in a concerted
process leads to 42 and 43. The protonation of C-5 was shown
by using (2-13C)FPP as a substrate for an in vitro incubation of
the terpene synthase in D,O leading to characteristic strongly
enhanced triplets for the labeled carbons of 42 and 43 in the
13C NMR spectrum. As an extension to these experiments, the
stereochemical course of reprotonation of a neutral intermedi-
ate can be followed by comparing the HSQC spectra of the
labeled and the unlabeled compounds, if combined with a
NOESY based assignment of the signals for the relevant dia-
stereotopic protons, as recently performed to investigate the
mechanisms for intermedeol and neomeranol B biosynthesis
[62].

Beilstein J. Org. Chem. 2015, 11, 2493-2508.

Cyclooctat-9-en-7-0l (52), a member of the fusicoccane family
of diterpenoids, is the biosynthetic precursor of cyclooctatin
(45) [63], a potent inhibitor of lysophospholipase, which was
isolated from Streptomyces melanosporofaciens [64]. The
cyclization of geranylgeranyl diphosphate (GGPP, 44) to 52
features an unexpected carbon backbone rearrangement, which
was shown recently by Kuzuyama and co-workers using
isotopically labeled glucose in vivo and labeled GGPP in vitro
[65]. The reaction is catalysed by the enzyme CotB2, the first
structurally characterized bacterial diterpene cyclase [66]. After
identification of the biosynthetic gene cluster, a mechanism
involving a deprotonation—reprotonation sequence and two
1,2-hydride shifts was proposed [67]. However, a simple
feeding experiment performed with a S. albus transformant and
[U-13Cglglucose revealed an unexpected labeling pattern in 45,
which could not be explained by the anticipated GGPP labeling
following the deoxyxylulosephosphate pathway [68] and
the initially suggested mechanism for GGPP cyclization
(Scheme 8).

OH

Scheme 8: Predicted (top) and observed (bottom) '3C-labeling pattern
in cyclooctatin (45) after feeding of [U-13Cg]glucose to a S. albus trans-
formant. Labeling in the resulting geranylgeranyl diphosphate (GGPP,
44) is added for clarity. Bold bonds show intact C,-fragments and
asterisks indicate carbons without direct coupling. The carbon
numbers shown for 45 derive from carbon numbers of GGPP (44).

The missing '3C,'3C-coupling between C-9 and C-10 excluded
a simple mechanistic assembly of the tricyclic system. Instead,
advanced NMR experiments focusing on 2Jc,c-couplings
revealed that C-8 and C-10 originate from the same glucose
molecule. To account for this surprising observation, a new
mechanistic proposal was suggested involving a carbon—carbon-
bond rearrangement and several hydride shifts, which

were confirmed with elegant labeling experiments using
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(9,9-2H,)GGPP (a), (10-2H)GGPP (b), and (8,8-2H,)GGPP (c)
in incubation experiments with recombinant CotB2 (Scheme 9).

A mechanism that is in line with all labeling experiments
proceeds via GGPP cyclization to form the bicyclic cation 46,
followed by a second cyclization and a 1,5-hydride shift to yield
47. This unusual hydride migration was experimentally
supported by location of H® at C-15 of 52. A 1,3-hydride shift
generates the allylic cation 48, which can undergo another
1,5-hydride shift to the tertiary cation 49. This step was eluci-
dated using (10-2H)GGPP to follow the transannular movement
of H®. Ring contraction leads to the tetracyclic cation 50, which
rearranges to 51 explaining the observed lost linkage between
C-9 and C-10. Quenching of this cation with water leads to the
diterpenoid product cyclooctat-9-en-7-ol (52). Further oxi-
dation by the cytochrome P450-hydroxylases CotB3 and CotB4
yields the biologically active compound cyclooctatin (45) [67].

This outstanding study exemplifies the scope of isotopic
labeling experiments in the elucidation of terpene biosynthesis
by combined in vivo and in vitro labeling techniques to achieve
a better understanding of nature’s astonishing mechanistic
toolbox utilized by terpene synthases. Additionally, the unex-
pected outcome of the initial feeding experiment gives an ideal
example as to why isotopic labeling experiments are not at all

1,11Si

10Re,14 Re

1,5-H~
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old-fashioned, but rather still yield important mechanistic
insights in biosynthetic pathways that would otherwise never be

obtained.

Emphazising the same principle, feeding of even simpler
precursors such as labeled acetate can give useful hints to
carbon and hydrogen rearrangement, as shown for sester-
fisherol (59, Scheme 10), the product of a bifunctional sesterter-
pene cyclase (Cjs) from Neosartorya fischeri [69]. In this case,
[1-13C,2H;]acetate was fed and the resulting labeling pattern of
an epoxidation product was analyzed by 13C NMR, revealing a
loss of deuterium from carbons C-2, C-6 and C-10 by hydride
shifts during terpene cyclization that was concluded from
missing upfield-shifted 13C NMR signals of the neighboring
13C-labeled carbons C-1, C-5 and C-9, while corresponding
upfield-shifted signals were observed for all other expected
cases (C-3, C-7, C-11, C-13, C-15, C-17, C-19).

These results are in line with the proposed cyclization mecha-
nism starting from geranylfarnesyl diphosphate (GFPP, 53),
which undergoes two cyclizations yielding cation 54. A
1,5-hydride shift at C-12 to C-19 leads to the allylic cation 55.
Additional ring closure fuses the tricyclic system 56, which
rearranges to the tertiary cation 57 by two sequential
1,2-hydride shifts and another cyclization. Two 1,2-hydride

8Re,10Re 1,3-alkyl~

45

Scheme 9: Proposed mechanism of the cyclooctat-9-en-7-ol (52) biosynthesis catalysed by CotB2. Annotated hydrogen atoms (a—c) were investi-
gated by deuterium labeling. Asterisks are used to follow the rearrangement of C-8 and C-9 (carbon numbers as for GGPP).
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HC2” “OH

Scheme 10: Cyclization mechanism of sesterfisherol (59). Bold lines indicate acetate units; black circles represent C-1 of acetate. Asterisks show

positions with lost deuterium labels.

shifts yield the allylic cation 58, which is finally quenched by
water to the sesterterpene product 59. The involved 1,2-hydride
shifts along this pathway explain the missing upfield-shifted
13C signals mentioned above. To investigate the 1,5-hydride
shift, (8,8-2H,)GGPP and IPP were used for an in vitro reaction
with the recombinant terpene synthase, utilizing the bifunc-
tional character of the enzyme to form (12,12-2H,)GFPP and its
subsequent cyclization to (3H,)-59. NMR data of the obtained
labeled product indicated a migration of the C-12 deuterium
atoms to C-19 and to C-2, thus proving evidence for the
proposed hydride migrations from 54 to 55 and from 57 to 58.

The application of isotopes in mechanistic investigations is by
far not limited to following atoms through the biosynthetic
assembly of natural product. Also the kinetic isotope effect can
be used to probe mechanistic proposals, as elegantly shown for
the pentalenene (65) cyclization mechanism. Pentalenene
synthase is one of the first and best investigated bacterial
terpene cyclases both structurally [70] and functionally [71].
The initially suggested mechanism of building up its tricyclic
structure is shown in Scheme 11 as pathway A and involves a
1,11-cyclization of FPP to the humulyl cation 60. A deprotona-
tion-reprotonation sequence leads to cation 61, which is
converted to a bicyclic secoillud-6-en-3-yl cation (62). A subse-
quent 1,2-hydride migration to 63 followed by ring closure
gives 64, which is deprotonated to give pentalenene (65).
Quantum chemical calculations led to the suggestion of the

protoilludyl cation 66 as central intermediate between 61 and 64

(pathway B), which is directly formed from 61 [72]. Interest-
ingly, this proposal is also in line with all previously conducted

labeling experiments.

S q
2H —_—
Z S _OPP~ % = =
| A
OPP
35 60 61

G

Scheme 11: Cyclization mechanisms to pentalenene (65) and
protoillud-6-ene (67).

2504



To address this mechanistic question experimentally, an elegant
approach was recently presented in a collaborative work by the
groups of Tantillo, Peters and Cane [73]. A H309A mutant of
pentalenene synthase produces both 65 and the side product
protoillud-6-ene (67). Using this mutant, experiments with
(6-2H)FPP were performed to exploit the different branching
points of both mechanisms towards 65 and 67. Assuming there
is no fast equilibrium between cations 62 and 66, cyclization via
pathway B should influence the product ratio of 65 and 67 due
to the easier loss of protium in comparison to deuterium in the
deprotonation to 67, whereas for pathway A no such influence
would be expected. Indeed, the observed product ratio shifted
towards pentalenene in the experiment with the labeled
precursor, supporting the mechanism via cation 66. This
isotopically sensitive branching experiment shows the useful-
ness of labeling studies even in cases where two possible
mechanisms lead to the same atom arrangement in the natural

product.

Aromatic compounds via the shikimate
pathway

Recently, a series of H,!'80-based labeling experiments were
used by Andexer et al. to elucidate the mechanism of choris-
matases [74]. Biochemically, chorismate (68) plays an impor-
tant role at the border of primary and secondary metabolism for
many natural products made from aromatic building blocks
[75]. Chorismatases were, e.g., found to be involved in the for-
mation of the starter unit 3,4-trans-dihydroxycyclohexa-1,5-
dienecarboxylate (69) for biosynthesis of the important
immunosuppressants FK506, FK520 and rapamycin [76]. This
family of enzymes catalyzes the conversion of chorismate (68)
to different hydroxybenzoates and dihydrohydroxybenzoates
(Scheme 12).

The FkbO-subfamily catalyses the formation of 3,4-trans-dihy-
droxycyclohexa-1,5-dienecarboxylate (69). This reaction is
thought to occur via a protonation of the terminal double bond
in the enol pyruvate moiety and subsequent attack of water at
the cationic position to induce the cleavage of pyruvate. To
support this mechanism, the enzymatic reaction was performed
in 180-labeled water to yield labeled pyruvate as expected.
However, conducting the same experiment for the Hyg5-
subfamily of chorismatases, which produce 3-hydroxybenzoate
(70), did not yield in any labeled pyruvate. This surprising
result contradicts an elimination mechanism in the formation of
70 and demands for a new mechanistic proposal. Alternatively,
an intramolecular attack at C-3 by the neighbouring hydroxy
group at C-4 to cleave the activated pyruvate via an oxirane
intermediate can be thought of. To test this hypothesis, choris-
mate with an 30 label in its hydroxy function was prepared

enzymatically starting from isochorismate. This label was

Beilstein J. Org. Chem. 2015, 11, 2493-2508.
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Scheme 12: Reactions of chorismate catalyzed by three different
enzyme subfamilies. Oxygen atoms originating from water are labeled
as 02, whereas 180 labels in the hydroxy group of chorismate are
annotated as OP. The XanB2-reaction was not investigated (missing
label).

retained during the reaction supporting the oxirane intermediate.
The mechanism was also proposed for the XanB2-subfamily,
which shows an unselective opening of the oxirane ring to
produce both 70 and 4-hydroxybenzoate (71). This study
created an interesting example of 130 usage to distinguish two
different mechanisms of action within the same family of
enzymes.

Due to the poor availability of isotopically labeled sulfur com-
pounds, corresponding labeling experiments are rare, but can
provide interesting insights into the biosynthesis of sulfur
containing natural products. Besides the recently presented syn-
thetic developments towards 36S-labeled SAM and methionine
[77], also [34S]cysteine has been made accessible by synthesis
from elemental 34Sg and used to study the sulfur source in
tropodithietic acid (TDA, 74, Scheme 13) biosynthesis [78].
TDA is a marine antibiotic which was originally isolated from
Pseudomonas species [79] showing no observable resistance in
important pathogens up to now [80]. The biosynthesis of the
tropone core proceeds via the phenylalanine degradation
pathway, as was shown by labeling experiments with (13C)Phe
and [13Cg4]glucose, and incorporation into phenylacetate [81]
and TDA [82]. To resolve the sulfur precursor of TDA,
(3*S)Cys (72) was synthesized and fed to Phaeobacter inhibens
to observe an incorporation rate of 87% into both sulfur atoms
of TDA. This result together with mutations of relevant genes
of the primary sulfur metabolism pointed towards an introduc-
tion of sulfur from Cys via (S)-thiocysteine (73) into TDA.
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Scheme 13: Incorporation of sulfur into tropodithietic acid (72) via
cysteine.

Antimycins such as antimycin Al (79) are known for their
inhibitory effect on the respiratory chain [83] and are widely
used as antibiotics in fish farming industry. All compounds
from this class feature a nine-membered dilactone core and a
3-formamidosalicylic acid moiety [84]. The latter provides an
interesting biosynthetic rearrangement starting from tryptophan,
which was investigated both by isotopic labeling experiments
and by using fluorine as a positional label of the aromatic struc-
ture [85]. The formamido-residue in antimycine Al (79,
R! = R2 = H, Scheme 14) is located in the meta-position with
respect to the carboxylic acid moiety, whereas in the precursor
molecule 76, derived from tryptophan (75) via the well-known

NH,
COSCoA
75 76
NH,
NH2 R! OH
R! COSCoA _
9 R2 COSCoA
R2
77 78
o)
§
NH
Dan@S PN
R2 Nn... ""'O
0 v Ng

79

Scheme 14: Biosynthetic proposal for the starter unit of antimycin
biosynthesis. The hydrogens at positions R" and R? were replaced by
fluorine in the feeding experiments with fluoroanthranilic acids.
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Trp degradation pathway, the corresponding amino group is
found in the ortho-position. An unusual 1,2-shift via the oxirane
intermediate 77 was proposed for the formation of the starter
unit 78.

Using fluorine as a non-reactive anchor on the benzene ring in
feeding experiments with different isomers of fluoroanthranilic
acid, the fate of the amino and the carboxylic acid group in the
biosynthesis of antimycins could be followed [85]. Incorpor-
ation of 3-fluoro (R! = F) and 4-fluoroanthranilic acid (R2 = F)
into antimycins was observed with retention of the position for
the amino group, but migration of the carboxylic acid group
relative to the fluorine label. This example shows that chemical
labelings that are usually much cheaper than isotopic labelings
can in special cases be useful to address biosynthetic problems,
as was impressively demonstrated in the cutting-edge experi-
ments by Knoop more than one century ago.

Conclusion

The examples of isotope usage presented in this review article
emphasize the important role of labeling methods on the road to
a better understanding of nature’s ways to assemble complex
molecular structures. Although the principle of isotopic labeling
itself did not change throughout 80 years of biochemical appli-
cations, isotopes are continuing to inspire biosynthetic studies
to generate tailored methods for the specific problems evolved
by natural products. As delineated here, labeling techniques are
especially powerful in combination with other chemical and
biological methods to give rise to a complete picture of biosyn-
thetic conversions, both on enzymatic and molecular level.
Some surprising results would probably still remain uncovered
without the carefully designed usage of isotopes. Despite the
exclusivity isotopic labeling techniques have lost to a lot of new
bioinformatical, biotechnological and biological methods in the
study of biosynthetic pathways, they still represent an indis-
pensable tool in natural product research.
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This review describes strategies for the chemical synthesis of xenicane diterpenoids and structurally related metabolites. Selected

members from the four different subclasses of the Xenia diterpenoid family, the xenicins, xeniolides, xeniaphyllanes and

xeniaethers, are presented. The synthetic strategies are discussed with an emphasis on the individual key reactions for the construc-

tion of the uncommon nine-membered carbocycle which is the characteristic structural feature of these natural products. Add-

itionally, the putative biosynthetic pathway of xenicanes is illustrated.

Introduction

Terpenoids are a large group of structurally diverse secondary
metabolites. Among these natural products, Xenia diterpenoids
or xenicanes represent a unique family with intriguing
structural features and diverse biological activities. Many
xenicanes display significant cytotoxic and antibacterial activity
and are therefore of great interest for drug discovery, especially
for their application as anticancer agents [1]. Marine soft corals
of the genus Xenia (order Alcyonacea, family Xeniidae) are
known to be rich in xenicane diterpenoids. The first reported
member of these metabolites was xenicin (1), isolated from the

soft coral Xenia elongata in Australia, whose structure was elu-

cidated in 1977 by Schmitz and van der Helm (Figure 1a) [2].
The common numbering of the xenicane skeleton shown in
Figure 1b is used throughout this review.

Since then, several further xenicanes with various modifica-
tions of the cyclononane ring and isoprenyl side chain in their
structure have been isolated. In general, the common structural
feature of xenicanes is a bicyclic framework consisting of an
A ring which is trans-fused to a nine-membered carbocyclic
B ring. The family of Xenia diterpenoids was originally divided

into three subfamilies: the xenicins (containing an 11-oxabi-
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xenicin (1)

Figure 1: a) Structure of xenicin (1) and b) numbering of the xenicane
skeleton according to Schmitz and van der Helm.

cyclo[7.4.0]tridecane ring system with an acetal functionality)
[2], the xeniolides (containing an 11-oxabicyclo[7.4.0]tride-
cane ring system with a lactone functionality) [3] and the xenia-
phyllanes (with a bicyclo[7.2.0]Jundecane ring system) [4].
Later, an additional subfamily was discovered and named
xeniaethers [5] (containing an 11-oxabicyclo[7.3.0]dodecane
ring system). An overview of representative members of these

subfamilies is depicted in Figure 2.

Xenicanes are closely related to a number of metabolites
which also feature the characteristic cyclononene framework
(Figure 3). For example, a class of bicyclic sesquiterpenes,
caryophyllenes [21], exhibit the same bicyclo[7.2.0Jundecane
skeleton as xeniaphyllanes. Furthermore, while monocyclic
azamilides [22] are seco-A-ring diterpenoids that are acylated
with fatty acids, Dictyota diterpenes [23,24] either bear a
similar seco-ring fragment, as observed for dictyodiol (24), or
comprise a fused y-butyrolactone moiety, as in dictyolactone
(25, Figure 3).

This review intends to provide a comprehensive overview of
research covering xenicane diterpenoids and related natural
products. In the following section, we present a biosynthetic
proposal, discuss various synthetic approaches towards xeni-

cane diterpenoids and highlight successful total syntheses.

Review
Biosynthetic hypothesis

The proposed biogenesis of xenicanes (Scheme 1) is suggested
to be similar to the reported biosynthesis of the structurally
related caryophyllene sesquiterpenes [25]. Xenia diterpenoids
are believed to originate from the common diterpenoid
precursor geranylgeranyl pyrophosphate (GGPP, 28), which is
assembled from the two terpene units, isoprenyl pyrophosphate
(IPP, 26) and dimethylallyl pyrophosphate (DMAPP, 27) [26].
Initial loss of a diphosphate anion from GGPP generates an

allylic cation in 29 which is intramolecularly trapped by nucleo-
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philic attack of the C3,C10-double bond, forming the second-
ary cation 30. Attack of the newly generated C1,C2-double
bond with simultaneous loss of a proton then affords the
bicyclo[7.2.0Jundecane ring system 31 as found in xenia-
phyllanes [3]. Finally, double C—H oxidation furnishes the
B-hydroxy aldehyde 32 which can undergo a retro-aldol reac-
tion with concomitant opening of the cyclobutane ring to form
dialdehyde 33 as the common biogenetic precursor of xenicins,

xeniolides and xeniaethers.

An alternative biosynthetic pathway proposed by Schmitz and
van der Helm involves the direct formation of the nine-
membered carbocyclic ring via oxidative cyclization of geranyl-
linalool (34) [2], which is formed from GGPP (28) by
enzymatic hydrolysis of the pyrophosphate unit and allylic
rearrangement (Scheme 2).

Synthetic strategies

The unusual molecular structures and the potential of xenicanes
to act as chemotherapeutic agents make these natural products
attractive targets for synthetic chemists. Although more than
100 different Xenia diterpenoids are known to date, only a few
total syntheses of xeniolides have been reported in the last two
decades. Surprisingly, since the discovery of xenicin in 1977
[2], no total synthesis of a member of this subclass has been

accomplished.

The synthesis of nine-membered rings is challenging, espe-
cially when they contain an E-configured double bond. Differ-
ent strategies for the construction of E- or Z-cyclononenes have
been reported to date and common reactions are summarized in
Scheme 3. Transition metal-catalyzed ([M] = Ru, Mo, W) ring-
closing metathesis (RCM) reactions of 1,10-dienes A can be
employed for the synthesis of cyclononenes. The E/Z-selec-
tivity of the olefin depends on the ring-size and the choice of
catalyst. As a consequence of avoiding ring strain, small- and
medium-sized rings are generally obtained with Z-configur-
ation of the alkene. The Grob fragmentation reaction of fused
6,5-bicycles B is usually a concerted process that affords
cyclononenes in a stereospecific manner [27]. The relative con-
figuration of the leaving group (LG = OTs, OMs, Hal, NR3")
and the adjacent substituent determine the E/Z-geometry of the
olefin. A cis-geometry leads to the formation of the E-config-
ured double bond. In general, the Grob fragmentation is the
most commonly employed method for the synthesis of
cyclononenes due to the predictability of the stereochemical
outcome of the product. The construction of cyclononenes can
furthermore be achieved by thermal [3,3]-sigmatropic
rearrangements of 1,5-dienes C. When the reaction proceeds via
a chairlike transition state, the substituents are oriented with

minimal steric hindrance to give the E,E-configured nine-
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xenicin (1) xeniculin* (2) asterolaurin A (3) waixenicin A (4)
ref. [2] ref. [4] ref. [6] ref. [7]

xenibecin (5) umbellacin G (6) xenimanadin A (7) havannahine (8)
ref. [8] ref. [9] xenicins ref. [10] ref. [11]

Hy Hy
xeniolide A (9) coraxeniolide A (10) blumiolide C (11) xeniolide F (12) xeniatine A (13)
ref. [3] ref. [12] ref. [13] ref. [14] ref. [5]

H
O OH
novaxenicin A (14) xenibellol (15) xeniaol (16) florlide A* (17) antheliolide A (18)
ref. [15] ref. [16] ref. [17] ref. [18] ref. [19]

xeniolides

"y
xeniaphyllenol (19) xeniaether A (20) xeniaoxolane (21)
ref. [4] ref. [5] ref. [20]
L xeniaphyllanes ) xeniaethers

Figure 2: Overview of selected Xenia diterpenoids according to the four subclasses [2-20]. The nine-membered carbocyclic rings are highlighted in
blue. *Stereochemistry not determined.
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O
H31C150\‘{
(6]
-caryophyllene (22) azamilide B (23) dictyodiol (24) dictyolactone (25)
L caryophyllenes )L azamilides ) Dictyo diterpenes

Figure 3: Representative members of the caryophyllenes, azamilides and Dictyota diterpenes.
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Scheme 1: Proposed biosynthesis of Xenia diterpenoids (OPP = pyrophosphate, GGPP = geranylgeranyl pyrophosphate, IPP = isoprenyl pyrophos-
phate, DMAPP = dimethylallyl pyrophosphate).
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Scheme 2: Direct synthesis of the nine-membered carbocycle as
proposed by Schmitz and van der Helm (E = electrophilic oxygen

species) [2].

Beilstein J. Org. Chem. 2015, 11, 2521-2539.

membered ring. Ring contraction reactions of 13-membered
lactams afford cyclononenes via intramolecular acyl transfer
reactions. The configuration of the double bond derives from
precursor D and thus allows the formation of E- or Z-config-
ured cyclononenes. Additionally, the intramolecular palladium-
catalyzed cyclization of haloalkenes with organoboranes affords
cyclononenes with retention of the double bond configuration
[28]. The corresponding allylic alcohols can be prepared by a
Nozaki—Hiyama—Kishi coupling of haloalkenes with aldehydes.

The first synthesis of the unusual nine-membered carbocyclic
ring was reported by Corey for the total synthesis of B-caryo-
phyllene in 1963 (Scheme 4) [29-31]. Starting with a photo-
chemical [2 + 2] cycloaddition between 2-cyclohexen-1-one
(37) and isobutene (36), an isomeric mixture of trans- and cis-
fused [4.2.0]octanone was obtained (trans-38/cis-39 = 4:1). The
more stable cis-bicycle 39 could be obtained by isomerization
of trans-38 with base. Acylation with sodium hydride and
dimethyl carbonate followed by methylation furnished B-keto
ester 40. Addition of lithium acetylide 41 to the keto group led
to acetal 42. Hydrogenation of the triple bond under basic

Macrocyclization

A

ring-size and catalyst

Ring Expansion
H LG
OH

B
Fragmentation

relative orientation of

%\\:

o $
(@)
Z\

Electrocyclization

relative orientation of

( Ring Contraction

Suzuki-Miyaura

Nenx

&

double bond already retention of double

control double-bond H and leaving-group substituents controls installed bond configuration
geometry (LG) control double-  double-bond geometry
\ ) bond geometry JAN )
1.[0
M] base Yo [Pd]

Scheme 3: The construction of E- or Z-cyclononenes.
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H 1. NaH, Me,CO4 H
hv,—40 °C 2. NaH, Mel
T + + Me
) (35-45%) H (81%) H I cooMe
o)
36 37 39 40
| !
KOH, MeOH
Li
H
1. Hp, Pd/C, KOH
2.CrO; 1. NaH, DMSO Me
(86%) (57%) H °
HO
COOMe
44
H NaH, DMSO, H H H H H
-~
4 steps Me t-BuONa Me = .
’ HO ’ T 0 H
45 46 47

Scheme 4: Total synthesis of racemic B-caryophyllene (22) by Corey.

conditions resulted in cleavage of the acetal and ring closure to
the corresponding lactol which was oxidized with chromic acid
to furnish y-lactone 43. An ensuing Dieckmann condensation
[32] of 43 afforded a 4,6,5-tricycle which was converted to the
fragmentation precursor 45 in four further steps. A base-medi-
ated Wharton-type Grob fragmentation [33] then served as the
key step to construct the cyclononene motif of bicycle 47.
Prolonged exposure of the resulting cis-fused 4,9-bicycle 47 to
sodium tert-butoxide gave rise to the epimerized trans-isomer
48. Finally, the exocyclic double bond was introduced by olefi-
nation of ketone 48 and thus completed the racemic total syn-
thesis of B-caryophyllene (22) in 13 steps. This elegant syn-
thesis received considerable attention and revealed already at
that time the great potential of modern synthetic organic chem-

istry.

More than 20 years later, in 1984, Oishi and co-workers
reported a different strategy which culminated in the total syn-

B-caryophyllene (22)

thesis of racemic f-caryophyllene (22) (Scheme 5) [34]. Their
synthesis commenced with conjugate addition of ethyl (phenyl-
sulfonyl)acetate, a methylsulfonyl anion equivalent, to
cyclobutene ester 49 followed by a sequence consisting of
saponification, regioselective decarboxylation and reesterifica-
tion to afford methyl ester 50. The ester group was reduced with
lithium aluminum hydride and the resulting alcohol was
converted to the corresponding silyl ether. Next, alkylation of
the metalated sulfone with allylic chloride 51 afforded alcohol
52 after desilylation. Subsequent desulfonylation with sodium
amalgam and Jones oxidation of the primary alcohol furnished
carboxylic acid 53. The corresponding tertiary amide was then
formed by sequential reaction of carboxylic acid 53 with oxalyl
chloride and N-methylaniline derivative 54. The following two-
step debenzylation sequence afforded alcohol 55 which was
converted to the corresponding mesylate, serving as a key inter-
mediate for the construction of the nine-membered carbocyclic

ring. Treatment of this intermediate with potassium tert-
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Scheme 5: Total synthesis of racemic B-caryophyllene (22) by Oishi.

butoxide led to the cleavage of the 2-cyanoethylsulfide moiety
and the generation of a thiolate anion, which underwent
SN2 displacement of the primary mesylate, affording the
13-membered lactam 56. The stage was now set for the key
intramolecular acyl transfer reaction to form the cyclononene
motif. After sodium periodate oxidation of sulfide 56 to the
corresponding sulfoxide, addition of lithium diisopropylamide
initiated the intramolecular acyl transfer and led to formation of
cyclononene 57 in quantitative yield. Reductive desulfonyla-
tion and a final Wittig olefination of the ketone then afforded
racemic B-caryophyllene (22). In summary, the total synthesis
of B-caryophyllene was achieved in 19 steps with an overall
yield of 6.3%. Although the key intramolecular acyl transfer
reaction for construction of the cyclononene ring could be real-
ized in quantitative yield, the low-yielding formation of the
macrocyclic thioether reduced the overall efficiency of the
presented synthetic route. Based on a similar strategy and using
the corresponding Z-isomer of cyclization precursor 39, Oishi
and co-workers reported a total synthesis of racemic
isocaryophyllene, the cis double bond isomer of caryophyllene.
Further total syntheses of isocaryophyllene have also been
reported by Kumar [35,36], Miller [37] and Bertrand [38].

B-caryophyllene (22)

In 1995, Pfander reported the synthesis of an important building
block [24] for the total synthesis of coraxeniolide A (10) [12],
starting from chiral (—)-Hajos—Parrish diketone (58) [39]. Based
on Pfander's seminal work, the first total synthesis of a xeni-
cane diterpenoid was then accomplished by Leumann in 2000
(Scheme 6) [40]. Starting from enantiopure (—)-Hajos—Parrish
diketone (58), allylic alcohol 59 was prepared by regioselective
reduction of the carbonyl group, silylation of the resulting
alcohol and further reduction of the enone moiety. An ensuing
transetherification of alcohol 59 with ethyl vinyl ether gave an
allyl vinyl ether, which underwent a magnesium perchlorate-
promoted [1,3]-sigmatropic rearrangement [41] to afford an
aldehyde that was converted to dimethylacetal 60. The
following epoxidation proceeded with good stereoselectivity
(a/p = 11:1) and the regioselective opening of the epoxide
moiety using lithium cyanide afforded a f-hydroxy nitrile in a
trans-diaxial arrangement. Under basic conditions, the configur-
ation of the nitrile group at C2 was inverted, furnishing the ther-
modynamically more stable 61. Nitrile 61 was then converted to
lactol 62 in seven further steps. Next, the cyclononene ring of
63 was constructed via a Grob fragmentation of 6,6,5-tricycle

62, affording the bicyclic product 63 in very good yield,
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4. A92C03
63 (52%) 64

Scheme 6: Total synthesis of coraxeniolide A (10) by Leumann.

however, as a mixture of lactol epimers (a/p = 56:44). Silyl
protection of the lactol and subsequent Tebbe olefination [42]
of the ketone group installed the exocyclic double bond of the
nine-membered carbocycle. Desilylation followed by oxidation
with silver carbonate then afforded lactone 64. For the introduc-
tion of the side chain, the enolate derived from lactone 64 was
treated with 1-bromo-4-methylpent-2-ene, giving a 1:6 mixture
of coraxeniolide A (10) and its epimer 65. By equilibration with
triazabicyclodecene (TBD), the ratio of 10:65 could be inverted
to 3:1. In summary, coraxeniolide A (10) was synthesized in a
longest linear sequence of 23 steps with an overall yield of
1.4%.

The most complex xenicane diterpenoid synthesized to date is
pentacyclic antheliolide A (18) [18] by Corey (Scheme 7) [43].
The linear precursor 68 was prepared from vinyl bromide 66
and aldehyde 67 in six steps in 34% yield. After saponification
of the ester functionality, treatment with tosyl chloride and

3. CH(OCH3)3

(65%)
60
NaDMSO
(88%)
62
LDA., then ]

TBD
(80%)

(50%)

coraxeniolide A (10)

trimethylamine resulted in the formation of a ketene that under-
went a diastereoselective intramolecular [2 + 2] cycloaddition to
provide bicyclic ketone 69. Addition of TMS cerium acetylide
to the carbonyl group of 69, followed by desilylation under
basic conditions gave rise to (£)-ethynylcarbinol, which was
separated by chiral HPLC. The desired diastereomer was then
transformed to benzene sulfinate ester 70. A palladium-
catalyzed [2,3]-sigmatropic rearrangement formed an isomeric
allenic sulfone [44] which, upon conjugate addition of diethyl
amine followed by hydrolysis afforded a B-ketosulfone. For the
following ring closure, the primary alcohol was desilylated and
converted to the corresponding allylic carbonate 71. The
cyclononene structure 72 was then assembled via a palladium-
catalyzed and base-mediated cyclization of carbonate 71 [45].
Reductive cleavage of the sulfone using aluminium amalgam
afforded a ketone, which was converted to an exocyclic double
bond by treatment with Tebbe’s reagent [42]. In order to
convert the methoxy acetal to the corresponding lactone,
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Scheme 7: Total synthesis of antheliolide A (18) by Corey.

without affecting the sensitive caryophyllene-like subunit, the
methoxy group was replaced with a phenylseleno moiety, which
was converted to the alcohol and finally oxidized to lactone 73.
In three further steps, lactone 73 was converted to aldehyde
ester 74, which upon treatment with piperidine gave a
B-enamino ester 75. Finally, an elegant cascade reaction

involving an aldol condensation, followed by a hetereo

Diels—Alder reaction closed the last three rings and antheliolide
A (18) was obtained in 74% yield. In summary, the successful
total synthesis of antheliolide A proceeded in 25 linear steps
with an overall yield of 1.7%.

The total syntheses of coraxeniolide A (10) and B-caryophyl-
lene (22) reported by Corey [46] in 2008 are based on Pfander’s
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idea [24] to construct the cyclononene fragment from
(—)-Hajos—Parrish diketone (58) [39] (Scheme 8). Chiral
hydroxy dione 77 was synthesized according to a literature-
known procedure [47]. Regioselective reduction with sodium
borohydride, followed by dehydration under Mitsunobu condi-
tions and silylation of the tertiary alcohol furnished trimethyl-
siloxy ketone 78. The ketone functionality was then diastereose-
lectively reduced under Corey—Bakshi—Shibata conditions [48]
and an ensuing desilylation furnished a diol. In order to intro-
duce a leaving group for the following key step, the secondary
hydroxy group was tosylated to afford 79. Once again, a stereo-
specific Grob fragmentation of tosylate 79 served as the key
step for the synthesis of the enantiomerically pure and configu-
rationally stable nine-membered E,Z-dienone 80. The synthesis
of the enantiomer of dienone 80, enz-80, was accomplished by
a route parallel to that presented in Scheme 8a, starting from
ent-77. The highly efficient construction of these versatile inter-
mediates provides a basis to synthesize a variety of natural
products containing this macrocyclic structural motif. Based on
chiral enone 80 and its enantiomer, ent-80, coraxeniolide A (10)
and B-caryophyllene (22) were synthesized in five and four
further steps, respectively. The synthesis of 10 continued with a
trityl perchlorate-catalyzed conjugate addition of silyl ketene

Beilstein J. Org. Chem. 2015, 11, 2521-2539.

acetal 81a to enone ent-80. Deprotonation and trapping of the
resulting enolate with formaldehyde furnished lactone 82 in a
regio- and stereoselective fashion. Introduction of the exocyclic
double bond proved to be challenging and therefore salt-free,
highly reactive methylenetriphenylphosphorane was used.
Finally, a-alkylation of the lactone with iodide 83 provided
coraxeniolide A (10) and its epimer in a 1:6 ratio which could
be reversed to 4:1 by base-mediated equilibration. Purification
by column chromatography, allowed the two epimers to be sep-
arated and afforded coraxeniolide A (10) in 38% yield over
three steps.

Additionally, the enantioselective total synthesis of -caryo-
phyllene was realized starting from key intermediate 80. The
route commenced with conjugate addition of silyl ketene acetal
81b to enone 80 from the sterically less hindered re-face. The
ester group was selectively reduced and desilylation afforded
alcohol 84. The generated primary alcohol was tosylated and
regioselective deprotonation followed by intramolecular
a-alkylation stereoselectively formed the cyclobutane ring. A
final Wittig methylenation introduced the exocyclic double
bond and afforded (—)-B-caryophyllene (22), for the first time in

an enantioselective manner. In conclusion, Corey's protocol for

Me O 1.NaBHj Me O 1 (S)Bu-CBS, Me OTs
) m 2. DEAD, PPh; BH3-SMe, @ NaH — //
a —_— =
o 3. TMSI 2. Et3N-3HF (93%) o :
OH (52%) OTMS 3. TsCl OH
77 78 (45%) 79 80
1. Ph3P=CH2
1. Ph3CCIO, 2 LHMDS
\‘/OTBS 83 Me,N_ NMe,
. /= 812 e 0 )\/v' MeoN_ N° “NMe,
7 P.
Y 2. NaOt-CH1, 3. P,-Et N’ “NMe,
then CH,0 (38%) Et
t-80
en (38%)
P,-Et
82 coraxeniolide A (10)
OTMS
>=< 81b
OMe
Ph3CCIO,, then DIBAL, HO 1. TsCl H
—\{ [ then Et;N-3HF H 2. KOt-Bu
c) < Z =
0 (84%) . 3. PhzPMeBr,
2 n-BuLi H
80 84 (48%) B-caryophyllene (22)

Scheme 8: a) Synthesis of enantiomer 80, b) total syntheses of coraxeniolide A (10) and c) B-caryophyllene (22) by Corey.
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the synthesis of a highly versatile building block represents a
valuable platform for the construction of many different
metabolites containing the nine-membered carbocyclic ring
segment. The application of this useful intermediate was
clegantly demonstrated in the synthesis of coraxeniolide A
proceeding in 14% yield over five steps.

Altmann and co-workers disclosed the total synthesis of
blumiolide C (11) [20] employing a Z-selective ring-closing
metathesis reaction for construction of the cyclononene unit
[49]. The synthesis started with a diastereoselective Evans syn-
aldol reaction between substituted propanal 86 and E-crotonyl-
oxazolidinone 85 (Scheme 9). The resulting secondary alcohol
was silylated and the chiral auxiliary was cleaved with lithium
borohydride. Acylation with acryloyl chloride gave ester 87 and
a ring-closing metathesis reaction using Grubbs second genera-
tion catalyst [SO] furnished an o,B-unsaturated lactone. Subse-
quent 1,4-addition of the cuprate derived from alkylmagnesium
chloride 88 provided the frans-product with excellent diastereo-
selectivity and thus installed the required stereocenter at the C3
position of the natural product. After deprotection of the steri-
cally less hindered silyl ether, the resultant primary alcohol was

Beilstein J. Org. Chem. 2015, 11, 2521-2539.

oxidized to give aldehyde 89. By treatment with in situ gener-
ated divinylzinc, aldehyde 89 was transformed to an allylic
alcohol which was converted to the corresponding para-
methoxybenzyl ether 90 using Bundle's reagent [51]. In the key
step of the synthesis, the nine-membered carbocyclic ring was
constructed via a ring-closing metathesis reaction. Under opti-
mized conditions, Hoveyda—Grubbs second generation catalyst
[52] selectively converted diene 90 to the bicyclic ring system
91 in 66% yield. For the installation of the exocyclic double
bond, bicycle 92 was treated with Martin sulfurane [53]. Subse-
quent hydrolysis of the acetal functionality and oxidation of the
resulting lactol restored the lactone function in bicycle 93. The
side chain of blumiolide C was introduced by an aldol reaction
between lactone 93 and aldehyde 94. In the final sequence,
blumiolide C (11) was obtained via stereospecific dehydration,
removal of the para-methoxybenzyl ether and oxidation. In
summary, the total synthesis of blumiolide C was accomplished
in an overall yield of 0.63%.

In 2005, Hiersemann and co-workers reported an approach
towards the synthesis of xeniolide F [13] employing a catalytic

asymmetric Claisen rearrangement to set the crucial stereocen-

o o
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o5 Bn)\/ 1 CIMg Y~
. 3. LiBH, " 0TBS  3.CSA
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Scheme 9: Total synthesis of blumiolide C (11) by Altmann.
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ters at the C2 and C3 positions (Scheme 10) [54]. The synthesis
commenced with the preparation of diol 96 by a palladium-
catalyzed hydrostannylation of 2-butyne-1,4-diol (95). Regiose-
lective silylation with fert-butyldimethylsilyl chloride of the
sterically less hindered alcohol, iodination and silylation of the
primary alcohol with trimethylsilyl chloride gave vinyl iodide
97. The following palladium-catalyzed B-alkyl Suzuki-Miyaura
cross coupling between the borane derived from alkene 98 and
vinyl iodide 97 furnished a Z-configured alkene. Deprotection
of the trimethylsilyl ether then afforded alcohol 99. A
rhodium(II)-catalyzed O—H insertion reaction of the rhodium
carbenoid derived from diazophosphonoacetate 100 and alcohol

BU3SI’1H, OH

1. TBSCI, imH
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99 afforded intermediate 101 which was treated with lithium
diisopropylamide and aldehyde 102 to afford alkene 103
with high E-selectivity. The following asymmetric copper(II)-
catalyzed Claisen rearrangement [55], which is postulated to
proceed via the chair-like transition state 104, afforded key
intermediate 105 with high diastereo- and enantioselectivity.
Preparation of the d-lactone 106 of the A ring of xeniolide F
was then realized by treatment of Claisen product 105 with the
methylene Wittig reagent, followed by desilylation and
lactonization. Although a successful synthetic approach leading
to lactone 106 was thus established, further efforts to complete
the total synthesis of xeniolide F (12) have yet to be reported.

oH oTBS
(PhsP),PdCl, (cat.) 2.1,
= Z P
~ (87%) HO 3. TMSCI, NEt;  TMSO
OH SnBU3 (85%) |
95 96 97
1. 9-BBN 0 o
2. 97, Pd(dppf)Cly, OTBS (MeO)zP\[(COOMe “P(OMe),
NaOH, H,0 N, 100 A OTBS
S _ 2 MeOOC™ O
X-"0Bn HO P
3. K,CO3, MeOH Rhy(OAc), (cat.)
(60%) OBn (62%) OB
98 99 101
2+
o X o
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Scheme 10: Synthesis of a xeniolide F precursor by Hiersemann.

106

xeniolide F (12)
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Efforts aimed at constructing the core structure of xenibellol
A (15) [15] and umbellacetal (114) [56] employing a
2,3-Wittig—Still rearrangement as the key step were reported by
Danishefsky and co-workers (Scheme 11) [57]. In contrast to
other xenicanes mentioned above, xenibellol A (15) does not
possess the characteristic nine-membered carbocyclic ring but
rather features a 6,5,5-ring system, containing an unusual
oxolane bridge between C1 and C7. Hajos—Parrish diketone
(107) [39] served as the starting material for the preparation of
key intermediate 112. Selective reduction of the ketone and
silylation of the resulting alcohol furnished enone 108.
a-Carboxylation of the enone with magnesium methyl
carbonate and a global reduction of the carbonyl functionalities
afforded allylic alcohol 109. The precursor for the key reaction
was obtained by formation of the methoxymethyl (MOM) ether
from primary alcohol 109 and subsequent conversion of the
allylic alcohol to stannane 110. The following 2,3-Wittig—Still
rearrangement [58] employing n-butyllithium afforded primary
alcohol 111 in 31% yield and enabled the installation of the C1
quaternary stereocenter. According to the authors, a competing

1,2-Wittig rearrangement and reduction pathway posed a

Beilstein J. Org. Chem. 2015, 11, 2521-2539.

significant challenge in this transformation. Desilylation and
regioselective tosylation of the primary alcohol 111 set the
stage for the construction of the oxolane via Williamson etheri-
fication, which was realized by treatment with potassium
hydride. Surprisingly, the following deprotection of the MOM
ether using standard reaction conditions (I N aqueous
hydrochloric acid) led to opening of the oxolane ring and
afforded tricycle 113 which features the carbon framework of
structurally related umbellacetal (114). Gratifyingly, when
magnesium bromide and ethanethiol were used as a mild alter-
native for the cleavage of the MOM ether, the xenibellol core
could be obtained. Although the key 2,3-Wittig—Still rearrange-
ment proceeded in low yield and further improvements are
necessary, a promising route towards the synthesis of umbell-
acetal (114) and xenibellol (15) was thus established.

Yao and co-workers have investigated a synthetic approach
towards the soft coral metabolite plumisclerin A by
Pauson—Khand annulation and Sml,-mediated radical cycliza-
tion [59]. The xenicane-related diterpenoid (isolated from the

same marine organism as xenicin 116) possesses a complex ring

1. (MeO)Mg(OC(O)OMe),

o 1 LIAH(Ot-Bu)s otes  125°C Me PTBS
Me . Me .
2. TBSCI, imH 2. LiAlH,4
/I/i/ (70%) (47%) HO
o) o) 4re751
r=7.5: OH
107 108 109
1. TsCl, py,
1. MOMCI, DIPEA Me OTBS Me OTBS o Me O
2. KH, then BugSnCHjl n-Buli > TBAF
(59%) j) (31%) 3. KH, 18-c-6
OH
BuzSn OMOM OMOM (77%) OMOM
110 111 112
Me OH Me EtSH
e 1 N HCl, '
THF MgBrTOEtz
NS
2
0 OMOM
umbellacetal (114) 113 112 115 xenibellol A (15)

Scheme 11: Synthesis of the xenibellol (15) and the umbellacetal (114) core by Danishefsky.
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system that is proposed to be biosynthetically derived from the
xenicin diterpenoid 116 by an intramolecular [2 + 2] cycloaddi-
tion (Scheme 12) [60].

The synthetic route commenced with known aldehyde 119
which was converted to triol 120 in five steps (Scheme 13). The
introduction of the benzyl ether next to the alkyne moiety was
necessary to control the stereochemical outcome of the key
annulation, and further three steps enabled preparation of the
annulation precursor 121. The following Pauson—Khand reac-
tion [61] for the construction of the fused bicyclic structure 122
was performed by treatment of 121 with dicobaltoctacarbonyl in
the presence of cyclohexylamine. Hydrolysis of the acetonide,
chemoselective silylation and oxidation afforded aldehyde 123.
Next, the formation of the cyclobutanol ring was realized by an
intramolecular samarium diiodide-mediated radical conjugate
addition to afford tricycle 124 in 60% yield. Introduction of the

Scheme 12: Proposed biosynthesis of plumisclerin A (118).

OBn
5 steps 3 steps
/\/\)k N
TBSO 3% (63%)
OH
119 120

1.2 N HCI, THF OTBS Sml,
2. NaH, TBSCI OBn THF/t-BuOH O

3. DMP 0 =0 (60%)

(45%)
123

Scheme 13: Synthesis of the tricyclic core structure of plumisclerin A by Yao.
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dihydropyran ring of plumisclerin A (118) was envisioned to be
carried out at a late stage of the synthesis, but efforts towards its

construction have yet to be reported.

In 2009, the enantioselective total synthesis of 4-hydroxydictyo-
lactone (137) was reported by Williams and co-workers
(Scheme 14) [62]. Starting from a,B-unsaturated ester 125,
allylic alcohol 126 was synthesized in four steps. Esterification
with (R)-(+)-citronellic acid (127) yielded a single diastereomer
of ester 128. Addition of lithium diisopropylamide to a mixture
of 128, trimethylsilyl chloride and triethylamine initiated an
Ireland—Claisen rearrangement [63] which gave carboxylic acid
129 in 85% yield and with high diastereoselectivity (dr = 94:6).
Carboxylic acid 129 was then converted to intermediate 130 in
seven further steps. An intramolecular coupling between the
formate ester and the allylic bromide provided lactol 131 in
excellent stereoselectivity (dr > 95:5). The preparation of sec-

117 plumisclerin A (118)
OBn  Coy(CO)s H
\\ CyNHZ OBn o)
)<
oxo (60%) °© ~o
121 122
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Scheme 14: Total synthesis of 4-hydroxydictyolactone (137) by Williams.
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ondary alcohol 132 was accomplished by cleavage of the
pivaloate ester, oxidation under Ley—Griffith oxidation [64] and
subsequent addition of propargylmagnesium bromide. O-Silyla-
tion of the propargylic alcohol followed by a regioselective
palladium-catalyzed syn-silylstannylation yielded product 133.
After employing a three-step protocol for the sequential
replacement of the stannyl and silyl substituents, £-vinyl iodide
134 was obtained with retention of the olefin geometry.
The following intramolecular key coupling step between the
vinyl iodide and the terminal alkene for the formation of
the nine-membered carbocycle was realized via a B-alkyl
Suzuki—Miyaura cross-coupling reaction. Optimization studies
of this key ring closure with different protecting groups on the
lactol functionality revealed methyl acetal 135 as the most effi-
cient substrate for this transformation. The challenging key step
was finally realized in 66% yield and gave, after hydrolysis of
the acetal with acetic acid, a mixture of trans-fused dia-
stereomers 136. Finally, a sequence consisting of oxidation,
deprotection of the silyl ether and selenoxide elimination intro-
duced the C1,C9 double bond to furnish 4-hydroxydictyo-
lactone (137). In summary, the total synthesis of 4-hydroxy-
dictyolactone was successfully completed in 30 linear steps
with an overall yield of 4.8%.

Paquette and co-workers disclosed the enantioselective total
synthesis of the Xenia diterpenoid related crenulatane
(+)-acetoxycrenulide (151) [65-67]. The skeleton of crenula-
tanes, which features an eight-membered carbocyclic ring
fused to a cyclopropane ring, may be the product of a photoiso-
merization of xenicanes. This hypothesis was further supported
by the fact that crenulatanes usually co-occur with xenicanes
in brown seaweeds of the family Dictyotaceae. Evidence
for this proposed biogenetic origin of crenulatanes has
been provided by Guella and Pietra who showed that
irradiation of 4-hydroxydictyolactone (137) with ultraviolet
light (254 nm) led to the formation of 4-hydroxycrenulide

(138) (Scheme 15) [68]. Although this transformation

4-hydroxydictyolactone (137)

hv

CHCl,
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remains mechanistically unclear, the authors suggested
that either a free radical process or a photoinduced
double bond isomerization (C9,C1 to C1,C2) followed by an
[1,3]H shift might lead to the formation of 4-hydroxycrenulide
(138).

The total synthesis of (+)-acetoxycrenulide (151) commenced
with preparation of butenolide 140 from (R)-citronellol (139) in
an 11-step sequence. Next, the two stereocenters at C2 and C3
position were installed by stereoselective conjugate addition of
enantiopure a-allylphosphonamide 141 to butenolide 140. After
cleavage of the chiral auxiliary by ozonolysis, aldehyde 142
was protected as the dimethoxy acetal and reduction of the
lactone followed by olefination furnished alkene 143. The
lactone fragment of the natural product was then installed by
acidic hydrolysis of the acetal functionality and subsequent oxi-
dation gave y-lactone 144. Ozonolysis of the terminal alkene
and addition of (phenylseleno)methyllithium to the resulting
aldehyde afforded secondary alcohol 145. Temporary protec-
tion of the alcohol followed by an aldol reaction of the lactone
with E-crotonaldehyde led to an inseparable mixture (dr = 1:1)
of B-hydroxy lactone 146. The synthesis of the key precursor
for formation of the cyclooctene core was achieved via an acid-
catalyzed cyclization to form tetrahydropyran 147. The
following key sequence consisted of a thermal selenoxide
1,2-elimination to generate allyl vinyl ether 148 which under-
went a stereoselective Claisen rearrangement [69] to furnish
cyclooctenone 149 in 55% yield. A highly stereoselective
Simmons—Smith reaction [70] delivered the cyclopropyl ring
exclusively from the accessible a-face to give 150. The syn-
thesis of (+)-acetoxycrenulide (151) was completed in seven
further steps and in summary proceeded in 33 steps (longest

linear sequence) and in 1% overall yield (Scheme 16).

In addition to the presented strategies for the synthesis of Xenia
diterpenoids, total syntheses of the Xenia sesquiterpenes xeni-
torin B and C were also reported [71].

4-hydroxycrenulide (138)

Scheme 15: Photoisomerization of 4-hydroxydictyolactone (137) to 4-hydroxycrenulide (138).
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Scheme 16: The total synthesis of (+)-acetoxycrenulide (151) by Paquette.

Conclusion

This review has presented various synthetic approaches towards
xenicane and xenicane-related diterpenoids. Additionally, total
syntheses of xeniolides and of a crenulatane natural product

were illustrated. It has been shown that the rare structural

(+)-acetoxycrenulide (151)

features of Xenia diterpenoids represent an enduring challenge
for the total synthesis of these fascinating metabolites. For these
reasons, several strategies for the preparation of the character-
istic nine-membered carbocyclic ring structures have been

developed. The synthetic strategies are typically based on ring
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expansion (Grob-type fragmentation and sigmatropic rearrange-
ments), ring closing (metathesis and transition metal-catalyzed
coupling) and ring contracting reactions. The choice of tactic is
dependent on the individual substitution pattern of the target
compound. However, many of the presented strategies rely on
long synthetic sequences that cannot provide large amounts of
synthetic material which is required for further investigations of
the biological activity of these natural products, and ultimately
for drug discovery. The development of short and efficient syn-
thetic routes towards xenicane natural products therefore
remains a great challenge of this exciting research field.
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Here we review discoveries of secondary metabolites from microbes associated with insects. We mainly focus on natural products,

where the ecological role has been at least partially elucidated, and/or the pharmaceutical properties evaluated, and on compounds

with unique structural features. We demonstrate that the exploration of specific microbial-host interactions, in combination with

multidisciplinary dereplication processes, has emerged as a successful strategy to identify novel chemical entities and to shed light

on the ecology and evolution of defensive associations.

Introduction

Although natural products represent the most consistently
successful drug leads [1,2], many pharmaceutical companies
eliminated their natural product research during the past
decades due to diminishing returns from this discovery plat-
form. Instead they intensely focused on screening efforts and
combinatorial chemistry to find and develop novel drug candi-

dates.

This approach of target-focused screening of synthetic com-
pound libraries to counteract a declining number of new antibi-
otic entities in the drug development pipeline has largely failed
[3], and the current poor repertoire represents a ticking time

bomb”. Societies face, as a consequence of the rapid globaliza-

tion and intensive use of antibiotics, an increasing threat of
multidrug-resistant pathogens, which are responsible for the
growing numbers of lethal infections [4,5]. The urge to discover
novel lead-like antibiotic compounds and to refill the industrial
antibiotic pipeline to meet current and future societal chal-

lenges has never been greater [6].

Nowadays the major drawback of natural products research and
drug discovery represents the re-isolation of known compounds
and the random nature — in terms of organisms explored — by
which this research is performed. Most compounds are still
isolated from random sources and tested against random targets

to find more or less useful bioactivities. More rational
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approaches are necessary to enhance the efficacy, efficiency,
and speed of drug discovery in general and antibiotic discovery
in particular. In recent years, the exploration of the chemical
basis of specific and well-described bacteria—host or
fungal-host interactions in combination with analytical derepli-
cation processes has emerged as a powerful strategy to identify
novel chemical entities (Figure 1) [7,8].

‘ microbial interactions

@)
N

biological assessment

/g)

(1)/
‘ chemical profiling ’

N

@)

identification of
(signaling) molecules

Figure 1: Flow chart of the typical characterization of chemical signals
from microbial interactions. (1) Chemical profiling of microbial interac-
tions using analytical techniques. (2) Dereplication leads to potentially
new small molecules. (3) Optimization of the isolation protocol based
on biological assessment of the activity of the isolated compounds.
(4) General conclusions about ecological role and evolution of interac-
tions.

Since their initial appearance, natural products and the respec-
tive complex biosynthetic machineries have been in a constant
state of evolutionary-based refinement for at least a billion
years [9-11]. They function as chemical modulators and
signaling molecules for intra- and interkingdom interactions
such as defense, protection, behavior, virulence, and central
physiological functions; thereby generating evolutionary bene-
fits for the producer in natural habitats [12-17]. Recent develop-
ments in analytical chemistry, genome sequencing and molec-
ular biology facilitate the analyse of minute amounts of bio-
logical material and enable a more efficient interaction-to-mole-
cule discovery approach [18-23]. These studies also place the
natural products into a genomic, regulatory, functional, and
ecological context, and might allow drawing more general
conclusions about the biosynthetic origins, the ecology and
evolution of symbiotic associations. However, even in this
ecological context natural product chemistry is highly capri-
cious, because so far, we are not able to calculate or predict
which molecular structures are responsible for a certain bio-
logical function. Despite this aspect, natural products origi-
nating from insect-microbial symbioses have a vast biochem-
ical diversity which is a powerful resource for drug discovery
[24-27].

Below we provide an overview of natural products isolated
from microbial symbionts of insects, and the analytical derepli-
cation methods when these have been applied to identify the

molecules. The (potential) ecological function of the identified
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natural products will be discussed. We will not go into details
about biosynthetic origins and assembly lines of the respective
compounds, which have partially been reviewed in detail previ-
ously [28-32]. We are building on existing excellent reviews
[12-17,24-26], and apologize in advance to the many re-
searchers whose research might not be covered.

Review

Insects as host systems

Insects, the most diverse groups of animals on Earth [12-17],
originated about 480 million years ago, at about the same time
period when terrestrial plants evolved [33]. Since their initial
appearance, insects have occupied almost every environmental
niche while in the meantime, symbiotic and/or pathogenic
microorganisms have adapted specifically to insects as host
systems (Figure 2) [34-36]. As an immediate response, insects
were colonized by symbiotic microorganisms that are often
required by the insect host to provide necessary nutritional and
immunological effectors (obligate symbiont) [37]. The micro-
biota may account for 1-10% of the insect biomass, implying
that the insect, as well as any other higher organism, can be
regarded as a multi-organismal entity [38]. Due to specialized
lifestyles and feeding behavior, insects are often prone to
exploitation and pathogen infestation. In particular, life in large
communities (social insects), the mass provisioning of nutrients
to the offspring, and the construction of brooding chambers are

threatened by invading and predatory species [12-17].

Insects

S
e ST

) ki
(2)'\X Jf(3)

Antagonists

Figure 2: Multilateral microbe—insect interactions. (1) Insect—symbiont
interactions with both partners benefiting from the interactions.

(2) Antagonistic microbial interactions (e.g., competition for nutrients
and space). (3) Antagonistic microbe—insect interactions (e.g., ento-
mopathogenic microbes).

As a response to these threats, many insects have evolved
defensive strategies, including mechanical and behavioral

defense, complex immune systems, and the use of bioactive
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secondary metabolites produced by residing mutualists [12-
17,24-26]. The occurrence of these metabolites in often subin-
hibitory concentrations indicates that they might not primarily
function as antimicrobials. Rather they work as signaling mole-
cules leading to modulation of gene expression in the target
organism, to alteration in factors contributing to the virulence or
persistence of bacterial pathogens, or to the development and
persistence of microbial communities [39-41]. Nowadays it is
hypothesized that the evolution and diversification of the micro-
bial biosynthetic machinery may have evolved secondarily in
interactions with other organisms, and microbial-insect inter-
action and regulation mechanisms are likely to be more com-
plex than previously expected.

Defensive bacterial symbionts of insects

Kaltenpoth and co-workers described one of the most intriguing
examples of an insect—bacteria symbiosis and symbiont
conferred protection [42-44]. Predatory females of the solitary
digger wasp European beewolf (Philanthus triangulum), catch
and paralyze honeybees and use the insect prey as food source
for their larvae. To protect the offspring, beewolves cultivate
the endosymbiont ”Candidatus Streptomyces philanthi” in
antennal glands. By inoculation of the soil of the brood cell with
the protective symbiont, beewolf females ensure that the larvae
take up the symbionts from the surrounding soil while spinning
the cocoon. Using high resolution mass spectrometry (HRMS)
and nuclear magnetic resonance (NMR) spectroscopy, the
protective secondary metabolites were identified as piericidin
derivatives (e.g., piericidin A; (1), Figure 3) and the chlori-
nated indole derivative streptochlorin (2). Imaging analysis
based on a combination of laser desorption/ionization
(LDI)-time of flight (TOF) mass spectrometry imaging visual-
ized the spatial distribution of the antibiotics on the outer
cocoon surface. Subsequent gas chromatography—mass spec-
trometry (GC-MS) analyses and expression studies revealed
that the production of both antibiotics peaked within the first
two weeks after cocoon spinning [45]. Although expression
levels decreased shortly afterwards, the antibiotic substances
were detectable on the cocoon surface for months during hiber-

nation.

Structurally, piericidins consist of a pyridone core attached to
polyene side chains of variable size, a structural and physio-
chemical feature of ubiquinone. Therefore, it is not surprising
that piericidins are potent inhibitors of mitochondrial and bacte-
rial NADH-ubiquinone oxidoreductase (complex I) [46]. Strep-
tochlorin (2), on the other side, belongs to the natural com-
pound class of 5-(3-indolyl)oxazoles, and has been isolated
from many different (marine) Actinobacteria species. Strep-
tochlorin and closely related derivatives have been shown to

possess a variety of biological activities, such as antibiotic, anti-
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Figure 3: a) Interactions between bacterial (endo)symbionts and
insects with both partners benefiting from the interactions (1). b)
Defensive secondary metabolites isolated from bacterial symbionts:
piericidin A1 (1), streptochlorin (2), pederin (3), and diaphorin (4).

fungal and antiproliferative activity [47]. The combination of
the antibiotic properties of piericidins and streptochlorin is most
likely the reason for the effective inhibition of various ento-
mopathogenic microbes, indicating a “first chemical defense
line” and ”long term prophylaxis” of P. triangulum ensuring
protection and enhanced survival rates of the offspring.

In a similar study, a detailed chemical analysis of rove beetles
(Paederus spp.) led to the isolation of the complex polyketide
pederin (3), a potent toxin that can ward of natural predators
such as wolf spiders [48]. The initial isolation of pederin (3)
included the collection and chemical analysis of 250,000
beetles. Later, the true producer was found to be an endosymbi-
otic Pseudomonas sp. within the female beetle which was iden-
tified by molecular analysis of the biosynthetic gene cluster of
pederin (3) [49-52]. Beetle larvae hatching from pederin-
containing eggs were less prone to predation by wolf spiders
than pederin-free larvae, indicating the ecological significance
of this secondary metabolite [S3]. The biosynthetic gene cluster
analysis also revealed that pederin is formed by an enzyme
belonging to a functionally and evolutionarily novel group
termed trans-acyltransferase PKSs (trans-AT PKSs) [24,52].
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The structurally related compound diaphorin (4) was later found
in a study of the defensive symbiosis between the Asian citrus
psyllid and the B-proteobacterium ”Candidatus Profftella
armatura” [54,55]. A genome analysis of Profftella, which
resides in a symbiotic organ called the bacteriome, revealed that
15% of the drastically reduced genome encoded horizontally
acquired genes for the biosynthesis of the polyketide toxin indi-
cating an ancient and mutually obligatory association with the
host. In another model system, it was also found that the aphid
symbiont, Hamiltonella defensa, harbors a prophage that
encodes proteinaceous toxins (Shiga-like toxin, cytolethal
distending toxin, YD-repeat toxin), which is believed to protect
aphids from the parasitic wasp Aphidius ervi. [56,57].

Various other protective functions of bacterial endosymbionts
have been characterized, but the molecular basis of these inter-
actions still remains elusive. Examples include defensive bacte-
rial symbionts of aphids and their activity against entomopatho-
genic fungi [58], and the defensive character of Spiroplasma
species (Tenericutes phylum) associated with Drosophila
species [59,60].

Defensive bacterial symbionts of fungus-

growing insects

Insects, such as ants [61,62], termites [63], beetles [64], and
even some bees [65] engage in fungi culture [66]. Fungus-
growing insects create fungal gardens underground or in
wooden galleys in which they grow an obligate food fungus that
they supply with organic matter (Figure 4). The nutrient-rich
fungus gardens are prone to exploitation by parasitic microor-
ganisms, nematodes and other predators (e.g., other insects),
rendering a high selective pressure on the insect to evolve effec-
tive (chemical) defenses [12,13,67,68].

Fungus-growing ants

One of the best-studied defensive symbiosis are leaf-cutting
ants [69,70]. The symbiotic relationship between ants and
fungus is particularly challenged by invading fungal species
such as Escovopsis, Fusarium, and Trichoderma (Ascomycota).
To clean the garden, ants apply mechanical grooming [71] and
secrete antimicrobial compounds, such as 3-hydroxydecanoic
acid, from their metapleural glands [72]. As a second line of
defense, the ants are associated with protective Actinobacteria
belonging in most attine ant genera to the genus Pseudono-
cardia, which grow on species-specific areas of the cuticle [73-
76]. In vitro bioassay-guided screening of one of the Pseudono-
cardia symbionts afforded the antimicrobial cyclic depsipep-
tide dentigerumycin (5) that selectively inhibits the growth of
the nest parasite Escovopsis but not the ants’ mutualistic fungus
at micromolar concentrations [77]. Dentigerumycin bears an

unusual amino acid core skeleton including three piperazic

Beilstein J. Org. Chem. 2016, 12, 314-327.

Insects
s ‘ 1)
kTF" ®
& « <
.\OO/ o v\_,;

: ; | —>
. 1}&, /
Antagonists
Figure 4: Multilateral microbial interactions in fungus-growing insects.
(1) Insect cultivar: protects and shares habitat and nutrients.
(2) Cultivar antagonist: competition for nutrients and habitat. (3) Antag-
onist mutualist: competition for nutrients and habitat; detrimental infes-

tation by antagonist. (4) Symbiont insect: (beneficial) coexistence by
sharing and protecting habitat and nutrients.

acids, B-hydroxyleucine, N-hydroxyalanine, and a polyketide-
derived moiety with a pyran ring. A follow-up study via
genomic analysis and metabolomic profiles revealed that piper-
azic acid-containing cyclic depsipeptides are very common in
this ecological niche of ant-associated bacteria. Fermentation
and purification of metabolite extracts of three ant-associated
Pseudonocardia derived from different geological places
(Panama and Costa Rica) lead to the isolation of additional
dentigerumycin-like molecules (e.g., gerumycin A (6) and
gerumycin C (7), Figure 5) [78].

Gerumycins lack the polyketide-derived moiety, but contain e.g.
a modified piperazic acid moiety carrying an additional chlo-
rine and/or hydroxy substituent. In contrast to dentigerumycin,
gerumycins do not exhibit significant antifungal activity in vitro
against dentigerumycin-sensitive Escovopsis strains. A detailed
biosynthetic analysis of gerumycins revealed that the biosyn-
thetic gene clusters are encoded within variable genetic archi-
tectures and greatly differ between the three producing bacteria
that it is not possible to deduce an evolutionary relation [78].
Over the last decade, the chemical investigation of Pseudono-
cardia and other Actinobacteria from fungus-growing ant
species has led to the isolation and identification of many,
including known, antimicrobial compounds. Among the
reported structures are candicidin derivatives (e.g., candicidin D
(8)) [79-81], actinomycin derivatives (e.g., actinomycin D (9))
[82], antimycin derivatives (e.g., antimycin Al (10)), and novel
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Figure 5: Small molecules (chemical mediators) play key roles in maintaining garden homeostasis in fungus-growing insects: dentigerumycin (5),
gerumycin A (6), gerumycin C (7), candicidin D (8), actinomycin D (9), antimycin A1 (10), pseudonocardone B (11), mycangimycin (12),

frontalamide A (13), frontalamide B (14), and bacillaene A (15).

quinones (e.g., pseudo-nocardone B (11)) [83] as depicted in
Figure 5. This reflects the defensive role of Actinobacteria
against fungus garden invaders and demonstrates their enor-
mous biosynthetic potential as producers of antimicrobial com-
pounds. Despite intensive research efforts, the specificity and
evolutionary history of the ant—Pseudonocardia association still
remains controversial [84,85]. It has been hypothesized that

many of the isolated soil-dwelling Actinobacteria may have also

been recruited from the environment by horizontal transmission,

without having tight evolutionary bonds to the insect host.

Fungus-growing beetles

Bark beetles like the Southern Pine beetles (Dendroctonus
frontalis) are responsible for widespread destruction of trees in
parts of the United States [64]. They engage in an obligate
symbiosis with the fungus Entomocorticium sp. A (Ascomy-
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cota), which serves as nutrition for the beetle larvae, but also
eventually causes the death of the tree. To propagate the fungus,
adult beetles carry Entomocorticium sp. A in a specialized
storage compartment called a mycangium from which the
galleries within the inner bark of the host pine tree, housing the
beetle larvae, are inoculated. The symbiosis is threatened by an
antagonistic fungus Ophiostoma minus, which is able to over-
grow Entomocorticium sp. A. To counteract this threat, D.
frontalis house defensive bacterial symbionts within the
galleries as well as inside the mycangia that appear to suppress
the antagonistic fungus Ophiostoma.

Using symbiont pairing bioassays and chemical analysis one of
the major isolates Streptomyces thermosacchari was shown to
produce the fungicide mycangimycin (12), which inhibits the
growth of the antagonist O. minus. Mycangimycin is an unusual
carboxylic acid derivative with an endoperoxide unit and a
conjugated heptaene moiety [86,87]. Subsequent chemical
analysis of another Streptomyces strain associated with the
southern pine beetle led to the discovery of two new members
of polyketide-derived polycyclic tetramate macrolactams named
frontalamides A (13) and B (14) (Figure 5) [88,89], which also
displayed negative effects on the growth of the antagonistic
fungus O. minus. By genetic analysis and manipulation of the
producing Streptomyces strain the respective biosynthetic gene
cluster could be identified. It encodes a hybrid polyketide
synthase—non-ribosomal peptide synthase (PKS-NRPS), and
resembles iterative enzymes normally only found in fungi.
Subsequently, genomes of phylogenetically diverse bacteria
from various environments were screened for the biosynthetic
pathways of frontalamide-like compounds using a degenerate

18 NH;
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primer-based PCR screen. The respective gene clusters were
broadly distributed in environmental Actinobacteria and the
presence of the compounds was confirmed by chemical analysis
of the bacterial cultures by LC-MS. Once again, these exam-
ples show that antibiotic-producing Actinobacteria may be
commonly maintained as defensive microbes.

Fungus-growing termites

The monophyletic termite subfamily Macrotermitinae propa-
gates a basidiomycete fungal cultivar Termitomyces, which
serves as a major food source for the termite colony [90]. The
domestication of Termitomyces facilitates an increase in carbo-
hydrate decomposition capacity relative to that of other higher
termites [91]. In turn, the termites cultivate and clean the fungus
gardens; thus, protecting them from infestation by invasive
species (e.g., mycoparasitic Trichoderma species). Despite
targeted efforts, strong evidence for defensive microbial
symbionts has remained elusive [92]. Only one study showed
that the fungus-growing termite Macrotermes natalensis
harbors a Bacillus strain, which produces a single major antibi-
otic, bacillaene A (15) (Figure 5), that inhibits putatively
competitive or antagonistic fungi of Termitomyces suggesting a
defensive property [93]. In various other studies, Streptomyces
have been isolated from fungus-growing termite workers and
combs, and some of these have been investigated for their
chemical potential despite their so far largely undefined role in
the symbiosis. Bugni and co-workers prioritized Streptomyces
isolates from fungus-growing termites based on a HRMS-based
principle component analysis (PCA) to rapidly identify unique
natural product producers [94]. Based on this strategy, Clardy
and co-workers then performed detailed chemical investi-

¢ b
O/Z<NH2 O \H,
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Figure 6: Secondary metabolites isolated from Actinobacteria from fungus-growing termites. Microtermolide A (16), microtermolide B (17),
natalamycin A (18), 19-S-methylgeldanamycin (19), and 19-[(1S,4R)-4-hydroxy-1-methoxy-2-oxopentyl]geldanamycin (20).
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gations of strains with an unique metabolomic profile, which
led to the isolation, characterization, and reassignment of
microtermolides A (16) and B (17) (Figure 6), products by an
unusual hybrid non-ribosomal-polyketide pathway [95]. In a
follow-up study, a Streptomyces isolate with exceptional high
antifungal activity was investigated, and an unusual
geldanamycin-derived natalamycin A (18), 19-S-methylgel-
danamycin (19), and a geldanamycin analog with an unusual
side chain modification (20) were isolated (Figure 6) [96]. The
structure of 18 was elucidated using a combination of NMR
spectroscopy, X-ray crystallography and additional quantum
chemical NMR calculations.

Bacterial mutualists

Streptomyces and other Actinobacteria are well adapted to
living in symbiosis with invertebrates, and have been isolated
from many different parts of different insect species [12]. To
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further illuminate the importance of Actinobacteria as producers
of valuable small molecules, we provide below additional
examples of novel bioactive secondary metabolites originating
from Actinobacteria—insect interactions, despite lack of clarity
regarding the specificity and evolutionary history of these asso-
ciations [97-99].

As described by Poulsen et al. a large number of morphologi-
cally, phylogenetically, and chemically diverse Streptomyces
strains were isolated from two solitary wasp species (Sceliphron
caementarium and Chalybion californicum, Hymenoptera,
Sphecidae) [100]. Based on a pre-screening of bacterial
extracts, the detailed chemical analysis of selected strains
revealed not only a broad range of known bioactive compounds,
such as bafilomycins (e.g., bafilomycin Al (21) and B1 (22),
Figure 7), but also a novel polyunsaturated and polyoxygenated
26-membered macrolactam named sceliphrolactam (23)

Figure 7: Secondary metabolites from bacterial mutualists of solitary insects. Bafilomycin A1 (21), bafilomycin B1 (22), sceliphrolactam (23), triparti-
lactam (24), coprismycin A (25), collismycin A (26), dipyridine SF2738D (27), tripartin (28), and coprisamide A (29).
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(Figure 7) [101]. Sceliphrolactam showed strong antifungal
activity against amphotericin B-resistant Candida albicans, but

its functional role in vivo remains enigmatic.

In another study, Oh and co-workers chemically investigated a
diverse population of Actinobacteria from the indigenous soil-
dwelling Korean dung beetle (Copris tripartitus), its larvae and
dung balls [102,103]. Dung beetles are prime contributors to the
cyclic breakdown of organic waste material, and their life cycle
is tightly dependent on herbivore faeces [104,105]. Based on
unique metabolomic profiles (UV chromatogram) and HRMS
data, several of the isolated Streptomyces strains were selected
for large scale fermentation. Detailed chemical analysis of an
organic culture extract led to the isolation of a new tricyclic
macrolactam named tripartilactam (24) [103]. Tripartilactam
(24) contains an unprecedented cyclobutane moiety, which links
the 8- and 18-membered rings, and it is most likely derived
from a photochemically [2 + 2] cycloaddition reaction of the
corresponding macrocyclic 26-membered lactam precursor.
Although compound 24 lacks any significant antimicrobial and
anticancer activity, it was shown to act as a Na*/K* ATPase
inhibitor.

Subsequent studies by the same group lead to the isolation of
phenylpyridines (e.g., coprismycin A (25)), dipyridines (e.g.,
collismycin A (26), SF2738D (27)) [102], and a dichlorinated
indanone tripartin (28) [106]. Recently, the same group isolated
new cyclic heptapeptides, named coprisamides (e.g.,
coprisamide A (29)) from a Streptomyces strain isolated from
the gut of C. tripartitus. The cyclic heptapeptides contain
unusual amino acid units (e.g., B-methylaspartic acid and 2,3-
diaminopropanoic acid) and a previously unreported 2-hepta-
trienyl cinnamoyl chain unit [107]. Dung beetle larvae are prone
to bacterial and fungal infestations during their development
inside the faeces balls. Although the direct involvement of
defensive microbial symbionts has not been described yet, the
presence of highly productive Actinobacteria might provide an
indirect protection against parasites and pathogens as suggested

in the termite symbiosis.

Fungal symbionts

Fungi co-evolved with various different insects over millions of
years, thereby serving as a food source to fungal grazers, or
competing with saprophagous insects, and attacking insects as
hosts for growth and reproduction [108]. The cross-kingdom
interactions and long-time co-evolution are assumed to be re-
sponsible for the genetic accumulation of biosynthetic gene
clusters encoding for bioactive secondary metabolites. The
respective natural products are predicted to play key roles as
chemical signals or virulence factors mediating the interactions

with the respective insect host [108-111].
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Despite the fact that a few examples exist, fungi as (defensive)
symbionts have not nearly been explored to the same extent as
bacterial protagonists, which is surprising as fungi have a vast
biosynthetic potential and are a rich source of antibiotics
(Figure 8).

Insects

Figure 8: Beneficial interactions (1) between fungal symbionts and
insects.

As early as 1982, Nakashima et al. investigated the fungal
cultivar (Fusarium sp.) of the ambrosia beetle Euwalecea
validus. The chemical analysis of culture extracts revealed the
antifungal secondary metabolites cerulenin (30) and the
nortriterpenoid helvolic acid (31) (Figure 9), which inhibit the
growth of mold fungi in vitro and are assumed to suppress
bacterial contaminations [112]. Slightly earlier, in 1979, Nair et
al. had described the isolation of an antibacterial chlorinated
lactol, lepiochlorin (32), from liquid cultures of a Lepiota
species, a fungus cultivated by fungus-growing ants
(Cyphomyrmex costatus) [113]. Nearly twenty years later,
Clardy and co-workers explored the symbiotic interactions
between the fungus Tyridiomyces formicarum of the fungus-
growing ant Cyphomyrmex minutus, as part of the seminal
“biorationale" approach in the search for novel compounds. The
fungus is unique among the attine fungi because it grows as a
yeast form (unicellular) and not in the mycelial form which is
typical for all other attine ant fungi. The fungus was found to
produce several antifungal diketopiperazines (e.g., 33) [114]. In
another study, also reported by Clardy and co-workers, the sec-
ondary metabolite profile of the symbiotic fungus Bionectria sp.
associated with the fungus-growing ant Apterostigma
dentigerum, was investigated [115]. Again, a chemical analysis
of an organic culture extract led to the isolation of a new
polyketide bionectriol A (34), a glycosylated, polyunsaturated
polyol, with so far undetermined ecological function. More
recently, Wang et al. showed that the solitary leaf-rolling weevil
Euops chinensis (Attelabidae) undergoes a protofarming
symbiosis with the polysaccharide-degrading Penicillium
herquei (family Trichocomaceae), which is planted on leave
roles containing eggs and larvae to protect the offspring. P.

herquei was shown to produce the antibiotic polyketide (+)-
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Figure 9: Secondary metabolites isolated from fungal symbionts. Cerulenin (30), helvolic acid (31), lepiochlorin (32), cyclo-(L-Pro-L-Leu) (33), bionec-
triol A (34), (+)-scleroderolide (35), dalesconol A (36), boydine B (37), boydene A (38), paraconfuranone A (39), and ilicicolinic acid A (40).

scleroderolide (35), which can inhibit the growth of several
bacterial and fungal pathogens in competition assays on plates
and keeps larval brood chambers free of other microbes
[116,117].

Although the ecological roles of the compounds produced by
the investigated fungi remain elusive, the following examples
show that associated fungi are valuable sources for novel
bioactive secondary metabolites with high pharmacological

potential.

In 2008, Tan and co-workers discovered the unusual polyketide
dalesconol A (36) from extracts of the fungus Daldinia
eschscholzii isolated from the gut of the mantis Tenodera aridi-
folia [118,119]. Additional insights into the dalesconol biosyn-
thesis was gained from a characterization of minor dalesconols

and biosynthetic intermediates only present in chemical extracts

prepared from a large-scale fermentation. The ascomycete
fungus Pseudallescheria boydii, isolated from the gut of the
larvae of the beetle Holotrichia parallela, showed also a broad
range of bioactive secondary metabolites including epipolythio-
dioxopiperazines, named boydines (e.g., boydine B, (37)) [120].
Boydines significantly inhibit clinically relevant anaerobic
bacterial strains (e.g., Bifidobacterium sp., Veillonella parvula,
Anaerosterptococcus sp., Bacteroides vulgatus, and Peptostrep-
tococcus sp.), suggesting a potential ecological role as defen-
sive symbiont in addition to interesting pharmacological prop-
erties. Further analysis of the same fermentation extracts
afforded boydenes (e.g., boydene A, (38)), sesquiterpenes with
an unprecedented carbon skeleton that are most likely built up
by an enzymatic Aldol addition.

In a similar example, new cytotoxic furanone analogues (e.g.,

paraconfuranone A (39)) were obtained from the fungus Para-
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coniothyrium brasiliense isolated from the gut of the
grasshopper Acrida cinerea [121]. Antibacterial ilicicolinic
acids (e.g., ilicicolinic acid A (40)) were detected in a fungus
Neonectria discophora isolated from a soil-feeding and wood-
damaging termite nest (Nasutitermes corniger) in the North
Amazon (French Guiana). Ilicicolinic acids show good
inhibitory effects against several human pathogens [122].

Entomopathogenic fungi

More than 700 known fungal species from 100 genera have
adopted an entomopathogenic lifestyle (Figure 10) [123,124].
Entomopathogenic fungi release infective spores which attach
to the insect cuticle; once the spore germinates, the developing
hyphae penetrate the insect integument and start the infection
process. Apart from a variety of secreted proteases that digest
the chitin-containing cuticle of the insect, secreted toxic
metabolites are assumed to assist in overcoming host defenses
and killing the host. Some entomopathogenic species, such as
Beauveria bassiana and Metarhizium anisopliae, have a broad
host range encompassing over 1,000 insect species from more
than 50 different insect families. These fungi are used as
biocontrol agents for invertebrate pest control, a commercial
alternative to chemical pesticides [125-127]. Other entomopath-
ogenic fungi, such as different Cordiceps species, are also
known to be prolific producers of highly active secondary
metabolites, but with a relatively narrow host range and
geographic distribution [108,124]. Recent comparative genomic
analyses of Metarhizium sp. and Beauveria sp. indicate that
over 80% of the genes associated with putative secondary
metabolites have no identified specific products, and even
sequences are unique to this group of organisms [124]. Despite
the enormous chemical potential, only a few studies to date
have unequivocally demonstrated the exact role of the respec-
tive compounds. Here, we briefly summarize compounds for
which an ecological role has been identified.

Insects

Entomopathogenic
Fungi

Figure 10: Predatory interactions, (1) entomopathogenic fungi use
insect as prey.

One of the most prominent secondary metabolites of M. aniso-
pliae are the cyclic hexadepsipeptides named destruxins (e.g.,

destruxin A (41), Figure 11). Destruxins are composed of an
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a-hydroxy acid and five amino acid residues, and they exhibit a
wide range of interesting biological properties, such as insecti-
cidal, cytotoxic, and moderate antibiotic activity [128]. The
secretion of destruxins is weakly correlated to fungal virulence
and insecticidal activity, because injection, ingestion or topical
application of these compounds resulted in tetanic paralysis in
many insects, caused by destruxin-mediated opening of calcium

channels and resulting membrane depolarization.

41
HO NH o)
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Figure 11: Entomopathogenic fungi use secondary metabolites as
insecticidal compounds to kill their prey. Destruxin A (41), serinocyclin
A (42), beauvericin (43), and oosporein (44).

In another study, the cyclic heptapeptide serinocyclins (e.g.,
serinocyclin A (42)) were isolated from conidia harvested on
agar surface cultures of M. anisopliae, a commercial biocontrol
product called Green Muscle [129]. Serinocyclin A contains
several non-proteinogenic amino acids. Among them are the
uncommon 1-aminocyclopropane-1-carboxylic acid, (2R,4S5)-4-
hydroxylysine, and the more frequently encountered hydrox-
yproline, B-alanine, and D-serine. Due to the presence in
conidia, serinocyclines have also been hypothesized to play a

role in the virulence of M. anisopliae.

Chemical analysis of the entomopathogenic fungus B. bassiana
yielded beauvericin (43), a depsipeptide with alternating
methylphenylalanyl and hydroxyisovaleryl residues. Beau-

vericin has antibacterial, antifungal, and insecticidal activities,
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in addition to its potent cytotoxic activity against human cell
lines [130]; attributes which indicate a crucial role in the infec-
tion process. The red 1,4-bibenzoquinone derivative oosporein
(44) was first identified in the 1960s [131], and exhibits similar
antibiotic [132], antiviral [133], antifungal [134], and insecti-
cidal activities [135]. Oosporein (44) production in B. bassiana
is correlated to the fungal virulence due to the inhibition of host

immunity, which facilitates fungal propagation in insects [136].

In summary, entomopathogenic fungi are rich in secondary
metabolite gene clusters, some of which have been genetically
characterized. However, the vast majority of the encoded
compounds, as well as their biological role(s) remain uncov-
ered [137]. In light of the rapidly declining costs for -omic
technologies, in vivo infection studies coupled with methods
such as RNA sequencing, can lead to further insights into the
role and expression levels of potentially new secondary metabo-
lites.

Conclusion

Insects provide experimentally tractable and cost-effective
model systems to investigate the evolutionary development and
chemical basis of animal-bacterial interactions, and symbiosis
in particular. Bacterial and fungal symbionts represent an extra-
ordinary discovery opportunity for both biology and chemistry.
Studying these interactions will shed light on equivalent
processes in other animals, including humans. The in-depth
investigations of a small number of insect—microbe interactions
have already led to the discovery of a number of secondary
metabolites with new and structurally diverse chemical core
structures. Unfortunately, the identification of chemical media-
tors has so far been mainly restricted to in vitro analyses, but
efforts should be directed towards identifying the presence and
activity of candidate compounds in situ. The examination of
bacterial secondary metabolisms and the respective small mole-
cules secretome, can give insights into the up or down-regula-
tion of (cryptic) biosynthetic pathways. This in turn can lead to
the discovery of new metabolic pathways that would otherwise
be silent or undetected under typical laboratory cultivation
conditions. In recent years many successful analytical methods
including UHPLC-DAD and UHPLC-MS-based techniques,
imaging mass spectrometry (IMS) [138,139] and high resolu-
tion NMR systems have been developed and optimized [7,18].
These technologies allow the identification in minute concentra-
tions of the chemical entities moderating insect-microbial inter-
actions and at least partially eliminate the need for bioassay-
guided fractionation for the identification of key compounds.
We are still scratching the surface of the chemical potential of
the microbial world, but chemical investigations of microbial
interactions will undoubtedly expand the list of new bioactive

secondary metabolites in the near future.
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This review describes unexpected dynamical behaviors of rearranging carbocations and the modern computational methods used to

elucidate these aspects of reaction mechanisms. Unique potential energy surface topologies associated with these rearrangements

have been discovered in recent years that are not only of fundamental interest, but also provide insight into the way Nature manipu-

lates chemical space to accomplish specific chemical transformations. Cautions for analyzing both experimental and theoretical data

on carbocation rearrangements are included throughout.

Review
Introduction to terpene forming carbocation

rearrangements

Terpene natural products display a striking range of molecular
architectures, varying in size and complexity (Figure 1) [1-5].
Some terpenes sport multiple stereogenic centers and multiple
carbocyclic rings. These complex hydrocarbon frameworks are
derived, however, from simple precursors lacking stereogenic
centers and rings that are transformed in only one or two en-
zyme-promoted reactions. These reactions involve generation of
a carbocation by protonation or loss of a diphosphate group fol-
lowed by cyclization, alkyl shift, hydride shift and/or proton

transfer reactions to generate new, more complex, carbocations.

Ultimately these carbocations are either trapped by a nucleo-
phile (e.g., water, diphosphate) or deprotonated to form alkenes.

The details of terpene-forming carbocation cyclization/rear-
rangement processes have been of interest for decades [1-6]. Al-
though much has been learned, new observations continue to
surprise researchers in the natural products field. For instance,
recent computational/theoretical studies have focused on the
inherent dynamical behavior of carbocations involved in these

reactions — the subject of this review article. These studies have
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Figure 1: Representative terpenes.

revealed that inherent dynamical tendencies, i.e., the dynamical
behavior of carbocations in the absence of an enzyme, tend to
be reflected in product distributions for enzyme-promoted reac-
tions. Consequently, the problem of elucidating the role of
terpene synthase enzymes in terpene formation has been rede-
fined. In addition, these studies have pointed to the possibility
that inherent dynamical tendencies of reactive intermediates

may play important roles in enzyme evolution.

Here we review key studies on the dynamical behavior of
carbocations. First we provide an introduction to dynamical be-
havior and how it is examined using modern theoretical tools.
Then we describe studies dealing with carbocations that are not
involved in terpene formation, but which reveal reactivity prin-
ciples that may have implications for terpene biosynthesis. This
is followed by descriptions of the relatively few studies
published so far that are concerned with dynamical behavior of
carbocations involved in terpene-forming reactions. In each

section, we highlight important take home messages.

Dynamical behavior — a brief tutorial

The reactivity of a molecule often ties back to a single charac-
teristic: its energy (in particular, its free energy). Computa-
tional and synthetic chemists are most often interested in poten-
tial energy because selective conversion of the potential energy
associated with chemical bonds is the basis of chemical reac-
tion design. The surface representing how the potential energy
of a molecule is affected by geometrical (and subsequently elec-
tronic) changes is called (unsurprisingly) the molecule’s poten-
tial energy surface (PES). Technically, there are 3N dimensions

in which geometrical changes can occur, where N is the num-
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ber of atoms in the molecule each moving in 3 dimensions.
When all N atoms move in the x, y, or z directions, the mole-
cule is translating. Similarly, if all N atoms are rotating along
the x, y, or z axes, the entire molecule is rotating. This leaves
3N — 6, or 3N — 5 if a molecule is linear, vibrational degrees of
freedom that contribute to the molecule’s internal energy. Being
able to visualize how each of these changes affects the energy
of the molecule would require the ability to visualize
(3N — 6) + 1-dimensional space. However, (3N — 6) + 1 dimen-
sions can be reduced to two dimensions by looking only at the
minimum energy pathway (MEP) between two minima on the
PES, which is also referred to as the intrinsic reaction coordi-
nate (IRC; Figure 2, left) [7,8]. It is the IRC that is typically

used to make arguments for reactivity observed experimentally.

The IRC contains a wealth of information about the behavior of
a particular system, but not all chemical phenomena can be ex-
plained by analyzing this pathway alone. The most common
characteristic of an IRC that is used to make arguments for rela-
tive reaction rates leading to chemo-, regio-, or stereoselectivi-
ty of a reaction is the energy difference between the reactant
and the relevant transition state structure (TSS) along the IRC.
Traditional static approaches, transition state theories (TSTs)
[9-13] and the Rice—Ramsperger—Kassel-Marcus theory
(RRKM) [14-17], that relate activation barriers to reaction rates
rely on the assumption that the molecule will follow the IRC at
all times during a chemical reaction (sometimes referred to as
“quasi-equilibrium conditions”). Importantly, this pathway lies
on the PES and thus neglects the kinetic energy of the system.
Kinetic energy becomes particularly important when the PES
topology exhibits certain features that can make the system
deviate from the IRC, such as: (1) when a reaction pathway
involves a shallow intermediate (particularly when the
preceding TSS is high in energy) and (2) when a single TSS
leads directly to multiple minima, sometimes called an “ambi-
modal” TSS [18], without intervening minima; this scenario is
referred to as a pathway with one or more post-transition state
bifurcations (PTSB) [19-26]. For a detailed discussion of
unique PES features that lead to deviations from IRC behavior,
see Birney’s review on PESs of pericyclic and pseudoperi-
cyclic reactions [27].

These two scenarios are visualized by way of an analogy in
Figure 3. First, consider scenario (1). Imagine a snowboarder
riding down a mountain. If the mountain is very tall and there is
a mogul on the way to the bottom (Figure 3, right), the snow-
boarder is more able to easily pass the small hill than if he or
she started from the base of the mogul. At the molecular level,
this scenario can result in bypassed intermediates, i.e., an IRC
having a minimum calculated along the pathway to the product,

but with a lifetime that is not long enough to allow for equili-
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bration; some pathways/trajectories will also skirt past the
deepest parts of the energy well. Additionally, if the initial path
down the mountain splits into two paths to the bottom of the
mountain (i.e., at the molecular level, having an ambimodal
TSS; Figure 3, left), it will be easier for the snowboarder to take
the path that requires fewer changes in direction, unless he or
she is leaning heavily toward the other path. In both scenarios,
where the snowboarder (molecule) came from and how it was
behaving (vibrating) on its way to the shallow valley
(minimum) or fork in the path (PTSB) influences the path ulti-
mately taken and the time associated with doing so. This
concept, at the molecular level, is referred to as “dynamic
matching” [28]. Molecules similarly retain momentum within
particular vibrational modes if the timescale of the reaction is
too short for the molecule’s kinetic energy to be distributed
statistically throughout all vibrational modes. Reactions that
undergo generation of reactive intermediates often meet this
criterion and exhibit what are called “non-statistical dynamic
effects”, that is, product distributions that cannot be rational-
ized by traditional TST [19,29,30]. These effects (highlighted
through the examples discussed below) are typically described
using classical mechanics (i.e., solving either Newton’s or
Hamilton’s classical equations of motion to propagate nuclear
positions), but there have been cases reported where quantum
dynamic effects have been found to be important, particularly
when tunneling effects contribute significantly to the reaction
rate [31-34].

To acquire evidence for non-statistical dynamic effects, molecu-
lar dynamics (MD) simulations are run for a statistically rele-
vant number of trajectories (typically on the order of hundreds
or thousands, depending on the system and the starting point for
trajectories) [35,36]. The most common modern technique for
computing dynamics trajectories for organic reactions is the
method of direct dynamics. With direct dynamics, instead of
solving for a PES analytically, each point along a trajectory is
calculated numerically “as needed” or “on-the-fly”. A quantum
chemical program capable of ab initio or density functional
theory (DFT) calculations is used to calculate either (1) force
constants (via frequency calculation) along the trajectory, either
at every point or in periodic increments, or (2) the gradient of
the potential energy, depending on the specific integrator
chosen to integrate the equations of motion. The calculation of
gradients rather than force constants is significantly faster, but
requires a smaller time step to achieve the same calculation
accuracy. The calculations are run under the Born—Oppen-
heimer Approximation, which is why they are also called
Born—Oppenheimer Molecular Dynamics (BOMD) calcula-
tions, so that nuclear motion and electronic structure are calcu-
lated separately, the former propagated classically and the latter

determined using quantum mechanics.
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As with any computational (or experimental) study, there will
always be a tradeoff between sampling a sufficient amount of
the relevant chemical space and completing the study in a rea-
sonable amount of time. Different strategies can be used to
achieve a compromise between these factors, depending on the
size of the system of interest and the accuracy required to
answer the relevant chemical questions. MD simulations have
been employed to answer two different questions about the
chemical reactions discussed below: (1) what mechanism(s) is
energetically viable? and (2) do (non-statistical) dynamic effects
exert control over product distributions? While trajectories can
be started from anywhere on a PES, it is most common to
initiate trajectories either from a structure that is a minimum
(usually the reactant for the reaction of interest) — used when
exploring possible mechanisms — or a TSS — used when
assessing the impact of dynamic effects for a particular mecha-
nism. In both cases, each atom in the molecule is given a
random initial velocity and each vibrational mode is displaced a
random distance, such that the total kinetic and potential energy
of the molecule is equal to the amount of energy available at the
specified temperature. The problem with initiating trajectories
from a minimum, however, is that there is no guarantee the
trajectories are going to be “productive”. This creates an opera-
tional problem in most cases because, relative to the optimiza-
tion of stationary points on a PES, MD trajectories are very
computationally expensive, a result of having to repeatedly
calculate force constants. For a 1 ps long direct dynamics trajec-
tory with a time step of 1 fs where force constants are calcu-
lated at each point, the nuclear and electronic structure of the
molecule will need to be recalculated a total of 1000 times,
which equates to a great deal of computer time, even in 2016.
There is a (somewhat controversial) method to facilitate barrier
crossing in which a “biased potential” is employed to “push” a
reactant up and toward the barrier of interest in an MD simula-
tion [37-39]. The controversy arises from the question of
whether such a biased method leads to biased results, so using a
biased method requires testing against unbiased methods and/or
experimental data to ensure accuracy. The complication of
having unproductive trajectories is mitigated when initiating
trajectories from a transition state, but of course this leads to the
most biased strategy of all because a pre-determined TSS is the
starting point for such a calculation. This strategy cannot be
used to explore a large variety of possible mechanisms, but is
effective for determining the magnitude of dynamic effects as-
sociated with falling downhill from a particular TSS. Therefore,
one can make the assumption that the system always passes
through the transition state region when only “reactive” trajec-
tories are of interest. Notably, this makes the assumption that
quasi-equilibrium conditions are followed up until the transi-
tion state region. For most systems, this is a reasonable assump-

tion, but careful consideration of any chemical steps in the reac-
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tion preceding the transition state from which trajectories are
initiated should be made, since any dynamical effects preceding
the transition state would be neglected and would have to be
treated separately if of interest. Studies involving trajectories
initiated from minima and transition states have both been
carried out on carbocations [25] and examples of each are de-
scribed below. While many different quantum chemical
methods can be used to carry out trajectory calculations, stan-
dard density functional theory (DFT) approaches are most com-
monly used [35-40]. In particular, the B3LYP and mPW1PW91
functionals, along with small to medium sized basis sets have
seen the most use in studying carbocation rearrangements of
relevance to biosynthesis [6].

Using molecular dynamics trajectories to rationalize experimen-
tal results is still not standard practice, but the potential for the
utility of dynamics simulations in a variety of systems has
certainly been demonstrated. The studies detailed below
primarily highlight situations where molecular dynamics simu-
lations were used to quantify “non-IRC” behavior, but the value
of dynamics simulations does not stop there. For example,
Bogle and Singleton used dynamics trajectories to gather evi-
dence for whether the tetramethylbromonium ion existed as a
single C,,-symmetric bridged structure or rapidly intercon-
verted between two -bromocarbenium ion structures (Figure 4)
[41]. Experimental evidence for which of these two types of
scenarios is present is generally obtained using the “isotopic
perturbation” method pioneered by Saunders [42-44]. In this
method, isotopic labels are added (e.g., L = D in Figure 4) and
NMR spectra are acquired. The 13C NMR spectrum of the
resultant system would be expected to exhibit a large difference
in signals (A) between carbons with H versus D substituents,
whereas essentially no difference in signals between carbons
would be expected if there was no equilibrium to affect. Ohta et
al. [45] experimentally determined a large A (3.61 ppm) for the
system shown in Figure 4, concluding that the two -bromocar-
benium ion structures interconvert in solution. However, by
running dynamics simulations on the system and calculating
NMR chemical shifts at each point, Bogle and Singleton were
able to gather evidence that this effect instead can be attributed
to geometrical changes of a bridged ion resulting from the
isotopic substitution. They concluded that it cannot be assumed
that a large A resulting from isotopic labeling guarantees rapid

+
Br.
Br ; + :CL3
H3C CL3 H3C =
HiCo  ~CLy  HsC Cls

bridged bromonium ion

Figure 4: The tetramethylbromonium ion system [14].

Br
H3C:+ <
HoC™ Nty

rapidly equilibrating
B-bromocarbenium ions
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equilibration between two unlabeled structures. While the cases
described below are focused on reaction pathways, similar
cautions on interpretation are presented throughout. We hope
these cautions will encourage a healthy skepticism in the inter-
pretation of all data, experimental and computational alike.

Take home messages:

* A PES can reveal important information about a system, but
complicating features on some PESs make analyses using tradi-

tional TST incomplete.

* Two common examples of these complicating features are
(1) highly exergonic steps leading to bypassed intermediates
and (2) PTSBs.

* Molecular dynamics simulations can be used in these contexts
to provide evidence for the pathways that are accessible to the
molecular system given a particular amount of initial kinetic
energy. These simulations can be initiated from the region of
the reactant or TSS, but which is appropriate for a specific case
depends on the nature of the chemical questions to be

answered.

Non-biological carbocation rearrangements
Generation of carbocations via protonated alcohols
— the concerted vs stepwise spectrum

The seminal work of Dupuis and co-workers in running dynam-
ics simulations to elucidate the nature of the dehydration-rear-
rangement mechanism of protonated pinacolyl alcohol
(Figure 5, R = CH3) was instrumental in bringing the issue of
dynamic effects to a wide audience [46]. The question
addressed in this work was ostensibly simple: is the mechanism
of dehydration/alkyl migration of a protonated alcohol a
concerted or stepwise process? The IRC for the process
revealed a concerted mechanism (Figure 5, blue), with no sec-
ondary carbocation found as a stationary point on the PES.
However, molecular dynamics simulations initiated from the
reactant revealed trajectories that predominantly followed a
stepwise mechanism (Figure 5, green), with a lifetime of the
secondary carbocation of up to 4000 fs. This is the opposite of
the situation illustrated on the right side of Figure 3; instead of
an intermediate structure being rapidly bypassed due to
dynamic effects, the reacting molecule gets stuck in a region of
the PES where there is no minimum. In total, 50 trajectories
were run where, after 500 fs, 20 trajectories went to the second-
ary carbocation, only one trajectory went directly to the rear-
ranged product (concerted mechanism), and one remained in the
secondary carbocation region before eventually affording the
rearranged product. The remaining 28 trajectories remained in

the reactant region, illustrating the complication associated with

381



Beilstein J. Org. Chem. 2016, 12, 377-390.

R H
. +
H3Cu>—(CH3 stepwise HsC"7 CHH
H3;C 9H2 Hs;C 3
reactant secondary cation intermediate

,R‘ eH +i E \
HaCry—=CHa| 8
HyC ¢ 5
OH, °

R
H 3C n..A+ Con
Her S
3 CHs
tertiary cation product A

methyl-shift TS

CH
R ¥ ( 3
™ Y,

tertiary cation product B

R-shift TS

Figure 5: The reaction mechanisms of interest in the PES and dynamics studies of Dupuis and co-workers (R = CH3) and de Souza et al. (R = CH3,
Et, iPr). Note: in the case of R = CHg, tertiary cation products A and B are equivalent. Adapted from Dupuis and co-workers and de Souza et al.

[46,55].

initiating dynamics trajectories from a minimum on the PES
mentioned above. Though this number of productive trajecto-
ries would not be considered sufficient to make definitive
conclusions regarding the experimental behavior of this system
(especially given the computational power available today), this
study paved the way for future dynamics studies and correctly
predicted that “similar findings will arise for many other reac-
tions ... and interpretation of reaction mechanisms ought to
consider the effects of dynamics explicitly” [46]. In light of
more recent studies (e.g., see below), the results just described
could be anticipated. The IRC for the dehydration-rearrange-
ment reaction actually proceeds through the region where the
secondary carbocation resides, even though this structure is not
a PES minimum. The curvature of the IRC in this region would
likely have indicated the presence of a “hidden intermediate”
[47-51], i.e., a structure along the IRC that is not a minimum
but is associated with an energy plateau and may have a sub-
stantial lifetime. Such IRCs have subsequently been observed
for many reactions for which secondary carbocations are puta-
tive intermediates [52-54].

More recently, de Souza et al. revisited these systems and con-
ducted a study looking at the rearrangement behavior of a series
of protonated alcohols using TST, a “static” approach, and a
slightly different variation of molecular dynamics simulations
compared to that used by Dupuis and co-workers [55]. Addi-
tionally, replacing R in Figure 5 with a non-methyl substituent
opened up the possibility of the formation of two different prod-
ucts resulting from migration of different alkyl groups (tertiary
carbocation products A and B in Figure 5). While these differ-
ences led to results that were quantitatively different from those
described in the Dupuis study, they were qualitatively the same
and led the authors to essentially the same conclusions. The

authors emphasized that, in reality, all mechanisms are on a
spectrum, where “concerted” and “stepwise” define limiting
cases, in line with previous descriptions of carbocation reac-
tions as existing on a “continuum” [56,57]. In the case of the
dehydration-rearrangements of protonated alcohols, the most
intense “band” in the spectrum of possible reaction types
involves the formation of a secondary carbocation structure
prior to formation of the rearranged product, as revealed by mo-

lecular dynamics simulations.
Take home messages:

* Dynamics simulations can reveal behavior not readily

apparent in IRC calculations [58].

» The terms “concerted” and “stepwise” define the limiting

cases of a spectrum/continuum of mechanistic possibilities.

Norborn-2-en-7-ylmethyl cation — memory effects

Dynamic effects are often suspected when a stereochemical
result is observed experimentally that is inconsistent with a pro-
posed mechanism, despite other evidence supporting the pro-
posed mechanism. For example, Berson et al. discovered that
solvolysis of syn- and anti-norborn-2-en-7-ylmethyl-X dia-
stereomers (I and I, Figure 6; X is a leaving group) both led to
the same two products, but in different ratios, despite sharing a
common intermediate (in different conformations; V, Figure 6)
[59]. The major product generated from the solvolysis of I, was
the acetate of carbocation L, with a small amount of the acetate
of carbocation G also observed. Solvolysis of I also led to the
acetate of carbocation L, but this time accompanied by a signif-
icant amount of the acetate of carbocation G. This difference in

product distribution (whose magnitude varied with leaving
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group identity) was ascribed to a “memory effect”. Put simply,
product ratios were skewed from what would be expected by
simply comparing activation barriers, because the reacting mol-
ecule “remembers” the conformation from which it came; this is
a hallmark of dynamic matching. Additionally, the memory
effect can be decreased by “leakage” when one conformation of
the common intermediate rapidly converts to the other confor-
mation (essentially the equilibration expected for a reaction not

displaying non-statistical dynamic effects).

H + 1%
H. CZX H. CH, H,
A eI
t
] AN/
I, I, L
47.3 7.1
H + H
X-C> H H,C. H c?
V| e ey
] i
-X /
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442 0.0

Figure 6: The portion of the norborn-2-en-7-ylmethyl cation PES ex-
amined by Ghigo et al. [60]. Energies reported are electronic energies,
including zero-point corrections (ZPE), at the B3LYP/6-31G(d) level of
theory and are all relative to that of G [61-63].

Ghigo et al. set out to explore the memory effect phenomenon
computationally [60]. The relevant PES for this transformation
(key points shown in Figure 6) was examined using several
DFT methods. The portion of the PES prior to formation of
TSSs 11, and II§ was also explored, but it was assumed that all
structures were required to go through TSSs II,; and Il in order
to make the products; consequently, dynamics trajectories were
initiated from the regions of these TSSs (using a lower level of
theory so that 250 trajectories from each transition state could
be obtained in a reasonable amount of time; the influence of the
leaving group on dynamical behavior was not explored). The
results from the dynamics simulations were in qualitative agree-
ment with the experimental results: trajectories initiated from
I generated almost equal amounts of cations G and L, while
trajectories initiated from II, go predominantly to cation L.

Take home message:

* “Memory effects” can result from dynamic matching.
2-Norbornyl and other highly delocalized cations — a
caution on complexity

When exploring carbocation rearrangement mechanisms using

MD simulations, one should remember that MD simulations are

Beilstein J. Org. Chem. 2016, 12, 377-390.

inherently statistical. That is, there are times when a systematic
approach to exploring mechanistic pathways is preferable to
MD simulations, which use random sampling techniques. This
point is illustrated by two studies on the isomerization of the
infamous 2-norbornyl cation to the 1,3-dimethylcyclopentenyl
cation (DMCP™) (Figure 7) [64,65].

2-norbornyl cation 1,3-dimethyl-

cyclopentenyl
cation

Figure 7: The transformation of 2-norbornyl cation to 1,3-dimethylcy-
clopentyl cation.

After an attempt by Mosley et al. to study the experimental IR
spectrum of the 2-norbornyl cation in the gas phase revealed a
structural rearrangement to DMCP™, Jalife et al. set out to deter-
mine the isomerization mechanism using modern computa-
tional methods [64]. BOMD simulations using DFT were em-
ployed, with trajectories initiated from the equilibrium geome-
try of the 2-norbornyl cation (i.e., the reactant structure) with
random velocities assigned to all atoms. When a trajectory
formed DMCP*, key points on the PES for the pathway ob-
served in that trajectory were optimized. Two complex path-
ways to DMCP* were found that had energy barriers that were
reasonable given the experimental conditions used for genera-
tion of the 2-norbornyl cation. Both pathways involve a retro-
Lawton—Bartlett “n-route” norbornyl ring-opening process
[66,67]. The shorter mechanism was found to involve nine
discrete chemical steps and had an overall predicted activation
barrier of 33 kcal/mol, while the longer pathway involved
16 steps with an overall barrier of 37 kcal/mol. Similar results
have been obtained for other complex carbocations: the same
group used molecular dynamics to explore the homocubyl
cation’s rearrangement behavior [68], and East et al. used
“rising-temperature” molecular dynamics to determine the
carbocation branching behavior of molecules relevant to petro-
leum chemistry [69-71].

Lobb also attempted to answer the same mechanistic question
using a different strategy [65]. Instead of using BOMD simula-
tions to explore possible pathways, Lobb wanted to “system-
atize” the mechanistic search to explore all possible isomeriza-
tion pathways and predict their barriers. Lobb used simple alge-
braic tools, similar to a strategy employed by Johnson and
others [72-76], to systematically generate a vast set of possible
isomers of C7H| " and rank them by their energies (calculated
with DFT) [65,77]. The connectivity of each of the generated

molecules was examined for isomorphism, ultimately leading to
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a set of 1254 distinct groups of isomers involved in possible re-
arrangements. This number is only an estimation of the full set
of isomers, however, due to limitations of the automated
methods. DMCP* was found to be the global minimum for this
set of isomers, consistent with experimental results [77]. The
mechanistic pathways between isomers were explored by opti-
mizing putative TSSs corresponding to breaking of each bond
within a ring (if the molecule contains one) and hydride shifts.
The 4500 unique TSSs optimized were then connected to the
isomers they interconvert, connecting 1179 out of the 1254
carbocation isomers, to generate various pathways that led to
the final product. A huge number of possible pathways were
found, the shortest of which are summarized in Table 1.

Table 1: The number of pathways found by Lobb corresponding to a
certain number of steps in the mechanism and the lowest overall acti-
vation barrier necessary for a pathway with that number of steps [65].

Lowest activation

Number of steps barrier (kcal/mol)

Number of paths

2 1 110.7
3 14 54.7
4 406 31.0
5 8460 29.3
6 171050 27.4

Though the MD strategy used by Jalife et al. uncovered two rea-
sonable mechanistic pathways, the systematic approach taken
by Lobb revealed 5 orders of magnitude more pathways that
were shorter than those proposed by Jalife, many of which had a
lower overall activation barrier, any number of which could be
operative in the rearrangements of the 2-norbornyl cation to
DMCP*. While a systematic search of all possible isomeriza-
tion pathways should always be considered for carbocation rear-
rangements, it is often unnecessary (and prohibitively time-
consuming) in the case of carbocation rearrangements that
occur in Nature. Thankfully, enzyme-catalyzed carbocation re-
arrangements are often subject to conformational constraints
that make analysis of the possible rearrangement pathways
more tractable. Further discussion of enzymatic carbocation re-
arrangements is found below.

Take home messages:

* Sometimes there are many, many pathways that are energeti-

cally viable for the isomerization of a carbocation.

* In some cases, a systematic, rather than statistical, approach
to determining all possible isomerization pathways is necessary
to ensure that all energetically viable pathways have been

explored.
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* There is no “one-size-fits-all” strategy to "determine" a reac-
tion mechanism using computations, however, coupled exami-
nation of PESs and simulations of dynamic effects can provide
nearly (one hopes) exhaustive pictures of the transformation of

reactants to products.

Carbocation rearrangements that lead to

terpenes

Camphene, sativene and prezizaene — lifetimes and

electrostatic effects

Portions of the CjgH 7" and C;sHys™ PESs (in the absence of
enzyme) relevant to the formation of camphene [21,22,78],
sativene [79] and prezizaene [54,80] (and related terpenes) were
examined in detail using several DFT methods. For each of
these systems, secondary carbocations were found along reac-
tion coordinates, but they were not minima; rather, these struc-
tures resided in regions near to TSSs for concerted reactions in-
volving the merging, asynchronously, of alkyl shift and/or
cyclization events (Figure 8, red) [56,57]. Direct dynamics
trajectory calculations were run on each of these systems, with
trajectories initiated near the TSSs, i.e., the secondary carboca-
tions. Trajectories (>100 for each system) were run in both
forward and reverse directions. Based on the results of these
calculations, average lifetimes for the secondary cations were
found to range between 35 and 100 fs (with standard deviations
between 10 and 35 fs), a time window on the same order as that
for a single bond stretch. This lifetime could be increased sig-
nificantly (by a factor of 2-3 for the bornyl cation, based on the
preliminary calculations described) if the secondary carbocat-
ion engages in noncovalent interactions with electron rich
groups (e.g., C-H--X hydrogen bonds [81]), thereby increasing
the probability of trapping these species by deprotonation or ad-
dition of a nucleophile. Although some secondary carbocations
have been found as minima in terpene-forming carbocation
cyclization/rearrangement reactions [57], most are found near
TSSs along reaction coordinates and therefore, as this study
showed, can be expected to have exceedingly brief lifetimes in
the absence of specifically oriented noncovalent interactions
with groups in terpene synthase active sites. Molecular dynam-
ics calculations using the full bornyl diphosphate synthase en-
zyme were also carried out (here using a combination of DFT
and molecular mechanics) [21,22]. These simulations indicated
that the bornyl cation also has a short lifetime in the active site
of the enzyme, but one — 185 fs on average — that is longer (by
approximately a factor of 4) than in the absence of the enzyme
and complexed diphosphate.

Take home messages:

* Secondary carbocations, which often correspond to

structures in the vicinity of transition states, tend to have short
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Figure 8: Carbocation rearrangements for which trajectory calculations were used to estimate lifetimes of secondary carbocations.

lifetimes, on the order of the period of a single-bond stretching

vibration.

o These lifetimes can be increased via noncovalent interactions

with electron-rich groups.

Abietadiene — navigating past forks in the road

Pathways to abietadiene [82-90] have also been examined
computationally [91-93]. First, the portion of the CogH33* PES
corresponding to the reactions depicted in Figure 9 was exam-
ined with several DFT methods [91]. This study revealed, quite
unexpectedly, that intramolecular proton transfer in the pimar-
15-en-8-yl cation can lead to a PTSB — one branch of which
leads to the carbocation precursor to abietadiene (Figure 9,

green), but the other branch of which leads to a rearranged
skeleton, not yet reported for any diterpenes/diterpenoids from
Nature (Figure 9, red). Interconversion of these two carboca-
tions proceeds via a TSS that resembles the secondary carbocat-
ion expected to be formed upon proton translocation (Figure 9,
purple), i.e., the secondary carbocation again corresponds to a
TSS rather than a minimum. Direct dynamics trajectories were
run from the 1,5-proton transfer transition state region, using
both small model carbocations and full-sized structures and
using several theoretical methods [92,93], and a ratio of trajec-
tories leading to the abietadiene precursor versus the rear-
ranged carbocation of 1.1-1.7:1 was found. These results first
indicate that there is an inherent dynamical tendency built into

the substrate (an enzyme was not present during the simula-
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tions) for formation of the observed natural product. Second,
these results indicate that the inherent dynamical preference is
not large enough to rationalize why abietadiene synthase
produces 95% abietadiene (and simple diene isomers) [87],
setting the stage for future studies aimed at elucidating the
means by which abietadiene synthase steers its reaction away
from rearrangement and at engineering abietadiene synthase so

that it selectively forms rearranged products.

=
OPP )
— < S
—OPP~

copalyl diphosphate (CPP) 2;?2;_15_‘3”_8_)/'

1,5-proton
transfer
+ 1,2-methyl +
shift
H
-H* l 1,2-alkyl
shift
+

abietadiene

precursor to as yet
unreported diterpenes

Figure 9: Carbocation rearrangements involved in abietadiene forma-
tion.

Take home messages:

* PTSBs can occur in biosynthetically-relevant carbocation re-

arrangements.

e There is an inherent dynamical tendency of the carbocations
involved in abietadiene formation to form abietadiene, even in

the absence of an enzyme.

o There is also an inherent dynamical tendency of the carboca-
tions involved in abietadiene formation to form a rearranged
product, that has not yet been observed in Nature, in a similar

magnitude.

* Direct enzymatic intervention is likely necessary to overcome
the latter tendency, although the nature of this intervention has

not yet been characterized.
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Miltiradiene — multiple sesquential bifurcations and
testable predictions

The PES associated with formation of miltiradiene (Figure 10)
[94], interrogated with a variety of DFT methods, was also
found to involve a PTSB following a proton transfer TSS [26].
Surprisingly, however, this bifurcation was associated with a
complex PES with flat regions and multiple additional sequen-
tial bifurcations. As a result, direct pathways from the 1,6-
proton transfer TSS to eight products, without the intermediacy
of any PES minima, were found. This is an unusual reactivity
problem for an enzyme to tackle! How is one carbon skeleton
obtained in high yield when barrierless pathways to eight differ-
ent skeletons emanate from the same TSS? Direct dynamics
trajectory calculations were again applied, with trajectories
initiated in the region of the 1,6-proton transfer TSS (specifi-
cally for proton transfer to the re face of the C=C double bond)
[95]. Although pathways to many products exist on the PES,
only two products were formed to any appreciable extent in the
dynamics calculations — the carbocation precursor to miltira-
diene (Figure 10, green) and, similar to the scenario described
above for abietadiene, a rearranged carbocation with a skeleton
not yet reported in any natural products (Figure 10, red). These
two carbocations were predicted to form in approximately a 1:1
ratio. Again, there is an inherent dynamical tendency for the
substrate to form the observed natural product, but again this

- OPP~
pimar-15-en-8-yl cation

1 6-proton
transfer

copalyl diphosphate (CPP)

bty B

-methyl

shlft Q\/ 17

pimar-8-en-15-yl cation

1,2-alkyl
(C12) shift
12 45

miltiradiene

+

precursor to as yet
unreported diterpenes

Figure 10: Carbocation rearrangements involved in miltiradiene forma-
tion.
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tendency is not strong enough to preclude formation of a rear-
ranged product. In addition, the dynamics calculations indicat-
ed that the 1,2-methyl (C17) shift that forms the abietadiene
precursor should occur specifically to one face of the carbocat-
ion carbon (C15), a prediction that could be tested through sub-
strate labeling. If only trajectories that lead to the pimar-15-en-
8-yl cation are considered, then a product ratio of approxi-
mately 2:1, in favor of miltiradiene formation, is found, i.e.,
some trajectories actually connect to a carbocation formed by a
1,2-hydride shift of the pimar-15-en-8-yl cation (Figure 10,
orange). This result suggests that preorganization of the sub-
strate into a conformation that disfavors the 1,2-hydride shift
actually promotes miltiradiene formation. Finally, when dynam-
ics trajectories were initiated from the region of the 1,6-proton
transfer transition state associated with proton migration to the
si face of the C=C double bond, the carbocation precursor to
abictadiene was formed <1% of the time. This result implies
that the pimar-15-en-8-yl cation is bound in a conformation that
allows for proton transfer specifically to the re face of the C=C
double bond. This study serves to redefine the problem faced by
miltiradiene synthase in controlling selectivity, makes firm
predictions about the bound conformation of the substrate and
the stereochemical course of the enzymatic reaction from calcu-
lations that did not include the enzyme, and again sets the stage
for future rational reengineering efforts.

Take home messages:

* Multiple sequential PTSBs can occur in biosynthetically-rele-

vant carbocation rearrangements.

* The PES for miltiradiene formation (in the absence of an en-
zyme) involves direct pathways from a single TSS to many prod-

ucts.

* There is, however, an inherent dynamical tendency of the
carbocations involved in miltiradiene formation (in the absence
of an enzyme) to form almost exclusively miltiradiene and a re-
arranged product that has not yet been observed in Nature in

comparable amounts.

* Direct enzymatic intervention is likely necessary to reduce the
dynamical tendency to form the rearranged product. Although
the nature of this intervention has not yet been deduced, it likely
involves conformational restrictions that suppress a possible
1,2-hydride shift in the first-formed carbocation and prevent
proton transfer to the si face of the C=C n-bond.

epi-lsozizaene — shape selection
DFT calculations on the pathway for formation of the sesquiter-

pene epi-isozizaene [96-101] (Figure 11) showed that several
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expected chemical steps were merged into concerted processes
[80]. For example, conversion of the homobisabolyl cation to
the acorenyl cation (Figure 11, step 7) is barrierless for many
conformers of the homobisabolyl cation. In addition, conver-
sion of the cedryl cation to the prezizyl cation involves the com-
bination of two alkyl shift events into a concerted process that
avoids formation of a secondary carbocation as a PES minimum
(Figure 11, step 9, a “dyotropic” rearrangement) [102]. Direct
dynamics trajectory calculations were run for this system
starting from the region of the TSS for the 1,2-hydride shift that
converts the bisabolyl cation to the homobisabolyl cation
(Figure 11, step 6). The goal of this study was to assess how far
along the reaction coordinate trajectories would proceed with-
out becoming “trapped” in an intermediate energy well. For
some conformers of the bisabolyl cation, many trajectories
proceeded to the cedryl cation without significant delay in the
regions of the homobisabolyl and acorenyl cations. Subsequent
automated docking calculations of carbocations (specifically,
those derived from the conformer of the bisabolyl cation that
most readily formed the cedryl cation in the dynamics simula-
tions) into the crystallographically-determined structure of epi-
isozizaene synthase revealed that some carbocations along the
reaction coordinate were bound more strongly than others. Of
particular note was the prediction that the TSS for conversion of
the cedryl cation to the prezizyl cation (Figure 11, step 9) and
for the conversion of the prezizyl cation to the zizyl cation
(Figure 11, step 10) are bound more strongly than the carboca-
tions that immediately precede them, implying that shape selec-
tion by the enzyme can lower the barriers for these steps
(Figure 11, bottom), thereby making it more likely that trajecto-
ries will proceed to product.

Take home message:

* Shape selection by epi-isozizaene synthase can lower barriers
for steps in the epi-isozizaene-forming carbocation cascade
reaction, thereby increasing the likelihood of direct formation

of epi-isozizaene over byproducts.

Outlook

Clearly, non-statistical dynamic effects play important roles in
carbocation rearrangement reactions. Neglecting such dynamic
effects may lead to incorrect conclusions about lifetimes of par-
ticular structures and product distributions — not merely for
reactions of academic interest, but for reactions that occur in
Nature during the biosynthesis of complex natural products.
While characterizing the dynamical behavior of reactive species
is challenging, it can be accomplished using modern computa-
tional approaches. We look forward to many more studies that
do so. We believe as predicted so presciently by Lionel Salem

«

four and a half decades ago, “...the beautiful mechanistic
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Figure 11: Top: carbocation rearrangements involved in epi-isozizaene formation. Bottom: reaction coordinate diagram for conversion of the bisabolyl
cation to the zizyl cation in the absence (solid lines; computed relative energies in kcal/mol) and presence (broken lines) of epi-isozizaene synthase.

schemes used by organic chemists to interpret reactions will
slowly be supplemented and may eventually be replaced by a
detailed picture of the dynamic behavior of the reacting species

on a complex potential energy surface” [103].
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The a-pyrone moiety is a structural feature found in a huge variety of biologically active metabolites. In recent times new insights

into additional biosynthetic mechanisms, yielding in such six-membered unsaturated ester ring residues have been obtained. The

purpose of this mini-review is to give a brief overview of a-pyrones and the mechanisms forming the basis of their natural synthe-

sis. Especially the chain interconnecting enzymes, showing homology to ketosynthases which catalyze Claisen-like condensation

reactions, will be presented.

Introduction

a-Pyrones (1, also 2-pyrones) represent a moiety widespread in
nature (Figure 1). The motif of a six-membered cyclic unsatu-
rated ester is present in a large number of natural products, and
molecules containing a-pyrones can be found in all three king-
doms of life. Additionally a-pyrones, especially the structurally
simple ones, i.e., triacetic acid lactone (2) and tetraacetic acid
lactone (3) (Figure 1), represent widely exploited building
blocks in synthetic chemistry. Examples are the syntheses of
compounds like a-chymotrypsin, coumarins, pheromones, and
solanopyrones [1]. Known biological functions reach from
intermediates and end products in primary metabolism to
signaling molecules and molecules which are applied for
defense against competitors and predators. The biological activ-
ities these compounds exhibit is immense, including antimicro-

bial [2], antitumor [3,4], and cytotoxic activities [5]. Aflatoxins,

produced by several Aspergillus species, are known to cause
food poisoning due to their cytotoxic activity. They can regu-
larly be found in improperly stored food, hence, entering the
food supply chain [6]. Further coumarin derivatives, e.g.,
umbelliferone (4), esculetin (5), and scopoletin (6), are subject
of investigation due to their pharmacological properties, i.e.,
anticancer effects (Figure 1) [7]. a-Pyrones have also been
shown to be HIV protease [8-10] and selective COX-2 inhibi-
tors [11,12], and further, signaling functions were attributed to
them. Already in the 1990s an unusual dialkyl-substituted
a-pyrone (supellapyrone, 7) was detected to be the cockroach
sex pheromone [13], and recently it was reported that so called
photopyrones (8—15) act as signaling molecules in the cell—cell
communication system of the bacterium Photorhabdus lumi-

nescens (Figure 1) [14].
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Figure 1: Selected monocyclic and monobenzo a-pyrone structures.

Since the biological activities of a-pyrones are very diverse,
these compounds are in the focus of synthetic chemists [15].
Hence, the phenomenal abundance of natural products and of
chemically synthesized derivatives therefrom justifies several
reviews, and comprehensive articles exist [1,16]. However, in
the present review the diverse biosynthesis of a-pyrones will be
the focus. Different mechanisms for the biosynthesis of these
mostly polyketide-derived structures exist, thus it is assumed
that the route towards a-pyrones has been developed several
times in evolution. They can be built up by the catalytic activi-
ties of the different types of polyketide synthase (PKS) systems,
and especially the final ring formation yielding in the a-pyrone
moiety can be accomplished in different ways. The different
biosynthetic routes towards an a-pyrone ring will be presented.
The biosynthetic mechanisms to yield saturated lactones, like
the statin drug lovastatin, which is in application for lowering
cholesterol, will not be discussed.

Review

1 Occurrence and activities

In this chapter special sub-types of a-pyrones will be described.
The compounds are grouped into three categories depending on
their structural features: (i) dibenzo-a-pyrones, (ii) monocyclic

o-pyrones, and (iii) monobenzo-a-pyrones.

1.1 Dibenzo-a-pyrones

Dibenzo-a-pyrones (16) harbor the o-pyrone moiety in the
middle part and consist of three ring structures (Figure 2). Aro-
matic rings are fused to edge ¢ and e of the central 2-pyrone,

yielding the basic structure of 16.

Beilstein J. Org. Chem. 2016, 12, 571-588.

OH O
X
)f% L
o o HO (@) O

tetraacetic acid (3)

umbelliferone (4)

R

R =H, n = 1: photopyrone A (8)

R = CHg, n = 1: photopyrone B (9)
R =H, n = 3: photopyrone C (10)

R = CHg, n = 3: photopyrone D (11)
R =H, n = 5: photopyrone E (12)

R = CHg, n = 5: photopyrone F (13)
R =H, n =7: photopyrone G (14)

R = CHgs, n = 7: photopyrone H (15)

basic dibenzo-2-pyrone motif 16

Figure 2: The basic core structure of dibenzo-a-pyrones.

Many dibenzo-a-pyrone-producing fungi have been described.
However, it seems that they are mainly distributed in the
Alternaria species and mycobionts. Especially endophytic fungi
can be regarded as source organisms. Alternariol (17), altenuene
(18), and alternariol 9-methyl ether (19) have been described
from Alternaria sp. [17], botrallin (20) from Hyalodendriella
sp. [18], and graphislactone A (21) from Cephalosporium acre-
monium IFB-E007 (Figure 3) [19]. These compounds show
toxic effects in plants and animals. In addition, Alternaria spp.
have been involved in the contamination of food, even in refrig-
erated stocks, since the fungi is able to grow also at low temper-
ature. Alternaria spp. had also been linked to a poultry disease
outbreak called poultry hemorrhagic syndrome. However, the
main toxic effects seem to be linked to other toxins produced,
e.g., the non pyrone metabolite tenuazonic acid [20]. Neverthe-
less, alternariol (17) and altenuene (18) were studied for their
toxicity using different assays. Toxicity to Artemia salina larvae
was examined by measuring the optical motility and resulted in
1C5q values of 150 pg/mL [21]. A comparable result was ob-
tained using the disk method of inoculation, whereby the ICs
values were 100 pg/mL for 17 and 375 pg/mL for 18 [22].
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Further, alternariol (17) and derivatives were tested against
L5178Y mouse lymphoma cells. Here 17 was the most active
compound with an ECs( value of 1.7 pg/mL [23]. In another in
vitro assay, this time a biochemical assay using protein kinase,
the ICs( values were determined, and 17 inhibited 10 out of the
24 kinases tested. The results of the MTT and the kinase assay
showed a similar pattern, and hence it was concluded that pro-
tein kinase inhibition should be one mechanism leading to the
cytotoxicity of 17. In a study using human colon carcinoma
cells to elucidate the cell death mode and the pathways trig-
gered by 17, the induction of an apoptotic process was revealed.
Further investigations showed that cell death was mediated
through a mitochondria-dependent pathway [24]. In murine
hepatoma cells it was shown that 17 and its methyl ether 19
interfere with the transcription factor and by inducing the
so-called aryl hydrocarbon receptor, apoptosis is mediated by
inducing cytochrome P450 1A1 [25]. For alternariol 9-methyl
ether (19) and the graphislactone A (21) cytotoxic effects
against the human cancer cell line SW1116 with I1Cs values be-
tween 8.5 and 21 pg/mL were reported [26].

HO,,

HO

HO :
CHs

altenuene (18)

alternariol, R=H (17)
alternariol 9-methyl ether,
R =CH;3 (19)

HaC.
0

OH ‘
o)
‘ OH
HCoo 070

CH;
botrallin (20)

graphislactone A (21)

Figure 3: Selected dibenzo-a-pyrones.
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HO o Yo 4
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ellagic acid (22) urolithins

Beilstein J. Org. Chem. 2016, 12, 571-588.

These toxic fungi-derived metabolites are often pathogenic to
plants, and are therefore called phytotoxins. Phytotoxins are
divided into host-specific and host non-specific toxins, whereby
the here named Alternaria-derived dibenzo-o-pyrones 17, 18,
and 19 represent host-specific phytotoxins [26].

Several dibenzo-a-pyrones have been isolated from plant parts.
Purified from roots, bulbi, heartwood, or whole plant material,
the origin of some plant-derived pyrones is not finally clarified,
since the production by endophytic fungi cannot be excluded.
Djalonensone was isolated from Anthocleista djalonensis
(Loganiaceae) roots, but is identical to alternariol 9-methyl
ether (the corresponding bioactivities are described above.) The
latter was isolated from a series of fungi including endophytic
species. Thus, the possibility that a fungus is the real producer
cannot be ruled out. In addition, production by a fungus and
modification of the metabolites by plant enzymes is also
possible. Further a-pyrone plant secondary metabolites are
ellagitannins and ellagic acid (22) [27] (Figure 4). These
metabolites are important constituents of different foods, e.g.,
berries, nuts, medicinal plants and tisanes, as well as of grapes
and oak-aged wines. These natural products are not absorbed in
the intestinal tract; rather they are metabolized by intestinal
bacteria, yielding so called urolithins (23-27, Figure 4). There-
fore, it can be assumed that the urolithins are responsible for the
biological activities related to the intake of ellagitannins by
higher organisms. Such urolithins show different phenolic
hydroxylation patterns and have been isolated from animal
feces.

Concerning the activity urolithin A (23), urolithin B (24), and
isourolithin A (27), all isolated from fruits of Trapa natans
(water chestnut) showed antioxidant activity [28]. Testing
urolithins A, B, C, D (23-26) in an assay using myelomono-
cytic HL-60 cells showed antioxidant activities for 23, 25 and
26. These three derivatives inhibited the reactive oxygen
species (ROS)-dependent oxygenation of the non-fluorescent
2°,7’-dichlorodihydrofluorescein (DCFH) to the fluorescent
2’,7’-dichlorofluorescein (DCF) [29]. This antioxidant activity

urolithin A, R' = H, R2 = H, R3 = OH, R* = H, RS = OH (23)
urolithin B, R' = H, R = H, R3= H, R* = H, RS = OH (24)
urolithin C, R' = H, R2= OH, R3= OH, R* = H, R% = OH (25)
urolithin D, R' = H, R2 = OH, R%= OH, R* = OH, R% = OH (26)
isourolithin A, R' = H, R2= OH, R3= H, R*= H, RS = OH (27)

Figure 4: Structure of ellagic acid and of the urolithins, the latter metabolized from ellagic acid by intestinal bacteria.
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was also linked to anti-inflammatory effects by testing the in
vivo effects of 23 in a carrageenan-induced paw edema assay.
Oral administration of 23 to mice prior to carrageenan injection
resulted in a significant decrease in paw edema, compared to
the control group [30]. Further, weak antiallergic activity in the
mM range was indicated for urolithin A (23), urolithin B (24),
and isourolithin A (27), by testing the influences of these com-
pounds on the activity of the enzyme hyaluronidase. The latter
is involved in inflammation reactions. The authors isolated 23,
24 and 27 from the feces of Trogopterus xanthipes (flying
squirrel) by bioactivity-guided fractionation, and determined
ICs¢ values for the pure compounds to be in the low mM range
(1.33, 1.07 and 2.33 mM, respectively) [31]. Also estrogenic
and antiestrogenic activities in a dose-dependent manner were
shown for 23 and 24. Thus, the authors suggested further
research to evaluate the possible role of ellagitannins and ellagic
acid as dietary “pro-phytoestrogens” [32].

Even though many a-pyrones have been isolated from bacteria,
only one dibenzo variant was described, i.e., murayalactone

(28) isolated from Streptomyces murayamaensis (Figure 5) [33].

murayalactone (28)

Figure 5: Structure of murayalactone, the only dibenzo-a-pyrone de-
scribed from bacteria.

1.2 Monocyclic a-pyrones

In addition to the aforementioned examples also the simplest
a-pyrones show remarkable biological effects. Isolated from
several fungi, e.g., Trichoderma viride, 6-pentyl-a-pyrone (29)
showed antifungal activity against Rhizoctonia cerealis, Gaeu-
mannomyces graminis and Botrytis cinerea (Figure 6) [34]. The
structural related trichopyrone (30) instead showed no antimi-
crobial activity [35]. For compound 29 it was further revealed
that it represents the prominent headspace volatile of Tricho-
derma asperellum IsmT5 [36]. Deeper investigation of the vola-
tiles released by Trichoderma species revealed the complexity
of the volatile mixture consisting of many derivatives [37].
Several alkylated and alkenylated a-pyrones with length varia-
tions in the side chain and different positions of olefinic double
bonds were isolated in the headspace extracts and unambigu-
ously assigned by comparison to authentic standards [37].

Co-cultivation experiments of 7. asperellum and Arabidopsis
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thaliana without physical contact resulted in smaller but vital
and robust plants. Therefore, 29 was applied to A. thaliana, and
the growth and defense reactions were verified. 4. thaliana pre-
exposed to 29 showed significantly reduced symptoms when
challenged with B. cinerea and Alternaria brassicicola [36].

~

(¢}
X
(¢}
6-pentyl-2-pyrone (29) trichopyrone (30)

Figure 6: Structures of the 6-pentyl-2-pyrone (29) and of trichopyrone
(30). Only 29 showed antifungal activity.

Beside the examples of simple substituted a-pyrone derivatives,
such as triacetic acid lactone (2), tetraacetic acid lactone (3),
and 6-pentyl-2-pyrone (29) also more complex systems, e.g.,
bufalin (31) [38], fusapyrones (32,33) [39], or the a-pyrone
antibiotics corallopyronins (34,35) [40] and myxopyronins
(36,37) [41], exist in the group of monocyclic a-pyrones
(Figure 7).

The bufadienolides are an important group of steroids contain-
ing an a-pyrone moiety. The a-pyrone ring is here connected to
a steroid nucleus, as exemplified in bufalin (31, Figure 7).
These a-pyrones were detected in several plants, as well as in
animals. The vast amount of derivatives shows also very diverse
biological activities. The bufadienolides from succulent plants
of the family Crassulaceae cause the symptoms of cardiac
poisoning in animals. Animal sources are the name giving toad
genus Bufo and others, e.g., Photinus (fireflies) and Rhab-
dophis (snake). The abundance of bufadienolides in some Bufo
species is extremely high, and all together, over eighty deriva-
tives have already been isolated, e.g., the epoxide-containing
resibufogenin (38, Figure 7) was isolated from the Chinese toad
skin extract drug Ch’an Su. It showed growth inhibition effects
on human oral epidermoid carcinoma KB cells and murine
leukemia MH-60 cells [42].

Testing the inhibitory effect of corallopyronin A (34) against
various microorganisms revealed promising activity against
Gram-positive bacteria, but no relevant effect on Gram-nega-
tive bacteria (only at concentrations >100 pg/mL activity was
observed). Against Staphylococcus aureus a MIC of
0.097 pug/mL and against Bacillus megaterium of 0.39 pg/mL
was obtained [40]. Myxopyronin B (37), the most active deriva-
tive of the myxopyronins, showed comparable activities, e.g.,
MIC of 0.3 and 0.8 pg/mL against S. aureus and B. mega-
terium, respectively [43]. In addition corallopyronin A was also
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bufalin (31)

Beilstein J. Org. Chem. 2016, 12, 571-588.

CHs

O
R R" = H: corallopyronin A (34), R' = CHj: corallopyronin B (35)
CHs O OH
R~ AN = | H
N (0]
[ON©) X “CH
HO ﬁg 3

resibufogenin (38)

Figure 7: Selected monocyclic a-pyrones.

tested successfully using an in vivo mouse model for the treat-
ment of infections with filarial nematodes [44]. Such antibiot-
ics produced by heterotroph bacteria, e.g., marine and terres-
trial myxobacteria which can feed on other bacteria, are sug-
gested as predatory weapons to paralyze and kill their prey
[45,46].

Fusapyrone (32) and the derivative deoxyfusapyrone (33) had
been isolated from Fusarium semitectum [39]. These com-
pounds show considerable antifungal activity, e.g., a minimum
inhibitory concentration against Botrytis cinerea, Aspergillus
parasiticus, and Penicillium brevi-compactum in the range of
0.78-6.25 pg/mL [47]. Testing the zootoxicity of 32 and 33,
using brine shrimp assays, revealed that only approximately

50-fold higher concentrations had a negative effect. Therefore,

| ~CHs
HsC oo HaC
| o

R HsC

R = CHg: gibepyrone A (39)

R = CH,OH: gibepyrone B (40)
R = CHO: gibepyrone C (41)

R = CO,H: gibepyrone D (42)

Figure 8: Structures of the gibepyrones A-F.

gibepyrone E (43)

R' = H: myxopyronin A (36), R" = CHs: myxopyronin B (37)

it was concluded that these compounds might be used together
with biocontrol yeasts to control crop diseases which can occur
while storing the crops [47]. From another strain of this fungal
genus, i.e., Fusarium fujikuroi, the gibepyrones A—F (39—44)
were isolated (Figure 8) [48]. The activity of these compounds
was tested against bacterial and fungal strains. However, the ac-
tivities were extremely low, e.g. gibepyrone A inhibited B.
subtilis and S. cerevisiae at 100 pg/mL.

The diastereomeric pair of phomenin A (45) and phomenin B
(46) was isolated from the phytopathogenic fungus Phoma
tracheiphila,[49] and from Alternaria infectoria (Figure 9) [50].
Further, the same compound 45 was isolated from
Leptosphaeria maculans and named phomapyrone A, as well as

from the mediterranean ascoglossan mollusc Ercolania fune-

CHj

gibepyrone F (44)
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phomenin A (45)

phomenin B (46)

Figure 9: Structures of the phomenins A and B.

real, described as cyercene [51]. Phomenin A displayed phyto-
toxicity at a concentration of 100 pg/mL. Chemical synthesis
approaches enabled then to investigate many more a-pyrone de-

rivatives for their antimicrobial and cytotoxic properties [2].

The volatile a-pyrone 5-(2,4-dimethylheptyl)-3-methyl-2H-
pyran-2-one (7, Figure 1), also named supellapyrone) is used by
female brownbanded cockroaches to attract males [13]. It is
known that cockroaches use pheromones in many aspects of
influencing interacting behavior between individuals. Hence,
such volatiles are used in courtship behavior to find mating
partners. Also another a-pyrone fulfilling pheromone function
in insects is known, i.e., the queen recognition pheromone of
the red imported fire ant, 6-(1-pentenyl)-2H-pyran-2-one (47,
Figure 10) [52].

Also antitumor activities of a-pyrones had been shown. Thus,
pironetin (47, Figure 10) induced apoptosis in a dose- and time-
dependent manner, and tubulin assembly was inhibited in vitro
[53]. The natural product was isolated from Streptomyces sp.
NK10958 [54], and its biosynthesis was investigated using
various 13C-labeled precursors [55]. Hence, it was concluded
that beside four acetate units also two propionate units and one
butyrate unit form the backbone, while the O-methylation is
S-adenosyl-methionine dependent.

6-(1-pentenyl)-2H-pyran-2-one (47)

pironetin (48)

Figure 10: Structures of monocyclic a-pyrones showing pheromone
(47) and antitumor activity (48), respectively.

Also cyclooxygenase-2 (COX-2) inhibitors are an interesting
target of research, due to the fact that the progression of
Alzheimer’s disease was slowed down by using anti-inflamma-
tory drugs. Thus, selective COX-2 inhibitors, anti-inflammato-

ry compounds themselves, might have beneficial effects in vivo.

Beilstein J. Org. Chem. 2016, 12, 571-588.

Several derivatives of 6-alkyl (alkoxy or alkylthio)-4-aryl-3-(4-
methanesulfonylphenyl)pyrones 49 had been synthesized to get
insights into structure activity relationships, whereby 6-methyl-
3-(4-methanesulfonylphenyl)-4-phenylpyran-2-one (50) showed
the best combination of inhibitory concentration and selectivity
(ICs9 =0.68 uM, SI =904; Figure 11) [56].

R? SOzMe
(0]
) o}
R2

6-alkyl (alkoxy or alkylthio)-4-aryl-3-(4-

methanesulfonylphenyl)pyran-2-ones (49)
R'= H; R2 = CHj: 6-methyl-3-(4-methane-
sulfonylphenyl)-4-phenylpyran-2-one (50)

Figure 11: Structures of 6-alkyl (alkoxy or alkylthio)-4-aryl-3-(4-
methanesulfonylphenyl)pyrones.

A further group of compounds are the kavalactones 51
(Figure 12), e.g., yangonin (52, Figure 12), which have been
isolated from Piper methysticum [57]. At various regions of the
Pacific Ocean the roots of the plant have been used for a long
time to produce a drink with sedative and anesthetic properties.
The a-pyrones responsible for the influence on the nervous
system have a wide variety of effects including amnestic, anal-
gesic, anticonvulsant, anxiolytic, nootropic, and sedative/
hypnotic activities [58].

o/
4
R | N
N o” "0
R? R3

R2
general structure of kavalactones (51)

marked C=C double bonds can be reduced to C-C
R'=0OCH;, R2=H, R3=H, R*= H: yangonin (52)

Figure 12: Structures of kavalactones.

Highly active a-pyrones, i.e., germicidins (53, 54, Figure 13),
were isolated from Streptomyces viridochromogenes NRRL
B-1551, whereby the compounds had been detected in the
supernatant of germinated spores, as well as in the supernatant
of the submerged culture [59]. The excretion of these com-

pounds prevents the germination of the spores too close to the

576



parent culture. Germination of S. viridochromogenes NRRL
B-1551 spores is inhibited at pM concentrations, i.e., 200 pM
(40 pg/mL). A comparable effect was also observed by applying
53 and 54 to seeds, however, only at much higher concentra-
tions. Germination of Lepidium sativum (garden cress) seeds
was clearly retarded. An additional in vitro effect was inhibi-
tion of porcine Na*/K*-activated ATPase. Germicidin was the
first known autoregulative inhibitor of spore germination in the
genus Streptomyces [59]. Influence on plant germination was
also shown for further lactones. An inhibiting effect was proven
for 3,4-dimethylpentan-4-olid from the plant pathogenic fungus
Hymenoscyphus pseudoalbidus, which inhibited germination of
Fraxinus excelsior (European ash) seeds [60]. In contrast,
3-methyl-2H-furo[2,3-c]pyran-2-one, a component of smoke
derived from burning plant material, promotes seed germina-
tion [61].

OH

R = CHg3: germicin A (53)
R = H: germicin D (54)

Figure 13: Strutures of germicins.

Recently, a further regulatory function for a-pyrones within
bacteria was discovered. The so called photopyrones (8-15,
Figure 1) represent extracellular signals involved in cell—cell
communication [14]. Photorhabdus [uminescens, an entomo-
pathogenic bacterium species, excretes these molecules, and
binding of the latter to the respective receptor, i.e., the PluR
protein, leads to the activation of the Photorhabdus clumping
factor (PCF) operon (pcfABCDEF). The phenotypic change ob-
served due to PCF expression was cell clumping, which in turn
contributed to insect toxicity [14]. Structurally related are the
pseudopyronines A (55), B (56), and C (57, Figure 14), which
have been isolated from different Pseudomonas strains [62,63].
Compounds 55 and 56 had been initially tested positive for
antimycobacterial and antiparasitic activities and both inhibited

OH OH

LD OO
(O XN ) (0]

warfarin (58)

0] I

phenprocoumon (59)
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fatty acid biosynthesis [62]. The new derivative 57, possessing
a longer eastern acyl moiety, was identified in Pseudomonas sp.
GM30, and it was subsequently proven by heterologous expres-
sion experiments with ketosynthase which is responsible for the
biosynthesis of these derivatives [63].

0]

HO

(0]
=

n

n = 1: pseudopyronine A (55)
n = 3: pseudopyronine B (56)
n =5: pseudopyronine C (57)

Figure 14: Structures of the pseudopyronines.

1.3 Monobenzo-a-pyrones

Synthetic derivatives of the natural product 4-hydroxycoumarin
are widely used as anticoagulant drugs. Warfarin (58,
Figure 15) — initially introduced as a pesticide against rats and
mice — is the most described oral anticoagulant drug in North
America. The derivative phenprocoumon (59, Figure 15) is the
most commonly used anticoagulant in Germany. Phenpro-
coumon was further identified as a lead template with HIV
protease inhibitory activity, i.e., K; = 1 uM [64]. However, the
prototype of these anticoagulant drugs was dicoumarol (60),
which was in use until it was replaced by other derivatives, e.g.,
58 and 59 [65].

Aflatoxins are poisonous and cancer-causing monobenzo-o-
pyrones [6]. Several derivatives exist, whereby aflatoxin By (61,
Figure 16) represents the most poisonous compound. Usually
these toxins are ingested, but 61 can also permeate through the
skin. The aflatoxins are PKS-derived molecules which undergo
an extreme rearrangement [66]. The cytotoxic effects of the
coumarin derivatives umbelliferone (4, Figure 1), esculetin (5,
Figure 1), and scopoletin (6, Figure 1) are subject of anticancer
research [67]. Marmesin (62) was first isolated from the fruits
of Ammi majus [67], and is currently under investigation as an
agent for the treatment of angiogenesis-related diseases, e.g.,
cancer [68]. A structurally related compound, i.e., isopim-

oo’ ©

dicoumarol (60)

Figure 15: The structures of the monobenzo-a-pyrone anticoagulant drugs warfarin and phenprocoumon.
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pinellin (63), was also first isolated from fruits of Ammi majus
[69]. It was shown that 63 blocks DNA adduct formation and
skin tumor initiation in mice [70]. Psoralen (64), isolated from
plants, e.g., Ficus carica, had been used against skin diseases
due to its mutagenic effect [71].

Bacterial monobenzo-a-pyrones were isolated from the
myxobacterium Stigmatella aurantiaca MYX-030. Myxo-
coumarins A (65) and B (66) were identified, and 65 was tested
for antifungal activity [72]. It showed a promising activity
against agronomically important pathogens, e.g., complete inhi-
bition of Magnaporthe grisea and Phaeosphaeria nodorum at
67 ug/mL, and Botrytis cinerea was inhibited at 200 pg/mL.

2 Biosynthesis

Even though the a-pyrones possessing interesting activities
were in the focus of chemical synthesis approaches for a long
time, for most of them the clarification of the biosynthesis
remained unknown for many years.

An early example for a biosynthetic hypothesis is the biosynthe-
sis of the simple 6-pentyl-a-pyrone (29), which was hypothe-
sized to start with the C-18 linoleic acid. This acid is then short-

ened by B-oxidation reactions to a C-10 intermediate, i.e.,

5-hydroxy-2,4-decenoic acid (72), which undergoes lactoniza-
tion to yield 29 (Figure 17) [34]. This hypothesis is based on the
fact that feeding studies with Trichoderma harzianum and
T. viride using [U-14C]linoleic acid or [5-14C]sodium meval-
onate revealed the incorporation of these labelled compounds
into 6-pentyl-a-pyrone (29). Labelled sodium mevalonate was
used to test for the possible link between the isoprenic pathway
and biosynthesis of 29. The experiments revealed that the incor-
poration of labelled linoleic acid reached within the first 24
hours 18-fold higher ratios than labelled sodium mevalonate.

H o o
aflatoxin B4 (61)

marmesin (62)

OH (on CHs
CHs
CHs

O,N 0 o

myxocoumarin A (65)

Figure 16: Structures of selected monobenzo-a-pyrones.
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Therefore, the authors suggested that B-oxidation of linoleic
acid is a probable main step in the biosynthetic pathway of 29 in
Trichoderma species [34]. The incorporation of labelled sodi-
um mevalonate is hypothesized to be due to degradation to
acetate with following polymerization to fatty acids [34].

W/COO_ 67

l oxidation
/\/\)\/E/\/\/\/\COO_ 68
l reduction

/\/\)\Wcoo— 69

l beta- OX|dat|on

/\/\)\Mcoo— 70

N

isomerisation
N\~ coo- T
OH beta-oxidation
Wcoo— 72
(0]
OH l COO™ |actonization o |
N\ - N

Figure 17: Hypothetical pathway of 29 generation from linoleic acid
[34].

Now, it is generally accepted that most a-pyrones are synthe-
sized via the polyketide pathway. Solely for plant-derived
ellagitannins another biosynthetic origin was described. Via the
shikimate pathway gallic acid is generated, which represents the
precursor in ellagitannin biosynthesis [73]. The ellagitannins

psoralen (64)
|sop|mp|nell|n (63)

OH CHs

- CHs

OyN O "0

myxocoumarin B (66)
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can then be hydrolyzed to ellagic acid (22), and subsequently
converted to urolithins (23-27). In microorganisms the PKS-
derived origin was independently postulated for numerous com-
pounds. The polyketide biosynthesis has much in common with
fatty acid biosynthesis: The mechanisms of chain elongation
resemble each other, and simple building blocks, e.g., acetyl-
CoA and malonyl-CoA, are used to build up the molecule [74].
In general both, polyketides and fatty acids are assembled by
repeating Claisen-condensations between an activated acyl-
starter unit and malonyl-CoA-derived extender units. This
process is catalyzed by the concerted action of a ketosynthase
(KS), an acyltransferase (AT), and either a phosphopantetheiny-
lated acyl carrier protein (ACP), or CoA to which the nascent
chain is attached. After each elongation step the B-keto func-
tionality can be reduced by further enzymes involved. In fatty
acid biosynthesis usually a complete reductive cycle takes
place, i.c., a ketoreductase (KR) generates a hydroxy group, a
dehydratase (DH) reduces to an alkene double bond, and an
enoyl reductase (ER) yields a completely saturated acyl-back-
bone. These reductive steps are optional in PKS biosynthesis,
and considering the pyrone ring formation, an unsaturated PKS
chain residue attached to the carrier is essential. This general
PKS catalyzed mechanism is accomplished by different enzy-
matic machineries. In the following section the three PKS types
which can be responsible for the biosynthesis of the polyketide
chain are described. A strong indication was that in the genome
of the alternariol producer Alternaria alternate two PKS genes,
i.e., pksJ and pksH, had been identified, whose expression
pattern was in correlation with alternariol (17) production [75].
Mutant strains with downregulated expression level for these
PKSI systems were constructed and suggested that PksJ is the
PKS required for the biosynthesis of 17. PksH downregulation
affected pksJ expression and in that way influenced biosynthe-

OH

OH
alternariol (17)

[E— .

methyl-
transferase
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sis of 17 as well. The initially postulated biosynthesis via
norlichexanthone was ruled out by incorporation studies in
Alternaria tenuis using [1-13C, 130,]-labeled acetate. This
resulted in high incorporation of acetate-derived oxygen into all
the oxygen-bearing carbons [76]. A proposed biosynthetic path-
way of 17 [77] (by aromatization of a polyketide), and of deriv-
atives (by post-PKS reactions) is shown in Figure 18. The
authors suggested that seven malonyl-CoA building blocks are
connected via Claisen-condensation reactions, followed by
aldol-type cyclizations between C-2 and C-7, as well as be-
tween C-8 and C-13. The subsequent lactonization yields
alternariol (17). However, it can be assumed that the starter
molecule should be acetyl-CoA. Through subsequent chain
elongation by six malonyl-CoA extender units the linear chain
is assembled. It has to be mentioned, that there is still an
ongoing debate about the real alternariol-producing PKS in
A. alternate, but the building blocks and the general mecha-
nism are accepted [78].

2.1 Biosynthesis by PKSI systems

The biosynthesis of an a-pyrone by a modular PKSI system will
be showcased using the phenylnannolone (73-75, Figure 19)
pathway (Figure 20) [79]. The aromatic starter is cinnamic acid,
which is elongated by a butyrate moiety. Subsequently three
further elongation steps, this time using malonate as extender
units, follow. This results in the incorporation of acetate units
via Claisen-condensation reactions. The reductive domains, i.e.,
ketoreductase (KR) and dehydration (DH) domains, present in
the distinct modules reduce the keto group in a stepwise manner
to the hydroxy group and the C=C double bond. Subsequently,
the KR present in the terminal module catalyzes the reduction
of the B-keto group to an L-hydroxy group. This hydroxy is
then further reduced by the catalytic activity of the DH in the

HO

Figure 18: Proposed biosynthetic pathway of alternariol (modified from [77]). Malonyl-CoA building blocks are applied to build up the enzyme-bound
polyketide chain. Cyclization between C-2, C-7 and C-8, C-13, as well as lactonization takes place, resulting in alternariol (17). Subsequently, a meth-
ylation and a hydroxylation reaction occur, catalyzed by the respective enzymes.
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Figure 19: Structures of phenylnannolones and of enterocin, both
biosynthesized via polyketide synthase systems.

terminal module, which results in a cis-configured double bond.
Through the formation of the cis double bond the sterical
arrangement of the nascent chain favors the lactone ring closure
which results in the a-pyrone moiety. Hence, the polyketide is
released from the assembly line, whereby the thioesterase (TE)
domain catalyzes the ring-closure and therewith also the off-
loading from the PKSI system [79]. A comparable mechanism,
in which a TE is involved in off-loading the nascent chain from
the PKS assembly line by lactonization, was described for other
natural products, e.g., the isochromanone ring formation for the
ajudazols A and B in Chondromyces crocatus Cm c5 [80].

2.2 Biosynthesis by PKSII systems

In the type II PKS-catalyzed biosynthesis, the subunit type of
such megaenzyme systems, the starter molecule and the
extender units, mostly malonate molecules, are assembled at the
same ACP. A lactonization at the ACP-bound terminus yields
the pyrone ring. As an example the enterocin (76, Figure 19)
biosynthesis will be regarded (Figure 20). In the marine
bacterium Streptomyces maritimus a gene cluster correspond-
ing to enterocin (enc) biosynthesis was identified [81]. The
minimal enc PKS, EncABC, is encoded by a set of genes archi-
tecturally similar to most other type II PKS clusters. EncA
represents the KSa, EncB the KSB, and EncC the ACP domain.
First, an uncommon benzoate starter unit gets elongated by
seven malonate molecules. This nascent carbon chain under-
goes a rare Favorskii-like rearrangement and lactonization to
yield the polyketide 76.

2.3 Biosynthesis by PKSIII systems

Type III PKSs are relatively small molecules, since in contrast
to the PKSs of type I and II they solely consist of a single
ketosynthase. A single KS connects the CoA-bound starter and

extender units; and also in this system the final lactonization of
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the peptide-bound polyketide chain results in the pyrone ring.
Type III systems synthesize a variety of aromatic polyketides.
First discovered in plants, later PKS III systems have also been
described in fungi and bacteria. BpsA (for Bacillus pyrone
synthase) was analyzed in vivo and in vitro [82]. These experi-
ments revealed BpsA to be indeed the enzyme responsible for
the synthesis of triketide pyrones. The substrates used by BpsA
are long-chain fatty acyl-CoAs and malonyl-CoAs — either as
starter or as elongation building blocks, respectively
(Figure 20). Generating B. subtilis mutant strains, overex-
pressing the bpsA gene, yielded in triketide pyrenes. Once the
adjacent gene bpsB, the latter coding for a methyltransferase,
was co-overexpressed, the methylated variants, i.e., triketide
pyrone methyl ethers, were synthesized. The pyrone-forming
activity of BpsA was also proven in vitro, using heterologously
expressed protein. Thereby, the chain length of the acyl residue
had only minor influence on the pyrone formation, since many
substrates had been accepted. This could be expected, since the
a-pyrone formation takes place at the enzyme-tethered end of

the nascent chain, resulting in off-loading.

2.4 Biosynthesis by free-standing ketosynthases

In contrast to the a-pyrone formation by intramolecular cycliza-
tion reactions, also the condensation of two polyketide chains
can result in a pyrone ring. Such a mechanism was indicated by
feeding experiments for the antibiotically active compounds 36
[83] and 34 [84]. The resulting labeling pattern clearly showed
that the central a-pyrone ring of the molecule was not the result
of a usual intramolecular reaction. Rather, an interconnection of
two independent chains should form the central ring structure.
In addition further molecules, e.g., photopyrones (8—15) from
Photorhabdus luminescens are synthesized by such a head-to-
head condensation of two acyl moieties [60]. Also the csypy-
rones (79-81, Figure 21), first reported from Aspergillus
oryzae, are composed of two independent chains which are
interconnected thereafter [85]. Recently, the biosynthetic origin
of the pseudopyronines A (55) and B (56) in Pseudomonas
putida BW11M1 was clarified — and again two chains are fused
to yield the final products [86]. Thus, it can be assumed that this
mechanism is exemplified quite often in natural products.
Therefore, in the next paragraph the chain interconnecting
mechanism will be described.

For a-pyrone antibiotics, the corallopyronin and myxopyronin
derivatives, free-standing KSs encoded in the respective cluster,
i.e., CorB and MxnB, were suggested as the chain-intercon-
necting enzymes [84,87]. These enzymes have now been inves-
tigated in detail.

In vitro assays using NAC thioesters of the western and eastern

chains in the biosynthesis of 36 [88], as well as simplified sub-
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Figure 20: Pyrone ring formation. Examples for the three types of PKS systems are shown in A—C. In D the mechanism catalyzed by a free-standing
ketosynthase is depicted. Herein the keto—enol tautomerism is shown. A) Polyketide synthase (PKS) type I: The end part of the phenylnannolone A
biosynthesis is given. The ACP-tethered nascent chain gets elongated by the incorporation of acetate units. The corresponding reductive domains
(ketoreductase, KR; and dehydratase, DH) reduce the B-keto group to a cis double bond. The chain is then released from the assembly line through
pyrone ring formation catalyzed by the thioesterase (TE) domain, resulting in 73. B) PKS type II: The precursor of the enterocin biosynthesis, com-
prising the uncommon benzoate starter unit, is shown attached to the ACP domain, which forms a complex with the KSy and the KSg domain. Modifi-
cation, rearrangement and lactonization of this bound precursor yield enterocin (77). C) PKS type IlI: The starter molecule, e.g., a CoA-activated fatty
acid, gets loaded to the PKS Ill enzyme. Two rounds of chain elongation via malonyl-CoA take place before the molecule is released by pyrone ring
formation, resulting in 77. D) The two ACP-tethered chains are interconnected by the catalytic activity of a free-standing KS. In the second step the
lactonization takes place, facilitated by the keto—enol tautomerism. Thereby the a-pyrone 78 is formed.

strate mimics of both antibiotics [88,89] provided experimental
evidence that the free-standing ketosynthases are responsible
for the a-pyrone ring formation. In both publications non-enzy-
matic condensation was ruled out, since in the absence of the
respective protein no product formation was detectable. For
MxnB it was further shown that in vitro conditions can be opti-

mized by applying carrier-protein-bound substrates instead of

the SNAC-coupled substrates, i.e., this resulted in a 12-fold
increase of product formation. This is an additional hint that
protein—protein interactions represent an important factor in
PKS systems. Further, it seemed that the carrier proteins
conferred specificity for a-pyrone ring formation, since once the
carrier proteins were primed in each case with the other sub-

strate (mimic), the production rate decreased significantly.
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Figure 21: Structures of csypyrones.

However, a certain degree of flexibility in a-pyrone ring forma-
tion was proven by the in vitro experiments using the ketosyn-
thases CorB and MxnB. In addition, the substrate specificity
was analyzed in vivo in a mutasynthesis study employing a
Mpyxococcus fulvus mutant unable to biosynthesize the western
chain. This study revealed that MxnB is capable of condensing
a wide variety of activated synthetic western chains with the

carrier protein bound native eastern chain [90].

S—Phosphopantetheine-ACP
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The two proposed mechanism for CorB and MxnB closely
resembles each other, but certain differences have also been
proposed, as will be discussed here. First, one chain is trans-
ferred and covalently linked to the active-site cysteine. This
results in an activation of the cysteine-tethered chain. In the
second step, the other chain is placed into the proximal cavity,
orienting the a-carbon in a position suitable for the nucleo-
philic attack by the cysteine-tethered, activated chain. Thereby,
the second chain is still attached to the ACP, the phosphopan-
tetheine residue reaching into the T-shaped catalytic cavity,
enabling the placement of the two chains in opposite directions
(Figure 22 and Figure 23). In that way a nucleophilic attack of
the enzyme-bound chain onto the carbonyl carbon of the ACP-
tethered chain is facilitated. Hence, a diketothioester is formed,
which results in chain interconnection and the release of the cat-
alytic cysteine. Subsequently, lactonization can take place. It is
assumed that an enolate exists as an intermediate in the forma-
tion of the C—O bond [88]. Even though for both enzymes no
experimental evidences for the chronological order of the two

condensation reactions exist, it can be expected that the C—C

S—Phosphopantetheine-ACP

c121\s)\4

O O

Figure 22: Schematic drawing of the T-shaped catalytic cavities of the related enzymes CorB and MxnB. The two cavities, each harboring one chain
are depicted in green and blue, respectively. The phosphopantetheine arm of the ACP reaches into the T-shaped catalytic cavity through a third
hydrophobic channel. The oxyanion hole is highlighted by a pink circle. In that way the two chains are positioned face to face. A) Transacylation of the
eastern chain to C42¢ of CorB. The simplified mimic of the eastern chain (shown in bold) was placed into the active site on the basis of its unbiased
(Fo—F¢)-difference electron density. The remaining portion of the eastern chain was modeled into the cavity. B) Transacylation of the western chain to
the catalytic C424 of MxnB. In vitro experiments assaying MxnB together with substrate mimics indicate the transacylation of the western chain as the
natural mechanism. It can be assumed that different chains alter the binding preferences for CorB and MxnB.
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bond is formed prior to lactonization [88]. For the following
lactonization process a spontaneous reaction can be anticipated,
which takes place once the two chains are interconnected, since
thereby the atoms needed for lactonization are positioned in
close proximity to each other. The sterical requirements within
the catalytic cavity of CorB and MxnB do not favor the ring
closure, thus the second step might take place in solution [90].

It has to be mentioned that the results between CorB and MxnB
differ slightly. The in vitro results obtained for MxnB imply
that the western chain gets covalently attached, prior to conden-
sation with the second chain. The transfer of the western chain
from the corresponding ACP to MxnB occurred much faster
than the transfer of the eastern chain [88]. However, concern-
ing CorB it was possible to observe a substantial positive elec-
tron density at the catalytic cysteine as a result of substrate
incubation prior to crystallization. This was only possible with a
very short substrate mimic which renders more similarity to the
eastern chain. Using the longer western chain mimic no suit-
able crystals for structure determination could be produced
(neither for CorB, nor for MxnB). Thus, in the CorB model the
eastern chain was covalently attached. These inconsistent
results indicate that the use of different chains could alter the
binding preference.

Also CsyB from Aspergillus oryzae catalyzes the condensation
of two B-ketoacyl-CoAs [85]. However, this mechanism to form
3-acetyl-4-hydroxy-6-alkyl-a-pyrones (79—-81) significantly
differs from the one catalyzed by the myxobacterial ketosyn-
thases described before [89]. CsyB is indeed an up to now unex-
emplified case of a type III PKS with dual function. First, CsyB
catalyzes chain elongation — as many other PKS III enzymes.
Secondly, it catalyzes the condensation of two B-ketoacyl units
— a mechanism comparable to the enzymes described in the
previous paragraph. It possesses two B-ketoacyl-CoA coupling
activities to synthesize acylalkylpyrone. The initially proposed
mechanism for the formation of 3-acetyl-4-hydroxy-6-alkyl-a-
pyrone by CysB was the coupling of a B-keto fatty acid acyl
intermediate with acetoacetyl-CoA, followed by pyrone ring
formation (Figure 24 A) [85]. Then, as the crystal structure was
solved the authors proposed the detailed mechanism as follows
[91]: First, acetoacetyl-CoA is loaded onto the catalytic cysteine
residue. Subsequently, the thioester bond is cleaved by the
nucleophilic water molecule, which itself is activated through
hydrogen bonding to the catalytic cysteine and a histidine
residue. Thereby, the B-keto acid intermediate is generated. This
intermediate is proposed to be placed within the novel pocket, a
cavity accessible from the conventional elongation/cyclization

pocket. After the replacement of the first B-keto acid, the second
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B-ketoacyl unit is produced. The catalytic cavity of CysB is
loaded with a fatty acyl-CoA which is elongated with one mole-
cule of malonyl-CoA, yielding the second B-ketoacyl chain.
Condensation of the two chains generates the final product,
whereby first the two chains are interconnected due to a nucleo-
philic attack, and subsequently an intramolecular lactonization
takes place. In that way the ring closure results in the elimina-
tion of a water molecule, yielding the csypyrones harboring four
O-atoms. The first step of the proposed mechanism was delig-
nated from a set of in vitro assays, which indicated that the 130
atom of the H,!80 molecule — which should be activated by
hydrogen bonds networks with a histidine and the catalytic
cysteine residue — is enzymatically incorporated into the final
product (Figure 24 B). However, this mechanism is hard to
prove, because 80 incorporation into the molecule can occur
due to spontaneous exchange. Anyway, CysB clearly differs
from CorB and MxnB. The latter condense two B-ketoacyl
chains in a Claisen-like reaction to form the a-pyrone, while
CysB should first generate a B-keto acid intermediate by hydro-
lysis of the thioester bond. Then the starter of the second chain

Beilstein J. Org. Chem. 2016, 12, 571-588.

is loaded onto the free catalytic cysteine, gets elongated by a
malonyl-CoA before the nucleophilic attack of the first chain. In
that way the thioester bond is cleaved and subsequently
lactonization takes place, yielding in the final product
(Figure 24 B).

In Photorhabdus luminescens it was shown that a-pyrones act
as bacterial signaling molecules at low nanomolar concentra-
tions [14]. A similar mechanism for the biosynthesis of these
photopyrones as for the above mentioned a-pyrone antibiotics
myxo- and corallopyronin was expected. To identify the gene
corresponding to the biosynthesis of these so-called photo-
pyrones, all ketosynthases which are not part of the usual fatty
acid biosynthesis had been identified in the genome of P. lumi-
nescens. Thereby the ketosynthases neighbored by genes related
to fatty acid synthesis had not been considered. Insertion
mutants were generated and the influence on photopyrone pro-
duction was analyzed. Thus, the gene ppyS (for photopyrone
synthase) was identified, since all other disruption mutants did

not yield in a photopyrone negative strain. Heterologous expres-
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Figure 24: Proposed mechanism for the CsyB enzymatic reaction. A) Coupling reaction of the B-keto fatty acyl intermediate with acetoacetyl-CoA fol-

lowed by pyrone ring formation (modified from [85]). B) Detailed mechanism;

the two chains are color coded (orange and violet), as well as the water

molecule (red) whose oxygen atom is incorporated into the a-pyrone (modified from [91]).
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sion of ppyS in E. coli, together with the bkdABC operon
(encoding the branched chain a-ketoacid dehydrogenase (Bkd)
complex) and ngrd (encoding a phosphopantetheinyl-trans-
ferase which is essential to generate the holo-acyl carrier pro-
tein BkdB) for the biosynthesis of branched-chain iso-fatty acid,
resulted in the production of photopyrone derivatives. This was
a functional proof that PpyS catalyzes the formation of
a-pyrones, as indicated before by feeding experiments with
stable isotope-labeled precursors. PpyS should connect
5-methyl-3-oxohexanoyl thioester and different thioesters of
straight-chain and iso-branched chain fatty acids [14]. The
mechanism proposal also includes the catalytic cysteine. The
first chain, i.e., thioester-activated 9-methyldecanoic acid, gets
covalently tethered to that important residue within the active
site. This reflects the same mechanism as for the other KS-like
enzymes described. Also for PpyS the proposal postulates that
the a-carbon of the enzyme-bound chain acts as a nucleophile.
Thus, this activated carbon executes a nucleophilic attack on the
carbonyl carbon of chain two, i.e., 5-methyl-3-oxohexanoyl
thioester, which is itself synthesized by the Bkd complex. In
that way a C—C bond is formed, and both chains are still at-
tached to the catalytic cysteine residue. This bound intermedi-
ate undergoes a further deprotonation, which enables the forma-
tion of the a-pyrone ring. Through the ring closure the a-pyrone
is released from PpyS. This second deprotonation can occur
spontaneously, or enzyme catalyzed. In contrast to the cases of
myxopyronins 36 and 37 and corallopyronins 34 and 35, no
PKSI system provides the ACP-bound chains. Therefore, the
substrates for the chain interconnection might be either ACP or
CoA bound. This would be depending on their origin in the cell,
either fatty acid biosynthesis or degradation. The flexibility of
the system in regard to the first chain to be bound to PpyS was
already shown by the photopyrones A—H, which differ in the
chain length and in the either branched or unbranched starting

unit.

No crystal structure for PpyS exists. Therefore, the structure
was modeled using OleA from Xanthomonas campestris, which
is showing the highest sequence identity (27%) of all available
PDB-deposited crystal structures as template. Using the gener-
ated homodimeric model of PpyS, docking studies of the sub-
strates onto the catalytic cysteine were performed. The result-
ing model suggested that a glutamate residue, which reaches
into the catalytic cavity of the respectively other homodimer,
acts as a base by forming a hydrogen bond with the a-carbon of
the covalently bound substrate (Figure 25). Indeed, the
exchange of this glutamate against an alanine residue resulted in
an inactive version of the protein. Further an arginine residue,
which could be involved in dimerization, was mutated to an
aspartate. Also this mutant lost its catalytic activity, indicating

that dimerization is essential [63].

Beilstein J. Org. Chem. 2016, 12, 571-588.

Figure 25: Proposed biosynthesis of photopyrone D (37) by the en-
zyme PpyS from P. luminescens (modified from [63]). The catalytic
cysteine and the glutamate residue postulated to be involved in the
biosynthesis are indicated. The two chains are colored in red and
black, respectively.

The pseudopyronine synthase PyrS represents a homologue of
PpyS. Using PpyS from Pseudomonas sp. GM30, it was
analyzed if this KS is also involved in the formation of
a-pyrones. The two pseudopyronines A (55) and B (56) have
been up to now isolated from different Pseudomonas strains.
Recently, in an independent publication 55 and 56 have been
rediscovered from the banana rhizobacterium Pseudomonas
putida BW11M1 [86]. Feeding studies with isotopically
labelled precursors supported the biosynthesis from two chains.
Subsequent analysis of the draft genome of the strain revealed a
ppyS homologue. However, instead of the syntenic genomic
region where pseudomonads usually harbor the ppyS homo-
logue, it appeared that the gene has inserted between genes
belonging to carbohydrate metabolism in P. putida BW11M1.
An in-frame deletion mutant of the ppyS homologue was
constructed and yielded in a strain which lost the opportunity
for pseudopyronine biosynthesis [86]. Despite the similar mech-
anism for a-pyrone formation by PpyS homologues in the dif-
ferent Pseudomonas strains, a phylogenetic analysis revealed
that different clades of PpyS exist. These different clades reflect
also different locations in the genome sequences of the differ-
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ent Pseudomonas species: On a taxonomic level closely related
strains harbor the ppyS homologue in the same region of their
genome. Therefore, it can be assumed that the genetic informa-
tion coding for the enzyme needed to synthesize pseudopy-
ronines was acquired several times. Hence, Pseudomonas
species from different habitats, e.g., rhizosphere, soil, water,
acquired the gene set independently [86].

In summary different types of chain-interconnecting KSs which
catalyze a-pyrone ring formation were identified in the last
years. One mechanism is to fuse two ketoacyl moieties, as
exemplified by CorB and MxnB. Another mechanism is the
fusion of one ketoacyl moiety with one acyl moiety, as shown
for PpyS-like KSs. All evolved from FabH-type KSs, but form
different clades in phylogenetic analyses. PpyS-like enzymes
show the conserved glutamate residue — indicating a mecha-
nism distinct from the ketoacyl-ketoacyl-connecting KSs — and
were identified in different bacterial genera, i.e., Burkholderia,
Legionella, Nocardia, Microcystis and Streptomyces, therewith
also in clinically relevant pathogens [63]. Future work will
reveal which natural products are biosynthesized by such KSs,
and which relevance these products have.

Conclusion

The a-pyrones show an extraordinary wide variation in biologi-
cal activities, independently if structurally simple or complex,
naturally or non-naturally synthesized. Therefore, a-pyrones
represent a rich source for isolation studies and lead discovery.
Now, new insights into the biosynthesis of these molecules
through chain interconnecting ketosynthases were obtained.
This opens up the possibility to use these enzymes as tools;
both, in bio- as well as in semi-synthetic approaches. The poten-
tial of these enzymes in combinatorial biosynthesis has to be
further evaluated in the future.
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Bacteria, which prey on other microorganisms, are commonly found in the environment. While some of these organisms act as soli-

tary hunters, others band together in large consortia before they attack their prey. Anecdotal reports suggest that bacteria practicing

such a wolfpack strategy utilize antibiotics as predatory weapons. Consistent with this hypothesis, genome sequencing revealed that

these micropredators possess impressive capacities for natural product biosynthesis. Here, we will present the results from recent

chemical investigations of this bacterial group, compare the biosynthetic potential with that of non-predatory bacteria and discuss

the link between predation and secondary metabolism.

Introduction

Microorganisms are major contributors to primary biomass pro-
duction and nutrient cycling in nature. The composition of a
microbial community shapes an ecosystem, but is also respon-
sive to biotic and environmental cues. Predation is among the
ecological forces, which drive the diversity and dynamics of
microbial consortia [1-3]. While protozoa and nematodes are
widely known as bacterivores [4,5], the existence of predatory
prokaryotes is often neglected despite the abundance of the

latter and their early occurrence in the history of life, likely

preceding eukaryotic predators [6-9].

Predatory behavior is in fact not uncommon for bacteria. It can
be observed in many different species, which are found in the
actinobacteria (e.g., Agromyces ramosus) [10], the chloroflexi
(e.g., Herpetosiphon spp.) [11,12], the proteobacteria (e.g.,

Bdellovibrio bacteriovorus, Myxococcus xanthus, Ensifer
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adhaerens, Cupriavidus necator, Lysobacter spp.) [13-17], the
bacteroidetes (e.g., Saprospira grandis, Tenacibaculum spp.)
[18,19], and even in the cyanobacteria (e.g., Vampirovibrio
chlorellavorus) [20]. Depending on their feeding behavior,
that is, whether or not their diet relies exclusively on prey
consumption, these bacteria have been classified as obligate or
facultative predators [6]. While obligate predators can only
survive by consuming other bacteria, facultative predators
readily switch to a saprophytic lifestyle in the absence of appro-
priate preys [21]. Another division of predatory bacteria is
based on their hunting strategies [22]. Epibiotic predation
involves attachment to the outer surface of the prey, which is
then followed by a degradation of the prey’s cell wall and
assimilation of cell components through specialized structures
[23]. Other predatory bacteria are known to directly penetrate
the prey cell in a process called diacytosis [24,25] or to selec-
tively invade the periplasm of Gram-negative bacteria [26]. The
corresponding behaviors are referred to as endobiotic and
periplasmic predation, respectively [22]. Another strategy,
which is called group or ‘wolfpack’ predation, is only practiced
by facultative predators. A prerequisite for this collaborative
type of hunting is a quorum of predatory cells, which pool
hydrolytic enzymes, proteases or nucleases in order to lyse and
feed on nearby prey [22].

Group predation occurs predominantly in bacteria, which also
display social swarming behavior, gliding motility and sophisti-
cated communication systems. [llustrative examples include the
myxobacteria, as well as Lysobacter and Herpetosiphon species
[6,27-29]. Members of these taxa are further characterized by
their large genome sizes and their striking potential for the pro-
duction of structurally diverse natural products with antimicro-
bial activities [12,30-35]. For many years, it has been specu-
lated whether antibiotic biosynthesis is functionally linked to
the predatory lifestyle of these organisms [27,36]. In this
review, we will address this unresolved question both from a
genomic perspective and on the basis of chemical investiga-
tions. Terrestrial myxobacteria and the genus Herpetosiphon
will be in the focus of our analysis, whereas Lysobacter spp.,
which have just been the subject of a comparative metabolom-
ics study [37], are not covered. For information on marine
myxobacteria, readers are referred to the review article by
Konig et al. in this Thematic Series [38].

Review

Biology and biosynthetic potential of
myxobacteria

Myxobacteria are ubiquitous soil bacteria with a complex life
cycle, which involves the coordinated differentiation from indi-
vidual cells into multicellular fruiting bodies under starvation

conditions [39,40]. Furthermore, myxobacteria are distin-
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guished by their unique gliding motility allowing a rapid
swarming dispersal [41], which likely also benefits their preda-
tion strategy. Considering their highly sophisticated develop-
mental program and their manifold social interactions, it is not
surprising that fruiting myxobacteria are among the prokary-
otes with the largest genomes. Their genomes typically range
from 9 up to 15 Mbp in size and contain between 7,285 (Myxo-
coccus fulvus HW-1) and 11,599 (Sorangium cellulosum
S00157-2) protein-coding sequences (Table 1) [42-47]. In com-
parison, the genome of the standard laboratory bacterium
Escherichia coli comprises only 4.6 Mbp of DNA [48]. With a
single exception, all myxobacterial genomes that have been
sequenced to date consist of a single circular chromosome and
feature no plasmids [42-47,49,50]. To evaluate the biosynthetic
capabilities of the myxobacterial strains listed in Table 1, their
genome sequences were scanned for the presence of putative
secondary metabolite gene clusters using the publicly available
online tool antiSMASH 3.0 [51]. This analysis revealed that all
strains possess extraordinary capacities for natural product
assembly. Interestingly, however, the number of biosynthetic
loci is not linearly correlated with the genome size. The largest
number of secondary metabolite gene clusters was found in
Corallococcus coralloides DSM 2259 and not in the two
Sorangium cellulosum strains, although the latter feature signifi-
cantly larger genomes (Table 1). When the number of detected
loci is related to the genome size, it becomes obvious that the
Cystobacterineae strains consistently possess more biosynthesis
gene clusters per Mbp of DNA than the analyzed Sorangiineae
and that they also devote a larger percentage of their total
nucleotides to natural product biosynthesis. Noteworthy in this
context, the genera Myxococcus and Corallococcus, on the one
hand, as well as the genus Sorangium, on the other, represent
different nutritional types among the myxobacteria. Only the
former are bacteriolytic and attack other microorganisms,
whereas the latter live as cellulose degraders [36,52-54]. Al-
though mere numbers of biosynthesis gene clusters provide no
information about the identity or biological role of the associat-
ed natural products, we note that predatory myxobacteria pos-
sess a higher density of secondary metabolite gene clusters in
their genomes than their non-predatory relatives.

But are these clusters indicators for predatory behavior? — To
answer this question, we will take a closer look at their meta-
bolic products using Myxococcus xanthus DK1622 as an exam-
ple. This strain, a model organism for the analysis of myxobac-
terial fruiting body development and motility, feeds on a num-
ber of different soil bacteria upon direct contact by a mecha-
nism called predatory rippling [14,55]. Although the biology of
M. xanthus DK1622 had been thoroughly investigated for
decades, the bacterium did not come into the focus of natural

product chemists until the sequencing of its genome. Bioinfor-

595



Table 1: Taxonomic assignment, nutrition, genomic and biosynthetic features of myxobacterial strains.
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Myxococcus Myxococcus Corallococcus Myxococcus Sorangium Sorangium
fulvus HW-1 xanthus DK1622  coralloides stipitatus cellulosum cellulosum
DSM 2259 DSM 14675 So ce56 So00157-2
Suborder Cystobacterineae Cystobacterineae Cystobacterineae Cystobacterineae Sorangiineae Sorangiineae
Family Myxococcaceae  Myxococcaceae  Myxococcaceae  Myxococcaceae Polyangiaceae Polyangiaceae
Nutrition saprotrophic saprotrophic saprotrophic saprotrophic saprotrophic, saprotrophic,
predatory predatory predatory predatory cellulolytic cellulolytic
Genome size 9,003,593 9,139,763 10,080,619 10,350,586 13,033,779 14,782,125
[bp]
Protein-coding 7,285 7,388 8,033 8,043 9,367 11,599
sequences
GenBank CP002830 CP000113 CP003389 CP004025 AM746676 CP003969
accession no.
Reference [42] [43] [44] [45] [46] [47]
# of 25 24 36 29 31 34
biosynthesis
gene clusters?
# of 2.78 2.63 3.57 2.80 2.38 2.30
biosynthesis
gene clusters
per Mbp
Combined 1,147,796 1,329,413 1,571,607 1,672,930 1,199,901 1,450,537
length of
biosynthesis
clusters [bp]?
Genome 12.75 14.55 15.59 16.16 9.21 9.81

portion devoted
to biosynthesis
[%]

@Numbers and size of biosynthesis loci were determined using antiSMASH [50].

matic analysis of the DK1622 chromosome with antiSMASH
indicated the presence of 24 gene clusters, which are involved

in the secondary metabolism (Table 2).

Until now, six loci have been associated with isolated natural
products on the basis of biosynthetic precedence and extensive
metabolome analyses (Figure 1) [56,57]. While some of the
retrieved compounds from M. xanthus DK1622 are also known
from different myxobacterial species, as exemplified by the
myxochelins [58-60] and myxochromides [61,62], others were
initially discovered in this strain, such as the myxoprincomides
[57] and the DKxanthenes [63].

The known secondary metabolites of M. xanthus DK1622 show
a wide range of biological activities and can hence be expected
to fulfill different ecological functions. The yellow DKxan-
thenes, for instance, play a crucial role in spore maturation
during fruiting body formation [63]. They were also shown to
possess antioxidative properties and might thus confer resis-
tance towards oxidative stress [63]. Structurally, the DKxan-

thenes harbor a hydrophilic asparagine moiety attached to a

hydrophobic polyene chain bearing an additional oxazoline and
pyrrol ring system. Their production seems to be universal
among Myxococcus strains and several derivatives varying in
their polyene chain length as well as extent of methyl branching
have been identified [63-65]. The myxochromides represent
another pigment family commonly encountered in myxobac-
teria [61,65,66]. While their chemistry and biosynthesis have
been thoroughly explored [62,67], the biological function of
these cyclic depsipeptides is still not clear. In contrast, the
myxochelins primarily serve as siderophores for M. xanthus
DK1622, as evidenced by their iron-responsive production and
complexing properties [58,59]. Recent studies also unveiled
specific enzymatic targets for these natural products [60,68],
which are not due to their iron affinity [69]. Myxalamids [70-
73] and myxovirescins [74-79] are distinguished by their potent
antimicrobial activities. The former are inhibitors of electron
transport in the respiratory chain. They were shown to block the
electron flow at complex I of mitochondria (NADH:ubiquinone
oxidoreductase) in a competitive manner, but do not act on bac-
terial complex I [71,72]. This explains why the myxalamids are

mainly active against fungi [71].
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Table 2: Biosynthetic gene clusters in the genome of M. xanthus DK1622 and their predicted or known products.2

No.

0 NOoO OO~ WON -

NN NMRN S &4 4 a4 A a4 ©
W N =20 O oo~NO O wWwN-= O

24

Cluster location

MXAN_0889-MXAN_0906
MXAN_1276-MXAN_1312
MXAN_1508-MXAN_1543
MXAN_1588-MXAN_1624
MXAN_2782-MXAN_2814
MXAN_2847-MXAN_2864
MXAN_3447-MXAN_3479
MXAN_3551-MXAN_3559
MXAN_3602-MXAN_3658
MXAN_3763-MXAN_3797
MXAN_3917-MXAN_3957
MXAN_3986-MXAN_4020
MXAN_4057-MXAN_4100
MXAN_4156-MXAN_4166
MXAN_4271-MXAN_4312
MXAN_4384-MXAN_4402
MXAN_4404-MXAN_4438
MXAN_4508-MXAN_4549
MXAN_4545-MXAN_4561
MXAN_4578-MXAN_4618
MXAN_4951-MXAN_4960
MXAN_6241-MXAN_6257
MXAN_6377-MXAN_6414
MXAN_6618-MXAN_6659

Type

terpene

NRPS

other

NRPS

NRPS/PKS (type I)
lantipeptide

PKS (type I)
bacteriocin
NRPS/PKS (type ) + NRPS
NRPS/PKS (type I)
trans-AT-PKS/NRPS
NRPS/PKS (type I)
PKS (type I)/NRPS
bacteriocin

PKS (type I)/NRPS
NRPS/PKS (type I)
NRPS/PKS (type I)
NRPS/PKS (type I)
lantipeptide

NRPS

bacteriocin
terpene

lantipeptide/ladderane/ PKS (type Il)

PKS (type Ill)

Actual or predicted product

carotenoid
dipeptide
unknown
hexapeptide
unknown

class Il lantipeptide
unknown
bacteriocin
lipopeptide + myxochelin
myxoprincomide
myxovirescin
lipopeptide
myxochromide
bacteriocin
DKxanthene
unknown
lipopeptide
myxalamide
lantipeptide
lipopeptide
bacteriocin
geosmin
unknown
alkylresorcinol

3All predictions are according to [50], except for the assignment of the myxochelin gene cluster.

Estimated size [kb]

21.0
46.3
44.4
64.6
51.8
23.3
46.7
10.9
168.4
82.8
109.6
70.3
69.0
1.7
76.9
48.2
70.0
92.7
26.2
79.4
10.8
22.2
411
411

Figure 1: Natural products isolated from M. xanthus DK1622. DKxanthene-534 (1); myxalamid B (2); myxovirescin A1 (3); myxochromide Az (4);
myxoprincomide (5); myxochelin A (6).
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The myxovirescins comprise a family of closely related antibi-
otics featuring a distinctive 28-membered macrolide ring. First
discovered by Rosenberg et al. in M. xanthus TA [74], the
myxovirescins were later also reported from other myxobacte-
rial isolates, including strain DK 1622 [75-79]. Myxovirescins
are excreted during late exponential and early stationary growth
phase and display strong inhibitory activities on growing bacte-
rial cells, even when applied at concentrations less than
5 ng/mL. Toxicity against eukaryotic cells was not observed
[74,80]. Myxovirescin A} was found to be particularly effec-
tive against enterobacteria with a minimal inhibitory concentra-
tion (MIC) of 1 pg/mL [75]. Its mode of action was deduced
after genetic characterization of myxovirescin-resistant E. coli
mutants [81]. The antibiotic interferes with cell-wall biosynthe-
sis by inhibiting a novel target, i.e., the type II signal peptidase
LspA, which is involved in the maturation of lipoproteins re-
quired for murein biosynthesis [81].

Myxovirescin A (also known as antibiotic TA) and its deriva-
tives seem to be of particular importance for the predatory
lifestyle of M. xanthus DK1622. Gene deletion experiments
demonstrated that a loss of myxovirescin biosynthesis signifi-
cantly affects the ability of the myxobacterium to kill actively
growing E. coli cells [82]. Furthermore, myxovirescin-resistant
E. coli strains were shown to be largely resistant against preda-
tion by DK1622, demonstrating for the first time a clear link
between antibiotic production and predation. However,
myxovirescins cannot be considered as universal predatory
weapons for M. xanthus DK1622, as the macrolides have no
effects on the Gram-positive prey bacterium Micrococcus luteus
[82]. It remains unclear whether as yet unidentified antibiotics
from the DK1622 metabolome complement the bioactivity of
myxovirescins and, thereby, expand the prey spectrum. Alterna-
tively, it is possible that the killing of M. luteus involves a dif-
ferent predation strategy (e.g., attack with hydrolytic enzymes).

In any case, the coordinate production of antibiotics, such as
myxovirescin A, requires a tight regulatory network in preda-
tory myxobacteria [80]. This is also reflected in the genome of
M. xanthus DK1622, which features an unusual high duplica-
tion frequency of genes encoding regulatory proteins like
serine-threonine kinases and enhancer binding proteins (EBPs)
[43]. EBPs are regulatory proteins influencing the transcription
by binding to a specific enhancer-like element (ELE) sequence
located in close vicinity to the corresponding promoter in a §54
dependent manner [83]. Two EBPs of M. xanthus DK1622,
namely HsfA and MXAN4899, have recently been identified as
transcriptional regulators of secondary metabolism via
DNA-protein pull-down assays [84]. Knock-out studies
revealed that both EBPs are necessary for the formation of

intact fruiting body and sporulation. DKxanthene biosynthesis
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was strongly influenced by HsfA and MXAN4899, respective-
ly, which is in good agreement with the biological function of
this compound class [63]. Furthermore, the two EBPs were
linked to the regulation of the myxovirescin pathway and
motility. While HsfA acted as a repressor of the myxovirescin
production, MXAN4899 could exert enhancing or inhibitory
effects depending on the nutrition status of the myxobacterium.
The findings of this study attested a complex regulatory
network to M. xanthus DK1622, in which development, preda-
tion, and motility are clearly connected to secondary metabo-
lism [84].

Lastly, it should be mentioned that genomic data might also
provide the explanation for the predatory behavior of some
myxobacteria. Nutritional studies had shown that M. xanthus
cannot be grown in the absence of branched-chain amino acids
[85]. Consistent with these results, the genome of strain
DK 1622 lacks ilvC and ilvD genes, which are required for the
biosynthesis of these amino acids. It was hence speculated that
predation might compensate for this deficiency [43]. Analysis
of the other myxobacterial genomes now lends support to this
assumption. We found the absence of i/vC and ilvD to be a
consistent trait in the bacteriolytic Myxococcus and Corallo-
coccus strains, whereas the genomes of the cellulolytic
Sorangium strains harbor well-conserved homologs of both

genes.

Antibiotics from myxobacteria with a possible

role in predation

The following listing highlights few selected antibiotics from
myxobacteria in the context of predation. For a comprehensive
overview of bioactive compounds from myxobacteria and their
modes of action, the reader is referred to the excellent review
articles by Konig et al. [33] and Miiller et al. [86].

Gulmirecins: The gulmirecins were found in a culture broth of
the predatory myxobacterium Pyxidicoccus fallax HKI 727
(Figure 2) [87]. Their discovery is an illustrative example on
how new antibiotics can be retrieved from predatory bacteria.
The isolation of predatory bacteria from soil is typically
achieved by means of baiting techniques. For this, a pea-sized
sample is placed on a nutrient-poor agar medium, that was pre-
viously inoculated with potential prey microbes [88-90]. These
organisms serve as attractants that will allow the enrichment of
any predators present in the soil sample. Baiting techniques
have proven to be particularly useful for the recovery of bacteri-
olytic myxobacteria, as swarming and fruiting body formation
facilitate the separation from other microorganisms [91]. If the
isolation procedure is repeated with varying "food organisms",
it becomes possible to select for myxobacteria that can be

distinguished by their preference for certain prey bacteria. This
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Figure 2: Vegetative cells of P. fallax HKI 727 under a phase-contrast microscope (K. Martin, unpublished). Bar is 10 um (A). Structures of
gulmirecin A (7), gulmirecin B (8), disciformycin A (9), and disciformycin B (10) (B).

approach was also used during the isolation of strain HKI 727,
which readily consumed the prey bacterium Bacillus subtilis,
but not Escherichia coli. Further tests revealed that P. fallax
HKI 727 exhibits a prey range that is restricted to Gram-posi-
tive bacteria. Culture extracts of strain HKI 727 showed a
consistent antimicrobial profile, i.e., they were highly active
against Gram-positive bacteria. Bioactivity-guided fractiona-
tion then led to the identification of the gulmirecins as the
active principles [87].

Chemically, the gulmirecins form a novel class of antibiotics
together with the disciformycins [92], which were discovered in
a different P. fallax strain upon a large-scale screening. The
distinctive 12-membered macrolide scaffold in these natural
products features an arabinose moiety (Figure 2), which is only
rarely observed in bacterial polyketides. The main difference
between gulmirecins A and B is the presence or absence of an
isovalerate substituent. Comparison with the bioactivity data of
the disciformycins suggests that the isovalerate motive is impor-
tant for the antibacterial activity. Due to their potent effects
against human pathogenic staphylococci as well as negligible
toxicity, gulmirecins A and disciformycin B have become
promising candidate compounds for the design of new antibiot-
ics [93,94]. Since the gene loci that are involved in their biosyn-
theses have been identified [87,92], it might even be possible to
genetically engineer further derivatives in the future. The close
correlation between the activity profile of the gulmirecins and
the prey range of strain HKI 727 further suggests that isolation

procedures for predatory bacteria can be directed in order to
obtain strains producing antibiotics against specific pathogens.

Myxopyronins and corallopyronins: The myxopyronins were
first reported in 1983 from a culture supernatant of Myxococcus
Sfulvus Mxf50 [95,96]. Later, the structurally related corallo-
pyronins were found in different strains of Corallococcus coral-
loides [97-99]. Myxopyronins and corallopyronins share a
common scaffold composed of a central pyrone ring carrying
two flexible side chains (Figure 3). Structural variability mani-
fests in the so-called western side chain, which ranges from 10
(myxopyronin A) up to 18 carbon atoms (corallopyronin B). In
contrast, the eastern chain is conserved among all members and
features a terminal methyl carbamate moiety. Differences in the
architectures of the respective biosynthetic assembly lines were
recently shown to account for the diverging frameworks of the
western chain [100-102].

Myxopyronins and corallopyronins turned out to be highly
active against Gram-positive bacteria with MIC values between
0.1 and 1.0 pg/mL for Staphylococcus aureus, whereas their
inhibitory effects on Gram-negative strains are in general much
weaker. Gram-negative bacteria of the genus Wolbachia, which
have emerged as a new target for filariasis control, constitute a
significant exception [103]. Already in the 1980s, incorporation
studies with labeled precursors revealed the inhibition of
prokaryotic RNA polymerase (RNAP) as mode of action for
myxopyronins and corallopyronins [95,97]. Later on, mutagen-
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Figure 3: Structures of myxopyronins A (11) and B (12), corallo-
pyronins A (13), B (14) and C (15), as well as precorallopyronin A (16).

esis experiments as well as binding studies indicated that the
antibiotics interact with the RNAP switch region [104,105],
which acts as a hinge mediating conformational changes during
transcription [106]. During early stages of transcriptional initia-
tion, the RNAP clamp possesses an opened form in order to
allow binding of the promoter DNA to the active-center cleft.
At late transcriptional initiation and elongation, the clamp
changes into a closed position to retain the DNA inside the
active-center cleft. After binding to the switch region, myxo-
pyronins and corallopyronins prevent the opening of the clamp
[104,105].

Prey bacteria that develop resistance against corallopyronin,
e.g., due to a rpoB mutation, also become resistant towards
predation by C. coralloides [82]. 1t is thus likely that corallo-
pyronin is produced by myxobacteria to facilitate feeding on

other bacteria.

Althiomycin: The antibiotic althiomycin (Figure 4) had been
initially discovered in cultures of Streptomyces althioticus
[107], before it was also reported from strains of Myxococcus
virescens, M. xanthus, and Cystobacter fuscus [108]. The
pentapeptide is broadly active against Gram-positive as well as
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Gram-negative bacteria and was shown to selectively inhibit
bacterial protein synthesis. Its specific site of inhibition is the
50S subunit of the ribosome, where althiomycin interferes with
the peptidyl transferase reaction [109,110]. The althiomycin
biosynthetic gene cluster was recently identified in M. xanthus
DK897 by a combination of retrobiosynthetic analysis and gene
inactivation [111]. Two open reading frames (ORFs) encoding
for a nonribosomal peptide synthetase (NRPS) and a NRPS/
polyketide synthase (PKS) hybrid were found to be involved in
the assembly of the core structure. Furthermore, the cluster
included four additional ORFs that have specific roles in
tailoring reactions and drug resistance [111].

Nj:;,/ ]/i}...,,\o

HO
17
Figure 4: Structure of althiomycin (17).

Unlike the ubiquitous DKxanthenes or myxochelins, althio-
mycin is only produced by a few members of the species
M. xanthus [65]. For instance, the model strain DK 1622 lacks
the althiomycin biosynthesis genes and is even sensitive against
this antibiotic [111]. In a comprehensive chemical analysis of
98 different M. xanthus strains, althiomycin was never ob-
served together with myxovirescins [65]. It is hence very
tempting to speculate that the predatory weapon myxovirescin
could have been replaced by another potent antibiotic. Consid-
ering the dispersal of althiomycin biosynthesis genes in many
taxonomically unrelated bacteria [112], it appears possible that
some myxobacteria acquired the respective locus via horizontal
gene transfer.

Cystobactamids: The cystobactamids were recently isolated
from a Cystobacter sp. and represent a novel class of NRPS-
derived antimicrobial peptides [113]. Cystobactamids 919-1 and
919-2 (Figure 5) display an unusual aromatic scaffold
composed of p-nitrobenzoic acid and four p-aminobenzoic acid
(PABA)-derived moieties. The latter vary in their oxidation and
substitution pattern, which may even comprise rare iSOpropoxy
groups. The two unmodified PABA residues in compounds
919-1 and 919-2 are connected via an iso-f-methoxyasparagine
or a B-methoxyasparagine unit, respectively. In contrast, the
tripeptidic cystobactamid 507 seems to be either a biosynthetic
byproduct or a degradation fragment of its larger congeners. All
cystobactamids lack antifungal and cytotoxic properties, but

they exhibit significant antibacterial activities. Especially deriv-
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Figure 5: Structures of cystobactamids 919-1 (18), 919-2 (19), and 507 (20).

ative 919-2 (19) possesses strong inhibitory effects on the
growth of Gram-positive and Gram-negative bacteria. Suscep-
tible bacteria include Acinetobacter baumannii, which is a
frequent inhabitant of soil, but has received even more atten-
tion as a causative agent of hard-to-treat nosocomial infections
[113].

Analysis of the cystobactamid biosynthesis gene cluster led to
the identification of a gene encoding a putative resistance
factor. This discovery was the starting point for resolving the
molecular target of these antibiotics. Subsequent assays con-
firmed that the cystobactamids act as bacterial DNA gyrase in-
hibitors [113]. Whether or not the cystobactamids are involved
in predation has not been investigated yet. Their potent activity
at nanomolar concentrations against a broad range of bacteria
would undoubtedly make them excellent molecules for hunting
down prey.

Biology and biosynthetic potential of Herpeto-
siphon spp.

Taxonomically, the genus Herpetosiphon belongs to the class
Chloroflexi within the homonymous phylum. Members of
this phylum are metabolically highly diverse, including
dehalorespiring anaerobes besides aerobic CO-oxidizing ther-
mophiles, chlorophototrophs and chemoheterotrophs [114-116].
Characteristic features in the class Chloroflexi comprise a fila-
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mentous morphology and gliding motility. The associated
bacteria stain Gram-negative, albeit lacking a lipopolysaccha-
ride-containing outer membrane [117], and they typically grow
phototrophically under anoxic conditions [118]. In stark
contrast to its relatives, Herpetosiphon is not capable of photo-
synthesis. It has been proposed that the genus diverged from the
major lineage upon loss of its photosystem and has shifted
to a saprophytic, facultative predatory lifestyle [114]. Herpeto-
siphon spp. seem to be widely distributed in soil and freshwater
environments [119], where they attack and digest a multitude of
bacteria [11]. Akin to myxobacteria, they are assumed to prac-
tice group predation [6]. Actually, the genus only includes two
validly described species, namely H. aurantiacus and H.
geysericola. The genome of H. aurantiacus 114-957, which is
the type species of the entire genus, was fully sequenced and
annotated [12]. Furthermore, a draft genome sequence of H.
geysericola has recently become available [120]. The circular
chromosomes of the two Herpetosiphon strains are of compa-
rable size, i.e., 6.35 and 6.14 Mbp, whereas their phototrophic
relatives have smaller replicons that range from 4.68 to
5.80 Mbp [12]. It thus appears as if there has been an enlarge-
ment of the predator’s genomes. Some of the expansion that is
evident results from the acquisition of genes involved in sec-
ondary metabolism [121]. While the potential of Chloroflexus
and Roseiflexus spp. for the production of natural products is

negligible [122], the Herpetosiphon genomes contain a signifi-
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cant number of biosynthetic loci (Table 3). Unlike actino-
mycete genomes, which are particularly rich in polyketide path-
ways [123], the Herpetosiphon chromosomes were found to be
dominated by NRPS or mixed NRPS/PKS clusters. This situa-
tion is hence quite similar to myxobacteria [56]. An unexpected
finding, however, was the discovery of an enediyne PKS gene
in H. aurantiacus 114-95T. Enediynes are highly potent antibi-
otics, causing DNA-strand scissions. Although an impressive
number of 87 enediyne clusters could be identified in
sequencing projects over the past years, comparatively few loci
were retrieved from microbes outside the actinobacteria [124].
This suggests an event of horizontal gene transfer (HGT) in
H. aurantiacus 114-95T. Analysis of a large NRPS/PKS cluster
in the same strain yielded even more compelling evidence for
HGT. Not only is the respective cluster enclosed by a number of
transposon fragments, it also features an above-average G+C
content of ~66% (the genome standard is 50.9%) as well as sig-
nificant G+C shifts in its border regions [12]. The observation
that HGT is in part responsible for the accumulation of biosyn-
thesis genes is again reminiscent of the predatory myxobacteria
[43].

Natural products from Herpetosiphon spp.
While myxobacteria are already known as a promising source
for natural product research [31,32], the genus Herpetosiphon
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has been almost completely ignored in the field. It is therefore
no surprise that to date only three classes of secondary metabo-
lites have been reported from this genus (Figure 6). Siphona-
zole and its O-methyl derivative were the first natural products
to be isolated from a Herpetosiphon strain [125]. The two com-
pounds exhibit an unusual molecular architecture featuring two
oxazole rings connected by a two-carbon tether and a terminal
2,4-pentadienylamine moiety. Feeding experiments as well as
biosynthetic reasoning indicated that the siphonazoles originate
from a mixed PKS/NRPS pathway [125]. Both bisoxazoles
were found to possess anticancer properties, but they lack anti-
microbial activities [126]. In case the siphonazoles should con-
tribute to the predatory behavior of the producing strain, they
must exert more subtle effects than those described for

myxovirescins and gulmirecins.

Efforts to identify secondary metabolites from the
H. aurantiacus type strain 114-957 led to the discovery of
auriculamide (22) [127]. This natural product is composed of a
2-hydroxy-3-methylvalerate and a 2-amino-1-(3-chloro-4-
hydroxy-phenyl)pentan-3-one residue. A retrobiosynthetic anal-
ysis allowed the assignment of the gene cluster, which is re-
sponsible for the production of auriculamide. According to the
current biosynthetic model, the scaffold of auriculamide is
assembled on an NRPS/PKS enzyme complex. A decarboxyl-

Table 3: Taxonomic assignment, nutrition, genomic and biosynthetic features of Chloroflexi bacteria.

Herpetosiphon Herpetosiphon Chloroflexus Chloroflexus Roseiflexus Roseiflexus
aurantiacus geysericola GC-42 aurantiacus aggregans castenholzii sp. RS-1
114-957 J-10-l DSM 9485 DSM 13941

Order Herpetosiphonales Herpetosiphonales Chloroflexales Chloroflexales Chloroflexales Chloroflexales

Nutrition saprotrophic saprotrophic phototrophic phototrophic phototrophic phototrophic
predatory predatory

Chromosome 6,346,587 6,140,412 (draft) 5,258,541 4,684,931 5,723,298 5,801,598

size [bp]

Protein-coding 5,577 4,688 3,853 3,679 4,492 4,639

sequences

GenBank CP000875 NZ_ CP000909 CP001337 CP000804 CP000686

accession no. LGKP00000000

Reference [12] [120] [122] GenBank GenBank GenBank

# of biosynthesis 14 9 2 4 4 4

gene clusters?

# of biosynthesis 2.21 1.47 0.38 0.43 0.70 0.69

gene clusters

per Mbp

Combined 821,829 300,554 42,182 42,170 117,838 117,958

length of

biosynthesis

clusters [bp]?

Genome portion  12.95 4.89 0.80 0.90 2.06 2.03

devoted to
biosynthesis [%)]

@Numbers and size of biosynthesis loci were determined using antiSMASH [50].
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Figure 6: Structures of natural products isolated from Herpetosiphon
spp.: siphonazole (21); auriculamide (22); (+)-O-methylkolavelool (23).

ation reaction was proposed to shorten the off-loaded carboxylic
acid and to give rise to the unusual end group of the natural
product [127]. Whether auriculamide possesses antibiotic prop-
erties is still open. The low fermentation yield prevented biolog-

ical testing of the isolated compound.

More recently, the terpenome of H. aurantiacus 114-957
received some attention. Researchers found two genes in the
chromosome, the enzymatic products of which exhibited high
sequence similarity to proteins that are responsible for the bio-
synthesis of tuberculosinol and isotuberculosinol in Mycobac-
terium tuberculosis [128]. Following in vitro studies of the two
Herpetosiphon enzymes as well as a reconstitution of the entire
associated pathway, (+)-O-methylkolavelool was identified as a
metabolic product. Subsequent GC—MS analyses confirmed that
this previously unknown diterpene is actually produced by the

predatory bacterium [128].

From genomic data, it is evident that the genus Herpetosiphon
harbors a significant potential for the biosynthesis of natural
products. The fact that no antibiotics have been described from
this bacterium yet is in our opinion most likely due to a lack of
adequate studies. Similar to other neglected producer organ-
isms [129], the genus Herpetosiphon can be expected to yield
many previously unknown natural products.

Conclusion

Bacteria practicing group predation possess comparatively large
replicons with an average size of 6.0 to 6.3 Mbp in case of
Lysobacter and Herpetosiphon spp., or 9.6 Mbp in case of
Myxococcus and Corallococcus spp. [12,37,49]. Although the
genome size must not necessarily exceed the most closely
related non-predatory species, as shown for the myxobacteria, a
distinctive feature between predatory and non-predatory strains

is the density of biosynthetic loci. In other words, families of
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genes encoding the production of secondary metabolites were
consistently found to be overrepresented in the genomes of
predatory bacteria. This observation may reflect a need for
specialized molecules that coordinate swarm formation or
mediate prey killing. The assumption that the extended biosyn-
thetic capacities are due to the predatory lifestyle can, however,
not be verified, because only a small fraction of the correspond-
ing secondary metabolomes have been explored. Even in case
of model organisms, which were subject of extensive chemical
investigations, such as M. xanthus DK1622, the products of
most biosynthetic pathways await their discovery. On the other
hand, there is now strong evidence that compounds, such as the
myxovirescins or corallopyronins, are used by their producers
to enable feeding on certain prey bacteria [82]. The loss of these
antibiotics or, alternatively, a resistance development of the
prey organism could not be compensated by the predator and
always resulted in a restricted prey spectrum [82]. Regarding
the available information on the chemistry of predatory
myxobacteria, it seems likely that every strain has the potential
to produce at least a single class of natural products with potent
antibacterial activity. The high recovery rate of myxovirescins
and corallopyronins in strains of Myxococcus xanthus and
Corallococcus coralloides [65,100] suggests a correlation be-
tween taxonomy and secondary metabolism. The discovery of
the structurally related gulmirecins and disciformycins in difter-
ent strains of Pyxidicoccus fallax [87,92] further supports the
idea of species-specific antibiotics. Is the analysis of new
M. xanthus isolates hence futile in terms of antibiotic
discovery? — The observation of M. xanthus strains producing
althiomycin instead of myxovirescins indicates the opposite, al-
though the chance for retrieving antibiotics other than
myxovirescins from this species might be low [65]. However, it
should not be ignored that the activity profile of the identified
antibiotics from M. xanthus does not cover the entire prey spec-
trum of this predator.

In summary, predatory bacteria are a promising source to find
antibiotics, as these compounds confer a clear advantage to feed
on prey organisms. New compound classes can most likely be
expected from hardly studied genera and species. Also, it seems
advisable to consider the prey preference of a bacterial hunter
when searching for antibiotics that are active against selected
pathogens.
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Muraymycins are a promising class of antimicrobial natural products. These uridine-derived nucleoside-peptide antibiotics inhibit

the bacterial membrane protein translocase I (MraY), a key enzyme in the intracellular part of peptidoglycan biosynthesis. This

review describes the structures of naturally occurring muraymycins, their mode of action, synthetic access to muraymycins and

their analogues, some structure—activity relationship (SAR) studies and first insights into muraymycin biosynthesis. It therefore

provides an overview on the current state of research, as well as an outlook on possible future developments in this field.

Introduction

The treatment of infectious diseases caused by bacteria is a
severe issue. With multiresistant bacterial strains rendering
well-established therapeutic procedures ineffective, the explo-
ration of novel antimicrobial agents is of growing significance.
The discovery of penicillin [1] and the proof of its in vivo effi-
cacy [2] marked the starting point for the research on antibacte-
rial drugs during the so-called "golden age" of antibiotics.

Despite the early occurrence of first resistances [3-5], an inno-

vation gap followed from the 1960s onwards, during which only
few antibiotics were introduced into the market. Most of them
were modifications of established substances already in clinical
use. Current and future developments will have to consider
these improved 2nd and 3rd generation antibiotics [6] along-
side the search for completely unknown structures. For such
novel agents, natural products appear to be a promising source
[7-9].

769


http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:christian.ducho@uni-saarland.de
http://dx.doi.org/10.3762%2Fbjoc.12.77

Bacteria deploy different mechanisms to escape the toxic effect
of an antibacterial drug [10-12]. These include the structural
modification and degradation of a drug, as it is reported for
aminoglycoside-modifying proteins [13], and alteration of the
drug target, as can be found in macrolide-resistant bacteria that
contain mutations in the bacterial ribosome [14]. Further mech-
anisms are an increased efflux [15] and a change in perme-
ability of the cell wall [16,17]. Due to the evolutionary pressure
exerted by antibiotics, bacteria featuring the aforementioned
mutations survive, proliferate and may even develop resis-
tances against multiple drug classes. Excessive application of
antibiotics fuels the emergence of multiresistant strains such as
hospital and community-associated methicillin-resistant Staphy-
lococcus aureus (MRSA) [18,19] and vancomycin-resistant
Enterococcus (VRE) [20]. This development raises the demand
for antibiotics exploiting yet unused modes of action. Potential
targets within bacteria include peptidoglycan biosynthesis, pro-
tein biosynthesis, DNA and RNA replication and folate metabo-
lism [21].

Promising candidates meeting the requirements for new drugs
are nucleoside antibiotics, i.e., uridine-derived compounds that
address the enzyme translocase I (MraY) as a novel target,
thereby interfering with a membrane-associated intracellular
step of peptidoglycan biosynthesis. This review will focus on
muraymycins as a subclass of nucleoside antibiotics, covering
their mode of action, synthetic approaches as well as SAR
studies on several derivatives. Furthermore, first insights into
the biosynthesis of these Streptomyces-produced secondary
metabolites will be discussed.

Review

Structures of naturally occurring
muraymycins

The muraymycins were first isolated in 2002 from a broth of a
Streptomyces sp. [22]. McDonald et al. discovered and charac-
terised 19 naturally occurring muraymycins (Figure 1). These
compounds belong to the family of nucleoside antibiotics which
have a uridine-derived core structure in common. Their antibi-
otic potency is based on the inhibition of MraY, thereby
blocking a membrane-associated intracellular step of bacterial
cell-wall biosynthesis. The structure elucidation was carried out
using one- and two-dimensional NMR experiments as well as
FT mass spectrometry [22].

Muraymycins have a glycyl-uridine motif, which is connected
via an aminopropyl linker to a urea peptide moiety consisting of
L-leucine or L-hydroxyleucine, L-epicapreomycidine (a non-
proteinogenic cyclic arginine derivative) and L-valine. The
uridine structure is glycosylated in its 5'-position with an

aminoribose unit and in some cases a lipophilic side chain is at-

Beilstein J. Org. Chem. 2016, 12, 769-795.

tached to the hydroxyleucine residue. The 19 compounds are
divided into four different series (A—D) which mainly vary in
the leucine residue and the lipophilic side chain or the amino
sugar (Figure 1). The aminoribose is missing in muraymycins
AS and C4, which may eventually be hydrolysis products. The
series A and B have lipophilic side chains with varying chain
lengths, which are either o-functionalised with a guanidino or
hydroxyguanidino-function in case of series A or unfunction-
alised but terminally branched in case of series B. Muraymycins
of series C contain unfunctionalised L-hydroxyleucine while in
series D proteinogenic L-leucine occurs instead.

Muraymycin Al is one of the most active members of this
family and shows good activity mainly against Gram-positive
(Staphylococcus MIC: 2—-16 pg/mL, Enterococcus MIC:
16-64 pg/mL) but also a few Gram-negative bacteria (E. coli
MIC: down to 0.03 pg/mL). Since the activity against wild-type
E. coli is clearly lower (MIC > 128 pg/mL) [22], it is assumed
that this might be an effect resulting from low membrane
permeability.

There are other naturally occurring nucleoside antibiotics which
address the same biological target, thereby inhibiting peptido-
glycan biosynthesis. Figure 2 shows the structures of selected
other classes of nucleoside antibiotics, with structural similari-
ties being highlighted. A broad overview of antimicrobial
nucleoside antibiotics blocking peptidoglycan biosynthesis
is given by Bugg et al. in two review articles [23,24] and by
Ichikawa et al. in a recent review [25].

Representing the first discovered nucleoside antibiotics, the
tunicamycins were isolated in 1971 from Streptomyces lysosu-
perficus nov. sp. by Takatsuki and Tamura et al. [26-28]. They
contain a uridine moiety, two O-glycosidically linked sugars,
the so-called tunicamine and a fatty acid moiety, which typical-
ly is terminally branched and unsaturated. Two closely related
nucleoside antibiotics were isolated later on and named strep-
toviridins (isolated in 1975 from Streptomyces griseoflavus
subsp. thuringiensis [29-31]) and corynetoxins (isolated in 1981
from Corynebacterium rathayi [32]). These classes have merely
the uracil nucleoside core structure in common with the muray-
mycins and the terminally branched lipophilic side chain resem-
bles the acyl moiety in muraymycins of group B.

Capuramycin, a nucleoside antibiotic isolated in 1986 from
Streptomyces griseus, shares the uracil-derived nucleoside
moiety with the muraymycins [33,34]. The antibiotic
FR-900493, which is structurally closely related to muray-
mycins, was isolated from Bacillus cereus and characterised in
1990 [35]. In comparison to the muraymycins, only the urea

peptide moiety and the lipopeptidyl motif are absent.
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Figure 1: Structures of the naturally occurring muraymycins isolated by McDonald et al. [22].

The mureidomycins [36-38] and pacidamycins [39-41], both re-
ported in 1989, the napsamycins (1994) [42] and the sansan-
mycins (2007) [43,44] are structurally closely related. They
consist of a 3'-deoxyuridine unit with a unique enamide linkage
and the non-proteinogenic N-methyl-2,3-diaminobutyric acid,
which branches into two peptide moieties. They differ in the
amino acid residues AA,, AA4 and AAs, with AA; and AAjs
being aromatic in all four classes. The amino acid residue AA4

is either methionine for mureidomycins, napsamycins and

sansanmycins or alanine in case of pacidamycins. Remarkably,
these natural products share a urea peptide motif with the
muraymycins. They are mainly active against Gram-negative
bacteria, which is a noteworthy difference to the muraymycins
and other related nucleoside antibiotics.

The liposidomycins (isolated in 1985) [45] and the related

caprazamycins (isolated in 2003) [46,47] have a unique

diazepanone ring, and in case of the caprazamycins a per-
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Figure 2: Structures of selected classes of nucleoside antibiotics. Similarities to the muraymycins are highlighted in different colours.

methylated rhamnose residue. They resemble the muraymycins
in their uridine-derived core structure, which is also glycosy-
lated in 5'-position with an aminoribose unit, and they contain a
fatty acid moiety as well. Caprazamycins also display note-
worthy antimicrobial activity against M. tuberculosis as well as
most Gram-positive bacteria (Table 1) [46,48].

All aforementioned nucleoside antibiotics address the same bio-
logical target and most likely have the same mode of action by
inhibiting MraY (see below), but their in vitro activity differs
significantly. It is important to notice that a comprehensive
comparison of minimum inhibitory concentrations (MIC values)

is difficult because naturally occurring nucleoside antibiotics
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Table 1: Comparison of the antimicrobial activities of selected representative compounds of different classes of nucleoside antibiotics against

selected bacterial species.?

Gram-positive

S. aureus B. subtilis
Muraymycin A1 ++ n.r.
Tunicamycin - ++
Capuramycin - -
FR-900493 ++ ++
Mureidomycin C - n.r.
Caprazamycin B ++ ++/+
Liposidomycin A - -

Gram-negative

M. smegmatis E. coli P. aeruginosa
n.r. ++/+0 +/-
++ - -
n.r. n.r. n.r.
n.r. - ++
++ - ++
n.r.¢ - n.r.

a++: good activity (MIC < 10 pg/mL), +: moderately active (10 ug/mL < MIC < 32 pg/mL), =: no notable activity (MIC > 32 pug/mL), n.r.: not reported.

PNot active against wild-type E. coli. “Active against M. phlei.

have been tested against different bacterial strains. However,
synthetic analogues of the nucleoside antibiotics listed in
Table 1 have been tested against some of the listed bacterial
species. It can therefore be assumed that the parent natural
products display similar activities even though there are no data
available. Furthermore, the activity of a compound against dif-
ferent strains of a bacterial species can vary. Nonetheless, there
are certain trends and differences that can be observed.
Muraymycin Al is mainly active against Gram-positive bacteria
such as S. aureus or E. faecalis, but also against some Gram-
negative E. coli strains [49]. Tunicamycin, capuramycin and
FR-900493 only show antimicrobial activity against Gram-posi-
tive strains. For mureidomycin C (R3 = Gly, AA, = AAs =
m-Tyr, AA4 = Met, B = uracil, see Figure 2) as a representative
compound, no activity against Gram-positive bacteria was ob-
served, but it displayed pronounced antibacterial activity against
P. aeruginosa. This remarkable finding distinguishes the murei-
domycins, pacidamycins, sansanmycins and napsamycins from
other nucleoside antibiotics. On the other hand, caprazamycin B
shows good activity against Gram-positive bacteria, Pseudomo-
nas and M. tuberculosis [48]. The related liposidomycins
display good activity against M. phlei, while they are not active
against a range of other bacteria [45].

Mode of action

To develop an effective antibiotic one needs to choose a target
that is essential for bacterial survival or growth and offers selec-
tivity to strike only bacterial cells (without cytotoxicity to
human cells). There are mainly four classical target processes
for antibiotics: bacterial cell wall biosynthesis, bacterial protein
biosynthesis, DNA replication and folate metabolism [21].
Novel approaches that differ from these established modes of
action are under investigation, but many new compounds in de-
velopment still address bacterial cell wall biosynthesis. They

are accompanied by a rich variety of prominent antibiotics in

clinical use such as the penicillins [23,50,51]. All bacteria, i.e.,
Gram-positive and Gram-negative congeners, have a cell wall
as part of their cell envelope. While its thickness differs among
bacteria — Gram-positive strains usually have a thicker cell wall
relative to Gram-negative ones — the principle molecular struc-
ture remains identical: Bacterial cell walls consist of peptido-
glycan, a heteropolymer with long chains of alternating units of
N-acetylmuramic acid (MurNAc) and N-acetylglucosamine
(GlcNAc) that are cross-linked through peptide chains attached

to the muramic acid sugar (Figure 3) [52].

The biosynthesis of peptidoglycan is illustrated in Figure 4 and
has been described in detail in several reviews (e.g., [51,53-
57]). It can be divided into three parts: first, the formation of the
monomeric building blocks in the cytosol (Figure 4, step A);
second, the membrane-bound steps with the attachment to the
lipid linker, transformation to a disaccharide and transport to the
extracellular side of the membrane (Figure 4, steps B, C);
finally, polymerisation to long oligosaccharide chains and
cross-linking occur (Figure 4, steps D, F).

In the cytosol, uridine diphosphate-N-acetylglucosamine (UDP-
GlcNAc), that is formed from fructose-6-phosphate in four
steps, is transformed into UDP-MurNAc-pentapeptide in a num-
ber of enzyme-catalysed reactions (Figure 4, step A). The exact
composition of the peptide chain varies in different organisms.
Examples given in Figure 3 are frequently occurring ones and a

more comprehensive list has been reported elsewhere [52].

The membrane-associated steps commence with the transfer of
UDP-MurNAc-pentapeptide to the lipid carrier undecaprenyl
phosphate, catalysed by translocase I (MraY), to give lipid I
(Figure 4, product of step B). The glycosyltransferase MurG
attaches a GlcNAc sugar to furnish lipid II (Figure 4, product of
step C). This building block is then transported to the extracel-
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Figure 3: Structure of peptidoglycan. Long chains of glycosides (alternating GlcNAc (green) and MurNAc (blue)) are cross-linked through the MurNAc
peptide chain. The exact composition of the peptide chain varies among different bacterial species.

lular side of the membrane. It is speculated that there might be
some kind of 'flippase' involved but this particular step is still
unclear and requires further investigation [55]. On the extracel-
lular side of the membrane, the building blocks are connected
by transglycosylases to form long chains (Figure 4, step D<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>