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London dispersion (LD) [1-3], the attractive part of the van-der-Waals [4] (vdW) potential (Figure 1), has long been recognized as an important binding interaction, just not so much in molecular organic, or for that matter, also inorganic chemistry. The repulsive part of the vdW potential has been well appreciated and is synonymous with the notion of “steric repulsion” [5,6]. The dilemma is that without a balanced description of attractive and repulsive forces, there cannot be a full understanding of structure and reactivity in chemistry. That is why we refer to “equilibrium structures” in spectroscopy and theory because there is perfect (time-averaged) equilibrium of all forces at work: they sum up to zero. The neglect of the attractive part of the vdW potential probably derives from the fact that there is no classic analogue as in the case of repulsion for which the hard sphere atom model works well.

LD is a purely quantum mechanical effect due to electron correlation. It is present for all matter starting from atoms (e.g., the condensation of helium) over molecules (e.g., aggregation) to materials (e.g., adhesion). It is also difficult to include in theoretical approaches and for the longest time it had been left virtually unnoticed that many density functional theory (DFT) approaches largely lacked the inclusion of LD. The often very good results of standard DFT implementations in the description of chemical reactions can in part be traced back to the compensating effects of neglecting both dispersion and solvation. This is not to say that dispersion vanishes [7] in solution but it is certainly attenuated [8]. We are still in the process of understanding just by how much.

LD is a driving force for molecular aggregation that plays a key role in the thermodynamic stability, molecular recognition, chemical selectivity through transition-state stabilization, pro-
tein folding, enzyme catalysis, and much more. Hence, this thematic issue covers selected aspects of the role LD plays for structures and reactivity. Naturally, it addresses diverse topics for which LD is particularly apparent.
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Terahertz spectroscopy of 2,4,6-trinitrotoluene molecular solids from first principles

Ido Azuri¹, Anna Hirsch¹, Anthony M. Reilly², Alexandre Tkatchenko³, Shai Kendler⁴, Oded Hod⁵ and Leeor Kronik*¹

Abstract

We present a computational analysis of the terahertz spectra of the monoclinic and the orthorhombic polymorphs of 2,4,6-trinitrotoluene. Very good agreement with experimental data is found when using density functional theory that includes Tkatchenko–Scheffler pair-wise dispersion interactions. Furthermore, we show that for these polymorphs the theoretical results are only weakly affected by many-body dispersion contributions. The absence of dispersion interactions, however, causes sizable shifts in vibrational frequencies and directly affects the spatial character of the vibrational modes. Mode assignment allows for a distinction between the contributions of the monoclinic and orthorhombic polymorphs and shows that modes in the range from 0 to ca. 3.3 THz comprise both inter- and intramolecular vibrations, with the former dominating below ca. 1.5 THz. We also find that intramolecular contributions primarily involve the nitro and methyl groups. Finally, we present a prediction for the terahertz spectrum of 1,3,5-trinitrobenzene, showing that a modest chemical change leads to a markedly different terahertz spectrum.

Introduction

The transparency of many non-conductive materials in the terahertz range (0.1 to 10 THz) of the electromagnetic spectrum has led to the development of several potential applications of terahertz radiation [1]. Terahertz spectroscopy of molecular solids, in particular, has gained significant attention as it offers the possibility of distinguishing between different solid forms based on the signature of intermolecular vibrations [1-8]. For example, terahertz spectroscopy has been used to distinguish between dif-
ifferent polymorphs of molecular solids used for pharmaceutical purposes [4,5,9-11], to detect contamination in food [12], in genetic [13] and skin-cancer [14] diagnosis, and in other applications [1,2,4-7].

One intriguing application of terahertz spectroscopy is the detection of energetic materials, which is of obvious importance for defense purposes [15]. Indeed, terahertz spectra were measured and analyzed for a variety of typical energetic materials, such as octahydro-1,3,5,7-tetranitro-1,3,5,7-tetraazacyclononane (HMX), 2,4-dinitrotoluene (DNT), cyclotrimethylene-trinitramine (RDX), and pentamethylene tetranitrate (PETN) [8,16-18]. Specifically for 2,4,6-trinitrotoluene (TNT), a very well-known energetic material, terahertz spectra were measured by several groups [16-19]. In particular, Melinger et al. [16] have obtained a high-resolution, low-temperature (12 K) spectrum at frequencies up to approx. 3.5 THz. The analysis of these spectra, especially with respect to the assignment of vibrational modes, is complicated by the fact that TNT samples typically contain at least two co-existing polymorphs, a monoclinic one (majority) and an orthorhombic one (minority). Furthermore, the relative contribution of inter- and intramolecular vibrational components remains under debate.

The above difficulties in analysis can be overcome by employing first principles calculations, in which each pure polymorph can be studied individually [20-22]. A leading first principles approach that can yield reliable simulated spectra for complex materials is density functional theory (DFT) [23]. A significant complication, however, is that conventionally used exchange–correlation energy functionals in DFT do not describe the intermolecular dispersion interactions in DFT do not describe the intermolecular dispersion interactions well. Therefore, early calculations employing them were not always able to achieve satisfactory agreement with experiment, as cautioned in [24]. Recent years have seen major improvements in DFT augmented by pair-wise dispersion interaction terms, to the perçpective that TNT samples typically contain at least two co-existing polymorphs, a monoclinic one (majority) and an orthorhombic one (minority). Furthermore, the relative contribution of inter- and intramolecular vibrational components remains under debate.

Here, we employ dispersion-inclusive DFT calculations based on the Tkatchenko–Scheffler (TS) approach [28] to study the terahertz spectra of TNT. These calculations are used to assign modes in both TNT polymorphs studied. They reveal modes contributed by the different polymorphs and distinguish modes dominated by intermolecular motion (at low frequencies) from modes dominated by a combination of inter- and intramolecular movement (at higher frequencies). These results are further validated by comparing them to uncorrected DFT calculations on the one hand and to more sophisticated many-body dispersion DFT calculations on the other hand. The same methodology is then used to predict the terahertz spectra of the related 1,3,5-trinitrobenzene (TNB) molecular solid, demonstrating that the elimination of the methyl group changes significant fingerprints in the terahertz spectrum.

Computational Approach

All calculations were performed based on the generalized-gradient approximation exchange–correlation functional of Perdew, Burke and Ernzerhof (PBE) [29], with or without Tkatchenko–Scheffler–van der Waals (TS-vdW) interactions [28]. In this approach, the vdW energy is added as a pair-wise interaction and has only one semi-empirical parameter. This parameter determines the onset of the pair-wise interaction and is fitted, once and for all per a given functional, against the S22 data set of weakly bounded complexes [30]. For going beyond pair-wise interactions, we apply the many-body dispersion (MBD) method [31,32]. Within this approach, one first evaluates the TS-vdW dispersion parameters. Then, the atomic response functions are mapped onto a set of quantum harmonic oscillators that are coupled through dipole–dipole interactions to obtain self-consistent screened polarizabilities. The latter are used to calculate the correlation energy of the interacting oscillator model system, within the random-phase approximation.

Most calculations presented here were performed using VASP, a projector-augmented planewave code [33], using an energy planewave cutoff of 950 eV. Comparison to MBD calculations was performed within the CASTEP code [34], with an energy planewave cutoff of 800 eV. For both above-mentioned polymorphs of TNT, the Brillouin zone of the crystallographic unit cell was sampled using a Monkhorst–Pack k-grid [35] of \(2 \times 4 \times 1\). We have additionally computed the orthorhombic polymorph of TNB, using a Monkhorst–Pack k-point grid of \(2 \times 1 \times 2\) along the three reciprocal lattice vectors. The self-consistent cycle was converged to better than \(10^{-7}\) eV for the total energy, to allow for numerically stable derivatives. Complete relaxation of all forces and stress components was performed prior to the calculation of vibrational frequencies. All forces in the optimized structures were smaller than \(5 \times 10^{-3}\) eVÅ, and all stress components were smaller than 0.02 GPa in the VASP and CASTEP codes.

Vibrational frequencies, \(f_n\), for each structure were calculated from \(f_n = (1/2\pi)e_n^{1/2}\), where \(e_n\) are the eigenvalues of the mass-weighted Hessian matrix, \(W\). The matrix elements of \(W\) are given by:

\[
W_{\alpha\beta} = \frac{H_{\alpha\beta}}{\sqrt{M_\alpha M_\beta}},
\]

(1)
where $M_\alpha$ and $M_\beta$ are the masses of atoms $\alpha$ and $\beta$, and $H_{\alpha\beta}$ are matrix elements of the Hessian matrix $H$, given by:

$$H_{\alpha\beta} = \frac{\partial^2 E}{\partial \delta \alpha \partial \delta \beta}, \quad (2)$$

where $i, j$ denote the Cartesian directions $x, y,$ or $z$.

The Hessian matrix elements were determined numerically from the forces acting on the atoms for a given displacement (as computed via analytical derivatives), using the form:

$$H_{\alpha\beta} = \frac{1}{2} \left( \frac{F^{+\delta \alpha}_{\beta} - F^{-\delta \alpha}_{\beta}}{28r} + \frac{F^{+\delta \beta}_{\alpha} - F^{-\delta \beta}_{\alpha}}{28r} \right), \quad (3)$$

where $F$ is the force acting on atom $\beta/\alpha$ in direction $j/i$ (see subscript of $F$), as a result of atom $\alpha/\beta$ being displaced by $\pm \delta r$ in the direction $i/j$ (see superscript of $F$). The displacement amplitude for constructing the Hessian was chosen as 0.01 Å for TNT and 0.015 Å for TNB. These displacement amplitudes were chosen to be large enough to minimize numerical noise but small enough to minimize anharmonic contributions. We found the calculated frequencies to be numerically stable to within 0.05 THz at most and typically less than that.

The normalized eigenvectors, $v_{n_{\alpha}}^n$, of $W$ are factorized by $M_\alpha^{(-1/2)}$ to yield the normal mode displacement eigenvectors:

$$u_{n_{\alpha}} = \frac{1}{\sqrt{M_\alpha}} v_{n_{\alpha}}^n, \quad (4)$$

Finally, the absorption intensity $I_n$ of each mode is given by [36-41]:

$$I_n \propto d_n \sum_j Z_{n,j} \lambda^2, \quad (5)$$

where

$$Z_{n,j} = \sum_{\alpha \beta} u_{n_{\alpha}}^n u_{n_{\beta}}^n, \quad (6)$$

$d_n$ is the degeneracy of the mode, and

$$Z_{\alpha,ij} = \frac{1}{e} \frac{\partial F_j}{\partial E_i}$$

are the Born effective charge tensor elements of each atom, with $F$ the force, $E$ an external electric field, and $e$ the electron charge.

To facilitate comparison with experiment, Lorentzian functions of the type

$$F(f, f_n, \gamma, I_n) = \frac{I_n}{1 + \left( \frac{f - f_n}{\gamma} \right)^2}$$

were used to broaden peaks at frequencies $f_n$ and intensities $I_n$. We used a broadening parameter of $\gamma = 0.0075$ THz, which is similar to the measured experimental widths. The computed spectra have been scaled with respect to the highest-intensity peak observed in experiment, for the range of frequencies studied here.

**Results and Discussion**

**Structural analysis**

Before discussing vibrational properties, we first ascertain that our computational approach is sufficiently accurate for obtaining reliable structural predictions. Crystallographic coordinates for orthorhombic and monoclinic 2,4,6-TNT, which crystallize in the space groups $Pca2_1$ and $P2_1/a$, respectively, were obtained from [42,43]. These coordinates correspond to measurements at room temperature and 100 K, respectively, and were used as the starting point for computational structural relaxation. For 1,3,5-TNB, crystallographic data of a solid with the space group symmetry of $Pbca$, measured at room temperature, were taken from [44] and subsequently relaxed. The structures are shown in Figure 1, with a comparison between the measured and computed lattice parameters given in Table 1.

Clearly, excellent agreement with experiment is obtained when the PBE+TS-vdW method is used, with residual differences between theory and experiment of the order of 1%. Notably, agreement is much less satisfactory if such interactions are not included, underscoring their importance. In the absence of vdW interactions, lattice parameters are in general too large (owing to the lack of van der Waals attraction) and errors with respect to experiment are of the order of 5–10%. These observations are fully consistent with previous studies that have compared PBE and PBE+TS-vdW predictions for geometries [25,45].

**Terahertz spectra**

The excellent agreement between the experimental and computed lattice parameters serves as the foundation for computing terahertz spectra. The latter, however, require not only the calculation of reliable equilibrium structures but also accurate
Figure 1: Structures of: (a) orthorhombic TNT, (b) monoclinic TNT, (c) orthorhombic TNB. For each structure, the direction of two of the three lattice vectors (a, b, c) is shown in the figure and the third one points inwards at the origin (o).

Table 1: Measured and computed lattice parameters for orthorhombic TNT, monoclinic TNT, and orthorhombic TNB. a, b, and c are lattice parameters (in Å) and β is the angle between a and c, in degrees, for the monoclinic polymorph. Numbers in parentheses indicate the relative error with respect to experiment.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>TNT orthorhombic</td>
<td>14.99</td>
<td>6.08</td>
<td>20.02</td>
<td></td>
</tr>
<tr>
<td>experimental [42]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE+TS-vdW</td>
<td>15.11 (0.8%)</td>
<td>6.06 (−0.33%)</td>
<td>19.94 (−0.4%)</td>
<td></td>
</tr>
<tr>
<td>PBE</td>
<td>15.65 (4.4%)</td>
<td>6.32 (3.95%)</td>
<td>21.87 (9.24%)</td>
<td></td>
</tr>
<tr>
<td>TNT monoclinic</td>
<td>14.91</td>
<td>6.03</td>
<td>20.88</td>
<td>110.37</td>
</tr>
<tr>
<td>experimental [43]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE+TS-vdW</td>
<td>15.13 (1.48%)</td>
<td>6.07 (0.66%)</td>
<td>21.17 (1.39%)</td>
<td>110.26 (−0.1%)</td>
</tr>
<tr>
<td>PBE</td>
<td>15.66 (5.03%)</td>
<td>6.33 (4.98%)</td>
<td>23.27 (11.45%)</td>
<td>110.11 (−0.24%)</td>
</tr>
<tr>
<td>TNB orthorhombic</td>
<td>9.78</td>
<td>26.94</td>
<td>12.82</td>
<td></td>
</tr>
<tr>
<td>experimental [44]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE+TS-vdW</td>
<td>9.61 (−1.74%)</td>
<td>27.14 (0.74%)</td>
<td>12.82 (0.0%)</td>
<td></td>
</tr>
<tr>
<td>PBE</td>
<td>10.71 (9.51%)</td>
<td>27.73 (2.93%)</td>
<td>13.38 (4.37%)</td>
<td></td>
</tr>
</tbody>
</table>

potential energy surface curvatures, placing a more severe challenge for the TS-vdW scheme used here. The computed spectra for the two TNT polymorphs, in the range from 0 to 3.3 THz, is given in Figure 2. Several interesting observations can be drawn from the figure. First, it is readily observed that inclusion of TS-vdW interactions improves agreement with experiment dramatically, also for terahertz spectroscopy. Some discrepancies remain, e.g., the theoretical group of peaks denoted in gray, starting at ca. 2.5 THz, is slightly shifted to lower frequencies compared to experiment. Nevertheless, as shown in the lower two panels of the figure, without TS-vdW interactions various vibrational modes are strongly shifted to much lower frequencies (consistent with the missing treatment of van der Waals interactions) and, furthermore, the overall spectral shape is different.

Second, the calculation indicates that the experimental spectrum contains contributions from both the monoclinic and the orthorhombic polymorphs. Perhaps the clearest examples are the peaks at ca. 1.4 THz and ca. 2.0 THz (underlined by purple and pink, respectively, in the figure), which arise from the orthorhombic polymorph. Other important peaks, for example a major feature at ca. 2.3 THz (underlined by black in the figure), arise from both polymorphs.

Next, we analyze the nature of the vibrational modes, illustrated qualitatively for selected modes in Figure 3. Our analysis shows that modes below ca. 1.5 THz are mostly dominated by intermolecular vibration, whereas modes above ca. 2.0 THz possess both inter- and intramolecular vibrational components. Specifically, the dominant intramolecular motion involves...
Figure 2: Absorption intensity (in arbitrary units) as a function of the frequency for the two TNT polymorphs studied in this work. (E) Experimental spectrum for the mixed-polymorph TNT crystal, taken from [16], as captured by a data analysis program. All other spectra are computed for: (O) the orthorhombic structure and (M) the monoclinic structure, calculated with and without TS-vdW interactions. Colored horizontal lines appearing below various experimental and computed peaks denote peak assignment.

Figure 3: Schematic representation of typical TNT vibrational modes, demonstrated using modes of the orthorhombic polymorph at frequencies of (a) ca. 1.0 THz, (b) ca. 2.3 THz. Purple and orange arrows denote the direction of primary inter- and intramolecular displacement components.

dortion of nitro and methyl groups, marked by orange arrows in the figure. This is in agreement with the assignment assumed in [16], as well as with force-field calculations reported in [46]. Here, however, this assignment is obtained from first principles.

The effect of the pair-wise dispersion interactions on the vibrational modes themselves (i.e., beyond just a shift in their frequencies) can be assessed by considering the (absolute value of the) scalar product of eigenvectors of the mass-weighted Hessian matrix, with and without TS-vdW interactions. For perfectly identical modes, the multiplication should be equal to one, with the (absolute value of the) product decreasing owing to differences, down to zero for perfectly orthogonal modes. Therefore, the matrix constructed from all scalar products between modes obtained with and without TS-vdW interactions should be the identity matrix if the modes are identical. The computed matrix, arranged by mode number (in order of increasing mode frequency) for both the orthorhombic and monoclinic polymorphs, is given in Figure 4. Clearly, in the high-frequency regime (above mode 125, ca. 8 THz) the matrix ele-
ments are close to those of the identity matrix, indicating that
dispersion interactions have very little direct effect on the vibra-
tional mode. This is because these modes are mostly dominated
by intramolecular motions. However, in the lower-terahertz
regime (below mode 125, ca. 8 THz), which is of relevance
here, significant deviations from the identity matrix arise. As
discussed above, in this regime there is a non-negligible (and
sometimes dominant) component of intermolecular movement.
We therefore conclude that dispersion interactions are impor-
tant not only for determining the vibrational frequencies but
also for understanding the spatial character of the vibrational
modes.

As demonstrated above, semi-local DFT approximations,
augmented by TS-vdW dispersion interactions, provide good
agreement with experiment. Nevertheless, it would be instruc-
tive to estimate the performance of more advanced treatments
going beyond the pair-wise approximation, especially as these
have been shown to affect vibrational spectra in some cases
[10,26,47]. We explore this issue by comparing TS-vdW with
MBD calculations for both TNT polymorphs. Owing to the use
of a different code for this comparison (see section “Computa-
tional Approach”), in which tight convergence is more expen-
sive, some difference in the results is encountered already at
the TS-vdW level of theory. Nevertheless, Figure 5 clearly estab-
ishes that, all other computational details being equal, the
difference between TS-vdW and MBD results for the TNT
crystal is relatively small, with an average vibrational frequen-
cy shift of only 0.15 THz and 0.18 THz for the orthorhombic
and monoclinic polymorphs, respectively. Having ruled out

Figure 4: Absolute value of the scalar products between eigenvectors of the mass-weighted Hessian matrix, as obtained with and without TS-vdW pair-wise interactions for both the orthorhombic and monoclinic polymorphs of 2,4,6-trinitrotoluene. Mode no. 125, above which the eigenvectors are very similar with and without pair-wise interactions, is at ca. 8.1 THz for the dispersion-inclusive computation.

Figure 5: THz vibrational frequencies, as a function of mode number, obtained for the orthorhombic (a) and monoclinic (b) polymorphs of TNT using the TS-vdW and MBD approaches.
MBD interactions as a major issue, one can assume that the remaining theoretical limitations may arise from the underlying exchange–correlation functional itself and/or from anharmonic effects [26,48]. These issues are subject for further research.

Finally, having gained confidence in the predictive power of our approach, we consider 1,3,5-TNB (see structure in Figure 1), for which we are unaware of experimental data in the relevant terahertz range. The TNB molecule differs from TNT merely by the removal of a methyl side group. A computed terahertz spectrum is given in Figure 6, where it is compared to that of orthorhombic TNT. The relatively modest chemical modification leaves clear fingerprints in the terahertz spectrum. This demonstrates the significant selectivity of terahertz spectroscopy and the importance of the ability to predict such spectra using advanced computational tools.

**Conclusion**

In this article, we have calculated terahertz spectra for the monoclinic and orthorhombic polymorphs of 2,4,6-TNT, using DFT both with and without Tkatchenko–Scheffler pair-wise dispersion interactions. We obtained very good agreement with experimental data upon inclusion of dispersion interactions, whereas lack of dispersion interaction causes sizable shifts in vibrational frequencies and directly affects the spatial character of the vibrational modes. The agreement between theory and experiment allowed us to distinguish between contributions of the two polymorphs to the observed spectrum. Furthermore, we could show that modes in the range from 0 to ca. 3.3 THz bear contributions from both inter- and intramolecular vibrations, with the former dominating below ca. 1.5 THz and the latter primarily involving nitro and methyl groups. Finally, we showed that the theoretical results are little affected by the inclusion many-body dispersion terms for this system, allowing us to present a prediction for the terahertz spectrum of 1,3,5-TNB and showing that a modest chemical modification may result in a markedly different terahertz spectrum.

**ORCID® iDs**

Ido Azuri - https://orcid.org/0000-0002-2891-1514
Anthony M. Reilly - https://orcid.org/0000-0002-1090-1086
Shai Kendler - https://orcid.org/0000-0002-3722-8522
Oded Hod - https://orcid.org/0000-0003-3790-8613
Leeor Kronik - https://orcid.org/0000-0001-6791-8658

**References**


![Figure 6](image)
46. Hoja, J.; Neumann, M.; Tkatchenko, A. to be published.

License and Terms

This is an Open Access article under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of Organic Chemistry terms and conditions: (https://www.beilstein-journals.org/bjoc)

The definitive version of this article is the electronic one which can be found at: doi:10.3762/bjoc.14.26
Local energy decomposition analysis of hydrogen-bonded dimers within a domain-based pair natural orbital coupled cluster study

Ahmet Altun\(^1,2\), Frank Neese\(^*1,2\) and Giovanni Bistoni\(^*1,2\)

**Abstract**

The local energy decomposition (LED) analysis allows for a decomposition of the accurate domain-based local pair natural orbital CCSD(T) [DLPNO-CCSD(T)] energy into physically meaningful contributions including geometric and electronic preparation, electrostatic interaction, interfragment exchange, dynamic charge polarization, and London dispersion terms. Herein, this technique is employed in the study of hydrogen-bonding interactions in a series of conformers of water and hydrogen fluoride dimers. Initially, DLPNO-CCSD(T) dissociation energies for the most stable conformers are computed and compared with available experimental data. Afterwards, the decay of the LED terms with the intermolecular distance (\(r\)) is discussed and results are compared with the ones obtained from the popular symmetry adapted perturbation theory (SAPT). It is found that, as expected, electrostatic contributions slowly decay for increasing \(r\) and dominate the interaction energies in the long range. London dispersion contributions decay as expected, as \(r^{-6}\). They significantly affect the depths of the potential wells. The interfragment exchange provides a further stabilizing contribution that decays exponentially with the intermolecular distance. This information is used to rationalize the trend of stability of various conformers of the water and hydrogen fluoride dimers.

**Introduction**

Hydrogen bonds are of fundamental importance for regulating molecular properties like polarizability [1] and in various biochemical processes, including protein folding [2] and stability [3], replication of DNA and RNA [4], enzyme catalysis [5], proton relay mechanism [6], and drug delivery [7]. Energy decomposition analysis (EDA) schemes have been instrumental in providing insights into the nature of these interactions, by partitioning the total interaction energy of two (or more) interacting fragments into several chemically meaningful contributions [8-10]. EDA methods are mainly based on an...
early variational study of Morokuma [11]. They are typically carried out at the Hartree–Fock (HF) or density functional theory (DFT) level. In these schemes, the interacting system is treated as a supermolecule and the overall interaction energy is decomposed into various terms such as electrostatic interaction, charge transfer, polarization, and the so-called Pauli or exchange-repulsion terms [12-16].

Instead of decomposing DFT or HF interaction energies, the widely used symmetry-adapted perturbation theory (SAPT) [17] provides a perturbative expansion of the interaction energy based on the wave functions of the monomers. For weakly interacting monomers, this approach permits to obtain accurate interaction energies as well as their constituting electrostatic, induction, dispersion, and exchange-repulsion terms [9,10].

Although these schemes provide different quantitative estimates for the important components of the interaction, they also provide useful interpretative frameworks in which to discuss experimental observables. For instance, they can be used for discussing trends of dissociation energies [8,9] or the relative stability of conformers [11,15,18,19]. However, two fundamental aspects must be considered when an EDA scheme is applied to a specific chemical problem. The chosen approach must provide: (i) a sufficiently accurate estimate for the observables of interest, which are typically relative energies; (ii) a useful decomposition of the observable into a series of chemically meaningful terms representing the correct physics in the asymptotic region.

In order to address the first issue, the coupled-cluster method with single, double, and perturbative treatment of triple excitations (CCSD(T)) has proven its reliability in a wide range of contexts. This method typically allows for the calculation of relative energies with chemical accuracy (1 kcal/mol) [20-22]. Moreover, our group has recently developed the domain-based local pair natural orbital CCSD(T) method [DLPNO-CCSD(T)] [23-30], which scales linearly with system size and typically provides around 99.9% of the canonical CCSD(T) correlation energy if TightPNO settings are used [31,32]. Thus, DLPNO-CCSD(T) single-point energies can now be obtained for systems with hundreds of atoms and thousands of basis functions while essentially retaining the accuracy and reliability of canonical CCSD(T).

However, the CCSD wave function is a highly complex object that is nonlinear in its parameters (cluster amplitudes). Hence, its direct physical interpretation is not immediately apparent. In order to facilitate the interpretation of DLPNO-CCSD(T) results, we have thus recently introduced the local energy decomposition (LED) analysis scheme, which decomposes the CCSD(T) interaction energy of two or more molecules in terms of electronic and geometric preparation, electrostatic interaction, interfragment exchange, dynamic charge polarization, and London dispersion terms [33].

Herein, the DLPNO-CCSD(T)/LED methodology is applied to the study of H-bond interactions in a series of conformers of water (H₂O) and hydrogen fluoride (HF) dimers, which are shown in Figure 1.

In order to address the first issue, the coupled-cluster method with single, double, and perturbative treatment of triple excitations (CCSD(T)) has proven its reliability in a wide range of contexts. This method typically allows for the calculation of relative energies with chemical accuracy (1 kcal/mol) [20-22]. Moreover, our group has recently developed the domain-based local pair natural orbital CCSD(T) method [DLPNO-CCSD(T)] [23-30], which scales linearly with system size and typically provides around 99.9% of the canonical CCSD(T) correlation energy if TightPNO settings are used [31,32]. Thus, DLPNO-CCSD(T) single-point energies can now be obtained for systems with hundreds of atoms and thousands of basis functions while essentially retaining the accuracy and reliability of canonical CCSD(T).
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However, the CCSD wave function is a highly complex object that is nonlinear in its parameters (cluster amplitudes). Hence, its direct physical interpretation is not immediately apparent. In order to facilitate the interpretation of DLPNO-CCSD(T) results, we have thus recently introduced the local energy decomposition (LED) analysis scheme, which decomposes the DLPNO-CCSD(T) interaction energy of two or more molecules in terms of electronic and geometric preparation, electrostatic interaction, interfragment exchange, dynamic charge polarization, and London dispersion terms [33].

Herein, the DLPNO-CCSD(T)/LED methodology is applied to the study of H-bond interactions in a series of conformers of water (H₂O) and hydrogen fluoride (HF) dimers, which are shown in Figure 1.

These systems are representative examples of H-bond interactions and are often used as model systems for newly developed methods, including EDA schemes [18,34-41]. Although these dimers have been studied extensively, the principal mechanisms of interaction between their constituting monomers are still under debate. The debate concerns the magnitude of individual terms and the importance of London dispersion, charge transfer and polarization effects compared with the dominating electrostatic interaction [15,16,18,19]. Herein, particular emphasis is given in discussing the role played by London dispersion, which constitutes the attractive part of the van der Waals potential and has long been considered a weak effect compared to the other components of the interaction. However, in recent years, several studies have demonstrated that this component of the interaction plays a fundamental role in controlling the stability and reactivity of a wide range of systems [42,43].

This paper is organized as follows. Following a description of the computational details, computed geometries and dissociation energies are compared with previously published experi-
mental and computational data. In the following section, the decay of LED terms with the intermolecular distance between the monomers is discussed for the water dimer case, and results are compared with those obtained from SAPT. This information is then used to rationalize the trends in stability of various conformers of the water and hydrogen fluoride dimers. The last section is devoted to the discussion of the results and concluding remarks.

Computational Details and Theoretical Aspects

Computational details

All DLPNO-CCSD(T) calculations and geometry optimizations were performed with a development version of the ORCA 4.0 suite of programs [44,45].

Geometry optimizations and relaxed PES scans constraining only the reaction coordinates were carried out at the RI-MP2 level, employing aug-cc-pVTZ basis set with matching auxiliary basis sets [46-49]. The RIJK approach applying RI approximation for both Coulomb \( J \) and exchange \( K \) parts was used [50,51]. Harmonic vibrational frequencies and zero-point energy (ZPE) corrections were computed with the same level of theory used for the geometry optimizations. All valence electrons were included in the correlation treatment (only the core 1s orbitals of oxygen and fluorine atoms were frozen).

Single point DLPNO-CCSD(T) energies and LED calculations employed the Foster–Boys scheme [52] for the localization of the occupied orbitals. All valence electrons were included in the correlation treatment. “TightPNO” settings were used [31,32]. All electron pairs were included in the coupled cluster treatment. The RIJK approximation was used in the \( HF \) part. The Pipek–Mezey [53] orbital localization scheme was applied for the localization of the PNOs in the LED scheme. In all cases, augmented correlation consistent basis sets of triple-\( \zeta \) (aug-cc-pVTZ) and quadruple-\( \zeta \) (aug-cc-pVQZ) qualities were used in conjunction with matching auxiliary basis sets [46-49]. DLPNO-CCSD(T) energies were first corrected for the basis set superposition error (BSSE) [54] and then extrapolated to the complete basis set (CBS) limit using a two-point scheme [55] based on Equation 1 and Equation 2.

\[
E_{\text{CBS}}^{\text{HF}} = E_{\text{HF}}^{(n)} e^{-\alpha \sqrt{n}} - E_{\text{HF}}^{(m)} e^{-\alpha \sqrt{m}}
\]

(1)

\[
E_{\text{CBS}}^\text{C} = \frac{n^\beta E_{\text{corr}}^{(n)} - m^\beta E_{\text{corr}}^{(m)}}{n^\beta - m^\beta}
\]

(2)

where \( E^{(n)} \) and \( E^{(m)} \) are the energies obtained with a basis set of \( n-\zeta \) and \( m-\zeta \) cardinality (here \( n = 3 \) and \( m = 4 \), respectively). The previously calibrated values [56] of the constants (\( \alpha = 5.46 \) and \( \beta = 3.05 \)) for the 3/4 extrapolation were used. The individual LED contributions were also extrapolated.

It is worth mentioning that BSSE-corrected and -uncorrected interaction energies converge to the same value upon extrapolation within 0.1 kcal/mol. For completeness, all energies are reported in Supporting Information File 1.

SAPT calculations were carried out with the MOLPRO [57] program package (version 2012.1) using RI-MP2 geometries. The nondispersive terms of density functional-based SAPT (DFT-SAPT) converge quickly with the basis set size and do not require CBS extrapolation [58,59]. Thus, only the dispersion terms of the DFT-SAPT energies have been extrapolated to CBS limit through Equation 2 using \( \beta = 3.05 \).

DFT-SAPT calculations were carried out with the asymptotically-corrected exchange-correlation functional PBE0AC [60,61]. This functional is a modified PBE0 hybrid functional in which the long-range tail contains 75% of LB94 exchange. The shift parameter applied for the bulk potential within this correction was calculated as the sum of the ionization potential and highest occupied molecular orbital (HOMO) energy of each fragment optimized in the gas phase. The experimentally determined ionization potential of an isolated water molecule was used (0.4638 \( E_h \) [62,63]).

LED analysis in the DLPNO-CCSD(T) framework

The theory and implementation of the DLPNO-CCSD(T) method and of the LED scheme have been described in detail in a series of recent publications [23-33]. We thus only recall here the main features of this technique.

Within a supramolecular approach, the energy of a molecular adduct \( XY \) relative to the total energies of noninteracting fragments \( X \) and \( Y \), i.e., dimerization energy (\( \Delta E \)), can be written as:

\[
\Delta E = \Delta E_{\text{geo-prep}} + \Delta E_{\text{int}}
\]

(3)

where \( \Delta E_{\text{geo-prep}} \) is the geometric preparation energy needed to distort the fragments \( X \) and \( Y \) from their structures at infinite separation to their in-adduct geometry. \( \Delta E_{\text{int}} \) is the interaction energy of the fragments \( X \) and \( Y \) at a given geometry of the adduct \( XY \).

\( \Delta E_{\text{int}} \) can be decomposed into an \( HF \) contribution \( \Delta E_{\text{int}}^{\text{HF}} \) and a correlation contribution \( \Delta E_{\text{int}}^\text{C} \):
By exploiting the localization of the occupied orbitals in the DLPNO-CCSD(T) framework, the $\Delta E_{\text{HF}}$ is then decomposed into three contributions [33,64]:

$$
\Delta E_{\text{HF}} = \Delta E_{\text{el-prep}}^{\text{HF}} + E_{\text{elstat}} + E_{\text{exch}}
$$

The electronic preparation $\Delta E_{\text{el-prep}}^{\text{HF}}$ is positive and thus repulsive. It corresponds to the energy needed to bring the electronic structures of the isolated fragments into the one optimal for the interaction. $E_{\text{elstat}}$ and $E_{\text{exch}}$ are the electrostatic and exchange interactions, respectively, between the interacting fragments. It is worth noting here that the intermolecular exchange describes a stabilizing component of the interaction, lowering the repulsion between electrons of the same spin.

The DLPNO-CCSD(T) correlation energy ($E_C$) can be written as a sum of electron-pair correlation energy ($\epsilon_{ij}$, where $i$ and $j$ denote the localized orbitals) contributions plus a perturbative triples correction ($E_C^{(T)}$). Local second-order many-body perturbation theory is used to divide the $\epsilon_{ij}$ terms into “weak pairs”, with expected negligible contribution to the correlation energy, and “strong pairs”. The contribution coming from the weak pairs is kept at the second-order level, whereas the strong pairs are treated at the coupled cluster level. Hence, the overall correlation energy reads [30]:

$$
E_C = E_{\text{C-SP}} + E_{\text{C-WP}} + E_{\text{C-(T)}}
$$

where $E_{\text{C-SP}}$ and $E_{\text{C-WP}}$ are the strong-pairs and weak-pairs components of the correlation energy, respectively. The correlation contribution to the interaction energy $\Delta E_C^{\text{C}}$ can thus be expressed as a sum of three contributions:

$$
\Delta E_C^{\text{C}} = \Delta E_{\text{C-SP}}^{\text{int}} + \Delta E_{\text{C-WP}}^{\text{int}} + \Delta E_{\text{C-(T)}}^{\text{int}}
$$

in which $\Delta E_{\text{C-SP}}^{\text{int}}$, $\Delta E_{\text{C-WP}}^{\text{int}}$, and $\Delta E_{\text{C-(T)}}^{\text{int}}$ are the strong pairs, weak pairs and triples correction components of the correlation contribution to the interaction energy, respectively.

The $\Delta E_{\text{C-WP}}^{\text{int}}$ and $\Delta E_{\text{C-(T)}}^{\text{int}}$ terms can be further divided into electronic preparation and interfragment interaction based on the localization of the occupied orbitals [30]. However, these terms are very small for the systems studied in this work and thus are not decomposed herein.

For the dominant strong pairs contribution $\Delta E_{\text{C-SP}}^{\text{int}}$, the decomposition exploits the localization of both the occupied and the virtual orbitals in the DLPNO-CCSD(T) framework. Hence, the $\Delta E_{\text{C-SP}}^{\text{int}}$ term is divided into three contributions: the electronic preparation energy $\Delta E_{\text{el-prep}}^{\text{C-SP}}$, the charge transfer or charge polarization contribution ($\Delta E_{\text{CT}}^{\text{C-SP}}$), and London dispersion ($\Delta E_{\text{DISP}}^{\text{C-SP}}$).

$$
\Delta E_{\text{C-SP}}^{\text{int}} = \Delta E_{\text{el-prep}}^{\text{C-SP}} + \Delta E_{\text{CT}}^{\text{C-SP}} + \Delta E_{\text{DISP}}^{\text{C-SP}}
$$

The relevant pair excitation contributions constituting these terms are shown pictorially in Figure 2.

Figure 2: Schematic representation of strong pair excitations in the framework of the DLPNO-CCSD(T) method. Electronic preparation arises from excitations occurring within the same fragment, which are not shown. Only the charge transfer excitations from X to Y are shown. Analogous charge transfer excitations also exist from Y to X.

It may be useful to combine several terms depending on the molecular system of interest. For example, $\Delta E_{\text{el-prep}}^{\text{C-SP}}$ and $E_{\text{CT}}^{\text{C-SP}}$ have opposite signs and typically compensate each other [33,64]. Hence, these two terms can be combined to give the SP contribution to the interaction energy excluding dispersion contribution ($E_{\text{res}}^{\text{C-SP}}$):

$$
E_{\text{res}}^{\text{C-SP}} = (\Delta E_{\text{el-prep}}^{\text{C-SP}} + E_{\text{CT}}^{\text{C-SP}}) + E_{\text{DISP}}^{\text{C-SP}} = E_{\text{res}}^{\text{C-SP}} + E_{\text{DISP}}^{\text{C-SP}}
$$

As a final remark, it is worth underscoring that one of the aims of this paper is to discuss the decay of the different components of $\Delta E_{\text{C-SP}}^{\text{int}}$ with the distance between the interacting fragments. Hence, we decided to include all electron pairs in the coupled cluster treatment. In this case, the weak-pair contribution only
corrects for the pair natural orbital (PNO) truncation and only marginally affects the overall correlation energy. The latter is thus dominated by the strong pairs irrespective of the distance between the fragments.

**SAPT analysis**

Symmetry-adapted perturbation theory (SAPT) is a well-established method for the calculation of interaction energies in the context of weak intermolecular interactions [65, 66]. It expresses the interaction energy in various terms in the perturbation series that are physically meaningful. In this work, the terms of SAPT are compared with those from our LED scheme.

In SAPT, the non-dispersive interaction energy includes the first order perturbative terms polarization ($E_{\text{pol}}$) and exchange-repulsion ($E_{\text{exch}}$), and the second order terms induction ($E_{\text{ind}}$) and exchange-induction ($E_{\text{exch-ind}}$). In the DFT variant of SAPT (DFT-SAPT), the difference between the $HF$ interaction energy and the sum of the non-dispersive HF-SAPT terms (denoted as $\delta(HF)$) is also included in the nondispersive interaction energy to approximately account for the effect of the higher order terms.

$$E_{\text{no-disp}} = E_{\text{pol}} + E_{\text{exch}} + E_{\text{ind}} + E_{\text{exch-ind}} + \delta(HF) \quad (10)$$

The dispersive energy ($E_{\text{disp}}$) of the DFT-SAPT includes both the genuine dispersion and its exchange correction, which are calculated both at the second order: the sum of the nondispersive ($E_{\text{no-disp}}$) and dispersive ($E_{\text{disp}}$) terms is the DFT-SAPT interaction energy.

$$\Delta E_{\text{int}} = E_{\text{no-disp}} + E_{\text{disp}} \quad (11)$$

**Results and Discussion**

**Geometries and dissociation energies: comparison with experiment**

In this section, the computed geometries and dissociation energies for the water and HF dimers in their global minimum (Conf1 of Figure 1) are compared with available experimental data and previously published computational predictions.

For the water dimer in its global minimum, experiments estimate an $r_d(\text{O} \cdots \text{O})$ distance between 2.946 and 2.976 Å [67]. The CCSD(T)-based best estimate of $r_d(\text{O} \cdots \text{O})$ reported in literature is 2.912 ± 0.005 Å [68]. The $r_d(\text{O} \cdots \text{O})$ distance calculated in this work at the RI-MP2/aug-cc-pVTZ level (2.908 Å) is very close to the CCSD(T) prediction. The effect of excitations beyond CCSD(T) has been shown to be negligible by means of CCSDTQ calculations [69].

For the HF dimer, the $r_d(\text{F} \cdots \text{F})$ distance of Conf1 calculated at the RI-MP2/aug-cc-pVTZ level (2.746 Å) agrees reasonably well with its previous best estimate (2.735 ± 0.010 Å) on a theoretical potential energy surface refined by comparing multidimensional nuclear quantum energy levels with the corresponding experimental data [70] and the CCSD(T) result of 2.737 Å with a quintuple–ζ basis [71].

The equilibrium $\Delta E_c$ and zero-point corrected $\Delta E_0$ dimerization energies of water and HF dimers are given in Table 1. These correspond to the equilibrium $D_c$ and zero-point $D_0$ dissociation energies with opposite sign, respectively.

The $\Delta E_c$ value of the water dimer calculated previously at the CCSD(T)/CBS level (−5.01 kcal/mol [68]) agrees remarkably well with the present DLPNO-CCSD(T) result ($\Delta E_c = -4.95$ kcal/mol, Table 1). The accurate calculation of ZPE correction of H-bonded systems requires larger basis sets and the inclusion of anharmonic effects [68, 71]. Thus, the present RI-MP2/aug-cc-pVTZ harmonic ZPE contribution (2.13 kcal/mol) is slightly larger than the experimental value of 1.72 kcal/mol [71]. Using the experimentally determined ZPE contribution for correcting the DLPNO-CCSD(T) $\Delta E_c$ value, one obtains a $\Delta E_0$ value of −3.23 kcal/mol, which is very close to the experimental value of −3.16 ± 0.03 kcal/mol [72, 73].

For the HF dimer, the present DLPNO-CCSD(T) values of $\Delta E_c$ (−4.511 kcal/mol) and harmonic $\Delta E_c$ (−2.694 kcal/mol) are consistent with the previously calculated $\Delta E_c$ (−4.580 ± 0.004 kcal/mol) and harmonic $\Delta E_0$ (−2.775 ± 0.024 kcal/mol) values at the CCSD(T)/CBS level [74]. It was shown [74] that the effects of quadruple excitations $Q$ (−0.008 ± 0.004 kcal/mol), relativity (0.016 ± 0.001 kcal/mol), and the diagonal Born–Oppenheimer correction (−0.012 ± 0.000 kcal/mol) to the dimerization energy of the HF dimer are negligible while the anharmonic ZPE contribution (−0.185 ± 0.019 kcal/mol) is significant. Adding these corrections to the calculated $\Delta E_c$ energies, the best fully theoretical estimates of $\Delta E_0$ become −2.964 ± 0.047 and −2.883 kcal/mol at the CCSD(T)/CBS [74] and the present DLPNO-CCSD(T) levels, respectively. These results are similar to that calculated on a potential [70] refined by using experimental data (−3.036 ± 0.003 kcal/mol).

The consistency of the present DLPNO-CCSD(T) and the previous experimental or CCSD(T) dimerization energies of the water and HF dimers indicates that the present computational level can be reliably applied to investigation of dissociation and interaction energies of other H-bonded molecules.
Table 1: The DLPNO-CCSD(T) dimerization energies (kcal/mol) of the conformers of water and HF dimers together with the individual LED terms.

<table>
<thead>
<tr>
<th></th>
<th>water dimer</th>
<th>HF dimer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conf1</td>
<td>Conf2</td>
</tr>
<tr>
<td>( \Delta E )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conf1</td>
<td>-4.95</td>
<td>-4.38</td>
</tr>
<tr>
<td>Conf2</td>
<td>-2.82^a</td>
<td>-2.86</td>
</tr>
<tr>
<td>decomposition of ( \Delta E )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta E_{\text{geo}-\text{prep}} )</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>( \Delta E_{\text{el}} )</td>
<td>-5.01</td>
<td>-4.43</td>
</tr>
<tr>
<td>decomposition of ( \Delta E_{\text{HF}} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta E_{\text{HF}} )</td>
<td>-3.67</td>
<td>-3.30</td>
</tr>
<tr>
<td>( \Delta E_{\text{el}} )</td>
<td>22.91</td>
<td>18.33</td>
</tr>
<tr>
<td>( \Delta E_{\text{exch}} )</td>
<td>-3.76</td>
<td>-3.03</td>
</tr>
<tr>
<td>decomposition of ( \Delta E_{\text{int}} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta E_{\text{int}} )</td>
<td>0.19</td>
<td>0.23</td>
</tr>
<tr>
<td>WP and triple corrections</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta E_{\text{int},\text{WP}} )</td>
<td>-1.24</td>
<td>-1.10</td>
</tr>
<tr>
<td>( \Delta E_{\text{int},\text{T}} )</td>
<td>-0.08</td>
<td>-0.08</td>
</tr>
<tr>
<td>( \Delta E_{\text{int},\text{WP}} )</td>
<td>-0.22</td>
<td>-0.17</td>
</tr>
</tbody>
</table>

^aExperiment: -3.16 ± 0.03 kcal/mol [72,73]. When the experimentally determined ZPE (1.72 kcal/mol [71]) is used, the resulting value (-3.23 kcal/mol) is very close to the experiment. ^bWhen the effect of the anharmonicity of the vibrational energy levels estimated to be -0.185 ± 0.019 kcal/mol [74] is included, the resulting value (-2.88 kcal/mol) agrees reasonably well with the value found on an empirical potential (-3.036 ± 0.003 kcal/mol [70]).

Decay of LED terms with the intermolecular distance

In this section, the decay of the LED terms with the intermolecular distance (\( r \)) is discussed for the water dimer. However, the derived conclusions are rather general and thus hold true for the HF dimer as well, as shown in Supporting Information File 1. From now on, we use the term “short-range” to indicate the region where \( r_{O\cdots H} \leq 3.5 \text{ Å} \), and “long-range” for the region where \( r_{O\cdots H} > 3.5 \text{ Å} \).

Let us start with the analysis of the DLPNO-CCSD(T) energy profile (Figure 3) for the dissociation of the water dimer as a function of the H-bond distance \( r_{O\cdots H} \). The corresponding HF and DLPNO-CCSD profiles are also reported for comparison.

In the long range, the HF and coupled cluster energies show smooth polynomial decays, which are evident from their linear log–log relation shown in the insert of Figure 3. In this range, the correlation contribution to the interaction energy is small and positive and the overall interaction is dominated by the HF term. Conversely, in the short range, the correlation energy becomes a significant stabilizing component of the interaction. At the equilibrium position, correlation contributes to the interaction energy of the water dimer by -1.34 kcal/mol. Interestingly, the effect of the perturbative triples (T) is small for all distances.
A deeper insight into the nature of the water dimer interaction comes by decomposing both the HF and correlation component of the dissociation energy into their LED components. Let us start by discussing the HF contributions, reported in the upper panel of Figure 4.

In the long range, the only significant LED term is the electrostatic energy, which shows a slow polynomial decay with the distance (indicated by the linear relation in the log–log plot shown in the insert of Figure 4 top). This is not surprising considering the strong dipole of water. However, in the short range, the repulsive electronic preparation arising from distortion of the electronic clouds of the interacting monomers assumes large values and almost entirely counteracts the electrostatic contribution at the equilibrium position. In this position, the remaining HF term, i.e., the attractive exchange interaction, amounts to $-3.76 \text{ kcal/mol}$, which is very close to the overall HF contribution to the interaction energy ($-3.67 \text{ kcal/mol}$), and thus provides a fundamental stabilizing component. As expected, the exchange term decays exponentially with intermolecular distance, which is indicated by the linear relation of the semi-log plot shown in the insert of Figure 4 top.

In the correlation part, the weak pair correction is very small in the whole distance range and amounts to $-0.08 \text{ kcal/mol}$ at the equilibrium position. Hence, only the dominant strong pair contribution is decomposed in the following for the sake of simplicity (lower panel of Figure 4). In the long range, the sum of the dynamic charge polarization and electronic preparation energies ($E_{\text{C-SP}}^{\text{res}}$) is always positive and provides a small correction to the electrostatics computed at the HF level, which is known to overestimate the dipole of water [75]. The remaining correlation term, i.e., London dispersion, is always attractive and decays with $r^{-6}$ in the long range, as shown in the log–log insert in the lower panel of Figure 4.

The $E_{\text{C-SP}}^{\text{res}}$ term is dominant in the long range, which makes the overall correlation contribution to the interaction energy positive. However, it reaches just 0.19 kcal/mol at the equilibrium, being much smaller than the corresponding dispersion term ($-1.24 \text{ kcal/mol}$). Therefore, the short-range correlation behavior is largely dominated by the London dispersion. The slight fluctuations of the correlation energy terms (Figure 4, bottom panel) arise mainly from difficulties in localizing the PNOs [33].

The $r^{-6}$ behavior of the LED estimate of the London dispersion contribution deserves to be discussed in more detail. In order to do that, it is useful to look at the expression for the strong pair correlation energy in the DLPNO-CCSD(T) method [33]:

$$E_{\text{C-SP}}^{\text{res}} = \sum_{i \geq j} \sum_{\alpha \beta} \frac{4 \tau^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}} - 2 \tau^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}}{1 + \tilde{\delta}_{ij}} (\tilde{\alpha}_{i} | \tilde{\beta}_{j})$$  \hspace{1cm} (12)

In which $\tilde{\alpha}_{i}$ and $\tilde{\beta}_{j}$ are PNOs that belong to pair $ij$, $(\tilde{\alpha}_{i} | \tilde{\beta}_{j})$ represents the two electron integrals in Mulliken notation, and $\tau^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}$ is defined as

$$\tau^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}} = t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}} t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}} + t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}} t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}$$  \hspace{1cm} (13)

In which $t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}$ and $t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}$ are the singles amplitudes and $t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}$ are the corresponding doubles amplitudes. From a multipole expansion of the integrals, it follows that the $(\tilde{\alpha}_{i} | \tilde{\beta}_{j})$ terms decay with $r_{ij}^{-3}$, where $r_{ij}$ is the separation between the charge centroids of the local occupied orbitals $\phi_{i}$ and $\phi_{j}$. The $t^{ij}_{\tilde{\alpha}_{j} \tilde{\beta}_{j}}$ amplitudes also...
decay with $r^{-3}$, whilst the $\phi_i \overline{\phi}_j$ terms have no explicit dependence on the distance between the centroids of $\phi_i$ and $\phi_j$. In the LED definition of London dispersion, only the terms of Equation 12, in which $\phi_i$ and $\phi_j$ are assigned to different fragments, are included (see Figure 2). Hence, the overall London dispersion consists of two terms, one decaying with $r^{-3}$ (due to singles) and the other with $r^{-6}$ (due to doubles). Although one could argue that these two terms have different physical meanings, the contribution of the singles to the London dispersion is typically negligible. At the equilibrium distance, it amounts to the 0.34% of the overall London dispersion contribution (see Supporting Information File 1).

Comparison with DFT-SAPT

DFT-SAPT treats the interaction energy as a perturbation on the isolated fragments. Hence, the terms of the DFT-SAPT interaction energy are difficult to compare with the ones from energy decomposition schemes based on a supramolecular approach, e.g., the LED. Despite these differences, it is still interesting to compare whether both approaches lead to a similar partitioning of dispersion and electrostatics, in order to draw connections between different interpretative frameworks. A comparison of total interaction, electrostatic, and London dispersion energies calculated with DLPNO-CCSD(T)/LED and DFT-SAPT for the water dimer at various intermolecular distances is reported in Figure 5 (see Supporting Information File 1 for the individual data).

Let us start by discussing the behavior of the total interaction energy (Figure 5 upper panel). At the equilibrium geometry, DFT-SAPT underestimates the interaction energy by 0.42 kcal/mol, whilst the DLPNO-CCSD(T) reproduces the experimental interaction energy within 0.1 kcal/mol (see above). However, the difference between the DFT-SAPT and DLPNO-CCSD(T) total interaction energies decreases with increasing intermolecular distance.

A comparison of electrostatic interactions estimated by LED and DFT-SAPT is shown in the central panel of Figure 5. At the equilibrium geometry, the sum of $E_{\text{elstat}}$ and $E_{\text{C-SP}}^{C-\text{SP}}$ (the $E_{\text{elstat}}^{C-\text{SP}}$ only provides a small correction, see above) is about two times larger than the sum of first-order polarization and second-order induction terms of DFT-SAPT, providing similar results to those recently found using the ALMO-EDA [15] decomposition. Note that in the DFT-SAPT and ALMO-EDA schemes electrostatics and induction are given as separate terms, whilst in LED both effects are included in $E_{\text{elstat}}$. At least part of the difference between DFT-SAPT and LED/ALMO-EDA arises from the fact that the latter schemes rely on orthogonal orbitals, whilst orbitals belonging to different fragments are not orthogonal in DFT-SAPT. In fact, LED and DFT-SAPT values converge to similar results in the long range, where the overlap between the orbitals is negligible.

Finally, the comparison of London dispersion extracted from LED and DFT-SAPT is shown in the lower panel of Figure 5. At the equilibrium geometry of the water dimer, the DFT-SAPT London dispersion is $-1.06$ kcal/mol larger than the present DLPNO-CCSD(T)/LED result (Figure 5). It is worth mentioning that the difference in the calculated dispersion energy reduces to about half when a coupled cluster variant of SAPT is
used [76]. Again, the difference in the present LED and DFT-SAPT dispersion energies diminishes as the fragments move apart. In the long range, both definitions of dispersion decay with \( r^{-6} \) dependence with \( C_6 \) coefficients differing only by 8.4%.

These results demonstrate that, despite the non-uniqueness of the definition of the interaction energy terms, both schemes represent the correct physics in the asymptotic region.

**Relative stabilities of the conformers**

The four conformers of water dimer (Conf1: nonplanar with a nearly linear OH–O bond; Conf2: planar-Conf1; Conf3: cyclic; and Conf4: bifurcated) and the three conformers of HF dimer (Conf1: nonlinear; Conf2: linear; Conf3: cyclic) investigated are shown in Figure 1. In all cases, Conf1 corresponds to the absolute minimum whilst the other conformers are not stable intermediates and present at least one imaginary frequency.

The dimerization energies and their constituting LED contributions for the conformers of water and HF dimers are shown in Table 1. In all cases, the dimerization energies of the conformers are quite similar. For the water conformers, they range from −4.95 kcal/mol (Conf1) to −3.16 kcal/mol (Conf4). The situation is similar for the HF conformers, for which the dimerization energies range from −4.51 kcal/mol (Conf1) to −3.52 kcal/mol (Conf3). Therefore, the conformers of both dimers lie within 2 kcal/mol. The inclusion of the ZPE correction to relative energies, which amounts up to 0.7 kcal/mol, makes the energetic separation between the conformers even smaller.

These results already suggest that subtle differences in the various terms of the interaction determine the trend in the interaction energies. Deeper insight into this aspect can be obtained by looking at the individual contributions from the LED decomposition. Consistent with what was discussed in the previous sections, the geometric preparation, weak pairs, and perturbative triples do not contribute significantly to the relative stabilities of the different conformers. In all cases, the largest LED terms are electronic preparation and electrostatic interactions at the HF level. This is not surprising, considering the strong dipole moments of water and HF and in light of the fact that the electrostatic interaction is well described at the HF level, as shown in the previous section. Interestingly, \( E_{\text{elstat}} \) and \( \Delta E_c \) show similar trends, thus highlighting the importance of classical electrostatic interactions in determining the relative stabilities of different conformers. However, as \( E_{\text{elstat}} \) and \( \Delta E_{\text{HF prep}} \) largely cancel each other, the other contributions of the interaction also play an important role. In particular, the interfragment exchange energy provides a fundamental stabilizing component for all conformers and is typically of the same order of the overall \( \Delta E_{\text{HF prep}} \).

Electron correlation also affects the energetic separation of various conformers. For example, HF predicts a large energetic separation between Conf2 and Conf3 for both water and HF dimers (about 0.6 kcal/mol) whilst the inclusion of electron correlation makes them virtually degenerate. The LED decomposition of the strong pairs shows that \( \Delta E_{\text{res}}^{\text{C-SP}} \), i.e., the sum of the counteracting dynamic electronic preparation and dynamic charge polarization, is positive and ranges from 0.16 to 0.64 kcal/mol. Hence, the major correlation contribution to \( \Delta E_c \) in all cases arises from the London dispersion \( E_{\text{disp}}^{\text{C-SP}} \), which ranges from −0.9 to 1.4 kcal/mol. However, it is worth underscoring that London dispersion and \( E_{\text{disp}}^{\text{C-SP}} \) show similar variations among the various conformers. This picture holds true for all conformers of water and HF dimers. In brief, the LED analyses show that the energetic ordering for the conformers of the water and HF dimers arises from a balance of the stabilizing electrostatic (which is dominated by the HF contribution), interfragment exchange, and dispersion terms, which are partially counteracted by the positive electronic preparation.

**Conclusion**

The recently developed LED scheme in the DLPNO-CCSD(T) framework is a useful and affordable tool to accurately quantify interaction energies and provides their decomposition into physically meaningful terms. In this work, this scheme was applied to the study of H-bond interactions on a series of prototype molecular systems, i.e., a series of conformers of water and HF dimers. For the water dimer, results are compared to the ones obtained from the popular DFT-SAPT approach.

The dissociation energy of water and HF dimers in their equilibrium structure was computed at the DLPNO-CCSD(T) level and results were found to be in perfect agreement with available experimental and previously available CCSD(T) data. On the other hand, the DFT-SAPT was found to underestimate the interaction energy in the water dimer by 0.42 kcal/mol.

For the water dimer, the decay of the different LED components with the intermolecular distance was studied. It was found that, when the water dimer is in its equilibrium structure, the electrostatic interaction estimated via the LED scheme is about twice as large as that obtained from DFT-SAPT. This difference mainly arises from the fact that LED uses orthogonal orbitals whilst the orbitals of different fragments are non-orthogonal in DFT-SAPT. However, both schemes converge to the same asymptotic value. The London dispersion interaction calculated by DFT-SAPT and LED schemes differ by
1 kcal/mol in the equilibrium position, but also converge to the same values in the long range, showing in both cases the expected $r^{-6}$ decay. The LED analysis demonstrates the presence of another stabilizing contribution in the short range, i.e., the interfragment exchange. This component of the interaction decays exponentially and acts by lowering the repulsion of electrons with the same spin.

In the last part of the paper, the DLPNO-CCSD(T)/LED scheme is used to rationalize the trend of stability of a series of conformers of water and HF dimers. It was found that the energetic separation introduced by different H-bond networks arise from a balance between many terms.

**Supporting Information**

**Supporting Information File 1**
The Cartesian coordinates of the optimized structures; the individual and total DLPNO-CCSD(T)/LED energies computed with aug-cc-pVTZ and aug-cc-pVQZ; and HF-SAPT and DFT-SAPT energies computed with aug-cc-pVTZ and aug-cc-pVQZ. The energetics includes CBS, BSSE, and BSSE-followed CBS corrected values. Additional data. [https://www.beilstein-journals.org/bjoc/content/supplementary/1860-5397-14-79-S1.pdf](https://www.beilstein-journals.org/bjoc/content/supplementary/1860-5397-14-79-S1.pdf)

**Acknowledgements**
We gratefully acknowledge the Priority Program “Control of Dispersion Interactions in Molecular Chemistry” (SPP 1807) of the Deutsche Forschungsgemeinschaft for financial support.

**ORCID® iDs**

Ahmet Altun - https://orcid.org/0000-0001-8818-9925
Frank Neese - https://orcid.org/0000-0003-4691-0547
Giovanni Bistoni - https://orcid.org/0000-0003-4849-1323

**References**

Correlation effects and many-body interactions in water clusters
Andreas Heßelmann

Abstract

Background: The quantum-chemical description of the interactions in water clusters is an essential basis for deriving accurate and physically sound models of the interaction potential for water to be used in molecular simulations. In particular, the role of many-body interactions beyond the two-body interactions, which are often not explicitly taken into account by empirical force fields, can be accurately described by quantum chemistry methods on an adequate level, e.g., random-phase approximation electron correlation methods. The relative magnitudes of the different interaction energy contributions obtained by accurate ab initio calculations can therefore provide useful insights that can be exploited to develop enhanced force field methods.

Results: In line with earlier theoretical studies of the interactions in water clusters, it has been found that the main contribution to the many-body interactions in clusters with a size of up to $N = 13$ molecules are higher-order polarisation interaction terms. Compared to this, many-body dispersion interactions are practically negligible for all studied sytems. The two-body dispersion interaction, however, plays a significant role in the formation of the structures of the water clusters and their stability, since it leads to a distinct compression of the cluster sizes compared to the structures optimized on an uncorrelated level. Overall, the many-body interactions amount to about 13% of the total interaction energy, irrespective of the cluster size. The electron correlation contribution to these, however, amounts to only about 30% to the total many-body interactions for the largest clusters studied and is repulsive for all structures considered in this work.

Conclusion: While this shows that three- and higher-body interactions can not be neglected in the description of water complexes, the electron correlation contributions to these are much smaller in comparison to the two-body electron correlation effects. Efficient quantum chemistry approaches for describing intermolecular interactions between water molecules may therefore describe higher-body interactions on an uncorrelated Hartree–Fock level without a serious loss in accuracy.
Introduction

The description of the intermolecular interactions between water molecules is essential for an understanding of the structures and properties of water through the different stages of assemblies, from the dimer over the liquid phase to the bulk phase. Moreover, many chemical processes are explicitly or implicitly influenced by a water environment. An example for this is the hydrogen-bond cooperativity effect that can have a significant impact on the properties of the bare solute molecules [1]. In order to describe such phenomena, computer simulations have become an indispensable tool, since they enable a description of water on a molecular level that often can provide further insights than are accessible from spectroscopic measurements.

The basis for such simulations are the so-called force fields that describe both the covalent as well as the noncovalent interactions within the system. These commonly depend on a number of empirical parameters that are determined either by a fit to experimentally known liquid or bulk properties, or by fitting to energies from ab initio quantum chemistry methods. The most popular potentials for water are the TIP3P [2], TIP4P [2,3] and TIP5P [4,5] force fields, which are based on a modeling of the water pair potential using an electrostatic contribution described by interacting point charges and a van der Waals interaction contribution using Lennard-Jones potentials. In more advanced ab initio water pair potentials the force field is fitted to high-level quantum chemistry results for the water dimer. Force fields belonging to this category are, e.g., the TTM3-F and TTM4-F models [6,7], the AMOEBA force field [8,9], the DPP2 model [10] and various force fields derived by Szalewicz and co-workers [11-13]. There also exist a number of pair potentials that go beyond the point charge approximation [14].

A comparison with high-level coupled-cluster energies for a large number of water dimers and tetramers has revealed, however, that polarization effects, which are not accounted for in the classical point charge potentials, are essential to describe the structures of (H₂O)₂ and (H₂O)₃ in many different conformations [15]. A rather good correlation between the coupled-cluster energies and the force-field energies is found for the polarisable AMOEBA2003 [9,16] and TTM4-F [17] potentials both for the dimer and for the trimer. Both these methods are based on the induced dipole scheme in which polarisable point dipoles, which are assigned to the molecules, interact with the surrounding electric field and are computed in a self-consistent manner. While these force fields, too, rely on a certain degree of empiricism, a number of other force field exist that aim at a more physically sound decomposition of the interaction energy into distinct contributions. Examples for such force fields are the sum of interaction between fragments (SIBFA) [18-20] and the effective fragment potential (EFP) [21] method. The most recent version of the latter, EFP2, can describe both (long-range) polarization as well as charge-transfer interactions. The latter was found to yield a significant contribution to the interaction energy of the water dimer [22].

However, one of the most significant results of [22] was that the dipole–quadrupole polarisability term of the multipole expansion of the dispersion interaction, which is usually neglected in force fields or dispersion corrected DFT methods, is a quite large positive (for the clusters considered) and anisotropic contribution to the interaction energy of small water clusters [22]. It was found to be almost half of the magnitude of the leading-order dipole–dipole term. It was therefore concluded by Guidez et al. that this term should not be neglected in the description of the interactions in water.

Another challenge for water models is the description of nonadditive many-body terms to the interaction energy [23-25]. It has been found that these contribute 15% to the total interactions in the condensed phase [26] and this amount even increases to 17–30% for small water clusters [26-28]. Explicit evaluations of three-body interaction energy terms using symmetry-adapted perturbation theory (SAPT) for the water trimer have revealed that the strongest contribution to the three-body energy originates from the polariisation (induction) energy while the three-body dispersion interaction is rather small [28,29]. Moreover, many-body exchange effects, including exchange–induction and exchange–dispersion, are relatively large yet cancel each other due to opposite signs at the uud minimum configuration [29] (”uud” indicates that two “free” hydrogen atoms point above the plane formed by the three oxygen atoms (u→up) and one below it (d→down) [30]). In the study by Hodges et al. it has been shown for several structures of the water tetramer that total four-body interactions are in most cases much smaller or even negligible compared to the three-body interactions [27]. The only exception to this was observed for the squared geometry in which the hydrogen bonds act cooperatively to enhance the induction energy. In a recent work by Hapka et al. it was shown that also standard density functional theory methods are able to describe nonadditive effects to the interaction energy quite well for hydrogen-bonded clusters, yet, fail to do so for dispersion bound complexes [31]. The common conclusion from the quantum chemistry studies of small water clusters was that damped classical polarization models should be able to accurately capture the nonadditive effects for larger clusters of water, because of the fact that short-range contributions, including many-body exchange effects, grow less strongly with the size of the system than induction, dispersion or electrostatic interaction energies [32].
In this work we will study the impact of electron correlation effects and many-body interactions on the structures and energies of water clusters \((\text{H}_2\text{O})_n\) with cluster sizes ranging between \(n = 2\) and \(n = 13\). In doing so, we focus on the importance of dispersion energy contributions to the interaction energy, including two-body and many-body dispersion effects. It will be shown that overall electron correlation effects have only a minor impact on the orientation of the water molecules in the various minimum structures of the clusters. Dispersion interactions, however, make up a significant contribution of about 60% to the total interaction energies in larger water clusters and lead to a compression of the cluster sizes on average. The total magnitude of the electron correlation contribution to the interaction energy is, however, only about half the size of the sum of the two-, three- and four-body dispersion interactions, i.e., the large dispersion interaction contribution is strongly quenched by further repulsive correlation contributions. Noting that the correlation effect to the molecular dipole moment of the water molecule reduces the dipole moment from the Hartree–Fock method by about 0.13 Debye [33], it can be assessed that a fraction of this repulsive correlation contribution originates from the reduction of the electrostatic interaction energy [34]. Empirical models for water that are based on a fitting to ab initio results therefore have to take the influences of the different correlation effects carefully into account.

**Many-Body Expansion of the Interaction Energy**

Consider a cluster system containing \(N\) molecules. The total interaction energy of this system is given by

\[
E_N = E_{\text{int}}(123...N) = E(123...N) - E(1) - E(2) - ... - E(N),
\]

with \(E(123...N)\) denoting the total energy of the system and \(E(A)\) (with \(A = 1, 2, ...\)) denoting the one-body clusters (monomers). The idea of the many-body expansion is to decompose the total interaction energy into terms arising from the two-body, three-body, four-body, etc. interactions, so that the total energy is given by

\[
E_N = \sum_{A=1}^{N} E(A) + \sum_{A=1}^{N-1} \sum_{B>A}^{N} \Delta^2 E(AB) + \sum_{A=1}^{N-2} \sum_{B>A}^{N-1} \sum_{C>B}^{N} \Delta^3 E(ABC) + ... + \sum_{A=1}^{N-3} \sum_{B>A}^{N-2} \sum_{C>B}^{N-1} \sum_{D>C}^{N} \Delta^4 E(ABCD) + ... + \Delta^N E(1234...N),
\]

with \(\Delta^M\) denoting the \(M\)-th body interaction contribution. These describe the change of the total energy of the system due to the interactions of the \(M\)-th body clusters. The first three terms are defined as

\[
\begin{align*}
\Delta^2 E(AB) &= E(AB) - [E(A) + E(B)] \\
\Delta^3 E(ABC) &= E(ABC) - [E(A) + E(B) + E(C)] - [\Delta^2 (AB) + \Delta^2 (AC) + \Delta^2 (BC)] \\
\Delta^4 E(ABCD) &= E(ABCD) - [E(A) + E(B) + E(C) + E(D)] - [\Delta^2 (AB) + \Delta^2 (AC) + \Delta^2 (AD) + \Delta^2 (BC) + \Delta^2 (BD) + \Delta^2 (CD)] - [\Delta^3 (ABC) + \Delta^3 (ABD) + \Delta^3 (ACD) + \Delta^3 (BCD)].
\end{align*}
\]

As shown in Figure 1, the number of three- and four-body clusters increases much more rapidly with the size of the system than the number of two-body clusters. In spite of this, however, a truncation of the expansion of Equation 2 after the two-body term will usually capture 90% and more of the total interaction energy. This originates in part from the fact that for larger many-body systems many three-body and four-body clusters possess structures with far distant molecules. Moreover, the individual interaction energy contributions to the three- and higher-body interaction energy tend to be much smaller than the sum of the two-body interaction energies, as will be shown in this work.

\[\text{Figure 1: Number of two-body, three-body and four-body clusters for systems with up to 13 molecules.}\]

**Method**

The calculations in this work have been performed using the EXX-RPA (exact-exchange random-phase approximation) electron correlation method [35-37], which is based on an exact-
The total energy of the EXX-RPA method is given by

\[ E_{\text{EXX-RPA}} = E_{\text{EXX}} + E_{\text{EXX-RPA}} \tag{4} \]

where \( E_{\text{EXX}} \) denotes the energy of the EXX reference determinant and \( E_{\text{EXX-RPA}} \) is the EXX-RPA correlation energy. Like the Hartree–Fock method, the EXX method lacks the description of electron correlation effects, i.e., electron–electron interactions beyond zeroth and first order in the Coulomb interaction. Thus, any inter- and intramolecular correlation effects of the EXX-RPA method are described by the correlation term \( E_{\text{EXX-RPA}} \) of Equation 4.

In order to analyze individual interaction energy contributions of the two-body clusters, the DFT-SAPT method [44-52] method has been used. With this method, the interaction energy of a dimer system \( AB \) is given by

\[ \Delta^2 E(AB) = E_{\text{clst}}^{(1)} + E_{\text{exch}}^{(1)} + E_{\text{ind}}^{(2)} + E_{\text{exch-ind}}^{(2)} + E_{\text{disp}}^{(2)} + E_{\text{exch-disp}}^{(2)} \tag{5} \]

The interaction energy terms in Equation 5 are: \( E_{\text{clst}}^{(1)} \) electrostatic interaction energy, \( E_{\text{exch}}^{(1)} \) first-order exchange interaction energy, \( E_{\text{ind}}^{(2)} \) induction energy, \( E_{\text{exch-ind}}^{(2)} \) exchange-induction energy, \( E_{\text{disp}}^{(2)} \) (two-body) dispersion energy and \( E_{\text{exch-disp}}^{(2)} \) exchange-dispersion energy. The exchange interaction energy terms in Equation 5 are short-range contributions to the interaction energy and stem from a tunneling of the electrons between the two monomers. They quickly decay exponentially with the distance of the interacting systems. The superscripts (1) and (2) denote the order of the individual terms with respect to the interaction energy operator.

In this work all terms in Equation 5 have been computed using EXX monomer wave functions. Moreover, the sum of the dispersion and exchange–dispersion energy

\[ E_{\text{disp}}^{(2)} + E_{\text{exch-disp}}^{(2)} \leq \Delta^2 E_{\text{corr}} \tag{7} \]

is a fraction of the EXX-RPA correlation energy contribution to the intermolecular interaction energy, since both the DFT-SAPT terms as well as the EXX-RPA correlation energy are computed with the exact-exchange response kernel [53,54]. Here, the main difference of the quantities on the left-hand and right-hand side of Equation 7 stems from the correlation energy contributions to the electrostatic, induction and their exchange interaction energy counterparts. Note that an analogous decomposition of the supermolecular interaction energy into distinct terms is also possible for the second-order Møller-Plesset perturbation theory method [60].

Finally, we have also computed three-body and four-body dispersion interaction energies that contribute to the three-body and four-body interaction energy terms:

\[ E_{\text{disp}}^{(3)} (ABC) \leq \Delta^3 E(ABC), \tag{8} \]

\[ E_{\text{disp}}^{(4)} (ABCD) \leq \Delta^4 E(ABCD). \tag{9} \]

Thus, it will be possible to evaluate the importance of dispersion interactions both for the total many-body interaction energy as well as for its correlation interaction contribution.

**Computational Details**

The structures of the water clusters have been taken from the work of Maheshwary et al., see Figure 2. This set of structures contains both the prism form as well as the cage form of the water hexamer. These are almost isoenergetic and form the first noncyclic global minimum structures of \((H_2O)_x\). In addition, the cyclic-chair conformation of the hexamer is considered, too, in this work, since it is known that this structure is characterised by strong many-body interactions [61-63]. For consistency, the cyclic-chair geometry has been optimized on the same level that was used in [23], namely Hartree–Fock employing the 6-31G(d,p) basis set [64]. The resulting structure is shown in Figure 3.

All calculations of this work were performed using the aug-cc-pVTZ basis set by Dunning and co-workers [65]. In order to correct the basis set error of the correlation energy terms, these were extrapolated using a double-\( \zeta \) to triple-\( \zeta \) two-point extrap-
Influence of correlation effects on the structures

To investigate the influence of electron correlation effects (including intermolecular dispersion interactions) on the structure of the water clusters, we have reoptimized the structures from [23] on the Hartree–Fock (HF) level using the def2-TZVP basis...
set [70]. These modified HF geometries were then further optimized with the MP2 (second-order Møller-Plesset perturbation theory) method, which takes electron correlation effects into account at the second order. The resulting structures for the dimer up to the heptamer are shown in Figure 4. Here, for better visibility, the HF structures are colored in blue and the MP2 structures in red. They are superpositioned in such a way that the average distances of the atoms of the respective geometries are minimised.

As can be seen in Figure 4, the electron correlation effects described by the MP2 method hardly change the global structures of the various clusters. This indicates that they mainly originate from electrostatic and induction interactions that can already be described reasonably well with the HF method. However, except for the trimer, where HF and MP2 geometries hardly differ from each other, one can observe that the correlation effects lead to a compression of the structures relative to the ones obtained with HF. This can be attributed to dispersion interactions between the molecules which is an additional attractive interaction energy contribution not accounted for by the HF method, see also below.

The dependence of the electrostatic and dispersion energy on the structure is highlighted in Figure 5 for three different conformations of the water dimer. These three structures have in common the distance of the oxygen atoms (2.98 Å in this example), but they possess different orientations of the hydrogen atoms. The first structure in Figure 5 corresponds to the equilibrium. As can be seen in the figure, the electrostatic interaction energy is strongly influenced by the orientation of the molecules and changes by almost +10 kcal/mol from the hydrogen-bonded structure to the second one that is characterised by parallel dipoles of the two water molecules. Compared to this, the dispersion interaction hardly changes upon a disordering of the hydrogen atoms. While it has a minimum, too, at the equilibrium structure, for the other two structures it lies only +0.7 kcal/mol higher in energy. In line with the structure changes displayed in Figure 4, one can thus conclude that dispersion interactions almost act isotropically and therefore

---

Figure 4: Comparison of the structures of the first seven water clusters optimized on the Hartree–Fock and MP2 levels of theory. Blue: HF, red: MP2 (def2-TZVP basis set).
will generally try to maximise the contacts of the interacting sites.

Figure 5: Electrostatic and dispersion interaction energy for three different structures of the water dimer. In all structures the oxygen–oxygen distance is equal to 2.98 Å. The first structure corresponds to the equilibrium (aug-cc-pVTZ basis set).

This is also illustrated in Figure 6, which shows the two-body and three-body dispersion energies for three different structures of the water trimer. Here, again structure 1 corresponds to the equilibrium, which is characterised by an equilateral triangle formed by the three oxygen atoms. Compared to this, in structure 2 one of the sides of the triangle is extended, fixing however the other two at a length of 2.87 Å as in the first one. Finally, structure 3 is a linear shaped structure, see Figure 6. As can be seen in the diagram, when the trimer transforms from the most compact equilibrium structure to the linear form, the two-body dispersion interaction strongly reduces by +6 kcal/mol, yet remains attractive having a magnitude of about −6 kcal/mol for the structures 2 and 3. The blue horizontal bars in Figure 6 show the energy levels of the corresponding three-body dispersion energy for the three conformations. As can be seen, it possesses just the opposite dependency on the structure as the two-body dispersion energy. That is, it is repulsive at the triangularly shaped equilibrium structure but turns into an attractive contribution when the structure changes to the linearly shaped form (see the scale on the right-hand side of the diagram in the figure). One can readily describe this anisotropic behavior of the three-body dispersion energy by the simplified Axilrod–Teller form of the interaction energy between three atoms [71]:

\[
E_{\text{disp}}(ABC) = 3C_9^{ABC} \frac{1 + 3 \cos \theta_A \cos \theta_B \cos \theta_C}{R_{AB}^3 R_{AC}^3 R_{BC}^3},
\]

where \( R_{ij} \) and \( \theta_i \) denote the sides and the angles of the \( ABC \) triangle and \( C_9^{ABC} > 0 \) is a constant coefficient. Equation 10 shows that when \( ABC \) is in a linear configuration, the three-body dispersion energy is negative (an attractive contribution), while the equilateral triangular configuration leads to a repulsive interaction. Figure 7 shows the number of three-body subclusters that possess a stabilising three-body dispersion energy contribution (determined from the results of the calculations performed in this work). It can be seen that this number grows much less strongly with the cluster size than the number of subclusters with a destabilising three-body dispersion interaction. This qualitatively explains that the total three-body dispersion energy for the respective water clusters considered in this work is always repulsive, too (see below). Furthermore, a comparison of the total magnitudes of the two-body and three-body dispersion energies shows that the three-body dispersion interaction is much weaker than the two-body dispersion interaction. Therefore, its effect on the shape and energies of the larger water clusters can almost be neglected, see also below.

Figure 6: Two- and three-body dispersion energies for three structures of the water trimer. In all conformations the minimum oxygen–oxygen distance amounts to 2.87 Å. The first structure corresponds to the equilibrium. Note that an alternate ordinate scale is used for the two- and three-body energies (aug-cc-pVTZ basis set).

Many-body interactions in the water trimer and tetramer structures

In this section we analyse the three- and four-body interactions in the cyclic water trimer and tetramer structures, see Figure 2. More precisely, we here want to identify the main interaction energy contributions to the many-body interaction in these two cases. Note, though, that the interaction energy terms of the DFT-SAPT method, see Equation (Equation 5), can only describe the two-body interactions between two subsystems \( A \) and \( B \). While three-body contributions to the DFT-SAPT method have been developed by Podeszwa and Szalewicz [29]...
Figure 7: Number of three-body subclusters for which the three-body dispersion energy is attractive (red) or repulsive (blue).

Recall that using the supermolecule method the term \( \Delta^3(AB - C) \) is given by \( \Delta^3(AB - C) = E(ABC) - E(AB) - E(C) \). An insertion of the corresponding total energy expressions into the other terms in Equation 13–Equation 15 shows that

\[
\begin{align*}
\Delta^3(AB - C) + \Delta^3(AC - B) + \Delta^3(BC - A) \\
&= 3[E(ABC) - E(A) - E(B) - E(C)] \\
&= 3\Delta^3(ABC),
\end{align*}
\]

and therefore the sum of the terms \( \Delta^3(AB - C), \Delta^3(AC - B) \) and \( \Delta^3(BC - A) \) scaled by a factor of one third can be identified as three-body interaction energy.

We have calculated these terms using the DFT-SAPT method, which allows us to analyse the contribution of the different interaction energy terms of Equation 5 to the three-body interaction energy. The results for the water trimer are shown in Figure 8. In addition, the diagram also contains the three-body interaction energy of the EXX-RPA method as well as its correlation contribution. We have also compared the sum of the terms \( E^{\text{el}} + E^{\text{exch}} + E^{\text{ind}} + E^{\text{exch-ind}} \) (the overlines are used here to distinguish the terms from the two-body SAPT interaction terms) to the total EXX three-body interaction energy and found a good agreement (DFT-SAPT: \(-1.63 \text{ kcal/mol}\), EXX: \(-1.70 \text{ kcal/mol}\)). This shows that higher-order interaction contributions to the three-body interaction energy of the EXX method are small.
The diagram in Figure 8 shows that the main contributions to the three-body interaction energy stem from the electrostatic and induction energies. These should not be confused with the standard two-body interaction energy counterparts but should rather be interpreted as the changes of the electrostatic and induction interactions due to the perturbations by another monomer in the trimer. Accordingly, one may interpret the electrostatic contribution in Figure 8 as an induction effect and the induction contribution as a higher-order polarisation effect contained in the three-body interaction energy. The exchange energy counterparts to $E_{\text{elat}}^{(1)}$ and $E_{\text{ind}}^{(2)}$ are quite small and strongly cancel each other, making up only a marginal net contribution to the three-body energy. This holds true also for the correlation contribution to the three-body interaction, including the dispersion energy, which is found to be repulsive. Therefore, in line with the findings of the previous section, the many-body correlation effects are negligible in the sum of the different three-body terms, see also Figure 6.

The pseudodimer scheme can also be applied to the tetramer. While this can be done in various ways, in this work we used the following terms:

\[
\Delta^4(AB-CD) = \Delta^2(AB-CD) - \Delta^2(AC) - \Delta^2(AD) - \Delta^2(BD),
\]

\[
\Delta^4(AC-BD) = \Delta^2(AC-BD) - \Delta^2(AB) - \Delta^2(AD) - \Delta^2(BC) - \Delta^2(CD),
\]

\[
\Delta^4(AD-BC) = \Delta^2(AD-BC) - \Delta^2(AB) - \Delta^2(AC) - \Delta^2(BD) - \Delta^2(CD).
\]

One finds

\[
\Delta^4(AB-CD) + \Delta^4(AC-BD) + \Delta^4(AD-BC) = 3[\Delta^4(ABCD) + \Delta^3(ABCD)],
\]

and therefore, analogously to the procedure described above for the trimer, the sum has to be scaled by a factor of one third to reproduce the sum of the three-body and four-body interactions. The DFT-SAPT interaction energy decomposition of the many-body interactions of the water tetramer is shown in Figure 9. While compared to the trimer case the magnitudes of the individual components are distinctly larger, qualitatively the situation is similar to the trimer case. Namely, the main contributions to the many-body interactions in the tetramer stem from the (changes in the) electrostatic and induction energy while again correlation effects are comparably small. The difference between the total EXX many-body interaction energy and the sum of the first and second order energies (excluding the (exchange-)dispersion energy) amounts to $-0.15$ kcal/mol which is slightly larger than in case of the trimer. This indicates an increasing importance of higher order interaction energy terms to the many-body interaction energy for larger cluster sizes.

The pseudodimer scheme can also be applied to the tetramer. While this can be done in various ways, in this work we used the following terms:

\[
\Delta^4(AB-CD) = \Delta^2(AB-CD) - \Delta^2(AC) - \Delta^2(AD) - \Delta^2(BD),
\]

\[
\Delta^4(AC-BD) = \Delta^2(AC-BD) - \Delta^2(AB) - \Delta^2(AD) - \Delta^2(BC) - \Delta^2(CD),
\]

\[
\Delta^4(AD-BC) = \Delta^2(AD-BC) - \Delta^2(AB) - \Delta^2(AC) - \Delta^2(BD) - \Delta^2(CD).
\]

One finds

\[
\Delta^4(AB-CD) + \Delta^4(AC-BD) + \Delta^4(AD-BC) = 3[\Delta^4(ABCD) + \Delta^3(ABCD)],
\]

and therefore, analogously to the procedure described above for the trimer, the sum has to be scaled by a factor of one third to reproduce the sum of the three-body and four-body interactions. The DFT-SAPT interaction energy decomposition of the many-body interactions of the water tetramer is shown in Figure 9. While compared to the trimer case the magnitudes of the individual components are distinctly larger, qualitatively the situation is similar to the trimer case. Namely, the main contributions to the many-body interactions in the tetramer stem from the (changes in the) electrostatic and induction energy while again correlation effects are comparably small. The difference between the total EXX many-body interaction energy and the sum of the first and second order energies (excluding the (exchange-)dispersion energy) amounts to $-0.15$ kcal/mol which is slightly larger than in case of the trimer. This indicates an increasing importance of higher order interaction energy terms to the many-body interaction energy for larger cluster sizes.

**Figure 9:** DFT-SAPT energy decomposition of the sum of the three- and four-body interaction energy of the water tetramer calculated using the pseudo-dimer technique.

**Dependence of energy contributions on the cluster size**

Various contributions to the interaction energy of the water clusters are presented in Table 1 up to the water tridecamer. The second to fourth column show the two-body, three-body and four-body dispersion energies, the fifth column contains the sum of all two-body interactions ($\sum_{i<j}^N \Delta^2 E(AB)$) and the seventh column the total (all-body) interaction energy, i.e., $E_N = E(123...N) - \sum_{i=1}^N E(A)$. In addition, the sixth and the eighth column display the correlation contributions to the two-body and all-body interaction energies, respectively.

As can be seen in Table 1, even for large cluster sizes the three- and four-body dispersion energies are fairly small compared to the two-body dispersion interaction. Moreover, since they possess alternate signs, they also partially cancel such that their sum amounts to only 1% of the two-body dispersion at a cluster size of $N = 13$. One can therefore conclude that many-body dispersion effects are negligible for the description of water clusters. This is also illustrated in the diagram in Figure 10 in which the three- and four-body dispersion interaction is plotted along with the total many-body correlation interaction $\Delta^N_{\text{corr}}$, defined by the difference of the $E^{\text{all-body}}$ and $E^{\text{two-body}}$ terms.
interactions lead to a lowering of the interaction energy of about the sum of the two-body interactions in the water clusters? Yet, how significant are many-body interactions compared to the total many-body interaction energy by 22%.

\[ \Delta E_{\text{corr}} = 13 \text{ kcal/mol} \]

The correlation contribution reduces the overall attractive many-body interaction energy by 22%. For instance, for \( N = 13 \) the correlation contribution reduces the overall attractive many-body interaction energy by 22%.

Table 1: Two-, three- and four-body dispersion energies and two-body and total (all-body) interaction energies of the water clusters. All energies are in kcal/mol.

<table>
<thead>
<tr>
<th>((\text{H}_2\text{O})_x)</th>
<th>(E_{\text{disp}}^{\text{two-body}})</th>
<th>(E_{\text{disp}}^{\text{three-body}})</th>
<th>(E_{\text{disp}}^{\text{four-body}})</th>
<th>(E_{\text{total}}^{\text{two-body}})</th>
<th>(E_{\text{corr}}^{\text{two-body}})</th>
<th>(E_{\text{total}})</th>
<th>(E_{\text{corr}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-2.28</td>
<td></td>
<td></td>
<td>-4.47</td>
<td>-1.24</td>
<td>-4.47</td>
<td>-1.24</td>
</tr>
<tr>
<td>3</td>
<td>-8.02</td>
<td>0.06</td>
<td></td>
<td>-12.22</td>
<td>-4.47</td>
<td>-13.76</td>
<td>-4.31</td>
</tr>
<tr>
<td>4</td>
<td>-13.21</td>
<td>0.07</td>
<td>-0.01</td>
<td>-20.27</td>
<td>-6.88</td>
<td>-24.27</td>
<td>-6.61</td>
</tr>
<tr>
<td>5</td>
<td>-16.89</td>
<td>0.04</td>
<td>-0.03</td>
<td>-25.62</td>
<td>-8.33</td>
<td>-32.05</td>
<td>-8.17</td>
</tr>
<tr>
<td>6 (prism)</td>
<td>-24.09</td>
<td>0.31</td>
<td>-0.04</td>
<td>-35.12</td>
<td>-13.79</td>
<td>-40.35</td>
<td>-12.78</td>
</tr>
<tr>
<td>6 (cage)</td>
<td>-24.69</td>
<td>0.33</td>
<td>-0.05</td>
<td>-35.53</td>
<td>-14.25</td>
<td>-40.72</td>
<td>-13.17</td>
</tr>
<tr>
<td>6 (ring)</td>
<td>-20.33</td>
<td>0.01</td>
<td>-0.01</td>
<td>-31.63</td>
<td>-10.06</td>
<td>-41.72</td>
<td>-9.60</td>
</tr>
<tr>
<td>7</td>
<td>-29.86</td>
<td>0.36</td>
<td>-0.06</td>
<td>-43.64</td>
<td>-17.00</td>
<td>-60.71</td>
<td>-15.74</td>
</tr>
<tr>
<td>8</td>
<td>-37.72</td>
<td>0.48</td>
<td>-0.09</td>
<td>-55.15</td>
<td>-21.64</td>
<td>-76.79</td>
<td>-19.99</td>
</tr>
<tr>
<td>9</td>
<td>-41.59</td>
<td>0.44</td>
<td>-0.08</td>
<td>-61.60</td>
<td>-23.53</td>
<td>-84.13</td>
<td>-21.72</td>
</tr>
<tr>
<td>10</td>
<td>-47.41</td>
<td>0.49</td>
<td>-0.12</td>
<td>-70.27</td>
<td>-27.06</td>
<td>-87.33</td>
<td>-24.82</td>
</tr>
<tr>
<td>11</td>
<td>-53.43</td>
<td>0.79</td>
<td>-0.12</td>
<td>-76.72</td>
<td>-31.97</td>
<td>-98.69</td>
<td>-28.86</td>
</tr>
<tr>
<td>12</td>
<td>-61.96</td>
<td>0.91</td>
<td>-0.18</td>
<td>-89.79</td>
<td>-37.14</td>
<td>-102.94</td>
<td>-33.33</td>
</tr>
<tr>
<td>13</td>
<td>-64.94</td>
<td>0.92</td>
<td>-0.19</td>
<td>-94.26</td>
<td>-38.88</td>
<td>-107.82</td>
<td>-34.93</td>
</tr>
</tbody>
</table>

Figure 10: Sum of three- and four-body dispersion interactions compared to the total many-body interactions \(\Delta^{3-4N}\) in the water clusters.

Yet, how significant are many-body interactions compared to the sum of the two-body interactions in the water clusters? From the results shown in Table 1 one finds that the many-body interactions lead to a lowering of the interaction energy of about 13% for all clusters on average. The only exception to this is found for the cyclic structures of the water tetramer, pentamer and hexamer for which the many-body interaction contributes even 20–25% to the total interaction energy. This strong increase of the many-body interactions in the cyclic structures of water clusters is well known [61]. More recently, Bates et al. [72], Hincapie et al. [73] and Chen et al. [74] have performed high-level coupled-cluster calculations for various isomers of \((\text{H}_2\text{O})_6\). These more recent investigations support the findings of earlier studies of the water hexamer [62,63] that the cyclic structures are less favorable than the prism and cage forms in spite of the strong many-body interaction contribution. The results for the hexamer structures studied in this work indicate why the ring form is less stable than the other two structures. We find a considerably lower stabilisation of the ring-hexamer due to two-body dispersion and (thereby) total two-body interactions by about 4 kcal/mol compared to the cage and prism isomers, see Table 1. This result agrees well with the local molecular orbital energy decomposition analysis of the MP2 interaction energies for the corresponding hexamer structures by Chen and co-workers [74]. Yet, the total interaction energies for the three structures are within a range of 1 kcal/mol (note that compared to this Bates et al. found that the cyclic-chair structure is more unstable by +1.83 kcal/mol than the prism structure using the CCSD(T) method [72]). Thus, the decrease of the two-body interaction energy and the increase of the many-body interaction when switching from the cage/prism form to the ring form of \((\text{H}_2\text{O})_6\) almost cancel. Apparently, the water hexamer is the first cluster where the two-body interactions start to dominate the global shape of the cluster geometry,
favoring more compact structures than noncompact ring structures.

The above analysis shows that while the many-body interactions in the water clusters are a significant contribution to the total interaction their contribution is scalable and could be modeled, e.g., by scaling the sum of the pair interactions to describe the interactions in the system effectively. This is an approach that is used also in many force field parametrisations for water.

In Figure 11 the ratio of the two-body dispersion energy over the two-body and total interaction energies (including the two-body energies) is plotted. One can see that for all cluster sizes the two-body dispersion amounts to about 60% to the total interaction energy and even almost 70% to the total two-body interaction. This clearly demonstrates the significance of dispersion interactions for the stabilisation of the water clusters. The almost constant dependence of the ratio on the cluster size again demonstrates that the increase of the dispersion interaction energy is very similar to the increase of the total interaction energy. Again, this shows that the magnitude of the total interaction energy of the water clusters (in their equilibrium) could be approximated well by a pair-interaction model.

The main contributions to the many-body interactions (beyond the two-body level) are described by higher order polarisation interactions, in line with previous studies of the interactions in water clusters [28,29]. This was found through a decomposition of the interaction energies using the DFT-SAPT method with the aid of the pseudodimer technique. Overall, many-body interactions are quite significant and contribute about 13% to the total interaction energy of the water clusters. This amount was found to be almost independent on the cluster size. Because of this, many-body interactions in water should be accurately reproducible by properly scaled two-body interaction energy terms. Since, however, the many-body polarisation interactions, like their two-body counterparts, may be very anisotropic, this approach needs to be carefully tested also for nonequilibrium structures not considered in this work.

It can generally be concluded that electron correlation effects, including dispersion interactions, are crucial for the description of the two-body interactions in water clusters, yet they yield comparably smaller contributions to the many-body interactions. Efficient computational approaches that are based on the many-body expansion to describe the interactions in water may therefore restrict the description of electron correlation to the two-body level without a severe loss in accuracy.
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Are dispersion corrections accurate outside equilibrium? 
A case study on benzene
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Abstract
Modern approaches to modelling dispersion forces are becoming increasingly accurate, and can predict accurate binding distances and energies. However, it is possible that these successes reflect a fortuitous cancellation of errors at equilibrium. Thus, in this work we investigate whether a selection of modern dispersion methods agree with benchmark calculations across several potential-energy curves of the benzene dimer to determine if they are capable of describing forces and energies outside equilibrium. We find the exchange-hole dipole moment (XDM) model describes most cases with the highest overall agreement with reference data for energies and forces, with many-body dispersion (MBD) and its fractionally ionic (FI) variant performing essentially as well. Popular approaches, such as Grimme-D and van der Waals density functional approximations (vdW-DFAs) underperform on our tests. The meta-GGA M06-L is surprisingly good for a method without explicit dispersion corrections. Some problems with SCAN+rVV10 are uncovered and briefly discussed.

Introduction
The past decade has seen an increasing awareness of the role played by van der Waals dispersion forces in chemistry and materials science [1-6]. It has consequently become firmly established that including dispersion forces can be vital for understanding and predicting the behaviour and structure of molecules, materials and surfaces [7-12].

The increased attention being paid to dispersion forces has paralleled, and been driven by, an increased interest in how to accurately model them. Multiple families of approaches for including dispersion forces in quantum chemical simulations now exist, mostly based around the principle of improving density functional theory (DFT) calculations (see, e.g., some key and recent summaries [3,5,13,14]) through a dispersion correction. The latest variants of these approaches have been highly successful in predicting key properties of a wide range of molecules and materials, such as binding energies and molecular/material structures [4,5,15].
are increasingly converging towards accurate prediction of these properties [16].

What is less well known, however, is how well methods predict the properties of systems outside of internal equilibrium, i.e., whether they can predict energies and forces when a system has not relaxed to its lowest energy geometry. This question is important as it is feasible that methods benefit from a cancellation of errors at equilibrium, which may give false expectations about their general accuracy. We therefore need to understand the limitations of approaches in dealing with dispersion forces generally, and not just for systems at their equilibrium geometries. This is especially important for predicting how a system (or sub-system) behaves when subject to external forces, or when dispersion forces compete with other weak forces within molecules or structures. It is particularly relevant as recent work has shown that modern approaches can often provide accurate binding distances or binding energies in layered materials [17], but not both, suggesting limits to their accuracy.

The work by Řezáč et al. goes some way to resolving this question, by providing benchmark values (the S66x8 set) for eight equilibrium and non-equilibrium geometries of different molecular pairs [18]. This set has been used to test various dispersion methods [19]. However, while S66x8 certainly improves on tests only at optimized geometries, it may still fail to expose issues with forces or other energetic differences.

In this work we thus test the accuracy of modern dispersion approaches in reproducing the energetics of the benzene dimer, an important model system, in different geometries. The coupled-cluster with singles, doubles and perturbative triples (CCSD(T)) benchmark set of Sinnokrot et al. [20] is used, with the aim of establishing which approximations can best reproduce the full potential energy curves. This simple test is not designed to be comprehensive, but rather to interrogate the predictive ability of different approaches. Note that the benchmark set, while slightly inaccurate by modern standards, is predicted to be within 0.1 kcal/mol of more recent benchmarks [21], which is similar to methodological errors caused by using modern pseudopotential methods [22]. We thus feel that its range more than makes up for any limitations it may have.

Moreover, interactions between ring structures feature widely across organic chemistry [23-25]. Recently, there has been increasing interest in utilizing non-covalent π-stacking for synthetic catalysis – and it is notable that most structures shown in a recent review on the topic feature rings that interact at distances greater than the potential minimum [26]. Benzene dimers also feature in the S22 benchmark set [21,27] that is often used to semi-empirically optimize dispersion corrections, and is almost always used as a test of such methods. They are thus an excellent test of the quality of dispersion models on a system where failures may have chemical relevance.

Results and Discussion

The origin of dispersion forces

Dispersion forces are a semi-classical effect coming from quantum fluctuations. Most simply, they can be viewed from the perspective of pairs of interacting fluctuating dipoles, in which a temporary dipole in one (sub)system induces a dipole in the other, and consequently lowers the total energy. Since the field from each temporary dipole falls off as the inverse cube of the distance \( D \) between the systems, and the contributions come in pairs, this leads to an interaction with the asymptotic form \( U_{\text{vdW}} = -C_6D^{-6} \), where \( C_6 \) is a coefficient that depends on the properties of the independent systems. A similar semi-classical analysis can also be applied to more general multipoles, such as quadrupoles, which give rise to terms proportional to \( D^{-8} \) (quadrupole with dipole), \( D^{-10} \) (quadrupole–quadrupole) etc.

In addition to direct coupling between pairs of multipoles, more general forms of coupling can also lead to higher order contributions, including 3rd-order effects between three multipoles, 4th-order etc., as detailed in, e.g., Dobson and Gould [2]. In certain cases, including graphene [28-31], this can lead to fundamental deviations from the simple model outlined above [18,31-36]. However, the most extreme deviations from the pairwise model do not affect the benzene dimer system.

Note, the importance of higher-order (many-body) dispersion terms in “typical” systems has been the subject of some debate. It is critical to differentiate between non-additive many-body electronic interactions [34,35] and non-additive \( C_6 \) or Axilrod-Teller-Muto (ATM) dispersion interactions here. The former cause large differences in the effective pairwise \( C_6 \) and higher-order dispersion coefficients, relative to corresponding values for free atoms [33,37,38] (these are known as Type-B non-additivity effects in the classification scheme of Dobson [33]). This is a particularly significant effect for metals and can alter the \( C_6 \) coefficients by more than an order of magnitude in some cases [39,40]. In contrast, the 3-body \( C_6 \) contribution to the dispersion energy is typically smaller in magnitude than the pairwise \( C_{10} \) contribution [41] and consequently is negligible for most applications compared to 3-body electronic effects [42-44].

Mathematically, the ATM treatment is most applicable when the energy contribution from 3rd and higher order terms converge rapidly as a function of inverse distance and may thus be truncated after the 2nd-order or 3rd-order contributions. Many-body effects arise from a divergence or slow convergence in the same series due to Dobson-B or -C effects, so that
the contributions must be treated as a formal power series and rewritten as an explicit function of the polarisability tensor.

Summary of modern dispersion methods

Over the last decade, a number of new approaches have been developed that explicitly introduce dispersion forces into electronic structure theory methods – typically density functional theory (DFT). These approaches seek to overcome the fundamental lack of dispersion forces in DFT and Hartree–Fock theory by introducing an explicit long-range correction, giving a total energy $E = E_{\text{DFT}} + \Delta E_{\text{vdW}}$ for the system. Typically, $E_{\text{DFT}}$ is taken from a standard density functional approximation (DFA), such as PBE [45] or B3LYP [37], while $\Delta E_{\text{vdW}}$ is one of a range of dispersion correction models. Note, this is different to seamless approaches like MP2, RPA or other quantum chemistry methods which include dispersion forces automatically.

Common van der Waals corrections can be broadly divided into three categories, as will be detailed below. Substantial effort has seen steady improvements in the quality of approaches in all three categories. In this paper we focus only on recent (or older, but still very popular) iterations within each category, to reflect how the methods are designed to be used in practice. The three classes of approaches considered are:

1) Purely empirical corrections based only on semi-classical models of the nuclei, and their neighbours, without drawing from the electronic density [15,46-50]. Of these we include Grimme’s D2, D3 and D3-BJ functionals, as corrections on PBE and, in the case of D3-BJ, on B3LYP. Here and henceforth “on X” means that the correction is taken on top of the X (hybrid) density functional approximation, which we also denote as X-Y (e.g., PBE-D3-BJ);

2) atomic-dipole with density methods, which correct first-principles or empirical models of atomic dipoles (and sometimes multipoles) using properties of the electronic density. Of these we include XDM [51,52] (on various DFAs), TS [53] (on PBE), TS-MBD@rsRSC (MBD for short, on PBE) and FI-MBD@rsRSC (FI for short, on PBE). Both MBD [54,55] and FI [56,57] include dispersion contributions to all orders using the many-body dispersion method of Tkatchenko et al. [54], but involve different treatment of polarisabilities and screening; and

3) first principles density functionals, in which dispersion forces depend only on the density in a totally seamless fashion [58-60] and in which the base DFA forms part of the functional itself. We include the functional of Dion et al. [59], vdW-DF2 [61], optPBEvdW [62] and optB88vdW [62]. We also include SCAN+rVV10, based on the strongly-constrained and normalised (SCAN) meta-GGA, which has been shown to be very successful in initial testing [63]. We refer collectively to these as vdW-DFAs.

In addition to the van der Waals functionals, we also show energies from the generalized gradient approximations (GGAs) PBE and B3LYP, and the meta-GGAs M06L [64] and SCAN [65] without dispersion corrections. Although both GGAs are known to neglect dispersion physics, the meta-GGAs M06-L and SCAN are expected to capture some dispersion-binding contributions through the large-gradient behaviour of their exchange functionals. Note, the interplay between exchange-correlation functionals and dispersion corrections has been the topic of some discussion [66,67]. Finally, we note that we include only general functionals, and avoid approaches that are designed to address one type of system (e.g., molecules, bulks or layered structures) only.

Calculation details

We performed most calculations using VASP 5.4 [68,69] where the valence electrons are separated from the core by use of projector-augmented wave pseudopotentials (PAW) [70]. The energy tolerance for the electronic structure determinations was set at 10$^{-7}$ eV. Calculations used only the Γ $k$-point. ENCUT was set to 400 eV in all calculations, which were carried out in a $15 \times 15 \times 25$ Å$^3$ supercell. SCAN(+rVV10) required ENCUT = 700 eV as results showed significant noise with the standard energy cutoff, which led us to reduce the box dimensions to $12 \times 12 \times 20$ Å$^3$. We will discuss issues with SCAN later. Both MBD approaches (TS-MBD and FI-MBD) used the reciprocal space implementation [71], the latter in a custom version of VASP 5.4.1 [57]. The vdW-DFs use the implementation of Klimeš [72] of the Román-Pérez and Soler [73] method.

Some methods are not implemented in VASP and in these cases, the calculations were performed using other codes. XDM results were obtained using Gaussian09 (PBE, B3LYP, and LC-wPBE) or Psi4 [74] (B86bPBE) and the postg application. We include XDM results on several base functionals due to its broad success. M06-L results were calculated with Gaussian16 using the aug-cc-pVTZ basis set due to convergence difficulties with the plane-waves/pseudopotential approach.

To put these settings in context, we purposefully employed the methods as they are intended to be used, i.e., using more-or-less standard convergence parameters and recommended settings.

Results

Now that we have established the background methodology, let us summarise the shared features of Figures 1–3 to aid in
detailed assessment. Each figure is composed of sub-figures showing results for selected groupings of methods. Each sub-figure shows as solid lines the benchmark potential energy curve $U_{\text{bench}}$ and the potential energy curves from the selected methods $U_{\text{method}}$. They also show the benchmark force $F_{\text{bench}}$ and the forces for different methods $F_{\text{method}}$, all in dashes. All energies and forces are reported as functions of distance, either between the centre of dimers (Figure 1 and Figure 2) or the sliding distance (Figure 3).

We adopt some steps to ensure all energies and forces are calculated in the same way, so as to reduce uncontrolled errors from, e.g., basis set superpositions or pseudopotentials. Firstly, we use the electronic structure codes to calculate energies $E(R)$ directly. We then fit $E(R) = E_\infty - C_6/R^6$ to the last five points of the parallel configuration data to find $E_\infty$, the extrapolated energy of two monomers, which lets us determine interaction energies $U(R) = E(R) - E_\infty$. We plot $U(R)$ in Figure 1 and Figure 2, and use the minimum-energy values directly in Table 1 – Figure 3 shows $U(R) = E(R) - E(0)$. Secondly, we obtain all forces by fitting cubic splines through the energy data, and taking the derivative of the splines.

Figure 1 shows the interaction energy for the parallel configuration of the benzene dimer (labelled P – with $D_{6h}$ symmetry). Despite having a minimum as a function of distance between the two centres, this arrangement is unstable as the dimers wish to slide apart sideways (see later discussion on Figure 3) to reduce electrostatic effects, such as overlap of the densities of the monomers and static quadrupole–quadrupole interactions, which make metastable AA graphite ≈0.23 kcal/mol/C less energetically favourable compared to AB graphite [75]. This configuration thus involves competition between dispersion forces, repulsive electrostatic forces, and other exchange and correlation effects, making it a good test of dispersion corrections.
It is clear from the figure that D2, XDM (all variants), MBD and FI all give reliable energies across the entire curve. Their forces are slightly worse, but still within 0.5 kcal/mol\(\cdot\)Å of the reference data at reasonable intermolecular distances. The more modern Grimme variants fare worse than their older cousin, and none of the two-point vdW-DFAs work very well at all, for energies or forces, except near the minima. Indeed, most of the tested vdW-DFAs give force errors outside equilibrium that are similar in magnitude to the force itself. A notable exception is SCAN+rVV10 which is broadly on a par with XDM and TS/FI-MBD. Somewhat surprisingly, the semi-local meta-GGA M06L gives an energy curve which is also in broad agreement with the benchmark, but which fluctuates [76] making the spline-derived forces less reliable. Other dispersion-free methods are less successful, as expected.

Next, Figure 3 reports the potential energy curves for sliding of parallel benzene molecules relative to one another at a fixed inter-planar distance \(D\), known as the slipped-parallel configuration (SP – with \(C_{2h}\) symmetry). We show results for
$D = 3.6 \, \text{Å}$, shown relative to their energy in the perfectly parallel configuration [i.e., $U(R,D) = E(R,D) - E(0,D)$]. Here XDM is a stand-out, giving almost perfect agreement with the benchmarks, thus indicating its ability to simultaneously capture competing energy contributions. All other methods are much more successful here than in the previous tests, reflecting their consistency in reproducing electrostatic effects compared to dispersion interactions which are more-or-less constant across the curves. These results are replicated in other tests (not shown) at $D = 3.2$, $3.4$ and $3.8 \, \text{Å}$. Again, the SCAN and SCAN+rVV10 curves display oscillations.

The strange behaviour of SCAN and SCAN+rVV10 warrants special attention. Previous tests of meta-GGAs using Gaussian-type orbital codes suggest this issue might be related to the density of the real-space grid [76]. In Figure 4 we thus show results for SCAN and SCAN+rVV10 for all four intermolecular distances ($D = 3.2$, $3.4$, $3.6$ and $3.8 \, \text{Å}$) and for both the large energy cutoff $700 \, \text{eV}$ used in previous calculations, and also a smaller cutoff of $450 \, \text{eV}$.

It is obvious from these curves that the oscillations seem to be smallest when the overlap between the orbitals is largest, as in the parallel case and the two closest ($D = 3.2$, $3.4$) sliding cases, versus the T case and the more distant sliding cases. Furthermore, the oscillations seem to hold consistently for the smaller and larger energy cutoffs, a result we find somewhat perplexing as, if they were sensitive to the grid, we would expect them to decrease with a larger cutoff (and consequently finer grid).

Finally, in Table 1 we quantify how the different methods perform in prediction of the relative energies of the various local minima, $U_0(T)$, $U_0(P)$ and $U_0(SP)$, for the T, parallel (P) and slipped-parallel (SP) configurations, respectively. We thus show the energy differences, $\Delta U(P/SP) = U_0(P/SP) - U_0(T)$, between the local minima for the parallel and slipped-parallel configurations, and the (presumed) global minimum for the T configuration. In all cases we fit quadratic curves to data to obtain a value as close to the true minimum as possible. We also take advantage of revised benchmark values from Takatani et al.
Table 1: Relative energy differences, $\Delta U(P/SP) = U_0(P/SP) - U_0(T)$ [in kcal/mol], between lowest energies $U_0(T/P/SP)$ for the T, parallel (P) and slipped-parallel (SP) configurations of the benzene dimer, with respect to the minimum-energy T configuration. Here we use the revised benchmarks from Takatani et al. [21] for references, and to quantify the error in our main source of benchmark data [20]. Solid lines separate the different groupings of functionals used in this paper, which are ranked within each section according to $|\text{Error}|$.

$|\text{Error}| = \frac{1}{2}(|\Delta U(P)_{\text{method}} - \Delta U(P)_{\text{revbench}}| + |\Delta U(\text{SP})_{\text{method}} - \Delta U(\text{SP})_{\text{revbench}}|)$.

| Method         | $\Delta U(P)$ | $\Delta U(\text{SP})$ | $|\text{Error}|$ |
|----------------|---------------|------------------------|----------------|
| revBench$^a$  | 0.86          | 0.11                   | -              |
| Bench$^b$     | 0.91          | -0.01                  | 0.09           |
| SCAN          | 1.33          | 0.27                   | 0.32           |
| PBE           | 0.95          | 0.82                   | 0.40           |
| M06L          | 0.51          | -0.38                  | 0.42           |
| B3LYP         | 0.65          | 1.08                   | 0.59           |
| PBE-D3(BJ)    | 0.77          | -0.16                  | 0.18           |
| PBE-D3        | 0.71          | -0.11                  | 0.19           |
| B3LYP-D3(BJ)  | 0.80          | -0.51                  | 0.34           |
| PBE-D2        | 1.50          | 0.28                   | 0.41           |
| PBE-FI        | 0.93          | 0.11                   | 0.04           |
| PBE-MBD       | 0.93          | 0.03                   | 0.08           |
| PBE-TS        | 0.43          | -0.89                  | 0.71           |
| LC-wPBE-XDM   | 0.83          | -0.14                  | 0.14           |
| B3LYP-XDM     | 0.83          | -0.19                  | 0.17           |
| PBE-XDM       | 0.59          | -0.15                  | 0.27           |
| B86BPBE-XDM   | 0.48          | -0.31                  | 0.40           |
| SCAN-rVV10    | 1.03          | -0.21                  | 0.24           |
| optB88vdW     | 0.18          | -0.72                  | 0.76           |
| vdWDF2        | 0.06          | -0.69                  | 0.80           |
| Dion          | -0.27         | -0.73                  | 0.98           |
| optPBEvdW     | -0.12         | -0.90                  | 1.00           |

$^a$From Takatani et al. [21]. $^b$From Sinnokrot et al. [20].

[21] to establish errors in the main reference data used for the full potential curves.

Here, FI and MBD are the best-performing methods, with absolute errors smaller than those for the older benchmark data set. Variants of XDM (LC-wPBE-XDM, B3LYP-XDM) and some Grimme methods are a little poorer, but are still very good. The vdW-DFAs and PBE-TS method can be quite poor, however, further reflecting their poorer treatment of dispersion energies and forces away from equilibrium.

Conclusion

In this work we used benchmark results for several configurations of the benzene dimer to test the ability of dispersion-corrected density functional theory to obtain accurate energies and forces away from equilibrium, and thus to understand their predictive capabilities. All the methods tested here are backed by previously reported successes on a wide range of chemical and/or materials systems. We have shown that many of them do not match these successes at equilibrium by guaranteed success outside it. In the worst cases, some methods have errors in the predicted forces as large as the force itself.

The exchange-hole dipole moment (XDM) model, which we tested with several DFAs, performs very well in general. PBE-MBD and PBE-FI (which incorporates an improved treatment of polarisabilities into an MBD-like calculation) both perform similarly well. We suspect any of these methods can be reliably trusted for predictions in systems involving benzene ring structures.

Grimme’s various methods, TS theory, and various two-point van der Waals density functionals are less successful in our tests, however. M06L is surprisingly accurate for a meta-GGA without explicit dispersion corrections, but is numerically noisy [76]. We thus advise caution when using any of these methods.
for systems where interactions between ring structures might be important.

The results for SCAN-rVV10 are troubling. We suspect that the oscillations in the potential energy curves reflect previously reported problems with the integration grid [76]. We could, however, not remove them even with a large energy cutoff of 700 eV, just shy of the value used by its developers for rare gas solids [63]. Also, the results were very similar when a smaller energy cutoff was employed, hinting at a deeper underlying problem. This convergence issue is certainly something that should be investigated before dispersion-corrected SCAN is applied widely to weak-bonding problems.

The results reported here also strongly support the importance of using good polarizabilities (dipole and higher) in dispersion models. XDM, MBD and its FI variant include contributions from both the local density and geometry, and thus can capture type-A and -B non-additivity (the latter semi-locally in the case of XDM), in the classification scheme of Dobson [33]. By contrast, the other methods tested involve more simplistic treatment of environmental contributions to polarisabilities and dispersion coefficients.

Finally, we note that we have only tested one type of molecular dimer which means our conclusions are necessarily limited, despite the benzene dimer being an important and difficult example involving competing contributions to interaction energies and forces. The results uncovered here are interesting enough, we feel, to establish an impetus to carry out further testing of dispersion forces away from equilibrium and to establish the role of effects beyond dipole pairs (including Axilrod–Teller–Muto terms, quadropole and higher multipole terms, and full many-body terms). We hope this work will drive development and use of new benchmarking sets, along these lines, which can test a wider range of physics and chemistry at and outside of equilibrium, and be used to improve future dispersion models.
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Abstract

The understanding and control of the light-induced isomerization of azobenzenes as one of the most important classes of molecular switches is crucial for the design of light-responsive materials using this entity. Herein, we present the stabilization of metastable (Z)-azobenzenes by London dispersion interactions, even in the presence of comparably stronger hydrogen bonds in various solvents. The Z→E isomerization rates of several N-substituted 4,4′-bis(4-aminobenzyl)azobenzenes were measured. An intramolecular stabilization was observed and explained by the interplay of intramolecular amide and carbamate hydrogen bonds as well as London dispersion interactions. Whereas in toluene, 1,4-dioxane and tert-butyl methyl ether the hydrogen bonds dominate, the variation in stabilization of the different substituted azobenzenes in dimethyl sulfoxide can be rationalized by London dispersion interactions. These findings were supported by conformational analysis and DFT computations and reveal low-energy London dispersion forces to be a significant factor, even in the presence of hydrogen bonds.

Introduction

The photo-controlled E→Z isomerization of azobenzene has been known for decades [1] and has originated a wide field of applications in recent years. This molecular switch has been utilized inter alia in the rising field of photopharmacology [2,3], the manipulation of biomolecular processes [4-6] as well as in molecular machinery [7,8] and materials science [9-11]. Azobenzenes are highly stable, easily synthesized [12] and show reversible isomerization from the thermally stable E- to the Z-isomer upon irradiation with UV light. The metastable Z-azobenzene re-isomerizes to the E-conformer either thermally or upon irradiation with visible light [13,14]. Interestingly, the thermal stability of azobenzene isomers can be reversed by the incorporation of azobenzene units in macrocyclic arrangements [15]. For example, the groups of Tamaoki [16] and Herges [17] reported azobenzophanes that isomerize thermally to their energetically lower Z-conformations from
their corresponding higher energy $E$-isomers. Moreover, our group presented a highly strained bisazobenzophane that was found to be stable exclusively in its $(Z,Z)$-form. Consequently, no isomerization, neither photochemically nor thermally, to its $(E,Z)$- or $(E,E)$-state occurred on the observed time scale [18].

The thermal half-lives of acyclic $(Z)$-azobenzenes can be prolonged dramatically by ortho-fluorine substitution, resulting in half-lives of up to two years at room temperature [19]. These highly thermally stable $(Z)$-ortho-fluorooazobenzenes can be re-isomerized almost instantaneously in an electrocatalytic fashion [20]. Furthermore, $(Z)$-azobenzenes can also be stabilized without changing their electronic configuration by attractive London dispersion (LD) interactions [21,22]. In a recent study, we reported that all-meta-alkyl-substituted $(Z)$-azobenzenes increase in stability with increasingly larger substituents (Scheme 1) [23]. Supported by density functional theory (DFT) computations, attractive LD forces were identified as the origin of this stability trend. Based on this study, LD interactions represent a valuable tool for the design of novel azobenzene photoswitches [24]. Herein we provide further evidence for the importance of LD as an unneglectable stabilizing element in controlling interactions in functionalized molecules.

During studies on cyclobisazodiphenylmethane [18] we noticed that the bulky $(Z)$-4,4′-bis[4-(3,5,5-trimethylhexanoylamino)benzyl]azobenzene (4, Scheme 2a) showed an unexpectedly increased thermal half-life compared to other azobenzenes 5–7 in tert-butyl methyl ether (TBME) as solvent. This observation is surprising, since azobenzenes 4–7 are electronically very similar as the methylene linker prevents conjugation of the $N$-aryl and the azobenzene moieties. At first thought, the large spatial separation of the $N$-substituted moieties in $(Z)$-4–7 make intramolecular stabilizing interactions unlikely. Nevertheless, it can be envisioned that the freely rotatable Ar–CH$_2$–Ar units should allow the formation of close proximity conformers of $(Z)$-4a in solution, in which attractive interactions, such as hydrogen bonding and London dispersion, may indeed become possible (Scheme 2b) [25]. To further investigate this phenomenon, the rates of the thermal $Z\rightarrow E$ isomerization of azobenzenes...
zenes 4–7 were determined in different solvents and at different temperatures (for syntheses, see ref. [18] and experimental section).

**Results and Discussion**

To further investigate the prior observations, the thermal $Z \rightarrow E$ isomerization rates of azobenzenes 4–7 were determined by UV–vis spectroscopy in several solvents at 25 °C and 35 °C, respectively. The lowest thermal isomerization rates were found for the crowded 4,4′-bis[4-(3,5,5,-trimethylhexanoyl)amino]benzyl]azobenzene (4, Table 1, entry 1), expressed in the longest half-lives $\tau$. However, in the highly polar solvent dimethyl sulfoxide (DMSO) all azoamides (4, 5, 6, Table 1, entries 1 and 2) as well as the azocarbamate 6 (Table 1, entry 3) showed very similar isomerization rates. Additionally, nearly the same half-lives were observed in all solvents for the $Z \rightarrow E$ isomerizations of azoa mine 7 (Table 1, entry 4) and azocarbamate 6 (Table 1, entry 3). The isomerization rates of bis(tert-butylcarbonylaminobenzyl)azobenzene 5 could not be measured toluene and TBME due to the insolubility of the compound in these solvents. In 1,4-dioxane and DMSO the isomerization depends on the temperature. While the rates are in comparison rather long at 25 °C, these processes are considerably faster at 35 °C.

As outlined before, several stabilizing interactions such as LD, hydrogen bonding and solvation effects are possible for the stabilization of $Z$-azobenzenes 4–7. To estimate the influences of those effects, a conformer distribution analysis was performed to identify low-lying conformations of the corresponding ($Z$)-azobenzenes. The energetically favored conformers found (within 1.5 kcal mol$^{-1}$ for 4 and 5 kcal mol$^{-1}$ for 5–7, respectively, relative to the lowest energy conformer) were then re-optimized at the B3LYP/6-31G** [26-29] level of theory with and without D3(BJ) [30,31] dispersion correction (gas phase) (conformations of one enantiomer of each diastereomer of 4 were analyzed. The maximum stabilization was found for (R,S)-4. For the other diastereomer, see Supporting Information File 1).

As it can be seen in Table 2, the computations reproduced the stabilization of the tight conformations relative to their open forms, which is in agreement with the experimentally observed kinetics of azobenzenes 4–7. Comparing the free energies of azobenzenes 4–7 relative to their sterically less crowded conformations, where the diphenylmethane units point away from each other, azodiamide 4 was found to feature the highest stabilization, whereas the tert-butylcarbonylamino compound 5 and Boc-protected derivative 6 are almost equally stabilized.

| Table 1: Thermal $Z \rightarrow E$ isomerization half-lives $\tau$ (standard deviations in parentheses) of azobenzenes 4–7 in various solvents. |
|---|---|---|---|---|---|---|---|
| entry | compound | $\tau_{Z \rightarrow E}$ [h] |
| | | toluene | 1,4-dioxane | DMSO | TBME |
| 25 °C | 35 °C | 25 °C | 35 °C | 25 °C | 35 °C | 25 °C | 35 °C |
| 1 | 4 | R = TMH$^b$ | 97 (0.2) | 32.2 (0.8) | 45 (0.7) | 16.7 (0.4) | 50.1 (0.2) | 14.7 (0.002) | 65 (13) | 26 (1) |
| 2 | 5 | R = COt-Bu | 46.3 (0.6) | 14.0 (0.1) | 50.0 (0.2) | 14.4 (0.2) | – | – |
| 3 | 6 | R = Boc | 48 (2) | 14.0 (0.6) | 39.7 (0.2) | 14.9 (0.1) | 51.1 (0.3) | 14.4 (0.2) | 36 (10) | 14 (1) |
| 4 | 7 | R = H | 35.4 (0.2) | 11.5 (0.5) | 38 (2) | 12.0 (0.3) | 45.7 (0.01) | 12.8 (0.3) | 37.6 (0) | 14.3 (0) |

$^a$TMH = 3,5,5-trimethylhexanoyl.

| Table 2: Computational results for (Z)-azobenzenes 4–7. $\Delta G$ is the free energy of the most stable Z-conformer relative to the corresponding open (Z)-conformation (method in parentheses, see Figure S4 in Supporting Information File 1 for graphical representations of the compared conformers). |
|---|---|---|---|
| Compound | $\Delta G$ relative to open conformations | (B3LYP-D3(BJ)$^b$) [kcal mol$^{-1}$] | $\Delta G$ relative to open conformations (B3LYP)$^b$ [kcal mol$^{-1}$] |
| 4 | R = TMH | 2.38 | 2.39 |
| 5 | R = COt-Bu | 2.38 | 2.39 |
| 6 | R = Boc | 2.38 | 2.39 |
| 7 | R = H | 2.38 | 2.39 |

$^b$Basis set: 6-31G**. $^bX = O$ for 4, 5 and 6; $X = N$ for 7.
Furthermore, azodiamine 7 shows the lowest relative stabilization and thus isomerizes most rapidly. Additionally, all compounds form intramolecular hydrogen bonds between the N-substituted moieties. However, the higher relative free energies computed with D3(BJ) dispersion correction, as well as the close H–H contacts in all compounds of about 2.4 Å to 3.0 Å support the stabilizing effect of LD interactions in (Z)-azobenzenes 4–7. Figure 1 visualizes the computational findings for the compared conformers of (Z)-4. A noncovalent interaction (NCI) analysis [32,33] of (R,S)-4 in its tightly folded conformation revealed multiple attractive H–H as well as H–π interactions between the amide residues and the aryl groups to be responsible for the overall stabilization (green and blue isosurfaces in Figure 1b).

Apparently, hydrogen bonds are much stronger than LD interactions and are mainly responsible for the observed stabilization effects, which is also represented as a blue surface in the NCI plot of (R,S)-4 c1. Furthermore, it is known that amides form stronger hydrogen bonds than carbamates and the strength also depends on the steric bulk of the amide [34]. This explains the highest stabilization of the trimethylhexanoylamide 4 (experimentally and computationally), followed by the tert-butylamide 5 and tert-butyl carbamate 6, which are almost equally stabilized. Nevertheless, hydrogen bonds are strongly dependent on the solvent system and become weaker with increasing dielectric constant of the solvent [35]. This fact becomes obvious when comparing the half-lives of azobenzene 4 in non-polar toluene or TBME with polar DMSO. In contrast to toluene, the half-life of 4 decreased almost by 50% in DMSO due to the weakening of intramolecular hydrogen bonding. As a result, all azobenzenes despite 7 showed comparable isomerization half-lives in DMSO. Accordingly, LD interactions can be responsible for the slightly but significantly prolonged half-lives compared to azodiamine 7. Analyzing the isomerization in 1,4-dioxane, weak hydrogen bonds as well as dispersion interactions are operative, which is expressed by the same isomerization half-life trend as in toluene, yet with lower absolute values. These results show, that LD interactions may indeed contribute to the overall stabilization of complex molecules even in the presence of stronger interactions, such as hydrogen bonds [36,37].

Conclusion
In conclusion, unexpected variations in the isomerization rates of azobenzenes with different remote nitrogen substituents were observed. The experimental and computational investigations reveal a subtle interplay of hydrogen bonding, LD interactions and solvent effects. In general, intramolecular hydrogen bonds were found to have the strongest influence on the observed thermal Z→E isomerization half-lives. However, LD becomes the decisive factor in polar solvents in which hydrogen bonding plays a minor role. This study demonstrates the importance of even small energy interactions, such as LD, and provides new insights for the application of LD as design element in complex systems in general.

Experimental
Synthesis of bis(tert-butylcarbonylamino)azobenzene 5: To a solution of 4,4′-bis(4-aminobenzyl)azobenzene (7) [18] (78 mg, 0.20 mmol, 1.0 equiv) and NEt3 (65 µL, 0.44 mmol, 2.2 equiv) in THF (2 mL), pivaloyl chloride (54.4 µL, 0.437 mmol, 2.20 equiv) in THF (0.5 mL) was added dropwise at 0 °C. Then, the reaction was allowed to warm to rt while stirring for 2 h. After quenching with sat. aq. NH4Cl solution (5 mL), the aqueous phase was extracted with THF (5 mL). The organic
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Steric "attraction": not by dispersion alone

Ganna Gryn’ova and Clémence Corminboeuf*

Abstract

Non-covalent interactions between neutral, sterically hindered organic molecules generally involve a strong stabilizing contribution from dispersion forces that in many systems turns the ‘steric repulsion’ into a ‘steric attraction’. In addition to London dispersion, such systems benefit from electrostatic stabilization, which arises from a short-range effect of charge penetration and gets bigger with increasing steric bulk. In the present work, we quantify this contribution for a diverse set of molecular cores, ranging from unsubstituted benzene and cyclohexane to their derivatives carrying tert-butyl, phenyl, cyclohexyl and adamantyl substituents. While the importance of electrostatic interactions in the dimers of sp²-rich (e.g., π-conjugated) cores is well appreciated, less polarizable assemblies of sp³-rich systems with multiple short-range CH···HC contacts between the bulky cyclohexyl and adamantyl moieties are also significantly influenced by electrostatics. Charge penetration is drastically larger in absolute terms for the sp²-rich cores, but still has a non-negligible effect on the sp³-rich dimers, investigated herein, both in terms of their energetics and equilibrium interaction distances. These results emphasize the importance of this electrostatic effect, which has so far been less recognized in aliphatic systems compared to London dispersion, and are therefore likely to have implications for the development of force fields and methods for crystal structure prediction.

Introduction

In the recent years, perception of the vaguely defined ‘steric’ interactions as categorically repulsive has shifted towards recognizing the crucial role of attractive dispersion in the bulky systems [1]. London dispersion was shown to be capable of bending σ-bonded acene dimers (2 in Figure 1A) [2] and stabilizing extremely crowded systems, hexaphenylethane (3) being the mascot of this concept. As elegantly illustrated by Schreiner and Grimme [3,4], while bare hexaphenylethane (3) is thermodynamically unstable due to significant Pauli repulsion between the phenyl rings, its analogue 4 carrying all-meta-tert-butyl substituents (termed ‘dispersion donors’) can be synthesized and characterized thanks to sufficient stabilization by dispersion (Figure 1B). This realization sparked a race towards the longest covalent C–C bonds [5,6]: already impressive
1.67 Å in hexakis(3,5-di-tert-butylphenyl)ethane is not even a limit and stable diamondoid dimer with a central C–C bond as long as 1.71 Å has been achieved [7,8]. Bulky alkyl groups assist not only in achieving the longest C–C bonds, but also the shortest intermolecular H–H contacts [9], which are otherwise tackled by squeezing them inside the cages [10]. Intermolecular interactions in hydrocarbons are also subject to significant dispersion contribution. In the unsaturated systems, from benzene dimer to higher acenes and, ultimately, graphenes, dispersion is increasingly the key force behind the π–π stacking interactions [11]. Large and flat π-conjugated moieties (e.g., ligands) are even referred to as ‘sticky pancakes’ in homage to strong attractive interactions between them [12-14]. Less intuitively, similarly strong attractive forces are found in extended saturated systems, e.g., the double sheet graphanes and [n]ladderane dimers, where the interaction occurs via the CH···HC and CH···C contacts (Figure 1C) [15-24].

While London dispersion is deservedly paraded as the champion of ‘steric attraction’ in bulky hydrocarbons, several studies have recently pointed to the somewhat less expected electrostatic contribution to it [25]. For example, “dispersion dominates and electrostatics commands” is the ‘punch line’ of the 2017 computational study on the σ–σ, σ–π and π–π stacking interactions between benzene, cyclohexane and some of their fluorinated derivatives [26]. The authors show that while electrostatics is not the largest stabilizing energetic contribution, it is nonetheless the one that defines the trend in the total interaction energy for a range of investigated dimers. Electrostatic stabilization in graphane and graphene dimers has been attributed to the charge transfer (σCH→σHC* hyperconjugative interaction) [17], and a similar argument was used to suggest the possibility of manipulating the band gap of patterned hydrogenated graphene G4H bilayer by an external electric field [27]. Furthermore, Schreiner et al. showed that approx. 10% of the total interaction energy in the tris(3,5-di-tert-butylphenyl)methane dimer (the system mentioned above for its shortest intermolecular H–H contacts) comes from stabilizing electrostatics [9]. Similarly, the interaction energy difference between the all-meta-tert-butyl-hexaphenylethane and the bare hexaphenylethane features ≈14% electrostatic contribution at the ISAPT0/jun-cc-pVDZ level [28]. These studies have identified the penetration energy as the dominant component of the electrostatic interaction energy. While at long range electrostatics is virtually entirely due to interactions between the permanent multipoles of the interacting species, at small interaction distances it is instead strongly influenced and in some systems even dominated by charge penetration [29]. The latter is an outcome of the overlapping diffuse electron clouds of interacting molecules. The resulting attraction between the nuclei of one molecule to the electron density of the other is greater than the electron–electron and nuclei–nuclei repulsion. The crucial role of charge penetration has been demonstrated for a diverse range of chemical systems, including the saturated [9,28] and unsaturated hydrocarbons [30], nucleic acids [31], metal ions interacting with proteins [32], heteroaromatic cores that are the common building blocks for organic semiconductors [33], cyclophanes [34], Wilcox torsion balance systems [35], etc.

The recognized importance of charge penetration in various chemical problems is paralleled by myriad developments aimed at accurately describing intermolecular interactions. Effective fragment potential (EFP) methods estimate it by adding a damping term to their classical multipolar expansion [36,37]. To account for this effect, quantum mechanically derived force fields (FFs) are fitted to semi-empirical [38], dispersion-corrected density functional theory [39], post-Hartree–Fock [40,41], symmetry adapted perturbation theory (SAPT) [42-46] data or to a combination of the latter two (e.g., the monomer electron density force field, MEDFF) [47]. The latter approach has been subsequently exploited in the machine learning parameterization of physics-based potentials [48].
tions for the missing penetration term in standard FFs were also introduced based on SAPT [49,50], a Gaussian electrostatic model (GEM), which uses density fitting to afford continuous description of molecular charge [51,52], a charge-distribution model based on a promolecule augmented with point charges [53] and a screened charge model with a molecular mechanics outer density screening algorithm [54]. In the context of hydrocarbon chemistry, the need to include charge penetration in FFs when modeling π–π and CH−π interactions in unsaturated hydrocarbons has been emphasized by Sherrill et al. in 2009 [55]. Accordingly, several potentials with accurate electrostatics treatment have been developed and successfully applied to describe the intermolecular interactions of anthracene [56], polycyclic aromatic hydrocarbons [57-60] and fullerene with graphite [61]. However, the importance of introducing the penetration effects in the molecular mechanics united-atom and all-atom force fields, commonly employed to describe the aliphatic systems [62,63], including such industrially relevant representatives as graphene [64] and polyethylene [65], is far less – if at all – recognized.

In the present work, we quantify the penetration energy in a diverse range of hydrocarbon dimers, including π-conjugated moieties and bulky aliphatic substituents. A direct one-to-one quantitative comparison between the fairly polarizable sp²-rich (π-conjugated) and the much less polarizable sp³-rich (aliphatic) systems demonstrates that charge penetration is important in both. While the energetic and structural consequences of neglecting this term are more drastic in the former, the resulting errors in the aliphatic dimer systems are nonetheless significant, i.e., ≈50% in interaction energy and 0.3 Å in interaction range. We discuss the implications of these results for the modeling of intermolecular interactions involving extended alkyl side chains, graphanes and various aliphatic systems in general.

Results and Discussion

Here, we investigate the nature of non-covalent interactions for a range of hydrocarbon dimers featuring both aromatic and aliphatic skeletons and bearing substituents, from methyl all the way to bulky adamantyl (Figure 2). First, we consider the dimers, constructed from the optimized monomers that are kept fixed (frozen) in terms of all geometry parameters, except for the intermonomer distance, d. Configurations, corresponding to the lowest total interaction energy, $E_{tot}$, in these constricted energy profiles (see Figures S1–S3 in Supporting Information File 1) are called ‘frozen dimers’ and are used in this work to compare the various systems on equal grounds. Second, to go beyond this somewhat constrained insight into the non-covalent interactions in the hydrocarbons, we relaxed the geometries of the frozen dimers. The resulting optimized dimers are, in general, structurally similar to the frozen counterparts albeit feature shorter interaction distances and in some cases undergo pronounced changes (e.g., lateral shifts and tilts) upon relaxation (see Figures S4 and S6 in Supporting Information File 1).

We start by considering the electrostatic ($E_{elst}$) and non-electrostatic ($E_{non-elst}$) contributions to the total SAPT/jun-cc-pVDZ intermolecular interaction energies ($E_{tot}$) of the investigated dimers. The electrostatic part of $E_{tot}$ consists of the distributed multipole and charge penetration terms ($E_{elst} = E_{DMA} + E_{Cpen}$), while the non-electrostatic contribution includes exchange, dispersion and induction terms ($E_{non-elst} = E_{exch} + E_{disp} + E_{ind}$). This breakdown allows us to discriminate between systems, driven by the non-electrostatic ($E_{elst} < E_{non-elst}$), and those, driven by the electrostatic ($E_{elst} > E_{non-elst}$) terms. Comparison between the two types of dimers – frozen and optimized – reveals the following three classes of hydrocarbons (Figure 3):

1. Non-substituted and substituted by comparatively non-bulky Me and t-Bu groups benzene and cyclohexane cores, 6a–c and 9a–c. These systems are associated with relatively small interaction energies, which do not change appreciably upon geometry relaxation. However, in their frozen dimers $E_{tot}$ is dominated by the non-electrostatic term, while in their optimized assemblies electrostatics takes over. The intermonomer distances d are approx. 0.1–0.6 Å shorter in the optimized dimers, in which the monomers have the freedom to shift, e.g., laterally, compared to the frozen ones. The electrostatic term is thus almost entirely due to charge penetration (see Figure S7 in Supporting Information File 1), which increases exponentially at shorter range. The non-electrostatic term grows at a slower pace with shorter d since it depends both on exchange, which increases exponentially, and dispersion, which increases slower, i.e., as $1/d^6$ [66]. Similar behavior of $E_{Cpen}$ and $E_{exch}$ is rooted in their dependence on the extent of density overlap [67] and the following expression connecting them has been suggested as far back as 1970 [68]:

$E_{exch} = -E_{Cpen}(a + b 	imes d)$, where $a$ and $b$ are empirical parameters. The extent to which this linearity holds depends on the rank of multipolar extension, used to compute the $E_{Cpen}$ from $E_{elst}$, as well as the geometric features of the molecular core and its dimer [69].

2. Extended sp²-rich cores 7, 8, 6f and 9f, which have the freedom to shift and get significantly closer upon geometry relaxation (see Figure S8 in Supporting Information File 1). Notably shorter interaction range in their optimized dimers (by 0.3–1.3 Å) compared to the frozen ones is associated with stabilizing effects, similar to those in class (I) above and thus dominated by enhanced charge penetration, albeit significantly amplified by the extended system size (Figure 4).
**Figure 2:** Studied monomer cores and their abbreviations, adopted here.

**Figure 3:** Breakdown of the SAPT0/jun-cc-pVDZ total interaction energies into electrostatic and non-electrostatic contributions in frozen (A) and optimized (B) dimers.
3. Bulky, sterically congested sp$^3$-rich cores 10, 11, 6d,e and 9d,e, which do not have the space to move considerably upon optimization. This results in a moderate decrease in the intermonomer distances and interaction energies upon geometry relaxation (by approx. 0.1–0.7 Å) due to the competition between destabilizing exchange and stabilizing dispersion, with the latter becoming increasingly dominant as the bulk of the substituents increases [3,4,28]. However, the associated shortening of the multiple CH···HC contacts between the bulky cyclohexyl and adamantyl units brings about appreciable – even dominant – electrostatic stabilization (Figure 4). The extent of charge penetration increases with the increasing number of close-range CH···HC contacts, e.g., from 9e (1,3,5-tricyclohexylcyclohexane) to 10 (less bulky perhydrotetracene) to 9d (1,3,5-triadamantylcyclohexane, see Figure S8 in Supporting Information File 1).

The crucial role of electrostatics is well appreciated in the interactions of polarizable π-conjugated cores [9,30]. Bulky sp$^3$-rich systems, despite being significantly less polarizable and generally featuring smaller (in absolute terms) stabilization, also involve appreciable electrostatic contribution from charge penetration both in their intra- [28] and intermolecular (Figure 4) assemblies.

The demonstrated quantitative significance of $E_{\text{Cpen}}$ nonetheless does not directly reflect its qualitative importance, nor does it reveal the implications of this term for the chemical and physical properties of the bulky π-conjugated and saturated hydrocarbons. To address this question, we have compared the SAPT0/jun-cc-pVDZ energy profiles of the dimer interplanar separation for representative class (II) and class (III) systems: tetracene (7) and its fully saturated analogue, perhydrotetracene (10, Figure 5A and B). For each monomer, four types of dimers were compared – perfectly stacked (i.e., the frozen dimer) and shifted transversally, laterally and in both directions by approx. half the ring (Figure S11 in Supporting Information File 1). The main purpose of this exercise is to mimic the results of geometrical relaxation with and without the charge penetration for a diverse sample of dimer arrangements, i.e., beyond the model frozen and optimized geometries. For tetracene, the shifted dimer is energetically favored, while for perhydrotetracene the stacked dimer is preferred. Our results in Figure 5C comparing selected – shifted and stacked – dimers (see all four dimers comparison in Figure S11 in Supporting Information File 1) illustrate that in tetracene (7) neglecting the penetration effects would result in a drastic underestimation of the energy difference between the stacked and shifted dimer geometries; in perhydrotetracene (10), even though this term accounts for almost half the difference in $E_{\text{tot}}$, the relative error would be less significant. In terms of geometries of the energetically preferred dimers (Figure 5D), excluding $E_{\text{Cpen}}$ leads to a longer interaction range both for 7 (by 0.5 Å) and, to a lesser extent, 10 (by 0.3 Å).

From the methodological viewpoint, these results have relevant implications on the use of existing and for the development of improved force fields (FFs) and other methods for the modeling and crystal structure prediction of hydrocarbons. In the case of π-conjugated complexes or assemblies, neglecting $E_{\text{Cpen}}$ would flatten the potential energy surface dramatically. As shown in Figure 5, the penetration energy contribution strongly discriminates even between the slightly different (perfectly π-stacked and shifted by ≈1.2 Å in long and short axis) geometries. This contribution is therefore vital when exploring the free-energy landscape. While the energetic consequences are less pronounced for the sp$^3$-rich systems, the absence of charge penetration would lead to elongated intermolecular distances. This might potentially be one of the reasons why the molecular mechanics force fields, commonly applied to aliphatics (see
Figure 5: Structures and SAPT0/jun-cc-pVDZ interaction energy profiles with and without the charge penetration contribution vs varying intermonomer distance for stacked and shifted dimers of tetracene (7, A) and perhydrotetracene (10, B). (C) The absolute SAPT0/jun-cc-pVDZ energetic difference between the energy minima on the shifted and stacked dimer profiles with and without the $E_{\text{Cpen}}$. (D) The interplanar separation, corresponding to the minimum energy dimer for 7 and 10 with and without the $E_{\text{Cpen}}$.

Introduction), significantly underestimate the liquid density and vapor pressure for long chain linear alkanes [70] and branched alkanes [71], fail to accurately reproduce the chain length dependence of the tilt and twist angles in alkanethiol self-assembled monolayers [72] and increasingly deviate (by as much as 15%) from experimental data for the hydrophobic solvation free energies of alkanes in alkanes with the increasing chain lengths [73].

Conclusion

The significance of stabilizing dispersion and electrostatic effects within sterically hindered hydrocarbons is well recognized. In such systems, electrostatic contributions are generally dominated by charge penetration, which increases with system size (bulk) and shorter interaction distances. In the present work, we have performed a direct comparison between the sp$_2$ and sp$_3$-rich hydrocarbons and quantified the $E_{\text{Cpen}}$ term of their intermolecular interactions. The electrostatic effects are, not surprisingly, important in systems with strong $\pi$–$\pi$ interactions. Our results illustrate that the less polarizable saturated hydrocarbon dimers with increasingly more and shorter CH···HC contacts can also be significantly influenced by electrostatics. In absolute terms, the penetration energy is greater in the $\pi$-conjugated systems and is thus crucial for the correct modeling of the energetic and structural properties of their bulk assemblies. In the bulky aliphatic systems, this contribution still constitutes a significant portion of the total interaction energy and accounts for approx. 0.3 Å difference in the interaction range. This re-emphasizes the importance of accounting for these effects even when modeling saturated hydrocarbons and provides the context for the underperformance of the molecular mechanics force fields, commonly applied to aliphatics.

Computational Details

Geometries of the isolated monomer cores were optimized at the M06-2X/def2-SVP level using Gaussian 09 software package [74]. The molar volume of each monomer was computed using the Monte-Carlo integration inside a contour of 0.001 electrons/Bohr$^3$ density in conjunction with M06-2X/def2-SVP density. The dimers were constructed from optimized monomers by translating one monomer with respect to another along the perpendicular axis and, in some systems, rotating it around this axis by 60° to achieved a staggered arrangement (for details, see Figure S3 in Supporting Information File 1). A range of intermonomer distances, $d$, was screened (3.0–6.0 Å or 4.0–7.0 Å depending on the system) with a 0.1 Å step size (see Figures S1 and S2 in Supporting Information File 1). For each of these ‘frozen’ dimer geometries, the total interaction energy was evaluated using the method, considered a bronze standard for non-covalent interactions [75] – the zeroth-order symmetry-adapted perturbation theory (SAPT0) with jun-cc-pVDZ basis [76], which allows decomposing the total interaction energy $E_{\text{tot}}$ into the exchange $E_{\text{exch}}$, electrostatic $E_{\text{elst}}$, dispersion $E_{\text{disp}}$ and induction $E_{\text{ind}}$. 
components. SAPTO computations were performed using the Psi4 code [77] and employed the density-fitting algorithm (DF-SAPT) [78,79]. For the distributed multipole analyses (DMA) [80] computations, the atom-centered multipoles up to the 8th-order were generated using Molpro [81] at the HF/6-311G** level (see also Figure S5A in Supporting Information File 1 regarding the different basis sets in SAPTO and DMA computations). The multipole–multipole interaction energies were computed up to 32-poles (i.e., including all $R^{-n}$ terms, where $n \leq 6$) using an in-house program of the Sherrill research group [31]. Charge penetration $E_{\text{pen}}$ was evaluated as the difference between the electrostatic energy term of the SAPTO total interaction energy, $E_{\text{elst}}$, and the DMA electrostatic term $E_{\text{DMA}}$. Furthermore, for each system the dimer with the lowest $E_{\text{tot}}$ (called here the ‘frozen dimer’) was then used as a starting point for geometry relaxation at M06-2X/def2-SVP and PBE0-dDsC/def2-SVP levels, producing the ‘optimized dimer’. The two methods were used to allow comparison of different dispersion treatments and yielded very similar results (for details, see Figure S5B–D in Supporting Information File 1); for consistency, the M06-2X results are discussed in the manuscript. Energy decomposition analyses for the optimized dimers were performed in the same way as for the frozen dimers.

**Supporting Information**

Supporting Information File 1

Additional figures, complete set of computed data and geometries of the studied monomers and dimers. [https://www.beilstein-journals.org/bjoc/content/supplementary/1860-5397-14-125-S1.pdf]

**Acknowledgements**

This work has received support from EPFL and funding from the European Union’s Horizon 2020 research and innovation program under the Marie Skłodowska-Curie grant agreement No. 701885 “Single Molecule Junctions with Non-Conventional Architectures, Crafted in silico” and from the European Research Council (ERC Grant 306528 COMPOREL). The authors also thank Prof. Konrad Patkowski (Auburn University) and Mr. Kun-Han Lin (EPFL) for helpful comments.

**ORCID® iDs**

Ganna Gryn'ova - https://orcid.org/0000-0003-4229-939X

Clémence Corminboeuf - https://orcid.org/0000-0001-7993-2879

**References**


81. MOLPRO, Version 2012.1; a package of ab initio programs, http://www.molpro.net

License and Terms

This is an Open Access article under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of Organic Chemistry terms and conditions: (https://www.beilstein-journals.org/bjoc)

The definitive version of this article is the electronic one which can be found at: doi:10.3762/bjoc.14.125
Cobalt-catalyzed C–H cyanations: Insights into the reaction mechanism and the role of London dispersion

Eric Detmar¹, Valentin Müller², Daniel Zell², Lutz Ackermann*² and Martin Breugst*¹

Abstract

Carboxylate-assisted cobalt(III)-catalyzed C–H cyanations are highly efficient processes for the synthesis of (hetero)aromatic nitriles. We have now analyzed the cyanation of differently substituted 2-phenylpyridines in detail computationally by density functional theory and also experimentally. Based on our investigations, we propose a plausible reaction mechanism for this transformation that is in line with the experimental observations. Additional calculations, including NCIPLOT, dispersion interaction densities, and local energy decomposition analysis, for the model cyanation of 2-phenylpyridine furthermore highlight that London dispersion is an important factor that enables this challenging C–H transformation. Nonbonding interactions between the Cp* ligand and aromatic and C–H-rich fragments of other ligands at the cobalt center significantly contribute to a stabilization of cobalt intermediates and transition states.

Introduction

For a long time, large and bulky substituents have intuitively been considered to act through unfavorable steric interactions, although London dispersion – the attractive part of the van-der-Waals interaction – is known for more than 100 years [1,2]. The stabilizing nature of C–H···H–C interactions and their importance for organic transformations has only been fully realized within the last decades [3]. Among others, these interactions explain the hexaarylethane riddle [4] and are responsible for the high stability of singly bonded diamondoid dimers resulting in very long C–C bonds [5,6], or very short H···H contacts in....
tris(3,5-di-tert-butylphenyl)methane [7]. Besides a remarkable effect on organic structures, dispersion can also affect the outcome of chemical transformations. Presumably due to attractive dispersive interactions between two adamantyl groups in the transition state of a $[4 + 2]$ cycloaddition of benzynes (Scheme 1), the seemingly sterically more hindered product is formed preferentially [8].

Similar to other noncovalent interactions [9-11], London dispersion can also play a crucial role in different transition-metal-catalyzed reactions [12-17]. The C–H-rich di-1-adamantylphosphine oxide – a typical dispersion element – was experimentally found to be an excellent preligand for ruthenium- and palladium-catalyzed C–H functionalizations [18-23]. Similarly, computational studies revealed the importance of dispersion effects in palladium-catalyzed cross-coupling reactions [24-27]. For example, the contribution of London dispersion (up to 37 kcal mol$^{-1}$) has a huge influence on the ligand dissociation process within the Pd(PPh$_3$)$_4$ system [25]. Furthermore, only the results obtained from dispersion-corrected density functional theory [28,29] were in agreement with the experimental observations and dispersion reduces the activation free energies by up to 30 kcal mol$^{-1}$ [27].

Currently, the strategic application of London dispersion in catalysis is still very difficult to achieve and, as a consequence, detailed insights in how dispersion influences organic reactions continue to be in high demand. Therefore, we have computationally analyzed the recently developed cobalt-catalyzed C–H cyanation of arennes (Scheme 2) [30-34]. Dispersion effects can be envisioned to be highly important in this system, as the relatively C–H-rich ligand Cp* can interact with both substrates within the cobalt complexes. In 2015, Li and Ackermann have proposed the catalytic cycle (C–H cobaltation, ligand coordination, insertion) shown in Scheme 2 which served as the starting point of this investigation [30]. We now report on our computational findings supported by novel kinetic investigations to establish the reaction mechanism of this synthetically useful C–H activation and to elucidate the role of London dispersion in these transformations.

**Results and Discussion**

**Analysis of the reaction mechanism**

To unravel the importance of London dispersion on the cobalt-catalyzed C–H cyanation of 2-phenylpyridine (1a), the underlying catalyst’s mode of action has to be fully understood. The available experimental data indicated a reversible C–H metalation which led to the suggested catalytic cycle of Scheme 2 [30]. As computational investigations also allow the study of intermediates that are too unstable to be observed under the experimental conditions, we have analyzed the underlying reaction mechanism in more detail employing density functional theory. A complete free energy profile on the B3LYP-D3BJ/def2-QZVP/COSMO//B3LYP-D3BJ/def2-TZVP potential energy surface is depicted in Figure 1 (black line), while the free-energy profile on the M06-L surface is summarized in Supporting Information File 1. Selected intermediates and transition states are shown in Figure 2.

The computational analysis starts with the catalytically active cobalt(III) acetate complex 4 which is generated in situ from the precatalyst [Cp*CoI$_2$(CO)], AgSbF$_6$, and KOAc. While the iodine ions are captured by Ag$^+$, carbon monoxide dissociates and leaves the reaction mixture as a gas. Although the SbF$_6^-$ counter ion to the cationic cobalt complexes is considered to be weakly coordinating [37], specific interactions cannot be completely ruled out. We have assumed that all of the positively charged cobalt complexes on the reaction path are similarly affected by ion pairing and therefore, we base the following investigation mainly on the reactions of the cobalt complexes and do not include ion pairing in our analysis. Coordination of 2-phenylpyridine (1a) to this 16-electron species leads to the intermediate 5a (Figure 2) in a highly exergonic reaction step ($\Delta$G$^\circ$ = −18.8 kcal mol$^{-1}$), which also is the resting state of the catalytic cycle. This intermediate could therefore be amenable to spectroscopic characterization. Based on our computational analysis, the subsequent C–H cobaltation (5a → 7a) is endergonic ($\Delta$G$^\circ$ = +12 kcal mol$^{-1}$) and proceeds in a step-wise fashion. A similar mechanism has previously been described by McMullin, Williams, and Frost [38], as well as by Ackermann [39,40] for ruthenium-catalyzed C–H alkenylations. In the first
transition state (TS1a, Figure 2), the \( \kappa^2 \)-coordination of the acetate ligand changes to a \( \kappa^1 \)-coordination. The resulting intermediate 6a is stabilized by an agostic interaction between the C–H bond and the metal atom as well as by an additional weak hydrogen bond between the C–H bond and the acetate oxygen (O–H distance 2.26 Å). A natural population analysis of structure 6a further confirms the stabilizing nature of these interactions. In the second transition state TS2a (Figure 2), the C–H bond is broken and the proton is transferred to the acetate which results in the formation of the cobaltacycle 7a.

Acetic acid dissociates, and N-cyano-N-phenyl-p-toluenesulfonamide (2a) coordinates to the 16-electron intermediate 8a yielding 9a. Next, the insertion of the cyanating agent 2a into the cobalt–carbon bond takes place through TS3a. Within the four-membered transition state (Figure 2), the C–C bond to be formed is still rather long (C–C distance 1.92 Å), while the C–N distance is already significantly elongated (1.15 Å in 9a, 1.22 Å in TS3a, 1.26 Å in 10a). Furthermore, a significant reorganization has to take place during this step: the former almost linear N–C–N fragment (179.2°) changes to 137.9° in TS3a and 124.4° in 10a, which results in a high barrier for this step. Subsequent coordination of acetic acid leads to intermediate 11a. No transition states could be obtained for the following \( \beta \)-elimination and proto-demetalation resulting in product 3a, the cobalt(III) acetate complex 4, and N-phenyl-p-toluene-sulfonamide. All attempts starting from different potential transition state structures resulted in barrierless reactions.
Figure 1: Calculated free-energy profile for the cobalt-catalyzed C–H cyanation of 2-phenylpyridine (1a) [in kcal mol$^{-1}$, [Co] = Cp*Co, black lines indicate that dispersion (D3 correction with Becke–Johnson damping) [35,36] was included in the calculations while red lines indicate that dispersion was not included].

when a proton approaches the amidine substructure (→ 12a). As the cyanated 2-phenylpyridine 3a is less Lewis-basic compared to the starting material 1a, 12a could also react with 1a in a thermodynamically favorable ligand exchange reaction ($\Delta G = -2.2$ kcal mol$^{-1}$) to yield complex 5a.

In contrast to previous computational studies on manganese(I)-catalyzed fluoro-allylation reactions where $\beta$-fluoride and HF eliminations played an important role [41], similar reactions involving amine eliminations seem to be not relevant in this reaction. Furthermore, a comparison with previous computational studies...
investigations on copper-catalyzed ortho C–H cyanations of vinylarenes revealed that those reactions take place via a completely different mechanism involving two distinct catalytic cycles (copper-catalyzed electrophilic cyanative dearomatization and base-catalyzed hydrogen transposition) \[42,43\].

Inspired by this computational analysis, we experimentally probed the effect of differently substituted cyanation agents \(\mathbf{2}\) on the kinetics of the cobalt(III)-catalyzed C–H cyanation (Scheme 3). Thus, we observed that electron-withdrawing groups significantly facilitated the desired transformation. As the calculated rate-limiting transition state \(\text{TS}_3\) benefits from a stabilization of the developing negative charge on the sulfonamide, the relative rates of Scheme 3 provide further support for the migratory insertion representing the rate determining step \[44\].

As differently substituted 2-phenylpyridines \(\mathbf{1}\) have been employed experimentally, we included five representative substrates (\(R = \text{H, CH}_3, \text{F, C(O)CH}_3, \text{CN}\)) into the computational analysis as well. For these calculations, only one functional (B3LYP-D3BJ) and a smaller basis set (def2-SVP for non-metals and def2-TZVP for Co) were employed during the optimization to reduce the computational cost. These results are summarized in Table 1.

For the unsubstituted 2-phenylpyridine (\(\mathbf{1a}\)), both computational methods (Figure 1 and Table 1) and the optimized structures are generally rather similar to one another. Based on the computational analysis depicted in Table 1, the turnover-limiting step for all substrates \(\mathbf{1}\) is represented by the insertion of the cyanating agent \(\mathbf{2a}\) into the cobalt–carbon bond, which can also be concluded based on the kinetic data of Scheme 3.

Based on the computational analysis of Figure 1 and the experimental data depicted in Scheme 2, the turnover-limiting step for this transformation is the insertion of \(\mathbf{2a}\) with an overall barrier of 25.5 kcal mol\(^{-1}\). The initial C–H cobaltation occurs with a smaller activation free energy of 15.5 kcal mol\(^{-1}\). These values are also in good qualitative agreement with the experimental findings: The calculated high barriers match the prolonged reaction times and high temperature required in the experimental studies and the reversible C–H metalation \[30\].

Influence of London dispersion

In recent years, London dispersion, the attractive part of the van-der-Waals force, has been repeatedly identified as key to stabilizing organic structures and facilitating novel reactivities \[3\]. As the Cp* ligand is a C–H-rich molecule, we envisioned that dispersive interactions should be important for this transformation as well. As a consequence, we have analyzed this reaction additionally with B3LYP without dispersion correction and the dispersion-corrected M06-L functional under otherwise identical conditions as a first starting point. Independent of the
computational method, the overall reaction free energy for the transformation of Scheme 2 is almost identical \(-15.9\) (B3LYP-D3BJ), \(-17.0\) (B3LYP), and \(-15.9\) (M06-L) kcal mol\(^{-1}\) indicating that dispersion is less important for the overall thermodynamics of this reaction. In contrast, a strong effect of the functional was observed for the complete energy profile. While the dispersion-corrected functional M06-L (see the Supporting Information File 1 for details) resulted in a comparable profile to that obtained with B3LYP-D3BJ (black lines in Figure 1), a significant deviation was observed when the latter was used without any dispersion correction (red lines in Figure 1). All cobalt complexes are substantially stabilized by dispersive interactions resulting in a significant net reduction of the activation free energy by 11 kcal mol\(^{-1}\). Comparable contributions of London dispersion have also been calculated with other functionals (TPSS [45] and PBE [46,47]). As expected, complexes with more nonbonding contacts (e.g., 10a) are better stabilized than complexes where the Cp* ligand is located farther away from other ligands (e.g., 8a). In comparison to computational investigations of Pd-catalyzed reactions [27], similar dispersive stabilizations of individual complexes have been calculated here.

A closer qualitative analysis of the intramolecular interactions in these complexes employing the NCI PLOT program [48,49] furthermore confirms these noncovalent interactions. While all plots are shown in Supporting Information File 1, Figure 3 summarizes those for selected intermediates and transition states. For all structures, significant interactions can be found between the Cp* ligand and the various phenyl groups of the reagents. In addition, the presence of additional stabilizing interactions such as further hydrogen bonds can also be confirmed by this analysis (e.g., in TS3, see also the Supporting Information File 1).

To further probe the dispersive interaction of the Cp* ligand and the other ligands, we have additionally calculated the dispersion interaction densities (DID) [50] for all intermediates and transition states at the SCS-LMP2/def2-TZVPP level of theory. The DID plots of Figure 4 reveal that medium to strong

---

### Table 1: Calculated free energies for the reaction mechanism involving differently substituted 2-phenylpyridines 1a–e [B3LYP-D3BJ/def2-QZVP/ COSMO//B3LYP-D3BJ/def2-SVP, def2-TZVP for Co].

<table>
<thead>
<tr>
<th>R</th>
<th>4</th>
<th>5</th>
<th>TS1</th>
<th>6</th>
<th>TS2</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>TS3</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>0.0</td>
<td>-20.1</td>
<td>-12.4</td>
<td>-14.1</td>
<td>-5.4</td>
<td>-8.4</td>
<td>-4.2</td>
<td>-15.5</td>
<td>+3.4</td>
<td>-18.3</td>
<td>-16.0</td>
<td>-34.5</td>
<td>-18.0</td>
</tr>
<tr>
<td>CH₃</td>
<td>0.0</td>
<td>-21.0</td>
<td>-14.2</td>
<td>-15.7</td>
<td>-7.1</td>
<td>-9.6</td>
<td>-4.5</td>
<td>-18.5</td>
<td>+0.6</td>
<td>-18.8</td>
<td>-16.1</td>
<td>-35.5</td>
<td>-18.9</td>
</tr>
<tr>
<td>F</td>
<td>0.0</td>
<td>-19.8</td>
<td>-12.0</td>
<td>-12.4</td>
<td>-4.8</td>
<td>-9.7</td>
<td>-4.4</td>
<td>-17.5</td>
<td>+4.5</td>
<td>-17.3</td>
<td>-14.9</td>
<td>-32.3</td>
<td>-16.8</td>
</tr>
<tr>
<td>COCH₃</td>
<td>0.0</td>
<td>-18.1</td>
<td>-9.6</td>
<td>-11.2</td>
<td>-3.4</td>
<td>-7.4</td>
<td>-2.1</td>
<td>-17.7</td>
<td>+3.4</td>
<td>-17.5</td>
<td>-13.2</td>
<td>-30.9</td>
<td>-16.4</td>
</tr>
<tr>
<td>CN</td>
<td>0.0</td>
<td>-18.0</td>
<td>-9.9</td>
<td>-9.9</td>
<td>-3.1</td>
<td>-8.9</td>
<td>-3.5</td>
<td>-16.8</td>
<td>+5.4</td>
<td>-14.9</td>
<td>-12.4</td>
<td>-29.4</td>
<td>-15.5</td>
</tr>
</tbody>
</table>

---

**Figure 3:** Noncovalent interaction (NCI) analysis for selected intermediates and transition states. The gradient isosurfaces \((s = 0.5 \text{ au})\) are colored according to the sign of \((\lambda_2)\rho\) over the range of \(-0.05\) (blue) to +0.05 (red).
dispersive interactions can be found between the Cp* ligand and the aromatic and C–H-rich fragments in its proximity. In line with the analyses presented in Figure 3 and Figure 4, a local energy decomposition (LED) analysis [51] using DLPNO-CCSD(T)/cc-pVDZ also confirmed medium to strong dispersive interactions up to 12 kcal mol$^{-1}$ between the Cp* ligand and the other ligands. Based on the computational analysis, London dispersion is not only highly beneficial for the synthetically important cobalt-catalyzed C−H cyanation reaction, but it also emphasises that the Cp* ligand does not exclusively act as a sterically demanding ligand in transition-metal-catalyzed reactions.

Conclusion
We have analyzed the cobalt(III)-catalyzed C−H cyanation of differently substituted 2-phenylpyridines with N-cyano-N-aryl-p-toluenesulfonamide using density functional theory. On the basis of our computational and experimental data, we can propose a reaction mechanism for this transformation. After an initial and reversible C−H cobaltation, the subsequent insertion of the cyanating agents is the rate-limiting step. In addition, our calculations unravel that all the cobalt intermediates are considerably affected by London dispersion, which also results in a significant stabilization of the rate-limiting transition state.

Computational Details
For all structures, geometry optimizations were performed with three different functionals using the def2-TZVP (def2-TZVPP for M06-L) basis set [52] and the m4 numerical quadrature grid in the gas phase. The hybrid functional B3LYP [53,54] with and without Grimme’s dispersion correction D3 (Becke–Johnson damping) [35,36] as well as Truhlar’s dispersion-corrected M06-L [55] functional were employed in this investigation. For the latter, the density fitting RI-J approach was used to accelerate the calculations [56,57]. For the analysis of the substituent effect, the B3LYP functional with Grimme’s dispersion correction D3 (Becke–Johnson damping) was employed together with the def2-SVP basis set for all non-metals and the def2-TZVP basis set for Co. Vibrational analysis verified that each structure was a minimum or transition state (ω < 30 cm$^{-1}$ were tolerated). Thermal corrections were calculated from unscaled harmonic vibrational frequencies at the same levels of theory and refer to a standard state of 298.15 K and 1 mol L$^{-1}$. Entropic contributions to the reported free energies were obtained from partition functions evaluated with Truhlar’s quasi-harmonic approximation [58]. This method uses the same approximations as the usual harmonic oscillator approximation except that all vibrational frequencies lower than 100 cm$^{-1}$ are set equal to 100 cm$^{-1}$. Energies were subsequently derived from single-point calculations employing the functionals described above, the quadruple-ζ basis set def2-QZVP [52] and the COSMO solvation model [59] for dichloroethane (ε = 10.125). The dispersion interaction densities (DID) [50] were calculated at the SCS-LMP2/def2-TZVPP level of theory using MOLPRO 2015 [60,61]. The local energy decomposition analysis [51] was performed employing Neese’s domain-based local pair-natural orbital (DLPNO) approach to the CCSD(T) method [DLPNO-CCSD(T)] [62-64] with tightPNO settings and the double-ζ cc-pVDZ basis set as implemented in ORCA 4 [65]. All DFT calculations were performed with Turbomole 7.1 [66,67] and the NCIPLOT code was employed for the visualization non-covalent interactions [48,49].

Experimental Details
General remarks: Catalytic reactions were carried out in Schlenk flasks under nitrogen atmosphere using predried glassware. 1,2-Dichlorehane (DCE) was dried and distilled over CaH$_2$ under N$_2$. N-Cyano-N-phenyl-p-toluenesulfonamide (2a)
Kinetic experiments of the cobalt(III)-catalyzed C–H cyanation: A suspension of I (78 mg, 0.50 mmol), 2 (0.75 mmol), [Cp*Co(CO)I₂] (6.0 mg, 2.5 mol %), AgSbF₆ (8.6 mg, 5.0 mol %) and KOAc (2.5 mg, 5.0 mol %) in DCE (2.0 mL) was heated at 120 °C. Aliquots up to ca 15% conversion (25 µL; 10, 20, 30, 40, 50 min) were periodically removed by a syringe and directly analyzed by GC using n-dodecane (30 µL) as internal standard.

2-(Pyridin-2-yl)benzonitrile (3a): 1H NMR (CDCl₃, 400 MHz) δ 8.73–8.70 (ddd, J = 4.7, 1.8, 0.9 Hz, 1H), 7.82–7.71 (m, 4H), 7.64 (dd, J = 7.6, 1.4 Hz, 1H), 7.49 (dd, J = 7.6, 1.2 Hz, 1H), 7.31 (ddd, J = 7.4, 4.7, 1.2 Hz, 1H). 1³C NMR (CDCl₃, 125 MHz) δ 155.1 (C₅), 149.8 (CH), 143.4 (C₆), 136.7 (CH), 134.0 (CH), 129.9 (CH), 128.6 (CH), 123.2 (CH), 123.1 (CH), 118.6 (C₇), 111.0 (C₈); IR (ATR): 3350, 2960, 1551, 1497, 1340, 1327, 1299, 1286, 1267, 1232 cm⁻¹. EIMS (CI): m/z (relative intensity): 222, 1560, 1464, 758, 509; HRMS (EI): m/z: [M⁺] calcd. for C₇H₆N₂, 180.0687; found, 180.0684. The analytical data are in accordance with those reported in literature [30].

Supporting Information
Supporting Information File 1
Cartesian coordinates, energies of all calculated structures, and details of computational methods.
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Abstract

The structure of the isolated aggregate of phenyl vinyl ether and methanol is studied by combining a multi-spectroscopic approach and quantum-chemical calculations in order to investigate the delicate interplay of noncovalent interactions. The complementary results of vibrational and rotational spectroscopy applied in molecular beam experiments reveal the preference of a hydrogen bond of the methanol towards the ether oxygen (OH⋯O) over the π-docking motifs via the phenyl and vinyl moieties, with an additional less populated OH⋯P(phenyl)-bound isomer detected only by microwave spectroscopy. The correct prediction of the energetic order of the isomers using quantum-chemical calculations turns out to be challenging and succeeds with a sophisticated local coupled cluster method. The latter also yields a quantification as well as a visualization of London dispersion, which prove to be valuable tools for understanding the role of dispersion on the docking preferences. Beyond the structural analysis of the electronic ground state (S₀), the electronically excited (S₁) state is analyzed, in which a destabilization of the OH⋯O structure compared to the S₀ state is observed experimentally and theoretically.
Introduction

The balance of different noncovalent interactions is crucial for chemical and biochemical processes as it controls molecular recognition and aggregation [1-6]. In order to gain a deeper understanding of these processes, knowledge on exact structural arrangements and the respective role of different intermolecular forces such as electrostatic, dispersion and induction forces is needed. Thus, experimental examination as well as the precise prediction of a preferred molecular docking site for different molecules is of crucial importance. Despite the remarkable progress made in experiments and theory/computational chemistry, there is still a need for improvement and benchmarking [7].

Many aromatic solute–solvent complexes have been studied in the gas phase (cf. [8-10] and references therein). Studied systems involving methanol as attached solvent molecule include the works on benzene–methanol clusters by the Zwier group [11] and on fluorobenzene–methanol clusters by the Brutschy group [12], to mention only two examples. Complexes of aromatic ethers with polar solvent molecules are of special interest due to the presence of different competing hydrogen bond acceptor sites. An extensive study on diphenoxystetane–water clusters was performed by the Zwier group [13-15] including studies in the excited S1 and S2 states. Concerning aggregates of aromatic ethers with alcohols, there is a work of Pietraperzia et al. [16] on the anisole–phenol complex in which an OH···O structure was identified. In a systematic study by the Suhm group on complexes of anisole derivatives with methanol, a balance between OH···O and OH···π structures being very sensitive to the substitution pattern at the anisole moiety was identified [17,18]. In previous multi-spectroscopic studies by the Schnell, Suhm and Gerhards groups on diphenyl ether (DPE)–solvent complexes [19-22], the influence of different attached solvent molecules on the structural preference was compared. It could be shown that the balance between OH···π and OH···O-bound structures is very sensitive to the size of the attached alcohol. Torsional balances in solution have been used to probe aromatic OH···π interactions and to show that these interactions remain important at room temperature [23].

In such aromatic solute–solvant systems, one frequently encounters hydrogen bonds formed towards oxygen or nitrogen lone pairs, or R−H···π binding motifs (R = O, N, C, S, …) involving aromatic π systems. Less often, R−H···π bound complexes are found involving nonconjugated, localized C=C double bonds. Exceptions include the ethene–methanol complex [24] as well as bulky olefin–tert-buty alcohol complexes [25] investigated by jet FTIR spectroscopy. The observed OH stretching red-shifts compared to the free alcohols are small, indicating a comparatively weak hydrogen bond, which is also reflected in calculated binding energies [24,25].

With the herein presented work, we now extend our overall multi-spectroscopic study to mixed aromatic olefinic ethers: in the case of phenyl vinyl ether (PVE), there is an ethenyl moiety replacing one of the phenyl rings compared to DPE. This introduces a localized π system along with the delocalized phenyl π system as hydrogen bond acceptor sites. Thereby, the complexity of the system is increased, as now three qualitatively different basic binding motifs have to be regarded instead of only two for DPE. This also provides an enhanced challenge for theory, with no clear preference for one of the motifs to be expected. As shown, e.g., in the case of DPE–t-BuOH [20], there is a need for benchmarking systems in order to improve and develop better theoretical approaches especially for non-covalently bound complexes. The study on PVE–MeOH is meant to present a further benchmark system, probably even more challenging than DPE–t-BuOH.

For an experimental elucidation of structural arrangements and energetic preferences, investigations on a molecular level are required on isolated molecular aggregates, allowing for an ideal comparison with gas phase calculations. This can be achieved by molecular beam experiments, which can be combined with a variety of spectroscopic techniques. For our multi-spectroscopic studies, we utilize FTIR spectroscopy, mass- and isomer-selective IR/UV techniques (IR/R2PI, for methodical developments, cf., e.g., [8,26-29] and UV/IR/UV spectroscopy, cf., e.g., [30-43]) and chirped-pulse Fourier transform microwave (CP-FTMW) spectroscopy. Comparing spectroscopic results with quantum-chemical calculations is often mandatory for the interpretation of experiments. Furthermore, such comparison enables a critical evaluation of the approximations used, comparing the relative stability of different binding motifs.

In this paper, the first structural investigation on the complex of phenyl vinyl ether with methanol is presented. An established multi-spectroscopic approach [19,20] is used, coupling FTIR, IR/UV and microwave spectroscopy with theoretical treatments including dispersion-corrected density functional theory (DFT-D3) [44,45], spin-component-scaled approximated coupled cluster-singles-doubles (SCS-CC2) [46] as well as explicitly correlated local coupled cluster theory (LCCSD(T0)-F12) [47] calculations, the latter allowing for a quantification and visualization of London dispersion interactions [48]. The aim of the presented study is the unambiguous experimental identification of the preferred binding site of a first methanol solvent molecule to the multivalent hydrogen bond scaffold of phenyl vinyl ether, followed by a classification of theoretical methods in

terms of success or failure to predict this preference. Visualization of possible reasons for the subtle preference is a valuable additional asset.

Experimental Setup

FTIR setup

For the FTIR experiments, the so-called filet-jet setup, as described in detail in [49], was used. In this setup, the scans of a BrukerIFS 66 v/s spectrometer (80 kHz, resolution 2 cm\(^{-1}\)) are synchronized to a pulsed supersonic expansion through a 600 × 0.2 mm\(^2\) slit nozzle. Using two separate cooled saturators, low concentrations (<0.1%) of PVE (Sigma-Aldrich, 97%, used as purchased) and methanol (Sigma-Aldrich, ≥99.8%, used as purchased) were added to the carrier gas helium (Linde, 99.996%) and premixed at a pressure of 0.75 bar in a 67 L reservoir before being expanded through the slit nozzle. The pulsed operation with waiting times of 30–90 s between 150 ns long pulses combined with a buffer volume of 12–23 m\(^3\) and a pumping capacity of 500–2500 m\(^3\)/h resulted in background pressures of less than 0.1 mbar before expansions. This facilitated measurements of clusters of methanol and PVE in the zone of silence of the expansion at an average distance of 10 mm to the nozzle. A calcium fluoride beam splitter, lenses and windows were used in combination with a 150 W tungsten filament and an optical filter (4200–2450 cm\(^{-1}\)) to maximize the signal-to-noise ratio in the OH stretching range of the vibrational spectra. For the final spectra, 150 to 775 pulses were co-added to further improve signal-to-noise.

IR/UV setup

The experimental setup for the IR/UV experiments is described in detail elsewhere [29,50], thus only a brief description is given here. All experiments were carried out in a molecular beam apparatus consisting of a differentially pumped linear time-of-flight (TOF) mass spectrometer with a pulsed valve (Series 9, 0.9 mm diameter orifice) for skimmed jet expansion. PVE was synthesized according to the procedure reported in [51] (cf. Supporting Information File 1 for details). MeOH (Sigma-Aldrich, ≥99.7%) and PVE were both supplied via separate cooled reservoirs (approx. –8 °C and –13 °C, respectively) and co-expanded with the carrier gas neon (2.5–3.0 bar).

For the one- and two-color R2PI, the IR/R2PI and the UV/IR/UV experiments up to three tunable nanosecond laser systems were necessary, including two independent UV laser systems and one IR laser system. The UV laser radiation is obtained via second harmonic generation in a BBO crystal using the output of a dye laser (Cobra-Stretch and PrecisionScan, Sirah). They are pumped by the second harmonic (532 nm) of a Nd:YAG laser (SpitLight 600 and SpitLight 1000, Innolas). The IR laser radiation in the range of 3520–3750 cm\(^{-1}\) is generated by difference frequency mixing (DFM) in a LiNbO\(_3\) crystal using the fundamental (1064 nm) of a seeded Nd:YAG laser (Quanta-Ray Pro-230, Spectra-Physics) and the output of a further dye laser (PrecisionScan, Sirah), which is pumped by the second harmonic (532 nm) of the same Nd:YAG laser. Amplification of the resulting IR radiation is obtained by an optical parametric amplification (OPA) process in a further LiNbO\(_3\) crystal using the output of the DFM process and the fundamental (1064 nm) of the Nd:YAG laser.

For the IR/R2PI spectra, the IR laser was fired 50 ns prior to the UV excitation laser, whereas for the UV/IR/UV spectra the IR laser was fired 2.0–3.0 ns after the UV excitation laser. The time delay between UV excitation and ionizing laser was 4.0–4.5 ns.

CP-FTMW setup

The rotational spectroscopy measurements were performed with the Hamburg chirped-pulse Fourier transform microwave (CP-FTMW) spectrometer COMPACT covering the 2–8 GHz frequency range, which has been described in detail in [52]. The molecules were seeded into a supersonic expansion with neon as the carrier gas by using a pulse nozzle (Parker General Valve, Series 9, 0.9 mm diameter orifice) equipped with a heated reservoir close to the valve orifice, operating at 8 Hz. PVE was synthesized as described above and used without further purification.

The liquid sample was held in the reservoir at room temperature, which resulted in sufficient vapor pressure (standard boiling point of about 155 °C) for recording the rotational spectrum. MeOH was kept in a separate reservoir. PVE–MeOH clusters were generated by first flowing the carrier gas (neon) through the reservoir containing methanol that was external to the chamber, followed by picking up PVE vapor. After supersonic expansion into vacuum using neon at 3 bar, the molecular jet was polarized with a 4 μs chirp spanning 2–8 GHz. The chirp was generated with an arbitrary waveform generator, amplified to 300 W with a traveling wave tube amplifier, and transmitted into the vacuum chamber via a horn antenna. Following excitation, 40 μs of the free induction decay (FID) of the macroscopic ensemble of polarized molecules was recorded. The fast frame capability [53] of the Tektronix DPO 71254C was used in which eight consecutive excitation chrips, each followed by 40 μs during which the FID could be collected, were recorded and averaged. This resulted in an effective repetition rate of 64 Hz.

For the spectrum of the PVE–MeOH dimer, 3 million FIDs were co-added. A resulting signal-to-noise ratio of about 500:1
to 600:1 for the stronger transitions of the dominant complex allowed us to determine the positions of the carbon atoms with respect to the center of mass of the overall complex (see below) exploiting the presence of $^{13}$C isotopologues in natural abundance and using the Kraitchman approach [54]. Fourier transformation of the averaged time domain FID, recorded at point spacings of 10 ps, resulted in a frequency domain rotational spectrum with frequency resolution of 25 kHz.

The assignment was performed with the program JB95 [55], then the fits to an asymmetric-rotor Hamiltonian were performed using SPTFIT/SPCAT. The experimental results were complemented by and compared with the results of electronic structure calculations. B3LYP-D3/aug-cc-pVTZ calculations were performed using the Gaussian 09, rev. D.01 program suite [56] to guide the assignment.

### Computational Methods

Various input structures for the PVE–MeOH complex were generated by using the MMFF94s force field [57] as implemented in Avogadro [58]. Afterwards, geometry optimizations were performed by applying the Berny optimization algorithm of Gaussian 09 [56] with energies and gradients obtained from Turbomole 7.0 [59]. The DFT functional B3LYP with Grimme's two-body D3 corrections and Becke–Johnson damping [45] was used in combination with the def2-TZVP basis set based on the documented performance of this level of theory for the similar diphenyl ether–methanol system [19]. Furthermore, the obtained structures were re-optimized with the SCS-CC2 method using the def2-TZVP basis set, both in the electronic ground ($S_0$) and first excited state ($S_1$). The ricc2 module in Turbomole 7.0 requires an auxiliary Coulomb fitting basis set (cbas) for the resolution-of-identity approximation (RI) for which def2-TZVP-cbas was chosen [60]. All obtained geometries were confirmed as minima by harmonic frequency calculations.

In order to evaluate the relative stability of the different conformers found on the potential hypersurface, density fitted explicitly correlated local coupled cluster with singles and doubles excitations and perturbative triples (DF-LCCSD(T0)-F12) calculations were carried out [47]. In order to converge the energies relative to the one particle basis, the VTZ-F12 and VQZ-F12 basis sets [61,62] were used together with a Schwenke style basis set extrapolation, as proposed in [63]. The orbitals were Pipek–Mezey [64] localized and orbital domains determined by natural population analysis with a threshold of TNPA = 0.03 [65]. Defaults were used for the pair classification, with all pairs included in the F12 treatment. Furthermore, the intermolecular pairs were classified as strong (meaning that they were treated at the highest level of theory). The latter method will be denoted as LCCSD(T0)-F12/CBS[T:Q]. In all correlated calculations the 1s electrons were removed from the treatment (frozen-core approximation). Furthermore, we analyzed the relative impact of dispersion interactions in the different complexes through a local orbital analysis of the CCSD (connected) doubles energy terms. The latter discussion is complemented with dispersion interaction density (DID) plots [48]. The coupled cluster calculations were carried out with Molpro 2015.1 [66].

### Results and Discussion

#### Theoretical results

In contrast to the already studied diphenyl ether–alcohol clusters [19,20,22], phenyl vinyl ether offers three different binding sites for possible interactions with small solvent molecules: the ether oxygen, the phenyl ring and the vinyl moiety. Since both the phenyl ring and the vinyl moiety interact with the solvent via a $\pi$ cloud, preferred binding sites are indicated using the following nomenclature: P (phenyl) and E (ethenyl), respectively. The optimizations using B3LYP-D3(BJ)/def2-TZVP yield six different structures, representing each binding motif with two isomers (cf. Figure 1).

In order to verify the structures of the complexes, a second level of theory was applied, namely SCS-CC2/def2-TZVP. Similar minima were found in the latter calculations, confirming the rich variety of binding motifs. However, distinct differences were found between the two methods: While B3LYP-D3 predicted the OH–E conformer as the most stable complex SCS-CC2 gave OH–P as the lowest minimum (cf. Table S1 in Supporting Information File 1). This is in contrast to our results of diphenyl ether–alcohol clusters [19,20,22], where both computational levels predicted the same energetic order of the isomers. The two structures correspond to quite different docking positions, reflecting well the demanding test this system imposes on quantum chemical methods. Several minima are separated by energy differences of 1 kJ/mol or less. The complete energetic analysis at both levels of theory is presented in Supporting Information File 1 (cf. Tables S1 and S2). The reasons behind the discrepancies are manifold, ranging from the method to the small basis set used. In order to obtain a more reliable theoretical prediction, LCCSD(T0)-F12/CBS[T:Q] calculations were carried out on top of the DFT-optimized geometries. The results are presented in Table 1, with and without zero-point vibrational energy (ZPVE) corrections.

The coupled cluster results show a clear energetic preference for the OH–O and OH–O’ isomers. Observing the intermolecular contacts, which may or may not be designated as weak hydrogen bonds but are expected to stabilize the complexes, the main difference between the two structures is a phenyl vs
ethenyl CH to methanol O contact (cf. dashed gray lines in Figure 1). Both are separated by only a few tenths of a kJ/mol, which is within the error of the method used (considering that the coupled cluster expansion is truncated at triples excitations and the neglect of core-valence correlation effects, which should be the largest sources of error along with the harmonic B3LYP ZPVE error). It also confirmed the subtle difference between the six conformers, with an energy span of approximately 4–5 kJ/mol (=1 kcal/mol, the commonly accepted definition of chemical accuracy) among all structures.

Also featured in Table 1 are the computed O–H stretch fundamentals together with the IR intensity at the two different levels of theory used in the optimizations. The frequencies were scaled according to the experimental value of the OH–π isomer of DPE–MeOH [19]. Based on the computational results, the vibrational spectral signals of the OH–O and OH–O’ isomers will be extremely hard to distinguish, as they lie less than 3 cm$^{-1}$ apart, with very similar intensities. The same can be asserted for the less stable OH–E and OH–E’ structures. This is not surprising, given the similarities of the OH binding pattern for both sets of structures.

Table 1: Comparison of different structures for PVE–MeOH dimers in the S0 state with LCCSD(T0)-F12/CBS[Q]/B3LYP-D3/def2-TZVP electronic energies $E_{rel}$ and B3LYP zero-point corrected energies $E_{0,rel}$ relative to the minimum OH–O structure. The scaled wavenumbers $\tilde{\nu}$ of the OH-stretching vibration together with the respective IR intensity I are presented for two levels of theory: B3LYP-D3 (scaling factor: 0.9600) and SCS-CC2/def2-TZVP (scaling factor: 0.9635).

<table>
<thead>
<tr>
<th></th>
<th>$E_{rel}$ [kJ/mol]</th>
<th>$E_{0,rel}$ [kJ/mol]</th>
<th>$\tilde{\nu}$ [cm$^{-1}$]</th>
<th>I [km/mol]</th>
<th>$\tilde{\nu}$ [cm$^{-1}$]</th>
<th>I [km/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH–O</td>
<td>0.0</td>
<td>0.0</td>
<td>3597</td>
<td>219</td>
<td>3619</td>
<td>160</td>
</tr>
<tr>
<td>OH–O’</td>
<td>-0.3</td>
<td>0.2</td>
<td>3600</td>
<td>193</td>
<td>3621</td>
<td>144</td>
</tr>
<tr>
<td>OH–P</td>
<td>1.4</td>
<td>1.0</td>
<td>3619</td>
<td>112</td>
<td>3631</td>
<td>67</td>
</tr>
<tr>
<td>OH–P’</td>
<td>3.9</td>
<td>2.4</td>
<td>3631</td>
<td>127</td>
<td>3636</td>
<td>110</td>
</tr>
<tr>
<td>OH–E</td>
<td>1.5</td>
<td>2.0</td>
<td>3567</td>
<td>187</td>
<td>3607</td>
<td>121</td>
</tr>
<tr>
<td>OH–E’</td>
<td>4.8</td>
<td>4.7</td>
<td>3567</td>
<td>197</td>
<td>3606</td>
<td>128</td>
</tr>
</tbody>
</table>
In order to gain further insight into the energetic order of the different isomers, we conducted an analysis of the dispersion interactions present in the system by decomposing the CCSD energy terms obtained with the largest basis set (VQZ-F12). The latter procedure is based on the classification of the intermolecular excitation classes as detailed in [48,67]. The results are shown in Table 2. Beyond the total dispersion contributions, we also made use of the local analysis to separate the contribution of different molecular moieties in the PVE molecule (phenyl, ether oxygen and ethenyl). Shared orbitals are split up according to their NPA (natural population analysis) charges as described in [68].

The dispersion interaction energies show an interesting pattern. Although all structures are significantly stabilized by dispersion, with a maximum energy difference of 2.6 kJ/mol when summed all together, the relative weight of the different molecular fragments varies quite significantly. The moiety with the largest potential as dispersion energy donor (DED) is the phenyl ring. This results in the strongest stabilization for the two conformers whereby the methanol is closest to the ring (OH–P and OH–P’). The other conformers have much more spread out contributions. What is surprising is that even for the ethenyl binding complexes the contribution of the phenyl ring is sizable. Geometrically, this seems unlikely, given that the methanol moiety is not oriented favorably relative to the ring. The effect can, however, be understood by inspecting the respective dispersion interaction densities (DIDs, cf. Figure 2), which allow for an even finer-grained analysis. There, one can observe that the major contributor is not the \( \pi \)-system of the phenyl ring.

<table>
<thead>
<tr>
<th></th>
<th>( \Delta E_{\text{disp}} ) (total) [kJ/mol]</th>
<th>( \Delta E_{\text{disp}} ) (phenyl) [kJ/mol]</th>
<th>( \Delta E_{\text{disp}} ) (O) [kJ/mol]</th>
<th>( \Delta E_{\text{disp}} ) (ethenyl) [kJ/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH–O</td>
<td>−14.3</td>
<td>−6.2 (43.2)</td>
<td>−5.1 (35.8)</td>
<td>−3.0 (21.1)</td>
</tr>
<tr>
<td>OH–O’</td>
<td>−15.7</td>
<td>−6.1 (38.7)</td>
<td>−4.9 (31.5)</td>
<td>−4.7 (29.8)</td>
</tr>
<tr>
<td>OH–P</td>
<td>−16.9</td>
<td>−11.9 (70.4)</td>
<td>−1.5 (9.2)</td>
<td>−3.5 (20.5)</td>
</tr>
<tr>
<td>OH–P’</td>
<td>−16.0</td>
<td>−14.0 (87.6)</td>
<td>−1.3 (8.0)</td>
<td>−0.7 (4.4)</td>
</tr>
<tr>
<td>OH–E</td>
<td>−15.6</td>
<td>−6.9 (44.3)</td>
<td>−2.1 (13.3)</td>
<td>−6.6 (42.4)</td>
</tr>
<tr>
<td>OH–E’</td>
<td>−13.1</td>
<td>−4.5 (34.0)</td>
<td>−0.9 (6.7)</td>
<td>−7.8 (59.3)</td>
</tr>
</tbody>
</table>

*Figure 2: Dispersion interaction density (DID) plots calculated at the LCCSD/VQZ-F12 level. The brown zones indicate regions of electron density in a monomer which interact strongly by dispersion interactions with the other molecule. Blue stands for weaker/diffuse contributions. For example, in the top left figure one can observe that the OH group of methanol interacts strongly with the ether oxygen, with some dispersion energy coming as well from a CH orbital in the phenyl close to the methanol.*
but a C–H contact to the methanol (a similar effect had already been observed in diphenyl ether–methanol complexes [19]). This contact is reminiscent of stabilization effects observed in coupled diamondoids [69] or supramolecular complexes [70], where such interactions can be found in large numbers.

**Electronic ground state spectra**

**FTIR spectroscopy**

The results of an FTIR exploration of the conformational diversity of this system are shown in Figure 3. Besides methanol monomer, methanol dimer and a signal clearly attributed to a larger cluster, only a single, reasonably narrow absorption at 3625 cm$^{-1}$ is observed. It can be attributed to mixed dimers of MeOH with PVE and allows for a single rigorous conclusion, due to the linearity of the technique and the comparable IR absorption cross section of all predicted dimer conformations (cf. Table 1 and Table S1, Supporting Information File 1): the global minimum structure and any other, higher lying isomers which are initially formed and impeded from relaxation to the global minimum due to broad or high interconversion barriers must have their OH stretching fundamental at 3625 ± 5 cm$^{-1}$ or be significantly less abundant.

If one were to trust the relative harmonic wavenumber predictions from the preceding subsection (cf. Table 1), this would imply a single docking motif, as different docking motifs are predicted to lead to larger spectral separations. However, different extents of anharmonicity do not allow to completely rule out overlapping docking motifs. Therefore, conformationally selective methods are desirable to investigate this possibility. Finally, the actual docking site has to be identified by structural or electronic excitation spectroscopy.

**IR/R2PI spectroscopy**

Additional insight can be gained by using the mass- and isomer-selective IR/R2PI technique. This method requires knowledge on electronic excitation energies of the PVE–MeOH complex. For this reason, one-color R2PI spectra were recorded in the range of 36100–37600 cm$^{-1}$ (cf. Figure S1 in Supporting Information File 1). While the R2PI spectrum of the PVE monomer shows well-resolved vibrational progressions (cf. Figure S1a, Supporting Information File 1), the spectrum of the solvent aggregate is broadened and affected by ionization-induced fragmentation of larger clusters (cf. Figure S1b, Supporting Information File 1). This is also reflected in the recorded IR/R2PI
spectra (cf. Figure S2, Supporting Information File 1), yielding solely the spectrum shown in Figure 4 via the excitation energy of 36885 cm$^{-1}$ containing an OH stretching vibration of a PVE–MeOH dimer.

Comparing the calculated OH stretching frequencies for the different isomers obtained at the DFT-D3 and SCS-CC2 levels (cf. Table 1) to the experiment does not allow for a clear structural assignment: the DFT-D3 calculations show the best agreement for the OH–P structure (3619 cm$^{-1}$, scaling factor 0.9600). Regarding the relative electronic energies, the OH–O structure is somewhat favored, with OH–O’ coming as a close second. The latter frequencies are 3597 and 3600 cm$^{-1}$, respectively, at the same level of theory. On the other hand, the computed SCS-CC2 frequencies would provide a coincident assignment, as both O-docking isomers would have the closest fundamentals compared to the measured frequency (3619 and 3621 cm$^{-1}$). The assignment, however, would be tentative at best with this information alone. The OH–E isomers on the other hand can be excluded due to their lower OH stretching frequencies as well as the energetic disadvantage at the LCCSD(T0)-F12/CBS[T:Q] level (cf. Table 1).

In order to elucidate this problem, the electronic excitation energies can serve as a further indication for the binding motif, as shown for DPE–alcohol clusters before [20-22]. Comparing the vertical excitation energies for the different isomers with the experimental excitation energy of 36885 cm$^{-1}$ yields the best agreement for the OH–O or OH–O’ isomer, which also show a significantly blue-shifted S$_1$→S$_0$ transition compared to the PVE monomer (adiabatic excitation energies of 38291 and 38164 cm$^{-1}$, respectively, compared to 38034 cm$^{-1}$ for the PVE monomer, cf. Table S2, Supporting Information File 1), as observed experimentally. In contrast to that, a red-shifted S$_1$→S$_0$ transition compared to PVE is predicted for the OH–P isomer (37907 cm$^{-1}$), which would coincide with the fragmentation-dominated region of the R2PI spectrum, where, however, only signatures of larger clusters could be identified. These considerations strengthen the arguments for the presence of an OH–O structure laid before, on the basis of the computed coupled cluster energies and the SCS-CC2 fundamental stretch frequencies. Additional experimental insight will be gained from the UV/IR/UV spectrum of the S$_1$ state as well as the microwave investigations in the following section.

Chirp pulse Fourier transform microwave (CP-FTMW) spectroscopy

From the broadband CP-FTMW spectra obtained with neon as a carrier gas, we assigned two PVE–MeOH complexes with significantly different intensities. Complex 1 is about ten times more intense than complex 2. The experimental rotational constants (Table 3) for the two isomers agree the best with the values calculated for the OH–O’ isomer (as also indicated in the FTIR and the IR–UV investigations, which are, however, unable to distinguish OH–O from OH–O’) and the OH–P isomer, respectively. The identification of the two complexes to the OH–O’ and the OH–P isomers is guided by the absolute and relative values of the B and C rotational constants. Generally, the rotational constants calculated at the SCS-CC2/def2-TZVP level of theory agree somewhat better with the experimental values than the B3LYP-D3(BJ)/def2-TZVP values (note that we compare experimental B$_0$ rotational constants with theoretical B$_\text{e}$ rotational constants here). For the OH–P complex, however, we find that the B3LYP-D3(BJ)/def2-TZVP level of theory provides a better prediction of the magnitudes of the dipole-moment components. Experimentally, we only observe a-type transitions for this complex, which points to rather low values for $\mu_a$ and $\mu_c$. SCS-CC2 calculations predict all three dipole-moment components to be of comparable magnitude. At the B3LYP-D3(BJ) level, $\mu_a$ is predicted to be significantly stronger than $\mu_b$ and $\mu_c$. This change in magnitude for the dipole-moment components for different levels of calculation is more often observed for weakly bound complexes because the exact arrangement of the two monomers with respect to each other can have a major influence on the dipole-moment components. Also note that in none of the spectroscopic experiments, we observe the OH–E isomer that is also predicted to be of relatively low energy (cf. Table 1).

The rotational spectra of the two isomers are qualitatively different. For the OH–O’ isomer (complex 1), we observe a characteristic line splitting into so-called A and E components (cf. Figure 5) arising from internal rotation of the methyl group of methanol, similar to the case of the DPE–MeOH complex. For the OH–P isomer (complex 2), no line splitting due to internal rotation was observed. This is consistent with the higher barrier
Table 3: Experimental rotational constants of the two observed complexes, using neon as carrier gas, that are assigned to the OH–O’ and the OH–P isomers, respectively. The experimental rotational parameters for the OH–O’ isomer (called Exp 1) are the results of a fit to a rigid-rotor asymmetric Hamiltonian including solely the A lines of the internal rotation splitting. Rotational parameters of a global fit (XIAM) including both A and E levels due to internal rotation for the OH–O’ isomer are presented in the Table S9 of Supporting Information File 1.

<table>
<thead>
<tr>
<th></th>
<th>Complex 1 (OH–O’ isomer)</th>
<th>Complex 2 (OH–P isomer)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SCS-CC2/def2-TZVP</td>
<td>SCS-CC2/def2-TZVP</td>
</tr>
<tr>
<td></td>
<td>Exp 1</td>
<td>Exp 1</td>
</tr>
<tr>
<td>A [MHz]</td>
<td>1466.59120(26)</td>
<td>1501.94</td>
</tr>
<tr>
<td>B [MHz]</td>
<td>697.48965(11)</td>
<td>697.58</td>
</tr>
<tr>
<td>C [MHz]</td>
<td>572.109900(95)</td>
<td>589.94</td>
</tr>
<tr>
<td>$\Delta A_0$ [kHz]</td>
<td>0.72697(62)</td>
<td>0.070(14)</td>
</tr>
<tr>
<td>$\Delta A_0$ [kHz]</td>
<td>-0.6669(26)</td>
<td>2.19(10)</td>
</tr>
<tr>
<td>$\Delta A$ [kHz]</td>
<td>5.6217(62)</td>
<td>-</td>
</tr>
<tr>
<td>$\delta J$ [kHz]</td>
<td>0.15121(11)</td>
<td>-</td>
</tr>
<tr>
<td>$\delta K$ [kHz]</td>
<td>2.5783(29)</td>
<td>-</td>
</tr>
<tr>
<td>A state transition</td>
<td>213 (49/104/60)</td>
<td>20(20/0/0)</td>
</tr>
<tr>
<td>Dipole moment (D) ($\mu_a/\mu_b/\mu_c$)</td>
<td>2.2/1.9/1.2</td>
<td>0.8/0.4/0.8</td>
</tr>
<tr>
<td>$\sigma$ [kHz]</td>
<td>6.7</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Two different ways of analyzing the rotational spectrum of the OH–O’ isomer (complex 1) were performed. In Table 3, the results from a fit to an asymmetric-top Hamiltonian of only the A state species of the internal rotation splitting pair, which is often a good approximation, is summarized (Exp 1). In addition, we used the program XIAM to perform a global fit including both A and E lines. This global fit does not only provide the rotational constants, but also parameters of the internal rotor, in this case the methyl group. This includes the barrier height for internal rotation as well as the geometrical arrangement of the rotor with respect to the overall rotating molecule, as also discussed for the DPE–MeOH complex [19]. For PVE–MeOH, the barrier height was determined to be 261 cm$^{-1}$, as summarized in Table S9 of Supporting Information File 1. This value is in agreement to barrier heights observed for other complexes with methanol [19]. It is somewhat lower than in the case of free methanol (373 cm$^{-1}$) and also lower than the calculated barrier height of 341 cm$^{-1}$ (cf. Table S9, Supporting Information File 1). This somewhat lower methyl group internal rotation barrier for the OH–O’ isomer could point to a softening of the C–O bond of methanol due to the hydrogen bond. The DID plots in Figure 2 also indicate that the methyl group is basically free from other interactions, so that no additional hindering is expected.

Furthermore, the transition intensities for the OH–O’ isomer are strong enough (with a signal-to-noise (SNR) of about 500:1 to 600:1 for the stronger transitions) to assign rotational transitions arising from all nine singly substituted $^{13}$C isotopologues in natural abundance (about 1%, cf. Figure S3, Supporting Information File 1). The additional data sets of rotational constants are summarized in Supporting Information File 1 (Table S12) together with line lists of the main isotopologues (Tables S10–S11) and the $^{13}$C isotopologues (Tables S13–S21). They allow us, using Kraitchman’s equations, to determine the
carbon substitution structure, \( r_s \), of the complexes, which are the positions of the respective substituted carbon atoms with respect to the center of mass of the complex and thus the carbon backbone structure. The obtained \( r_s \) structure for complex 1 (cf. Figure 5) further confirms the assignment of complex 1 as the \( \text{OH}--'O' \) isomer, where the methyl group of the methanol moiety points towards the phenyl ring.

As mentioned, the \( \text{OH}--'O' \) isomer is about ten times more intense than the \( \text{OH}--P \) isomer. The intensity observed in CP-FTMW spectroscopy directly depends on the number of molecules, i.e., the population of the respective isomers, as well as the square of the transition dipole moments. Since the \( \mu_a \) values for the two isomers differ by a factor of two (cf. Table S11 in Supporting Information File 1), the \( \text{OH}--P \) isomer can be considered to be about 2.5 times less populated than the \( \text{OH}--'O' \) isomer, as an upper estimate. Taking the predicted energy difference of 0.8 kJ/mol for granted, this ratio would correspond to a plausible [18] conformational freezing temperature of 100 K. A three-fold lower or three-fold higher conformational temperature appears unlikely, and thus a tentative experimental energy penalty for \( \text{OH}--P \) relative to \( \text{OH}--'O' \) ranges from 0.3 to 2 kJ/mol. This contradicts both inexpensive approaches (B3LYP-D3 and SCS-CC2 with def2-TZVP) and suggests that these methods somewhat underestimate the stability of \( \text{OH}--'O' \) contacts.

**Electronically excited state spectrum**

For the investigation of the electronically excited state by using the UV/IR/UV technique, a two-color R2PI signal is required. For this reason, the one-color R2PI signal was suppressed by attenuating the laser power of the excitation laser. On the other hand, higher pulse energies were used for the ionizing laser. The latter was set to 31847 cm\(^{-1}\) for the UV/IR/UV experiment in order to yield the best two-color R2PI signal. Figure 6 shows the recorded UV/IR/UV spectrum for the PVE–MeOH mass trace.

Due to temporally overlapping laser pulses, the spectrum contains transitions from the \( S_0 \) state, the electronically excited (\( S_1 \), at 3637 cm\(^{-1}\)) and also the ionic \( D_0 \) state (at 3667 cm\(^{-1}\)). This could not be avoided, as the lifetime of the excited state, which is estimated to be in the order of 5–7 ns, is shorter than the laser pulse-widths of 7–10 ns. The OH stretching vibration at 3637 cm\(^{-1}\) originating from the electronically excited state of the PVE–MeOH complex is blue-shifted compared to the ground state, which indicates a decrease of the hydrogen bond strength in the \( S_1 \) compared to the \( S_0 \) state. A comparison with SCS-CC2 calculations shows a good agreement of a blue-shifted OH stretching frequency at 3642 cm\(^{-1}\) (cf. Table S2, Supporting Information File 1, scaled by 0.9635) compared to the ground state at 3619 cm\(^{-1}\) (cf. Table 1) for the \( \text{OH}--'O' \) isomer, which is also reflected in an increase of the \( H--'O' \) hydrogen bond distance from 2.068 to 2.168 Å from \( S_0 \) to \( S_1 \) state geometry. This destabilization of the \( \text{OH}--'O' \) hydrogen bond is further reflected in the calculated binding energies of the PVE–MeOH complex obtained at the SCS-CC2/def2-TZVP level, which are reduced by 0.9 kJ/mol regarding \( D_0 \) and 1.6 kJ/mol regarding \( D_e \) in the \( S_1 \) state compared to the \( S_0 \) state for \( \text{OH}--'O' \) (cf. Table S3, Supporting Information File 1). The spectral shift can be explained by regarding the HOMO and LUMO orbitals involved in the \( S_1 \rightarrow S_0 \) transition, which is predicted to be mainly a \( \pi \rightarrow \pi^* \) transition with a small charge transfer contribution from the ether oxygen to the phenyl ring. The latter leads to a slightly decreased electron density at the binding site for the methanol molecule and therefore weakens the hydrogen bond. These findings are in line with observations in previous studies on diphenyl ether–alcohol complexes [20,21].

In principle, as the \( \text{OH}--'O' \) isomer has been identified in the \( S_0 \) state, the observation of a respective \( \text{OH}--'O' \)-bound structure can be expected in the \( S_1 \) state as well. However, the \( \text{OH}--P \) isomers are predicted to be significantly stabilized in the \( S_1 \) state (cf. Table S2, Supporting Information File 1). Nevertheless, due to the predicted red-shifts of the OH stretching frequencies of the \( \text{OH}--P \) isomers (indicating an increased hydrogen bond strength compared to the \( S_0 \) state), their presence, i.e., by a rearrangement reaction from the \( \text{OH}--'O' \) isomer, can be excluded. By exciting the electronic origin of the \( \text{OH}--'O' \) isomer the formation of \( \text{OH}--E \) isomers can also be excluded as their expected excitation energies are higher than the one for \( \text{OH}--'O' \) and in addition they are energetically less stable (cf. Table S2, Supporting Information File 1).
Conclusion

In this paper, the first spectroscopic and theoretical investigation on the isolated phenyl vinyl ether–methanol complex is presented. From the FTIR spectra, the existence of one isomer is concluded, which is confirmed by IR/UV spectroscopy in the electronic ground state (S₀). The combined vibrational and electronic spectroscopic investigations, including a comparison of vibrational frequencies and electronic excitation energies, allow for an assignment of an OH⋯O-bound structure. Broadband rotational (CP-FTMW) spectroscopy ultimately identifies OH⋯O’ as the observed isomer, ruling out the presence of the nearly isoenergetic OH⋯O. One explanation for its elusiveness would be a low interconversion barrier. However, rotational spectroscopy further reveals the presence of the OH⋯P isomer as a second isomer, being less populated, which is not observed with the less sensitive FTIR technique and might be superimposed by fragmentation of larger clusters in the usually more sensitive IR/UV experiments or it is even not populated due to different expansion conditions. No evidence was found for an OH⋯ ethenyl-bound structure, which is in agreement with the more pronounced energetic discrimination of OH⋯E isomers compared to the other binding motifs predicted at the LCCSD(T0)-F12/CBS[T:Q] level of theory.

In the electronically excited state (S₁), the OH stretching vibration of the attached methanol undergoes a blue-shift compared to the S₀ state. This indicates a weakening of the OH⋯O bond upon electronic excitation compared to the ground state and is in good agreement with the calculated frequency shift for the S₀ and S₁ state structures obtained at the SCS-CC2/def2-TZVP level and is furthermore in line with findings for similar diphenyl ether–alcohol complexes from previous investigations [20,21].

In summary, we present a multi-spectroscopic analysis on a molecular complex with a very delicate balance between, for the first time, three different binding motifs. This provides an excellent benchmark system for theory, since DFT-D3 as well as SCS-CC2 methods fail in predicting the correct energetic order, whereas LCCSD(T0)-F12 succeeds in the preferred docking motif. These differences are in the range of only 2 kJ/mol, when considering relative electronic energies, but that is already enough to tip the scales in the wrong direction. Comparing VTZ-F12 and VQZ-F12 results, we observe that the electronic energies are well converged for the smaller basis (Table S6, Supporting Information File 1). This would place the main accuracy bottleneck in the electronic structure method (i.e., functional, correlation truncation) chosen.

Finally, regarding the docking preference in comparison to the previously investigated diphenyl ether complex with methanol, a conclusion might be that methanol needs the interaction with a second phenyl ring in order to prefer the OH⋯π motif over OH⋯O, as observed for diphenyl ether. The secondary interaction of methanol with a smaller ethenyl moiety being present in phenyl vinyl ether instead of a phenyl ring seems to be insufficient to favor the phenyl docking site.

Supporting Information

Supporting Information File 1
Additional computational and experimental data.
[https://www.beilstein-journals.org/bjoc/content/supplementary/1860-5397-14-140-S1.pdf]
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Abstract

The dispersion type Bi···π arene interaction is one of the important structural features in the assembly process of arylbismuth compounds. Several triarylbismuth compounds and polymorphs are discussed and compared based on the analysis of single crystal X-ray diffraction data and computational studies. First, the crystal structures of polymorphs of Ph₃Bi (1) are described emphasizing on the description of London dispersion type bismuth···π arene interactions and other van der Waals interactions in the solid state and the effect of it on polymorphism. For comparison we have chosen the substituted arylbismuth compounds (C₆H₄-CH═CH₂-4)₃Bi (2), (C₆H₄-OMe-4)₃Bi (3), (C₆H₄-t-Bu₂-3,5)₃Bi (4) and (C₆H₄-t-Bu₂-3,5)₂BiCl (5). The structural analyses revealed that only two of them show London dispersion type bismuth···π arene interactions. One of them is the styryl derivative 2, for which two polymorphs were isolated. Polymorph 2a crystallizes in the orthorhombic space group P2₁2₁2₁, while polymorph 2b exhibits the monoclinic space group P2₁/c. The general structure of 2a is similar to the monoclinic C2/c modification of Ph₃Bi (1a), which leads to the formation of zig-zag Bi-arene centroid ribbons formed as a result of bismuth···π arene interactions and π···π intermolecular contacts. In the crystal structures of the polymorph 2b as well as for 4 bismuth···π arene interactions are not observed, but
both compounds revealed C–H···π intermolecular contacts, as likewise observed in all of the three described polymorphs of Ph₃Bi. For compound 3 intermolecular contacts as a result of coordination of the methoxy group to neighboring bismuth atoms are observed overruling Bi···π arene contacts. Compound 5 shows a combination of donor acceptor Bi···Cl and Bi···π arene interactions, resulting in an intermolecular pincer-type coordination at the bismuth atom. A detailed analysis of three polymorphs of Ph₃Bi (1), which were chosen as model systems, at the DFT-D level of theory supported by DLPNO-CCSD(T) calculations reveals how van der Waals interactions between different structural features balance in order to stabilize molecular arrangements present in the crystal structure. Furthermore, the computational results allow to group this class of compounds into the range of heavy main group element compounds which have been characterized as dispersion energy donors in previous work.

Introduction

Although known for more than a century, the interest on metal···π arene interaction of main group metals has increased significantly, both experimentally and theoretically in the past decade [1-5]. Especially the development of novel computational tools demonstrated the importance of London dispersion type interactions for structures and functions of molecules [6-8]. With regard to this the high relevance of London dispersion type interactions in molecular organometallic chemistry was recently summarized by Liptrot and Power [9]. It should be noted that in this context and more generally organometallic bismuth compounds are witnessing growing attention since applications in the field of supramolecular chemistry [10-12] and pharmacology are of interest [13-15].

Lately, several studies regarding the metal···π interactions in organometallic compounds of antimony and bismuth [16-19] have been reported including intramolecular [20-22] and intermolecular coordination [23,24]. Special attention was given to bismuth···π arene interaction by us including the formation of dimers and networks [1,25-28], and recently we reported a study on the effect of intermolecular dispersion type interaction on polymorphism and phase transition of compounds of the type Ar₃Bi (Ar = C₄H₃NMe, C₄H₃O, C₄H₃S, C₄H₃Se) [28,29].

Other state of the art examples on the formation of supramolecular assemblies via dispersion type metal···π arene intermolecular interactions [10,11] were summarized by Caracelli et al., and recently Tiekink classified this type of interaction as one of the emerging intermolecular interactions that are of particular interest to coordination chemists with regard to supramolecular chemistry [12]. However, most reports on main group metal···π interactions are based on the description of the single crystal structures and lack a profound description of the theoretical background so far. Rare examples on theoretical work about the pnictogen···π interaction were given by Frontera et al. [30,31]. While analysis of structural parameters like interatomic distances allows to assess the plausibility of certain interactions, this is exceedingly difficult and sometimes misleading for weak intermolecular interactions. Here, the accurate quantification that is possible using computational methods allows to gain a deeper understanding of which interactions are dominating. This way, a given crystal structure can be rationalized, for example, as consisting of strongly interacting dimers which themselves interact weakly with their surroundings based on the actual interaction energies. Elucidation of this is already possible at the DFT-D level of theory, if functionals with established accuracy are used, or at the DLPNO-CCSD(T) level of theory, which yields near-quantitative accuracy from first principles and can be applied to fairly large systems [32-38].

Herein, we report on intermolecular interactions with focus on bismuth···π arene interactions for the crystal structures of three polymorphs of Ph₃Bi (1). For comparison the crystal structures of substituted arylbismuth compounds of the type Ar₃Bi [Ar = C₄H₄-CH=CH₂-4 (2a, 2b), C₆H₄-OMe-4 (3)], Ar′₃Bi (4) and Ar′₃BiCl (5, Ar′ = C₆H₄-t-Bu₂-3,5) were analyzed with regard to their packing in the solid state. Electronic structure calculations were carried out on Ph₃Bi···C₆H₆ and selected polymorphs of Ph₃Bi (1). For this purpose, a series of electronic structure methods are applied for a model compound in order to assess the performance of different methods and to conceptually investigate and quantify the heavy main group element···π interaction present in these type of compounds. In the second part, DFT-D and DLPNO-CCSD(T) calculations are carried out for a series of molecular structures, dimers, trimers and tetramers that have been taken from the crystal structures of three selected polymorphs of compound 1. This allows to quantify and to rationalize the balance of dispersion type interactions between bismuth and aromatic ligands as well as between the aromatic ligands itself.

Results and Discussion

Synthesis

So far, four polymorphs of Ph₃Bi (1) have been reported in the literature [39-45], but none of these reports contains an analysis of dispersion type interactions including bismuth···π interaction in the solid state. This prompted us to have a closer look at these simple organometallic compounds. Noteworthy, the first
Scheme 1: Triarylbismuth compounds, that serve as examples for the investigation of bismuth····π interactions in the solid state.
note that the term C–H···π is used as a structure descriptor rather than to describe a special type of bonding. Thus we follow the criticism given by Grimme [54] and Iverson et al. [55] on the unreflected use of terms such as C–H···π, or π···π stacking previously. In most cases, these interactions rely on London dispersion forces rather than special types of bonding due to the π system.

Crystal structures
In all of the presented compounds, the arrangement at the bismuth atom is best described as a slightly distorted trigonal pyramid, with the C–Bi–C angles significantly smaller than the tetrahedral angle, indicating that the lone pair is of mainly 6s character [41]. The Bi–C distances and C–Bi–C angles correspond to bond lengths and angles as observed for the various modifications of Ph3Bi [1,39,41-44] and other Ar3Bi compounds (Ar = Mes [56], p-Tolyl [57]). The molecular structures of 2a, 2b, 4 and 5 are illustrated in Figures S1–S4 (Supporting Information File 1), the selected bond lengths and angles are listed in the corresponding figure captions. Here, we focus mainly on the description of the supramolecular arrangements of these compounds in the solid state.

In the literature several reports exist on the monoclinic polymorph of Ph3Bi (1a), which crystallizes in the space group C2/c [39-43]. The Bi···π arene interactions range from 3.727–3.856 Å, leading to the formation of 1D ribbons in the solid state due to Bi···π arene interactions (see zig-zag (Bi–arene_centroid)∞ chain in Figure 1a). These chains are further connected via C–H−π (arene_centroid) intermolecular contacts with C33–H33–π (arene_centroid) distances of 3.030 Å (blue dashed line, γ = 10.9°, (two parallelograms connected via one edge in Figure 1b). Furthermore, two C–H−π (arene_centroid) intermolecular contacts are observed with C14–H14–π (arene_centroid) distances of 3.042 Å (green dashed line, γ = 19.5°) and C15–H15–π (arene_centroid) distances of 2.760 Å (black dashed line, γ = 6.4°) to give a 2D network (Figure 1c). Other additional C–H–π (arene_centroid) intermolecular contacts with C36–H36–π (arene_centroid) distances of

Figure 1: Ball and stick model of a fragment of a) the zig-zag chain of a 1D arrangement of Ph3Bi (1a). Hydrogen atoms were omitted for clarity. Selected distances [Å]: Bi1–arene_centroid 3.763 (violet dash line) [39-43]; b) formation of the two parallelograms connected via one edge, formed via two C–H−π (arene_centroid) intermolecular contacts with C33–H33–π (arene_centroid) 3.030 Å (blue dashed line, γ = 10.9°); c) wire and stick model of 2D and 3D networks formed via C–H–π (arene_centroid) intermolecular contacts C14–H14–π (arene_centroid) distances of 3.042 Å (green dashed line, γ = 19.5°), C15–H15–π (arene_centroid) distances of 2.760 Å (black dashed line, γ = 6.4°) and C36–H36–π (arene_centroid) distances of 2.740 Å (red dashed line, γ = 11.2°), respectively (only hydrogen atoms involved in C–H–π (arene_centroid) contacts are shown). Symmetry transformation: a = x, 1 + y, z; b = 1/2 – x, 3/2 – y, –z; c = 1/2 – x, 1/2 – y, –z.
2.740 Å (red dashed line, γ = 11.2°) lead to the formation of a 3D network in the solid state (Figure 1c). The C–H$_\text{Ph}$–arene$_\text{centroid}$ contacts are shorter than 3.1 Å with an angle γ between the normal to the arene ring and the line defined by the H atom and the arene$_\text{centroid}$ smaller than 30° [58,59].

The polymorph 1b crystallizes in the orthorhombic space group $Pnma$ [45]. The crystal structure of polymorph 1b shows two different bismuth atoms in the unit cell, each of them being involved in Bi–π arene intermolecular interactions, with Bi2–arene$_\text{centroid}$ 3.468 Å (grey dashed line in Figure 2) and Bi1–arene$_\text{centroid}$ 3.561 Å (blue dashed line in Figure 2), thus resulting in zig-zag type 1D ribbons. In addition C–H$_\text{Ph}$–π (arene$_\text{centroid}$) intermolecular contacts with C17–H17$_\text{Ph}$–π (arene$_\text{centroid}$) 3.083 Å (γ = 9.5°) and C29–H29$_\text{Ph}$–π (arene$_\text{centroid}$) 3.097 Å, (γ = 16.4°), green and purple dashed line in Figure 2a, respectively complement the structure. The ribbons are connected via two additional C–H$_\text{Ph}$–π (arene$_\text{centroid}$) intermolecular contacts with C15–H15$_\text{Ph}$–π (arene$_\text{centroid}$) 3.034 Å (black dashed line, γ = 8.4°) and C28–H28$_\text{Ph}$–π (arene$_\text{centroid}$) 2.890 Å (brown dashed line, γ = 13.5°) and lead to the formation of a 2D network (Figure 2b).

Another polymorph of Ph$_3$Bi (1c) was reported by Neumann and co-workers in a CSD communication. The polymorph 1c crystallizes in the monoclinic space group $P2_1/c$ [1,44]. The crystal structure of polymorph 1c reveals the formation of non-centrosymmetric dimers in the solid state, which are formed via two Bi–π arene intermolecular contacts (Figure 3a). These distances amount to Bi1–arene$_\text{centroid}$ 3.787 Å (green dashed line) and Bi2–arene$_\text{centroid}$ 3.939 Å (lime dashed line). A closer look at the crystal structure of polymorph 1c reveals that the dimeric units self-assemble via C–H$_\text{Ph}$–π–arene$_\text{centroid}$ contacts, which leads to the formation of centro symmetric units, based on C–H$_\text{Ph}$–π (arene$_\text{centroid}$) intermolecular contacts (four-membered ring in Figure 3b), with C20–H20$_\text{Ph}$–π (arene$_\text{centroid}$) 2.801 Å (dark red dashed line, γ = 12.3°) and C27–H27$_\text{Ph}$–π (arene$_\text{centroid}$) 2.763 Å (teal dashed line, γ = 12.6°), (1D layers in Figure 3b), respectively. Additionally, the 1D layers are connected via two C–H$_\text{Ph}$–π (arene$_\text{centroid}$) intermolecular contacts, with C3–H3$_\text{Ph}$–π (arene$_\text{centroid}$) 3.037 Å (blue dashed line, γ = 7.9°) to give a 3D network in the solid state (Figure 3c).

It is worth to note that Wetzel has reported another crystal structure of Ph$_3$Bi (1d) in 1942, which crystallizes in the triclinic space group $P\overline{1}$ [39]. Unfortunately, the crystal structure of the latter could not be analyzed by us due to the lack of atomic parameters.

(C$_6$H$_4$–CH=CH$_2$–4)$_3$Bi (2)

Crystallization of (C$_6$H$_4$–CH=CH$_2$–4)$_3$Bi (2) from iPrOH solution gave pale yellow crystals, which either form needles or rarely a more compact morphology. Both types of crystals of 2 were suitable for single crystal X-ray diffraction analysis and revealed the formation of two polymorphs 2a (colorless acicular crystals) and 2b (light yellow block-shaped crystals) in the solid state. Polymorph 2a crystallizes in the orthorhombic space group $P2_1_2_1_2_1$ (Figure 4), while the crystal structure analysis of polymorph 2b revealed the monoclinic space group $P2_1/c$ (Figure 5).

For 2a Bi–π arene interactions between the bismuth atom and the aryl ring of the neighboring molecule are deduced, which leads to the formation of zig-zag Bi–arene$_\text{centroid}$ Chains along the crystallographic axis (1D ribbons in Figure 4a). The Bi–arene$_\text{centroid}$ distance amounts at 3.835 Å ($Z_{vdW}$ (Bi–C) = 3.77–4.31 Å), which corresponds to the distances of 3.47 to 3.96 Å, as reported for the polymorphs of Ph$_3$Bi [1,39,41,44]. The overall crystal structure of 2a is very similar to the mono-
Figure 3: Ball and stick model of Ph₃Bi (1c) showing: a) non-centrosymmetric dimers formed via two Bi···π arene intermolecular contacts. Hydrogen atoms were omitted for clarity. Selected distances [Å]: Bi1–arene centroid 3.787 (green dashed line), Bi2–arene centroid 3.939 (lime dash line) [1,44]; b) the formation of a four-membered ring of a 1D layer build via two C–H···π (arene centroid) intermolecular contacts with C20–H20···π (arene centroid) 2.801 Å (dark red dashed line, γ = 12.3°) and C27–H27···π (arene centroid) 2.763 Å (teal dashed line, γ = 12.6°); c) the formation of a 3D network build via additional C–H···π (arene centroid) intermolecular contacts with C3–H3···π (arene centroid) 3.037 Å (blue dashed line, γ = 7.9°), (only hydrogen atoms involved in C–H···π (arene centroid) contacts are shown). Symmetry transformation: a = 2 – x, –y, 1 – z; b = 1 – x, –y, 1 – z.

Figure 4: Wire and stick representation of (C₆H₄-CH=CH₂-4)₃Bi (2a) showing: a) zig-zag chains of 1D ribbons formed via Bi···π arene intermolecular contacts (Bi1–arene centroid 3.835 Å), accompanied by πPh···π vinyl contacts of 3.798 Å and the formation of 2D network via C16B–H16B···π (arene centroid) 2.980 Å (violet dashed line, γ = 14.5°); b) the formation of the 3D network via C5–H5···π (arene centroid) 3.094 Å (black dashed line, γ = 26.0°, only hydrogen atoms involved in C–H···π (arene centroid) contacts are shown). Symmetry transformations: a = 1 + x, y, z; b = –1 + x, y, z.

clinic C2/c modification of Ph₃Bi (1a) [41-43]. Additionally, short π···π distances were observed between one of the vinyl groups and the aryl ligand, with a distance from the centroid of the aromatic ring to the midpoint of the C=CH double bond of 3.798 Å. The angle to the plane through the aryl ligand of the neighboring molecule amounts at 13.1° and thus a nearly linear arrangement between a bismuth atom, an aryl ligand, and the vinyl group with an angle of 171.8° is observed (Figure 4a).

In 2a each Bi···π arene contact is accompanied by a πPh···π vinyl contact (orange dashed line in Figure 4a). The 1D chains are connected via C–Hvinyl···π (arencentroid) intermolecular...
contacts with C16B–H16B,vinyl···π (arene,centroid) 2.980 Å (violet dashed line, γ = 14.5°) to form a 2D network (Figure 4a). Additional C–H,Ph···π (arene,centroid) intermolecular contacts with C5–H5···π (arene,centroid) of 3.094 Å (black dashed line, γ = 26.0°) lead to the formation of a 3D network in the solid state (Figure 4b). By contrast, the crystal structure of 2b did not show any Bi···π arene interaction, and it reveals only the presence of C–H,Ph···arene contacts. Two sorts of C–H,Ph···π (arene,centroid) intermolecular contacts, with C11–H11,Ph···π (arene,centroid) 2.817 Å (cyan dashed line, γ = 8.5°) and C18–H18,Ph···π (arene,centroid) 2.940 Å (dark blue dashed line, γ = 10.0°) are observed (Figure 5a). Furthermore, additional C–H,vinyl···π (arene,centroid) intermolecular contacts with C16Bb–H16Bb,vinyl···π (arene,centroid) 2.960 Å (green dashed line, γ = 25.0°) lead to the formation of a 2D network, while other intermolecular contacts with C24Ac–H24Ac,vinyl···π (arene,centroid) of 2.904 Å (brown dashed line, γ = 7.0°) result in the formation of a 3D network (Figure 5b). The Bi···Bi contacts are considerably shorter than the sum of the van der Waals radii of bismuth atoms (Bi···Bi contacts of 4.046 Å; ΣvdW(Bi, Bi) 4.08–5.14 Å) [60-62] and are in good agreement with the ones reported recently in a theoretical study by Jansen and co-workers who discussed dispersion type Bi···Bi interactions in the context of structure formation in R3Bi compounds (Bi···Bi contacts vary between 4.015 and 4.059 Å) [63].

Figure 5: Wire and stick model of (C6H4-OMe-4)3Bi (3) (C6H4-OMe-4)3Bi (3) crystallized from CHCl3 in the form of colorless cube-shaped or block-shaped crystals which were suitable for single crystal X-ray structure analysis. Compound 3 crystallizes in the trigonal space group R3 (Figure 6). While our work was in progress, Gagnon and co-workers reported the crystal structure of 3, which exhibits very similar lattice parameters [64]. However, the packing structure has not been discussed in detail and thus its description is given here.

A closer look at the bismuth environment reveals that for the molecular structure of 3 the bismuth atom might be described as six-coordinated being surrounded by six 4-methoxyphenyl groups. Three of them are bonded covalently to bismuth with Bi–C of 2.248(3) Å and three units are bonded via weaker Bi···O interactions, which have identical values (Bi···O 3.781 Å), finally leading to a [3 + 3] coordination (van der Waals radii ΣvdW(Bi, O) = 3.57–4.09 Å) [60-62]. The 4-methoxyphenyl moieties are pointing via the oxygen atoms to the bismuth atom, which actually hinders the formation of bismuth Bi···π arene interactions. A similar coordination environment was observed in the case of the two polymorphs of (2-C4H3S)3Bi, where three thienyl molecules of the neighboring molecules interact with Ar3Bi [29]. The oxygen atoms of the methoxy groups each interact with the bismuth atom of a neighboring molecule in a way that each bismuth atom inter-
acts with three oxygen atoms of different neighbors. In the resulting three-dimensional structure, one molecule of 3 interacts with six other molecules (Figure 6b). Similar Bi···O interactions are also found in tris(2-methoxyphenyl)- and tris(2,4-dimethoxyphenyl)bismuthine [65]. However, the coordination sphere of the bismuth atoms in these compounds is complemented intramolecularly through the methoxy groups in the ortho position (Bi···O of 3.05 Å and 3.15 Å [65]).

The crystal structure of 3 did not show any Bi···π arene interaction, but reveals the presence of C–H···π(arenecentroid) contacts amount to C3–H3π···π(arenecentroid) 3.005 Å (blue dashed line, γ = 7.8°) and C5–H5π···π(arenecentroid) 2.845 Å (green dashed line, γ = 11.6°) [65].

(C6H3-t-Bu2-3,5)2Bi (4) and (C6H3-t-Bu2-3,5)2BiCl (5)

Colorless single crystals suitable for X-ray crystallography were isolated upon crystallization from a CH2Cl2 solution at ambient temperature (for 4) and at −28 °C (for 5). Compounds 4 and 5·2CH2Cl2 crystallize in the hexagonal space group P63/m and orthorhombic space group Pna21, respectively. The crystal structure of compound 4 does not exhibit any Bi···π arene interactions, but shows four C–H···π(arenecentroid) intramolecular contacts, with C14–H14C1a···π(arenecentroid) 2.877 Å (black dashed line, γ = 10.7°), C27–H27Cbc···π(arenecentroid) 2.884 Å (blue dashed line, γ = 7.8°), C37–H37Ca···π(arenecentroid) 3.012 Å (brown dashed line, γ = 11.5°) and C95–H95Cbc···π(arenecentroid) 3.002 Å (green dashed line, γ = 6.5°) in Figure 6b, respectively. The presence of bismuth···π arene interactions could not be observed most probably due to the bulky t-Bu groups attached to the aryl ligands, which hinder the interactions of the bismuth atom with the aryl ligands of the neighboring molecules (Figure 7).

The crystal structure analysis of 5 revealed intermolecular donor acceptor Bi···Cl interactions of Bi1–Cl1b 2.805(7) Å, which are accompanied by Bi···π arene contacts of Bi1···arenecentroid 3.725 Å. This arrangement results in a sort of intermolecular pincer-type coordination of the bismuth atom, and thus in the formation of a 1D chain in the solid state (Figure 8). Due to the Bi···π arene interactions, the local geometry of the bismuth atom becomes distorted square pyramidal with one carbon atom of the C6H3-t-Bu2-3,5 ligand in the axial positions and the two chlorine atoms, another carbon atom of the aryl ligand and the arenecentroid placed in the equatorial positions, describing the basal plane. This is reflected in the bond angles of C15–Bi1···arenecentroid 89.7°, C15–Bi1–Cl1b 90.9(10)°, C15–Bi1–Cl1b 92.7(9)°, and C1–Bi1–C15 92.4(10)°. Besides these contacts, the crystal structure of 5 revealed short C–H···π(arenecentroid) contacts for C9–H9A···π(arenecentroid) 2.662 Å (brown dashed line, γ = 7.4°).
As shown in this section, the crystal structures of 1–5 described above revealed the presence of London dispersion type interactions in the solid state, with bismuth acting as dispersion energy donor (DED) only in some cases. In the absence of strong donor acceptor type interactions a competition between the different types of dispersion interactions (Bi···π, π···π or C–H···π) is ob-
served and thus leads to different structural features in the solid state (Table 1). Here the question arises how important and how large these interactions are and whether any type of interaction is dominating. For this reason computational studies have been performed with the focus on the crystal structures of three polymorphs of Ph$_3$Bi (1), which revealed either the formation of non-centrosymmetric dimers as basic building block, or the formation of 1D ribbons (i.e., zig-zag type). Both are based on bismuth···π arene interactions: the formation of 2D networks is built up via C–H···π intermolecular contacts of T-shape. Noteworthy, polymorph 2a showed bismuth···π and π···π interactions leading to 1D ribbons in the solid state, while 2b did not reveal Bi···π interactions. Thus, it is concluded that Bi···π, π···π and C–H···π interactions must be of similar strength. Similar to the situation of 2b, compound 4 did not show any bismuth···π arene interactions, but also exhibits C–H···π intermolecular contacts. In compounds 3 and 5 intermolecular Bi···O and Bi···Cl bonds are dominating.

Electronic structure calculations on selected polymorphs of Ph$_3$Bi

In order to assess the role of dispersion interactions for the existence of structural features in compounds including Bi···π interactions, we focus our study on the wealth of structural information for BiPh$_3$ (compound 1). Note that various structural motifs present in the polymorphs of compound 1 can be also found in polymorphs of compound 2.

We will proceed as follows: First, an idealized model compound is studied such that the basic Bi···π interaction can be classified in comparison to other systems previously studied. Then, we will turn to the crystal structures of polymorph 1a, 1b, and 1c and investigate each polymorph in terms of intermolecular interactions to assess which influences are decisive for structure formation. For this purpose, several tetrameric units have been extracted from the crystal structure for each polymorph. This way, all relevant intermolecular interactions in the solid state can be studied based on monomer distortion, intermolecular interactions of representative dimers and the interaction of one molecule with several of its neighbors.

**Distance scan for the idealized BiPh$_3$···benzene complex**

In a previous study on the nature of Bi···π arene interactions in various benzene complexes with BiR$_3$ (with R = Me, OMe, and Cl), we found that interaction energies for this type of compounds range from $-10$ kJ mol$^{-1}$ to $-40$ kJ mol$^{-1}$. The character of the interaction varies from purely dispersive for BiMe$_3$ to dispersive with pronounced donor–acceptor character in case of Bi(OMe)$_3$ and BiCl$_3$ complexes [66,67]. In order to assess
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the nature of the interaction in the BiPh₃−π complexes (compound 1), rigid potential energy surface scans for the idealized BiPh₃−benzene complex were performed at the PBE-D3 and DLPNO-CCSD(T) level of theory. The idealized structure was constructed in order to disentangle pure Bi−π arene interaction from the influence of substituents. The interaction potential curve is shown in Figure 9. The distance scans obtained at the PBE-D3 level of theory are in good agreement with the DLPNO-CCSD(T) results which shows that using the PBE-D3 functional is a cost efficient alternative to the DLPNO-CCSD(T) method. The minimum on the DLPNO-CCSD(T) potential energy curve estimated by interpolation corresponds to a distance of 3.66 Å and to −17 kJ mol⁻¹. Note that the Bi−π arene contact minimum distance is shorter than for 1a, 1c, and 2 but slightly longer than for 1b (see Table 1). The curve for the interaction energy without dispersion contribution (Figure 9, E(int-disp)) is slightly attractive.

The interaction energy of the BiPh₃ complex is higher than the interaction energy obtained for BiMe₃ but smaller than for Bi(OMe)₃ (see Figure 10a), however, the dispersion contribution to the interaction energy in the BiPh₃ complex (see Figure 10b) is comparable to the dispersion contributions in other BiR₃−benzene complexes. This implies that the character
of the interaction in the BiPh$_3$–benzene complex is closer to that of BiMe$_3$ rather than to Bi(OMe)$_3$ and that the interaction is dominated by dispersion with minor contribution of donor–acceptor character.

Computational description of the polymorphs of BiPh$_3$

In this section we address the question which factors influence the structure in solid state for BiPh$_3$ and what possible intermolecular interactions within the polymorphs of compound 1 are. As mentioned already earlier several tetrameric units of polymorphs of compound 1 were chosen in order to obtain a simplified description of the crystal structure. These tetrarans contain the information on the different intermolecular interactions present in the solid state of BiPh$_3$. The structures of the studied tetrarans are shown in Figures 11, 13, and 15. Subsequently, tetrarans were divided into dimeric units that represent specific intermonomer interactions, and can be considered as building blocks of the bulk. Monomer distortion energies (geometry preparation; denoted as $E_{\text{prep}}$ in Figures 11, 13, and 15) were computed in order to gain knowledge on crystal packing effects. The distortion energy is obtained as the difference between the energy of a single relaxed molecule and the energy of an unrelaxed molecule in the crystal structure geometry. Important information on the intermolecular interaction strength within the tetramer is obtained when one monomer is removed from the system. This energy (depicted as $E_{\text{remove}}$ in Figures 11, 13, and 15) contains the interactions with neighboring molecules and also possible long-range interactions within the tetramer. This energy is determined as a difference between the interaction energies of a tetramer and trimer formed after removing the appropriate monomer.

The interaction energies of all tetrarans and dimers were computed at the PBE-D3/def2-TZVP level of theory and are depicted in Figures 11, 13, and 15 as $E_{\text{tetramer}}$ and $E_{\text{dim}}$, respectively. A color code is introduced in Figures 11, 13, and 15 to facilitate the understanding of the construction of tetrarans and dimers. A different color is ascribed to each monomer within the tetramer. The interaction energies were computed with reference to the sum of the energies of all unrelaxed monomers (crystal structure geometry) included in the tetramer or dimer. Interaction energies of tetrarans, trimeric, and dimeric structures can yield information about the additivity of intermolecular interactions. Additionally, interaction energies of all Bi–π arene type dimers and selected π-stacking dimers were computed at the DLPNO-CCSD(T)/cc-pVQZ (cc-pwCVQZ-PP for Bi) level of theory with TightPNO settings (see Figures 12, 14, and 16). Local energy decomposition analysis was performed in order to obtain the dispersion energy contributions to the interaction energies. The dispersion energies of the specific dimers were then visualized as DED plots and are shown in Figures 12, 14, and 16. The structures and interaction energies of all studied π-stacking dimers are given in Supporting Information File 1 (see Figures S12–S14 and Table S4 in Supporting Information File 1). Please note that the positions of the hydrogen atoms in the tetrameric and dimeric structures were optimized at the PBE-D3/def2-TZVP level of theory. Hence, the intermolecular distances involving C–H groups may vary from the crystallographic data given in the previous sections.

Polymorph 1a

In case of polymorph 1a three different tetrarans were chosen that are shown in Figure 11. The simplest tetramer 1a-1 consists of linear chains of BiPh$_3$ molecules belonging to one layer. It is built from three equivalent Bi–phenyl dimers with an interaction energy of $-46$ kJ mol$^{-1}$ (computed at the PBE-D3/def2-TZVP level of theory, depicted in Figure 11 as $E_{\text{dim3}_3}$). Tetrarans 1a-2 and 1a-3 are constructed from two Bi–π arene dimers of two different layers of BiPh$_3$ molecules. Within these two tetrarans not only Bi–π arene interactions are present but also π-stacking contacts of monomers between two layers. In tetramer 1a-2 three C–H···π stacking interactions can be found. Two equal interactions between monomers 2 (green; numbering of the monomers is the same as the numbering of the Bi atoms within a specific tetramer as depicted in Figure 11) and 3 (red), and monomers 1 (grey) and 4 (blue). There is also a C–H···π type interaction between monomers 2 (green) and 4 (blue). All of these dimers have interaction energies of $-29$ kJ mol$^{-1}$ (depicted in Figure 11 as $E_{\text{dim2}_3}$ and $E_{\text{dim2}_4}$) indicating that they are interacting fairly strongly. Similarly, in tetramer 1a-3 three π-stacking interactions between monomers can be found. Two of them (monomers 1 and 4, and 2 and 3) are equivalent and their interaction energy amounts to $-42$ kJ mol$^{-1}$ indicating strong interactions between the layers. The next neighbor interaction between monomers 2 (green) and 4 (blue) in tetramer 1a-3 is much weaker and amounts to $-15$ kJ mol$^{-1}$.

The distortion energies ($E_{\text{prep}}$) of the monomers in polymorph 1a are quite large and amount to almost 17 kJ mol$^{-1}$. This indicates that, although the interactions between specific monomers to form dimeric structures by Bi–π arene are strong, the crystal packing effects are significant in this case.

Another factor that is useful in describing the energetics within the tetrarans is the energy required to remove one of the monomers from the corresponding tetramer. This quantity is depicted in Figure 11 as $E_{\text{remove}}$. By removing one of the molecules from the tetramer the interactions with this specific monomer are broken, which can involve contacts between neighboring molecules or long-range interactions. In tetramer 1a-1 the energy needed to remove one of the outer monomers (3 and 4) is
almost equal to the interaction energy of one Bi···π arene dimer. This indicates that only one dimer breaks. To remove one of the inner monomers (2 or 1) an energy of 92 kJ mol$^{-1}$ is required. This energy is very close to the sum of the interaction energies of two dimers. For example, $E_{\text{remove}}$ of monomer 2 in tetramer 1a-1 is roughly the sum of the interaction energies of two Bi···π arene dimers (91.4 kJ mol$^{-1}$). This simple example shows the additivity of the dimeric intermolecular interactions within the tetramer. The situation is more complicated for tetramers 1a-2 and 1a-3. In general, the energies to remove one of the molecules from these tetramers are higher than for tetramer 1a-1 as they contain interactions between the chains and each of the monomers has more contacts on average within the tetramer. The energy needed to remove one of the monomers from tetramer 1a-2 or 1a-3 is roughly the sum of the interaction energies involving this monomer (deviating by at most 5 kJ mol$^{-1}$). Another important aspect is that the interaction energy computed for tetramers 1a-1–1a-3 can be also expressed as a sum of energies of particular dimeric interactions present in the specific tetramer. For instance, the sum of the interaction energies of specific dimers in tetramer 1a-2 amounts to $-179$ kJ mol$^{-1}$ which is higher by 4 kJ mol$^{-1}$ than the interaction energy of the whole tetramer ($-175.1$ kJ mol$^{-1}$). For tetramer 1a-3 this sum is $-191.3$ kJ mol$^{-1}$ which is very similar to the computed value ($-189.6$ kJ mol$^{-1}$). This shows that the interactions in the crystal structure of polymorph 1a are pairwise neighbor interactions. Long-range interactions are probably mostly weak dipolar interactions that do not contribute significantly. The analysis of specific dimeric interactions in tetramers 1a shows that not only Bi···π arene interactions are important structure building factors but also several C–H···π arene contacts play a crucial role in structure formation. The strength of the π-stacking interactions depends on the number of contacts and distances between interacting molecules.

Figure 12 depicts structures of Bi···π arene dimers and one of the (strongest) C–H···π arene dimers in polymorph 1a. The C–H···π arene dimer (depicted as 1a-3-1 in Figure 12) has two very short (2.6 Å) contacts between a C–H group and a phenyl ring. The interaction and dispersion energies given in Figure 12 were obtained at the DLPNO-CCSD(T)/cc-pVQZ (cc-pwCVQZ-PP for Bi and TightPNO settings) level of theory. Note that PBE-D3 and DLPNO-CCSD(T) give very similar results. Inspection of dispersion energies obtained from the LED analysis reveals that both types of dimers (Bi···π arene and π-stacking) are exclusively dispersive. Figure 12 depicts two...
complementary graphical interpretations of the dispersion energy density that can be plotted either as an isosurface (coral plots) or mapped on an isodensity surface (color gradient) of the electron density. Both plots display the regions with the highest contributions to the dispersion interaction present in the complex.

In summary, polymorph 1a is formed by one dimensional chains consisting of strong Bi···π arene contacts with interaction energies of −46 kJ mol⁻¹ (see tetramer 1a-1 in Figure 11). These 1D chains are bound strongly by the π-type interactions present between BiPh₃ molecules belonging to different layers. The energies of such contacts range from −15 to −40 kJ mol⁻¹. The distortion energies of monomers (17 kJ mol⁻¹) suggest that crystal packing effects are large in polymorph 1a.

**Polymorph 1b**

In case of polymorph 1b four tetrameric units were identified and are depicted in Figure 13. Tetramers 1b-1 and 1b-2 consist of zig-zag chains formed by Bi···π arene interactions between
one layer of BiPh$_3$ molecules. The difference between these tetraters is that tetramer 1b-1 contains two Bi···π arene contacts with a distance of 3.47 Å between the Bi atom and the phenyl ring centroid and one Bi···π arene contact with a distance of 3.56 Å. In tetramer 1b-2 there are two 3.56 Å Bi···π arene contacts and one 3.47 Å contact. Both types of Bi···π arene dimers have very similar interaction energies of $-28$ kJ mol$^{-1}$ ($E_{\text{dimer1,2}}$ of tetramer 1b-1) and $-31$ kJ mol$^{-1}$ ($E_{\text{dimer2,3}}$ of tetramer 1b-1). In tetramers 1b-1 and 1b-2 π-stacking interactions are also present. We only discuss the interactions in tetramer 1b-1 as they are the same as in tetramer 1b-2. For example, the C–H···π arene-type interactions between monomers 1 (red) and 3 (blue), and monomers 2 (green) and 4 (grey) are as strong as the Bi···π arene interactions in polymorph 1b and amount to $-28$ kJ mol$^{-1}$ and $-29$ kJ mol$^{-1}$, respectively. Tetramers 1b-3 and 1b-4 on the other hand, exhibit interactions between neighboring zig-zag chains. In tetramer 1b-3 two Bi···π arene interactions and three other stacking interactions are present that vary in energy and contact area between the BiPh$_3$ molecules. For example, the strongest C–H···π arene dimer of tetramer 1b-3 with an interaction energy of $-30$ kJ mol$^{-1}$ is formed between monomers 1 (green) and 3 (grey). The other two stacking interactions between monomers 1 (green) and 4 (blue), and monomers 2 (red) and 4 (blue) are much weaker due to the smaller contact area between the molecules. Their interaction energies amount to $-16$ kJ mol$^{-1}$ and $-8$ kJ mol$^{-1}$, respectively. In tetramer 1b-4 only one additional π-stacking interaction between molecules 2 (green) and 4 (blue) is present but is quite strong ($E_{\text{dim2,4}} = -28$ kJ mol$^{-1}$).

The distortion energies of the monomers ($E_{\text{prep}}$) are much lower than that for polymorph 1a and range from 9 to 11 kJ mol$^{-1}$. This implies that crystal packing effects are less pronounced in this polymorph.

Energies required to remove one of the monomers from the tetramer in case of polymorph 1b also depend on the number of interactions and the energy value is roughly the sum of the energies of these interactions. For instance, one of the lowest energies needed to remove a molecule is found for monomer 2 (red) in tetramer 1b-3 that amounts to $38$ kJ mol$^{-1}$. This energy is simply the sum of the already discussed dimer energies ($E_{\text{dim1,2}}$ and $E_{\text{dim2,4}}$). Another example is when monomer 3 (blue) is removed from tetramer 1b-1 which requires an energy of $86$ kJ mol$^{-1}$. This energy is a sum of the dimer energies that are formed including this monomer ($E_{\text{dim1,3}}$, $E_{\text{dim2,3}}$, and $E_{\text{dim3,4}}$). This again demonstrates the additivity of intermolecular interactions and that the intermolecular interactions in the bulk can be described as a sum of dimer interactions. Adding up energies of all the dimeric units of tetramer 1b-3 results in an energy of $-112.2$ kJ mol$^{-1}$ which is roughly equal to the computed interaction energy of this tetramer ($-111.3$ kJ mol$^{-1}$).

Figure 14 depicts Bi···π arene dimers and selected π-stacking dimers that are present in the structures of tetraters 1b-1–1b-4 and their dispersion energy density plots. It is concluded that the dispersion energies are a few kJ mol$^{-1}$ higher for Bi···π arene dimers than for π-stacking dimers but in general all of these interactions are purely dispersive. Note that typically the dispersion contribution is larger than the overall interaction energy as it compensates the monomer preparation.

Summarizing, polymorph 1b is built from zig-zag chains of BiPh$_3$ molecules consisting of Bi···π arene contacts with interaction energies of about $-30$ kJ mol$^{-1}$. The preparation energy is notably smaller than in polymorph 1a. The contacts between zig-zag chains are of π-stacking type and their interaction energies amount also to about $-30$ kJ mol$^{-1}$.

### Polymorph 1c

For polymorph 1c we identified three tetraters that are depicted in Figure 15. Each of them contains two Bi···π dimers that consist of two Bi···π arene contacts. The interaction energy of these dimers is high and amounts to $-47$ kJ mol$^{-1}$. Tetramer 1c-1 represents Bi···π arene dimers belonging to the same layer. There are two identical C–H···π arene dimers in tetramer 1c-1 with an interaction energy of $-38$ kJ mol$^{-1}$. These π-stacking dimers are formed by monomers 2 (green) and 4 (grey), and monomers 1 (red) and 3 (blue). The detailed structure of this dimer is shown in Figure 16 (depicted as 1c-1-1). Monomers 2 (green) and 3 (blue) also interact to form a dimer that is based on CH···CH and CH···phenyl interactions (see Figure 16, 1c-1-2). The interaction energy of this dimeric unit is moderate and amounts to $-20$ kJ mol$^{-1}$. Tetraters 1c-2 and 1c-3 include the Bi···π arene dimers from two different molecular layers. In tetramer 1c-2 one very strongly bound π-stacking dimer is formed between monomers 1 (green) and 3 (blue). Its interaction energy amounts to $-64$ kJ mol$^{-1}$ and is the highest among all studied dimers, including Bi···π arene dimers. Its structure resembles the structure of a cube with multiple short C–H···π arene contacts (see Figure 16, dimer 1c-2-1). In case of tetramer 1c-3 the π-stacking interaction between the molecules are weaker than in the other two tetraters. The interaction between monomers 1 (green) and 3 (blue) is of moderate strength and the interaction energy is $-20$ kJ mol$^{-1}$. The second π-stacking interaction present in the tetramer involves monomers 2 (red) and 3 (blue) and is a rather weak interaction with $-11$ kJ mol$^{-1}$.

The distortion energies ($E_{\text{prep}}$) of the monomers of polymorph 1c are very low and range from 5 to 7 kJ mol$^{-1}$. This means that
Figure 14: Detailed structures of selected dimers extracted from the crystal structure of polymorph 1b and dispersion energy plots. See Figure 12 for details.

Figure 15: Structures of studied BiPh₃ tetramers extracted from the crystal structure of polymorph 1c. See Figure 11 for details.
in this case packing effects are not very strong compared to the other two polymorphs of BiPh₃.

In case of polymorph 1c energies required to remove one molecule from the tetramer are significantly higher and are roughly the sum of the interactions that involve a specific monomer. Note that the sum of interaction energies of dimers in tetramer 1c-2 amounts to −158.3 kJ mol⁻¹ which is much smaller than the interaction energy of the tetramer (E_{tetramer} = −171.7 kJ mol⁻¹). Most probably there are two possible interactions between slightly remote monomers 1 (green) and 4 (grey), and 2 (red) and 3 (blue) each accounting for about −7 kJ mol⁻¹. In case of the other two tetramers of polymorph 1c all interaction energies of dimers add up to roughly the interaction energy of the tetramer.

Figure 16 depicts the most important dimers found in the structure of polymorph 1c, for which the interaction and dispersion energies are given. The dispersion energy plots show the spatial distribution of the dispersion interaction within each dimer. An especially high dispersion energy contribution is observed for dimer 1c-2-1 (−83 kJ mol⁻¹). By looking at the distribution of the dispersion energy (dispersion energy density plots) for this dimer it is noticed that almost the entire monomers contribute to the overall dispersion from π···π interactions.

In case of polymorph 1c the results of the quantification of the interaction energies reveal that this structure is actually not dominated by Bi···π arene interaction, but rather consists of dimers connected by strong π···π interaction (Figure 16, 1c-2-1 with −64 kJ mol⁻¹) which are connected by two weaker Bi···π arene contacts (Figure 16, 1c-1-1, −47 kJ mol⁻¹).

Figure 17 shows the comparison of the distortion and the interaction energies of Bi···π arene and π stacking dimers. As for BiPh₃, Bi···π arene and π···π interactions are of comparable magnitude and the existence of the different polymorphs can be explained by a balance of two competing interactions. While in case of polymorph 1a the Bi···π arene interaction dominates as a structure building factor, for polymorph 1b Bi···π arene and π···π interactions are in the same energy range. In case of polymorph 1c the π-stacking interaction dominates. Figure 17 also demonstrates the differences between distortion energies of monomers (E_{prep}) as found for a specific polymorph and shows how packing effects decrease from polymorph 1a to 1c.

**Conclusion**

Herein, we have shown that the dispersion type Bi···π arene interactions provide an important contribution to the structure formation of arylbismuth compounds. In the absence of stronger donors such as -OR and -Cl, the dispersion type bismuth···π arene interaction is supplemented by other weak interactions such as π···π or C–H···π. Each Bi···π arene contact with bismuth as a strong dispersion energy donor (DED) provides a higher interaction energy than a single C–H···π contact, but most often several of the latter compete with the single Bi···π
arene contact. In case of multiple C–Hπ···π contacts these can become dominating. As a result, triorganobismuth compounds show a diversity of polymorphs.

In compounds with bulky ligands the formation of Bi···π arene contacts is hindered and multiple C–Hπ···π contacts dominate. In the presence of strong structure directing donor–acceptor bonds the role of bismuth as DED can usually be neglected. However, compounds of the type Ar₂BiX (Ar = C₆H₆–ν-Bu₂3,5; X = halide) show some special features. In these compounds the formation of a one dimensional ribbon as a result of Bi···X···Bi coordination is typical, which is supplemented by π···π interactions that are of comparable strength. In case of polymorph 1a the Bi···π arene interaction dominates, in case of polymorph 1b the Bi···π arene and the π···π interactions are of similar magnitude. For polymorph 1c, π···π interactions dominate the intermolecular interactions.

Overall, the compounds and structures discussed in this work demonstrate that a broad range of intermolecular interaction motifs are accessible by tuning the donor–acceptor properties of bismuth as a dispersion energy donor. Using electronic structure theory, these interactions can be quantified and studied in detail.

**Experimental**

**Crystallographic studies**

Crystal data, data collection and refinement parameters for Ph₂Bi (polymorphs 1a, 1b, 1c, 1d), 1b, 2a, 2b and 3, 4, 5CH₂Cl₂ are given in Table S1, Table S2 and Table S3 (in Supporting Information File 1), respectively. All data for the new structures were collected with an Oxford Gemini S diffractometer at 123 K (1b), 120 K (2a, 3), 115 K (4, 5CH₂Cl₂) and 100 K (2b) using Cu Ka radiation (λ = 1.54184 Å) for 2a and

Comparing the BiPh₃–benzene complex with other BiR₃–benzene systems (with R = Me, OMe, Cl) exhibits that the nature of this complex is mainly dispersive with small addition of donor–acceptor character which brings it closer to the BiMe₃ rather than to Bi(OMe)₃ as a dispersion energy donor. The weak donor–acceptor character of BiPh₃ causes that the Bi···π arene interactions compete with π···π and C–Hπ···π interactions. Inspection of the intermolecular interactions in polymorphs 1a, 1b, and 1c of BiPh₃ (1) confirms that Bi···π arene interactions are very important building blocks of the bulk. These are rather strong with interaction energies in the range from \(-28 \, \text{kJ mol}^{-1}\) to \(-47 \, \text{kJ mol}^{-1}\) and are purely dispersive. These energies are much higher than the interaction energy obtained for the model BiPh₃–benzene system. An analysis of selected tetramer units reveals that also π-stacking interactions and contacts between layers of BiPh₃ molecules are crucial in the formation of the crystal structures. The interaction energies of the π-stacking dimers are as high as interaction energies of Bi···π arene complexes or even larger (\(-64 \, \text{kJ mol}^{-1}\)). The energy of such dimers depends strongly on the distance and the contact area between two monomers. Both types of dimers are exclusively dispersive as shown by LED analysis performed at the DLPNO-CCSD(T) level of theory. Analysis of tetrameric units also reveals that the interaction energy of tetramers is additive and can be described as a sum of interaction energies of particular dimers.

In the polymorphs of compound 1 the energetics of interactions is balanced between Bi···π arene and π···π interactions that are of comparable strength. In case of polymorph 1a the Bi···π arene interaction dominates, in case of polymorph 1b the Bi···π arene and the π···π interactions are of similar magnitude. For polymorph 1c, π···π interactions dominate the intermolecular interactions.

**Figure 17:** Distortion energies of monomers (Eprep, blue triangles) and interaction energies of Bi···π and n-stacking dimers (grey squares and red dots, accordingly) computed at the PBE-D3/def2-TZVP level of theory for polymorphs 1a, 1b, and 1c of compound 1. Note that every point denotes a distortion energy or dimer interaction energy obtained for the given polymorph.
Mo Kα radiation (λ = 0.71073 Å) for 1b, 2b, 3, 4, 5·2CH₂Cl₂. The structures were solved by direct methods using SHELXS-2013 [68,69] and refined by full-matrix least-square procedures on F² using SHELXL-2014 [68,70] and SHELXL-2016/6 [71]. All non-hydrogen atoms were refined anisotropically. All hydrogen atoms were geometrically placed and refined isotropically in riding modes using default parameters. The drawings were created with the Diamond program [72]. The identity of Ph₃Bi (polymorphs 1a, 1b, 2a, 2b, and 3) was confirmed by PXRD analyses. The simulated diffraction patterns of three polymorphs of Ph₃Bi (1a, 1b, 1c) are illustrated in Figure S6 (see Supporting Information File 1). The diffraction patterns of the measured diffractograms are in good agreement with those simulated from the single crystal X-ray crystallographic data (see Supporting Information File 1, Figures S7–S11). The crystal structure of 2b shows one disordered aryl ring over the whole aryl ligand with an occupancy ratio of 0.689:0.311 (69:31%). CCDC 1828668 (1b), 1824685 (2a), 1824684 (2b), 1824683 (3), 1824221 (4), 1824222 (5).

Supporting Information

Synthesis of compounds 1–5. Molecular structures of 2a, 2b, 4, and 5 (Figures S1–S5). Temperature dependent PXRD of Ph₃Bi (1a, Figure S5), PXRD pattern of the three Ph₃Bi polymorphs (Figure S6), PXRD pattern of 1a, 1b, 2a, 2b, and 3 (Figures S7–S11). Crystallographic data and structure refinement details for (1a), (1b), (1c), [44] and (1d) [39], 1b, 2a, 2b and 3, respectively (Tables S1, S2, and S3). Computational details. Structures of π-stacking dimers found for polymorph 1a, 1b and 1c of Ph₃Bi (Figures S12–S14). Interaction energies (with respect to BiPh₃ in the crystal geometry) and total energies (with respect to fully relaxed BiPh₃) in kJ mol⁻¹ of π-stacking dimers (Table S4). Cartesian coordinates.
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Dispersion-mediated steering of organic adsorbates on a precovered silicon surface

Lisa Pecher, Sebastian Schmidt and Ralf Tonner*

Abstract

The chemistry of organic adsorbates on surfaces is often discussed in terms of Pauli repulsion as limiting factor regarding the packing of molecules. Here we show that the attractive part of the van der Waals potential can be similarly decisive. For the semiconductor surface Si(001), an already covalently bonded molecule of cyclooctyne steers a second incoming molecule via dispersion interactions onto the neighbouring adsorption site. This helps in understanding the nonstatistical pattern formation for this surface–adsorbate system and hints toward an inclusion of dispersion attraction as another determining factor for surface adsorption.

Introduction

The creation of organic/inorganic interfaces is one of the main endeavours in enhancing the application range of modern electronic devices for silicon-based technology [1,2]. One way to achieve this is covalent attachment of bifunctional organic molecules on bare silicon surfaces and subsequent reaction with a second molecule with both reactions being chemoselective (layer-by-layer, LbL, approach) [3-5]. To achieve an interface structure with predictable properties, it is important that the molecules used for the first layer show well-defined surface chemistry without side reactions and lead to densely packed and well-ordered structures.

Cyclooctyne (1), the smallest stable cyclic alkyne, on Si(001) is a system where this is the case and it has previously been thoroughly studied by experiment and theory [6-8]. Even though 1 is missing a second functional group necessary for the LbL approach, previous studies have shown that synthetic routes exist for derivatization and that the reactivity of the strained triple bond of 1 with the surface is not affected by the second functional group [4,5,9]. Studying the adsorption behaviour of the parent system 1 thus gives crucial insight that is expected to be transferable to the bifunctional derivatives.

The adsorption of a molecule on a surface can proceed either via a direct pathway or via an intermediate species that is crucial for selectivity and the description of adsorption dynamics (Figure 1). The dominant interaction between molecule and surface changes with the distance: For surface–adsorbate dis-
tances at which there is no significant orbital overlap but already rather close contact, dispersion attraction dominates since the numerous rather weak interactions add up to a significant stabilization, especially for larger adsorbates and/or polarizable substrates. At shorter distances, covalent bond formation leads to a steeper attractive potential well. The resulting covalently bonded state is usually called chemisorbed [10]. Bonding of intermediate states can be dominated by dispersion or covalent interactions. At very short distances, Pauli repulsion creates the repulsive potential wall.

Experimental studies in combination with Monte Carlo simulations have shown that growth of 1 on Si(001) results in non-statistical formation of chains with an average distance of 1.5 to 2 dimers between adsorbates [6]. For the adsorption of methanol on Ge(001), where a similar behaviour is observed, it was shown that in an intermediate state, interactions with other adsorbed molecules lead to a reduction of the energy barrier for conversion into the final chemisorbed state [11]. This accelerates the adsorption next to occupied sites and leads to the formation of 1D chains, as derived from computations. However, since the adsorption of cyclooctyne on Si(001) is direct or pseudo-direct and does not proceed via an intermediate [5,6,8], this explanation is not applicable. Previously, it was proposed that the occupied sites might “steer” impinging molecules via an attractive adsorption potential close to an already adsorbed molecule [6].

Here, we will show that this steering potential is indeed found and is caused by attractive dispersion interactions. To this end, we investigated the adsorption of a molecule on a pre-covered surface using density functional theory (DFT) approaches with and without dispersion correction terms. In contrast to the above-mentioned intermediate-based selectivity, the steering-type interaction takes place before covalent bonds between molecule and surface are formed. The results show that dispersive interactions can be decisive in building novel organic structures on surfaces by tweaking the potential energy surface.

Computational Details

All calculations were performed with the Vienna Ab Initio Simulation Package (VASP) [12-15] version 5.3.5 using the PBE functional [16,17], the DFT-D3 dispersion correction [18,19] and the PAW formalism [20,21] with a basis set cutoff of $E_{\text{cutoff}} = 400$ eV. Electronic $k$ space was sampled using a $\Gamma$ (221) grid. Some calculations used the DFT-TS scheme for comparison [22]. Self-consistent field (SCF) and structural optimization convergence criteria were set to $10^{-6}$ eV and $10^{-2}$ eV Å$^{-1}$, respectively. Structures were optimized using the Conjugate Gradient algorithm [23] and Gibbs energies were calculated at $T=300$ K, $p=1$ bar using an approach described elsewhere [24]. Harmonic vibrational frequencies used in the calculation of Gibbs energies were derived by numerical construction of the Hessian using Cartesian displacements of 0.01 Å from the equilibrium structure. The Si(001) surface was modelled as a six-layer slab in c(4 × 2) reconstruction with 4 × 4 atoms per layer. The frozen double layer approximation was applied (i.e., the bottom two layers were not relaxed in structural optimizations) and the bottom layer saturated with hydrogen atoms in tetrahedral arrangement at $d($Si-H$) = 1.480$ Å, the experimental equilibrium distance in silane [25]. Cell constants $a$ and $b$ (in $x$ and $y$ direction) were set to 15.324 Å, derived from an optimized bulk parameter of 5.418 Å for this computational setup [7], while in $z$ direction, a vacuum layer of at least 10 Å was ensured. The bonding energy $E_{\text{bond}}$ was defined as the energy difference between the relaxed structures of the total system ($E_{\text{tot}}$) and the isolated molecule ($E_{\text{mol}}$) and surface ($E_{\text{surf}}$):

$$E_{\text{bond}} = E_{\text{tot}} - E_{\text{mol}} - E_{\text{surf}}.$$  

Please note that in case of a precovered surface, $E_{\text{surf}}$ also includes the already adsorbed molecule, and that surface science convention is the use of the adsorption energy $E_{\text{ads}}$ with inverse sign convention ($E_{\text{ads}} = -E_{\text{bond}}$).

Adsorption energy profiles were calculated by placing the cyclooctyne molecule in an upright orientation (molecular $C_2$ axis aligned parallel to the $z$ axis of the cell), with the triple bond aligned parallel to the $y$ axis of the cell, the triple-bond centre located vertically above a lower surface atom $(S_{\text{down}})$ at a height corresponding to a vertical distance between the triple-
bond carbon atoms and the uppermost surface atoms (Si$_{up}$) of \( \Delta \text{Si}_{up}-\text{C}_\text{triple} \) = 4 Å. The system was then optimized using the Conjugate Gradient algorithm. In a previous study, we have shown that this approach yields an energy profile that is in qualitative agreement with the true minimum energy path for this system [8].

Potential energy surface scans were performed by displacing a cyclooctyne molecule in \( x \) and \( y \) direction while retaining the orientation (equivalent to the starting point of the adsorption energy profile) and a fixed distance \( \Delta \text{Si}_{up}-\text{C}_\text{triple} \) above the surface. The displacement grid was chosen to consist of 20 \( \times \) 20 equidistant points spanning the whole unit cell, corresponding to a distance of 0.766 Å between individual grid points. Since the system was not optimized at each grid point, this corresponds to a so-called frozen scan. The approach outlined here has delivered accurate results for organic/semiconductor systems in the past [7-9,24].

Results and Discussion

Bonding and the adsorption path

The reactivity of the Si(001) surface is dominated by Si surface dimers with an electronic structure that is well represented by an electrophilic and a nucleophilic Si atom. The adsorption of a first molecule of 1 on Si(001) is characterized by a direct adsorption path without intermediate structure leading to a strongly covalently bonded \([2 + 2]\) cycloaddition product 2 as summarized in Scheme 1 with ring strain being decisive for the high reactivity of 1 [5,6,8]. Not reflected in the Lewis structure is the tilting of the molecule upon adsorption leading to a chair-like conformer bending over the dimer rows on the surface [7].

Starting from this precovered surface (i.e., decorated with one adsorbate in the unit cell), we now investigate the adsorption of a second molecule of 1 on a neighbouring dimer leading to structure 3 (Figure 2). Although repulsive interactions might be expected for adsorption close to a rather large adsorbate, we find this mode to be the most stable adsorption mode for two molecules of 1 in the unit cell. Due to their conformational flexibility, both molecules 1 and 1' bend away from each other (Figure 2), thus reducing steric repulsion as further discussed below. An alternative structure where both cyclooctyne molecules bend in the same direction is higher in energy (+4 kJ·mol$^{-1}$), although dispersion attraction is slightly more stabilizing compared to 3 (by 3 kJ·mol$^{-1}$). We will thus focus our discussion on the minimum-energy structure.

Comparison of key structural parameters (Table 1) shows that the C–C as well as the C–Si bond lengths are essentially unaffected by the presence of the second molecule. Interestingly, the energy minimization without symmetry constraints leads to a structure with a local \( C_2 \) rotational axis resulting in symmetry-equivalent molecules 1 and 1'.

Energies and Gibbs energies of adsorption were previously found to support the notion of strong covalent bonding for the \([2 + 2]\) cycloaddition of 1 on the silicon surface [7]. The adsorption energy for a second molecule on the precovered surface is now found to be even slightly larger by 11 kJ·mol$^{-1}$ (Table 2). This is surprising at first since the presence of a rather bulky adsorbate on the surface should lead to a blocking of neighbouring sites by Pauli repulsion. As we will see later, this is indeed the case for one of the neighbouring dimers. But due to
the tilting of the first molecule of 1, the second adsorbate is not hindered by repulsive interactions. The electronic contribution to the adsorption energy ($E_{\text{bond}}(\text{PBE})$ in Table 2) is indeed unchanged. On the contrary, the dispersion contribution shows an increase for the second adsorbate ($-55 \text{ kJ mol}^{-1}$ vs $-47 \text{ kJ mol}^{-1}$ for adsorption on the clean surface), which is the main cause for the slightly larger bonding energy.

**Table 2: Adsorption energies (in kJ mol$^{-1}$) of 1 on a precovered Si(001) surface leading to 3 compared with the corresponding values for adsorption on a clean surface leading to 2.**

<table>
<thead>
<tr>
<th>Clean Surface</th>
<th>Precovered Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{bond}}(\text{PBE})$</td>
<td>$-261$</td>
</tr>
<tr>
<td>$E_{\text{bond}}(\text{D3})$</td>
<td>$-47$</td>
</tr>
<tr>
<td>$E_{\text{bond}}(\text{PBE-D3})$</td>
<td>$-308$</td>
</tr>
<tr>
<td>$G_{\text{bond}}(\text{PBE-D3})$</td>
<td>$-238$</td>
</tr>
</tbody>
</table>

*Values taken from [7]; electronic (PBE) and dispersive (DFT-D3) contributions adding up to $E_{\text{bond}}$, derived from the PBE-D3 structure.*

Energy decomposition analysis for both structures (Table 3) confirms that indeed Pauli repulsion is virtually the same for adsorption on the clean ($\Delta E_{\text{Pauli}} = 1468 \text{ kJ mol}^{-1}$) and precovered surface ($\Delta E_{\text{Pauli}} = 1467 \text{ kJ mol}^{-1}$) while small changes in electrostatic ($\Delta E_{\text{elstat}}$) and orbital ($\Delta E_{\text{orb}}$) contributions compensate each other. This leaves the increase in dispersion interaction by 8 kJ mol$^{-1}$ for the precovered surface as the major, albeit small, contribution to the slightly larger interaction energy thus confirming the finding above. Thus, the changes in the pEDA energy terms are rather small but the most important observation is that Pauli repulsion does not significantly rise as is often found for the adsorption of molecules on precovered surfaces [24].

**Table 3: Energy decomposition analysis (pEDA) results (PBE-D3/TZ2P) for the adsorption of 1 on a clean and precovered Si(001) surface. All values in kJ mol$^{-1}$.**

<table>
<thead>
<tr>
<th>Clean Surface</th>
<th>Precovered Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E_{\text{int}}$</td>
<td>$-658$</td>
</tr>
<tr>
<td>$\Delta E_{\text{int}}(\text{disp})$</td>
<td>$-43$ (7%)</td>
</tr>
<tr>
<td>$\Delta E_{\text{int}}(\text{elec})$</td>
<td>$-615$ (93%)</td>
</tr>
<tr>
<td>$\Delta E_{\text{Pauli}}$</td>
<td>$1468$</td>
</tr>
<tr>
<td>$\Delta E_{\text{elstat}}$</td>
<td>$-936$ (45%)</td>
</tr>
<tr>
<td>$\Delta E_{\text{orb}}$</td>
<td>$-1148$ (55%)</td>
</tr>
<tr>
<td>$\Delta E_{\text{prep}(\text{mol.})}$</td>
<td>$313$</td>
</tr>
<tr>
<td>$\Delta E_{\text{prep}(\text{surf.})}$</td>
<td>$26$</td>
</tr>
<tr>
<td>$E_{\text{bond}}$</td>
<td>$-319$ ($-308$)</td>
</tr>
</tbody>
</table>

*Values taken from [7]; PAW values (in parentheses) given for comparison.*

The bonding in the covalent [2 + 2] cycloaddition product (i.e., the final state of adsorption) is thus very similar for clean and precovered surfaces. But the reaction path leading to this state might still be qualitatively changed by the presence of a molecule 1 on the surface. The comparison of optimized adsorption paths for clean and precovered surface in Figure 3 shows that this is not the case. In agreement with experimental observation and our previous findings, a direct pathway is observed for the adsorption of 1 on the silicon surface without an intermediate.

![Figure 3](image-url)
that would show up as stationary point in the energy profile [5-7]. The only difference is found in the adsorption paths when dispersion corrections are included in the computation (Figure 3a). The curve is rather constantly shifted by 5–10 kJ·mol⁻¹ towards more negative bonding energies $E_{\text{bond}}$ in case of the precovered surface. This is not found in the computation that omits dispersion forces (Figure 3b). Thus, dispersion interactions not only stabilize product 3 but act along the whole adsorption path of 1 onto Si(001). This leads us to a comprehensive investigation of the potential energy surface of adsorption.

The potential energy surface

Since both the product and the pathway are influenced by dispersion interactions, the question arises if these forces can tweak the potential energy surface (PES) in a way to steer the second adsorbate onto a certain position on the surface. We investigated this by conducting rigid PES scans on the clean and precovered surface by systematically placing 1 on a grid of possible positions at a fixed distance to the surface (Figure 4). We considered different adsorption heights and orientations of 1 (see “Computational Details” and Supporting Information File 1).

The most interesting data set is found for the case where the triple bond of 1 points toward the surface at an adsorption height of $\Delta z(\text{Si}^-\text{C}_{\text{triple}}) = 5$ Å (Figure 5). For the clean surface, the PES is essentially featureless (Figure 5a) and only minor effects (stabilization by less than 5 kJ·mol⁻¹) are found by including dispersion in the computation. If one molecule of 1 is already present at the surface, parts of the surface are inaccessible due to strong Pauli repulsion and overlapping molecules. This is indicated by the white areas around the first adsorbate in Figure 5b. Now, significant differences can be found between the PES scan with (top panels) and without (bottom panels) considering dispersion effects. For the computations without dispersion correction, the PES is again rather featureless and the interaction between adsorbate and surface is very weak. This

---

**Figure 5:** Frozen PES scans of 1 along path indicated in Figure 4 (C₂ axis parallel to $z$, C≡C parallel to $y$, $\Delta z(\text{Si}^-\text{C}_{\text{triple}}) = 5$ Å) on (a) the clean and (b) the precovered surface, and (c) the difference between (a) and (b). Circles denote surface atoms, grey shading denotes the occupied site. White region: no values given due to highly repulsive interactions or overlapping molecules.
can be seen in the difference plot between the PES of the clean and precovered surface in Figure 5c. Only weak preference for the surface dimer adjacent to the already adsorbed molecule is found (less than 5 kJ·mol⁻¹), which can be attributed to weak electrostatic attraction between the two molecules.

The picture changes when dispersion attraction is considered. The PBE-D3 computations show a pronounced feature in the PES scan on the precovered surface with a strong energetic preference for adsorption on the surface dimer next to the first adsorbate. The stabilization can be seen in the difference to the PES of the clean surface (Figure 5c) and amounts to ca. 20 kJ·mol⁻¹ out of a total molecule–surface attraction of ≤25 kJ·mol⁻¹. Notably, the tilting of 1 in structure 2 (Figure 4) thus leads to a blocking of one adjacent dimer in x direction, but an adsorption preference on the other adjacent dimer leading to structure 3 (Figure 2).

This preference is most pronounced for an adsorption height of 5 Å shown here but is also found for vertical distances of 3 and 7 Å to the surface (Figure S1, Supporting Information File 1). It is also not an artifact of the dispersion correction method chosen (DFT-D3) since a scan with a second method (DFT-TS) leads to the same picture with only slight numeric differences (Figure S2, Supporting Information File 1).

The double-adsorption structure 3 will now lead to a blocking of two dimers and thus result on average in a distance of two dimers between adsorbates. As was shown before, 1 can also adsorb in the twist-boat conformation leading to an arrangement of three molecules on three consecutive dimers [7]. The resulting coverage is thus in agreement with the coverages derived from analysis of the experimental structure [6].

Conclusion
We have shown that dispersion effects are not only important for the thermodynamic stability of molecule–adsorbate complexes but they also crucially influence the adsorption path. While Pauli repulsion is often discussed as important effect for determining surface adsorption, the attractive part of the van der Waals potential can be of similar importance. For the system cyclooctyne on Si(001), attractive dispersion interactions lead to a preferred adsorption of a second molecule in the neighbourhood of a first adsorbate – an arrangement that is often excluded due to Pauli repulsion arguments. Experimental observation of nonstatistical chain formation can thus be explained. Especially for larger adsorbates, these attractive interactions are expected to play an important role in determining the surface arrangement of molecules and might thus be even used for designing patterned surfaces. To this end, ab initio modelling that accounts for dispersion interactions plays an important role.

Supporting Information
The supporting information shows PES scans comparing DFT-D3 and DFT-TS, scans at different adsorption heights as well as Cartesian coordinates and total energies for the equilibrium structures presented.

Supporting Information File 1
Additional calculational data.
[https://www.beilstein-journals.org/bjoc/content/supporting/1860-5397-14-249-S1.pdf]
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Adhesion, forces and the stability of interfaces

Robin Guttmann¹, Johannes Hoja¹,², Christoph Lechner¹, Reinhard J. Maurer³ and Alexander F. Sax*¹

Abstract

Weak molecular interactions (WMI) are responsible for processes such as physisorption; they are essential for the structure and stability of interfaces, and for bulk properties of liquids and molecular crystals. The dispersion interaction is one of the four basic interactions types – electrostatics, induction, dispersion and exchange repulsion – of which all WMIs are composed. The fact that each class of basic interactions covers a wide range explains the large variety of WMIs. To some of them, special names are assigned, such as hydrogen bonding or hydrophobic interactions. In chemistry, these WMIs are frequently used as if they were basic interaction types. For a long time, dispersion was largely ignored in chemistry, attractive intermolecular interactions were nearly exclusively attributed to electrostatic interactions. We discuss the importance of dispersion interactions for the stabilization in systems that are traditionally explained in terms of the “special interactions” mentioned above. System stabilization can be explained by using interaction energies, or by attractive forces between the interacting subsystems; in the case of stabilizing WMIs, one frequently speaks of adhesion energies and adhesive forces. We show that the description of system stability using maximum adhesive forces and the description using adhesion energies are not equivalent. The systems discussed are polyaromatic molecules adsorbed to graphene and carbon nanotubes; dimers of alcohols and amines; cellulose crystals; and alcohols adsorbed onto cellulose surfaces.

Introduction

Any change of the state of motion of a particle, described in an inertial frame, is caused by a force acting on the particle. The change of motion, i.e., the acceleration, causes a change of the position of the particle in space. If in a system of particles all particles exert forces on each other, these forces are called internal forces. In the simplest system, particle A at position $r_A$
exerts a force $\mathbf{F}_{A\rightarrow B}$ on particle B and particle B at position $\mathbf{r}_B$ exerts a force $\mathbf{F}_{B\rightarrow A}$ on particle A. Both forces obey Newton’s third law, $\mathbf{F}_{A\rightarrow B} = -\mathbf{F}_{B\rightarrow A}$, expressed by the Latin phrase “actio est reactio”. This process of mutually exerting internal forces is called an interaction. If the internal forces are conservative, a potential function $V_{AB}(\mathbf{r}_A, \mathbf{r}_B)$ can be defined, and both internal forces can be calculated as gradients with respect to the position of the particles. With the advent of the science of energetics, as promoted by William Rankine, forces were nearly completely replaced by potentials in the description of interacting systems, the term “force” remained as a synonym for interaction. When we speak of a force in this paper, however, we always mean the physical vector quantity or its magnitude.

The obvious advantage of using the scalar quantity, energy, instead of the vector quantity, force, is that it is simpler to describe and categorize system stabilization by using properly defined stabilization energies calculated as differences in the values of the energy functions. In chemistry, stabilizing interactions are roughly classified as strong or weak according to the magnitude of stabilization energies [1]. Strong interactions are 1) Coulomb interactions in ionic solids ranging between 600 kJ/mol (CsI) and 3900 kJ/mol (MgO), 2) covalent interactions in molecules ranging between about 150 kJ/mol (I$_2$) and 950 kJ/mol (N$_2$), and 3) metallic interactions ranging between 65 kJ/mol (Hg) and 850 kJ/mol (W). Ionic and metallic interactions are the interactions in extended systems, mostly solids, whereas covalent interactions are between molecular subsystems (fragments, radicals) at localized positions, mostly atom positions. Interactions between atoms or small molecules with closed-shell electron configurations having stabilization energies of up to 50 kJ/mol are typical weak interactions. They are smaller by a factor of roughly ten than Coulomb interactions or covalent bonding.

It is a characteristic of attractive, weak molecular interactions (WMIs) that the molecules involved retain their integrity. This may mean one of three things: 1) that the geometries of the interacting molecules differ very little from the equilibrium geometries of the isolated species, e.g., an interacting molecule changes only its conformation; 2) that the neutral molecules do not undergo an electron-transfer interaction to form cation–anion pairs; or 3) that there is no significant change in the electronic structure of the interacting molecules, such as that caused by electronic excitation or covalent bonding. The absence of covalent bonding (case 3) is also the reason for using the term “non-covalent interaction”, another frequently used term is “weak intermolecular interaction”. Both terms have disadvantages. Weak intermolecular interaction does not cover those cases in which intramolecular interactions cause stabilization, e.g., when a large $n$-alkane changes from the linear to the hairpin structure; non-covalent interaction, on the other hand, does not exclude creation and stabilization of cation–anion pairs or zwitterions and their stabilization by Coulomb interaction. Weak molecular interaction is certainly the best term for describing any attractive interaction in which the interacting subsystems retain their integrity.

WMI does not have a single physical cause. Instead, several basic interactions are responsible for the interactions between molecules, which can be seen as extended charge distributions consisting of nuclei and electrons. When interactions between saturated molecules in their electronic ground states are considered, there are four basic interactions: 1) electrostatics, which are the interactions between static multipoles without any charge shift in the interacting molecules; 2) induction or polarization interactions, which are those between static multipoles in one and multipoles in the other molecule that are induced by charge shifts; 3) dispersion interactions, which are those between non-static multipoles in one molecule and induced multipoles in the other molecule; and 4) exchange repulsions or Pauli repulsions, which describe the tendency of electrons to avoid coming spatially close due to their Fermion character, not due to their charge [2]. Electrostatics and induction can be explained with classical physics, whereas dispersion and exchange repulsions are pure quantum effects. Induction and dispersion are also called polarization interactions, because both involve polarizations in at least one interacting molecule. An intricate aspect of WMI is that the four basic interactions may contribute with different weights; moreover, in each group, different “flavors” can be found due to the different distance dependencies of the various multipole–multipole interactions. The WMI for a certain pair of interacting molecules is like a cocktail composed of four basic ingredients, the characteristics of the cocktail are due not only to the different bar measures of the basic ingredients, but also due to their different flavors.

Hydrogen bonding is a typical WMI. As such, it is composed of the abovementioned basic interactions, each having its own strength and range. Nevertheless, it is common practice in chemistry to speak about hydrogen bonding as if it was indeed a genuine basic interaction rather than a composed interaction. Instead of stressing the different compositions of the basic interactions, chemists speak of strong, moderate or weak hydrogen bonding [3]; sometimes even further divisions are made [4]. Hydrogen bonding was introduced nearly 100 years ago to explain the stabilization of complexes of, e.g., water, alcohol or amine molecules. The stabilization was first explained solely by electrostatic attraction, but this simplistic view was already corrected in 1952 by Coulson [5], who stressed the need to also consider induction and dispersion as attractive interactions.
Nevertheless, even today it is more often claimed than actually demonstrated that hydrogen-bonded complexes are predominantly stabilized by electrostatics [6]. If any other interaction but electrostatics is considered, it is “charge-transfer”, which suggests that the dimer stabilization is caused by an electron transfer, although this would mean the creation of a cation-anion pair and, thus, a loss of molecular integrity. What is meant, however, is a polarization of the electron density due to a charge shift, which is covered by the basic induction interactions [2]. Although dispersion interaction is a ubiquitous attractive interaction, it is frequently considered to be less important than electrostatics when explaining hydrogen bonding. However, we have shown that this is not the case in our studies on the stabilization of alcohol and amine dimers [7,8].

Another type of WMI is the hydrophobic interaction, which was introduced by Kauzmann [9] to explain protein folding in analogy with the transfer of a non-polar solute from water into a non-polar solvent. This process was attributed to the poor solubility of the solute in water. Wolfenden and Lewis [10], on the other hand, assumed “that a strong favorable interaction among alkane molecules in liquid alkanes gives a strong favorable transfer energy for passage of an alkane vapor into liquid alkane”, explaining the poor solubility of hydrocarbons in water and the good solubility of alkane molecules in liquid alkane [11]. Nonetheless, this interaction is nothing more than a dispersion-dominated WMI.

On the other hand, electrostatic interactions are often ignored, unless the interacting molecules have obvious dipolar structures. For example, the fact that there is electrostatic interaction between the quadrupoles of benzene molecules is mostly ignored or not even known. Instead, attraction is attributed to $\pi-\pi$ interactions or CH-π interactions of unclear physical origin. That deformation of molecules induces static multipoles is also not well known; the bending of non-polar planar molecules that have a quadrupole as their lowest static multipole (e.g., polyaromatic hydrocarbons) induces a dipole moment; likewise, when a spherical charge distribution is deformed to an ellipsoid, a quadrupole is induced. Discussion of WMI, as found in the chemical literature, often suffers from a profound confusion of tongues due to the preference of a folkloristic [12] instead of a physically sound language.

With respect to extended systems, one has to consider an important modification of the theory of WMI. The standard calculation of the contributions to WMI is based on the multipole expansion of the charge distributions involved with respect to a single expansion center. This is justified for small molecules, but this expansion slowly converges or fails for large molecular systems. In molecular orbital theory, the slow convergence of single-center expansions of molecular orbitals, which is mathematically equivalent to the multipole expansion, was cured by the use of atom-centered basis functions in the linear combination of atomic orbitals (LCAO) approximation. This approximation allows the expansions to be stopped at much smaller angular momentum quantum numbers than in a single-center expansion. In the context of WMI, replacements of single-center expansions by multicenter expansions are termed distributed multipole analysis, distributed polarizabilities, and distributed dispersion interaction [2]. The possibility of calculating electrostatic, induction and dispersion interactions by dividing molecules into subsystems, mostly atoms or atom groups, which are characterized by their own short multipole expansion, together with the short range of attractive induction and dispersion interactions in particular, explains our findings of an approximate additivity of the stabilization energy and the adhesive forces [13-15]. Adhesion is the term for the attractive interaction between unlike subsystems, e.g., a graphene sheet and adsorbed molecules, whereas the attractive interaction between like subsystems, e.g., graphene sheets in graphite, is called cohesion. Nonetheless, the basic interactions are the same for adhesion and cohesion.

We attributed the additivity to the “near-sightedness” of WMIs, and defined the contact zone of two interacting molecules as the set of all atom pairs making non-negligible contributions to the adhesion energy and adhesive forces. We showed that the contact zone is a useful means for discussing the origin of stabilization of parallel alkane chains, as well as the stabilization of aromatic molecules adsorbed to graphene or carbon nanotubes. Furthermore, we found that the stabilization energy of an adsorbent and several small adsorbate molecules increases when the latter are in close contact with each other. This cooperative effect agrees well with the approximate isotropy of dispersion interactions.

In this paper, we discuss the implications of WMIs on structure and stability of different systems we studied in the past. We discuss the physical origin of WMIs, that is, their composition of different basic interaction types laying the focus on the role of dispersion interactions. We show that dispersion interactions are essential for the correct description of the structure and stability of systems composed of subsystems, such as dimers or clusters of small molecules, or interfaces between large adsorbents and adsorbates of different sizes. We discuss the different roles of adhesion energies and adhesive forces and friction forces for the description of the stability of condensed matter systems, and we show that use of the vector quantity force is essential for the understanding of mechanical stability of solids, and for many properties such as boiling point or viscosity of liquids.
Basics of Weak Molecular Interaction
Description of interaction through forces and potentials

Interactions in a system consisting of two or more subsystems cause changes of the spatial positions of the subsystems relative to each other. Attractive interactions reduce the distance between the centers-of-mass of two subsystems, whereas repulsive ones increase the distance. There may also be changes in the relative orientation of the subsystems due to rotations without any change in the distance between the centers of mass. The internal forces that each subsystem exerts on the others change their atomic positions; thus changes of the atomic positions are an indicator of interactions in the system.

For the moment, we assume that the two subsystems are structureless and completely described by their center-of-mass coordinates \( \mathbf{R}_A \) and \( \mathbf{R}_B \), the structure of the total system is presented by \( \mathbf{R} = (\mathbf{R}_A, \mathbf{R}_B) \). Forces \( \mathbf{F}_{A \to B} \), exerted by subsystem A on subsystem B, and \( \mathbf{F}_{B \to A} \), exerted by subsystem B on subsystem A, depend in general on both subsystems, \( \mathbf{F}_{A \to B} = \mathbf{F}_{A \to B}(\mathbf{R}_A, \mathbf{R}_B) \). Each is the negative of the other, the relation \( \mathbf{F}_{A \to B}(\mathbf{R}_A, \mathbf{R}_B) = -\mathbf{F}_{B \to A}(\mathbf{R}_A, \mathbf{R}_B) \), expressing Newton’s third law, can also be written as \( \mathbf{F}_{A \to B} + \mathbf{F}_{B \to A} = 0 \). Since this relation defines balanced forces, all internal forces are balanced forces.

An alternative way of describing interaction in a system uses a potential energy function (PEF) \( V^{\text{int}}(\mathbf{R}_A, \mathbf{R}_B) \), called the interaction potential, for structureless subsystems, the potential depends only on the distance \( r = |\mathbf{R}_B - \mathbf{R}_A| \) between the particles, \( V^{\text{int}}(\mathbf{R}) = V^{\text{int}}(r) \). The internal forces are the negative gradients of the PEF with respect to the center-of-mass coordinates, \( \mathbf{F}_{A \to B}(\mathbf{R}_A, \mathbf{R}_B) = -\nabla_{\mathbf{R}_B} V^{\text{int}}(\mathbf{R}_A, \mathbf{R}_B) \) and \( \mathbf{F}_{B \to A}(\mathbf{R}_A, \mathbf{R}_B) = -\nabla_{\mathbf{R}_A} V^{\text{int}}(\mathbf{R}_A, \mathbf{R}_B) \). All elementary electrostatic potentials are strictly monotonic functions in \( r \), such as reciprocal powers or exponentially decreasing functions, and they obey the asymptotic boundary condition \( \lim_{r \to \infty} V(r) = 0 \). For all finite values of \( r \), they have either only positive or only negative values. Monotonically decreasing PEFs represent repulsive interactions, monotonically increasing PEFs represent attractive interactions.

PEFs \( V^{\text{int}}(r) \) describing realistic molecular interactions, also called effective potentials, are always a sum of elementary attractive and repulsive components, \( V^{\text{int}} = V^{\text{rep}} + V^{\text{att}} \), not all of them need be true potentials. In general, effective potentials have a local minimum at \( r_{\text{eq}} \) and are, accordingly, not monotonic, however, they always have a repulsive branch left of the local minimum and an attractive branch right of it. Furthermore, they obey the asymptotic boundary condition. Examples are the Lennard-Jones potential or the Morse potential, see Figure 1. Because of the asymptotic boundary conditions, the constant interaction energy for large \( r \) is chosen as zero. Any system geometry \( \mathbf{R}^\text{diss} \) with \( V^{\text{int}}(\mathbf{R}^\text{diss}) = 0 \) represents the dissociated system, and the energy difference \( \Delta V = V^{\text{int}}(\mathbf{R}^\text{diss}) - V^{\text{int}}(\mathbf{R}^\text{eq}) = -V^{\text{int}}(\mathbf{R}^\text{eq}) \) is the adhesion energy.

If the potential depends only on the distance \( r \) between the particles, \( V^{\text{int}} = v^{\text{int}}(r) \), the internal forces are central forces and automatically obey Newton’s third law. The first derivative or the slope function of \( V^{\text{int}}(r) \) is the negative force function, \( -F(r) = [V^{\text{int}}(r)]' \). In this paper, we will always show PEFs together with their first derivatives instead of the force functions:

\[
\mathbf{F}_{A \to B}(r) = -\nabla_{\mathbf{R}_A} V^{\text{int}}(r) = -\left[ V^{\text{int}}(r) \right]' = \frac{\mathbf{F}(r)}{r} = \mathbf{F}(r) \frac{\mathbf{r}}{r} = \nabla_{\mathbf{R}_B} V^{\text{int}}(r) = -\mathbf{F}_{B \to A}(r).
\]

Because the interaction potential is the sum of attractive and repulsive components, the same is true for the internal forces, which are the sum of attractive and repulsive components,
For the description of interaction between subsystems, the forces corresponding to the attractive and the repulsive branch of the interaction potential are more important than the force components. For all distances \( r < r_{\text{min}} \) that is for the repulsive branch of \( V^{\text{int}}(r) \), the force function has positive values, \( F(r) > 0 \) and the internal forces are repulsive. For the distances of the attractive branch, \( r > r_{\text{min}} \), the force function has negative values, \( F(r) < 0 \), and the internal forces are attractive. The repulsive branch of the interaction potential \( V^{\text{int}}(r) \) has an inflection point at \( r_{\text{inf}} \), where the slope function has a maximum. The maximum internal force is equal to the negative slope at the inflection point, \( F_{\text{max}} = F(r_{\text{inf}}) \). In a complex of interacting molecular subsystems, attractive internal forces are called adhesive forces. At the local minimum of \( V^{\text{int}}(r) \) the force function \( F(r) \) has a zero because the non-zero repulsive and attractive components of the internal force are equal in magnitude and, therefore, cancel out each other. For large distances \( r \), that is for the dissociation of the system, the internal forces become zero because both force components become zero.

To separate subsystems from each other, an external force, called a pull-off force, must act on a subsystem and pull it off the other one. The point at which a pull-off force acts on the subsystem is called the pull-off point. External forces do not necessarily occur in pairs; thus, they are not genuinely balanced. Whenever a pull-off force acts on a system in its equilibrium the latter responds by inducing a pair of adhesive forces, see Figure 2.

Hence, both an external and an internal force act on the pull-off point, but in opposite directions. Stretching stops as soon as the adhesive forces are equal in magnitude to the pull-off force. Then, the pull-off force and the adhesive force are balanced and the system is in a new, stretched equilibrium structure. However, if the external force is larger in magnitude than the maximum adhesive force, the system dissociates and there is no stabilizing adhesive force. The maximum adhesive force therefore provides another measure of the system stability, which may differ considerably from that using the stabilization energy, \( \Delta V \). After all, \( F_{\text{max}} \) depends not only on \( \Delta V \), but also on the curvature of the potential curve at the minimum, see Figure 3. Therefore, interaction potential curves with the same \( \Delta V \) can have different \( F_{\text{max}} \), or as Israelachvili says: ".. a bond may have a high bond energy, but a low force needed to break it. Thus, simply talking about the ‘strength’ of a bond may not mean anything” [6].

**Theoretical methods for the description of weak molecular interaction**

Interactions in molecular system cause spatial displacements in the subsystems due to changes of the geometries and changes of

\[
F(r) = -[V^{\text{int}}(r)]' = -[V^{\text{rep}}(r)]' - [V^{\text{at}}(r)]'.
\]

The first derivatives of the components are also monotonic and they obey the asymptotic boundary conditions.

For the description of interaction between subsystems, the forces corresponding to the attractive and the repulsive branch of the interaction potential are more important than the force components. For all distances \( r < r_{\text{min}} \) that is for the repulsive branch of \( V^{\text{int}}(r) \), the force function has positive values, \( F(r) > 0 \) and the internal forces are repulsive. For the distances of the attractive branch, \( r > r_{\text{min}} \), the force function has negative values, \( F(r) < 0 \), and the internal forces are attractive. The attractive branch of the interaction potential \( V^{\text{int}}(r) \) has an inflection point at \( r_{\text{inf}} \), where the slope function has a maximum. The maximum internal force is equal to the negative slope at the inflection point, \( F_{\text{max}} = F(r_{\text{inf}}) \). In a complex of interacting molecular subsystems, attractive internal forces are called adhesive forces. At the local minimum of \( V^{\text{int}}(r) \) the force function \( F(r) \) has a zero because the non-zero repulsive and attractive components of the internal force are equal in magnitude and, therefore, cancel out each other. For large distances \( r \), that is for the dissociation of the system, the internal forces become zero because both force components become zero.
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Hence, both an external and an internal force act on the pull-off point, but in opposite directions. Stretching stops as soon as the adhesive forces are equal in magnitude to the pull-off force. Then, the pull-off force and the adhesive force are balanced and the system is in a new, stretched equilibrium structure. However, if the external force is larger in magnitude than the maximum adhesive force, the system dissociates and there is no stabilizing adhesive force. The maximum adhesive force therefore provides another measure of the system stability, which may differ considerably from that using the stabilization energy, \( \Delta V \). After all, \( F_{\text{max}} \) depends not only on \( \Delta V \), but also on the curvature of the potential curve at the minimum, see Figure 3. Therefore, interaction potential curves with the same \( \Delta V \) can have different \( F_{\text{max}} \), or as Israelachvili says: ".. a bond may have a high bond energy, but a low force needed to break it. Thus, simply talking about the ‘strength’ of a bond may not mean anything” [6].

**Theoretical methods for the description of weak molecular interaction**

Interactions in molecular system cause spatial displacements in the subsystems due to changes of the geometries and changes of

**Figure 2:** From left to right: An external pulling force acting on the system in its equilibrium structure increases the distance between the subsystems and induces an attractive internal force.

**Figure 3:** Potential functions (thin lines) and the first derivatives (thick lines). Left: For constant \( \Delta V \) the maximum force decreases with decreasing curvature at the minimum. High curvature (blue), middle curvature (red), low curvature (black). Middle: For constant curvature the maximum force decreases with decreasing \( \Delta V \). Large \( \Delta V \) (blue), middle \( \Delta V \) (red), small \( \Delta V \) (black). Right: Combination of large \( \Delta V \) and small curvature may yield the same maximum force as small \( \Delta V \) and large curvature.
the electron distributions. These intramolecular effects will, in turn, influence the intermolecular interactions between the distorted subsystems. Any interaction in a molecular system is the sum of intramolecular and intermolecular interactions. Molecules that strongly resist geometric distortions are called rigid or stiff, the resistance of electron distributions against distortion is called its hardness. By freezing the geometries of the interacting subsystems the interaction energy is calculated as if the interacting subsystems were ideally rigid. The intermolecular contributions to the interaction energy can be calculated in different ways.

In the supermolecule approach, the interacting system is treated as a large molecule and the stabilization energy is simply the difference between the energy of supermolecule $E^{AB}$ and the sum of the energies of the isolated molecules $E^A$ and $E^B$:

$$\Delta E = E^{AB} - (E^A + E^B). \quad (1)$$

The mutual deformation of the electron distributions of the interacting molecules in the supermolecule is caused by attractive electrostatic interaction between electrons and nuclei, by mutual repulsion of electrons due to the charge, called Coulomb correlation, and by the mutual influence of the electrons due to the spin, called Fermi correlation. The advantage of high-level electron-structure methods is that they cover all these contributions and that they allow one to calculate weak molecular interactions for large distances between the interacting molecules, as well as strong molecular interactions when the molecules come very close. The disadvantage is that they are costly and, to explain the physical origin of the interaction energy, one has to split up the energy difference into physically meaningful contributions, which cannot be done in a unique way.

An alternative way of calculating the interaction energy is to make a multipole expansion of the interaction potential $V_{AB}(r_A, r_B)$ for the supermolecule and to calculate the energy contributions using perturbation theory:

$$V_{AB}(r_A, r_B) = \sum_{I=1}^{p_A} \sum_{J=1}^{p_B} \frac{q_I q_J}{r_{IJ}}, \quad (2)$$

where $r_{IJ}$ is the distance between particles $I$ and $J$. $V_{AB}(r_A, r_B)$ represents the interaction between the charge distributions of molecules $A$ and $B$ due to both the nuclei and the electrons. The nuclei are assumed to be point charges in space whereas the electrons form a continuous charge distribution. According to classical electrostatics, this gives rise to two basic contributions, called electrostatics and induction, also called polarization. However, there are purely quantum theoretical contributions to the interaction energy, both have to do with electron correlation. These two basic interactions are called dispersion interaction and exchange repulsion. With this approach, the interaction energy can be calculated at different orders, for all contributions a physical interpretation can be given. An obvious disadvantage of this approach is, however, that the multipole expansion can be done in different ways, and that the multipole terms have singularities when the distance between the expansion centers goes to zero.

### Basic interactions

#### Range of interactions

For interactions that only depend on the distance $r$ between the interacting particles, and that can be represented by discontinuous model potentials, one can define the range of the interaction as the length of the interval of $r$ values for which the interaction energy is negative. This definition is convenient for hard-sphere model potentials with a rectangular potential well, but it is less useful for continuous interaction potentials only going to zero for infinite distances. When the definition of range is based on forces, the mentioned hard sphere potentials are less useful because the derivative of such a potential is non-zero only at the discontinuities; that is, at the borders of the intervals where the interaction energy is negative. Anywhere else, the forces are zero. For continuous potentials, one can define the range as the length of the interval for which the potential or the force is significantly larger than zero. Using the extension of the Yukawa potential to general screened potentials, $V(r) \propto \frac{e^{-r/r_0}}{r^n}$, with a power $n > 0$, allows interactions to be classified as being of infinite range when $r_0 \rightarrow \infty$, otherwise they have the finite range $r_0$. According to this definition, all potentials depending on powers of the inverse distance, e.g., all electrostatic, induction and dispersion interactions, are of infinite range, whereas exchange repulsion is of finite range. For all functions of infinite range, the power $n$ can be used to distinguish between shorter and longer ranges: the smaller $n$, the longer the range. Another caveat by Israelachvili is the following: “It is […] wrong to associate long-range effects with long-range forces. In fact, the opposite is usually the case – for what is more important is the strength of the interaction, and […] short-range forces tend to be stronger than long-range forces” [6].

#### Exchange repulsion

Exchange repulsion, or Pauli repulsion, is a consequence of the Pauli exclusion principle, which states that Fermions avoid coming spatially close to each other. Thus, exchange repulsion has an enormous impact on the spatial distribution of electrons in molecular systems. The effect of keeping electrons at a distance “plays the role of a fictitious, although highly effective, mutual repulsion being exerted within the system, irrespective
of any other actual forces of interactions [...] that might be present” [16]. Exchange repulsion is a nonlocal effect of purely quantum origin, it is ubiquitous and it is fundamental. As Lennard-Jones wrote 1954: “This effect is most powerful, much more powerful than that of electrostatic forces. It does more to determine the shapes and properties of molecules than any other single factor. It is the exclusion principle which plays the dominating role in chemistry” [17]. Exchange repulsion can be described by a repulsive potential–energy function with exponentially decaying dependence on the interatomic distance [18,19]. Its representation by a potential–energy function is similar to the use of local, repulsive “pseudo”-potentials. The assumption that exchange repulsion between any two molecules can be represented by a single exponential is not justified, there need to be more.

**Electrostatics**

Electrostatics is the classical interaction between static electric multipoles, which are obtained by a multipole expansion of the charge distribution of a molecule about a convenient expansion point, usually the center of mass. Static multipoles $2^l$ of rank $l = 0, 1, 2, \ldots$ are monopoles ($l = 0$), dipoles ($l = 1$), quadrupoles ($l = 2$), and so on. The interaction potential for the interaction between an $l$-pole and an $L$-pole has a distance dependence of $1/r^{l+L+1}$. The higher the the multipoles, the shorter the range of interaction. The Coulomb interaction, i.e., the interaction between electric monopoles, that is, charges, has the longest range. The interaction between static multipoles may be attractive or repulsive. The sign of the Coulomb interaction depends only on the signs of the charges. If at least one higher multipole is involved, the interaction also depends on the relative orientation of the multipoles, meaning that it can be attractive, repulsive or that there is no interaction at all. The interaction potential between an $l$-pole and an $L$-pole can be quite generally written as

$$V_{LL}^{\text{pol}}(r) = M_l M_L \cdot 1/r^{l+L+1} f(\theta_1, \phi_1, \theta_2, \phi_2),$$

(3)

where $M_l$ and $M_L$ are the magnitudes of the $l$-pole and the $L$-pole, and $f(\theta_1, \phi_1, \theta_2, \phi_2)$ is the geometric factor describing the relative orientation of the two multipoles with respect to the line connecting the centers of mass using local spherical polar coordinates. The product of the magnitudes of the multipoles is often used as a measure of the strength of interaction, which is modulated by the angular dependence of the geometric factor. The product $M_l M_L 1/r^{l+L+1}$ must have the physical dimension energy, the geometric factor is a bare number. The strength of Coulomb interaction is proportional to the product of the charges.

Although any spatial charge distribution can be expanded into a series of multipoles, the number of terms can be large when the symmetry of the charge distribution is low. One can avoid working with high-rank multipoles when the single-center expansion is replaced by a multicenter expansion, also called a distributed multipole expansion, in which several meaningful expansion centers are chosen, for example the positions of the nuclei in a molecule or the centers of mass of atom groups. Each expansion then contains only few multipoles. Regardless of whether single-center or multicenter expansions are used, the electrostatic interaction energy becomes singular only when the distances between the expansion points become zero. For extended charge distributions, the multipole expansion of the electrostatic interaction energy is in error as soon as the charge distributions overlap. Classical electrostatics shows that the interaction energy for extended charge distributions is much smaller in magnitude than that of point-multipoles. Correctly calculated electrostatic interaction energies do not have singularities. The difference between the interaction energy for extended charge distributions and the multipole expansion is called the penetration error. It can be corrected either by using damping functions or by applying a penetration error correction [20]. However, one should not overestimate the physical significance of this correction, the overlap of hard electron distributions is purely fictional, after all, both Fermi and Coulomb interactions are not considered.

**Induction**

The second class of classical interactions covers those between the static electric multipoles in molecule A and the induced multipoles in molecule B. The latter are the result of charge shifts (polarization) in the polarizable electron distribution of molecule B. The strength of the interaction is measured by the respective static polarizabilities, which describe the ability of polarizable systems to create induced multipoles under the influence of nonuniform electric fields. The interaction between a static $l$-pole and an induced $L$-pole has a $1/r^{2(l+L+1)}$ distance dependence, and again it depends on the relative orientation of the multipoles. Induction interactions are therefore always of much shorter range than the interactions between the corresponding static multipoles. The polarizability that describes the interaction between a static and an induced dipole is called the dipole–dipole polarization. Likewise, for the interaction between a static dipole and an induced quadrupole the dipole–quadrupole polarizability is responsible, and so on. The interaction with the longest range is again the dipole–dipole interaction. However, at short distances, e.g., the equilibrium distance, the short-range interactions become important. Unfortunately, the corresponding polarizabilities are seldom tabulated. After all, they are tensor quantities, and one cannot infer from tabulated dipole–dipole polarizabilities whether or not the
higher short-range interactions are important or not. As for electrostatic interactions, the induction energy at short distances between the multipoles is in error for point-multipoles, but can be corrected when damping functions are used [2].

**Dispersion**

The dispersion interaction is a ubiquitous interaction of purely quantum origin. It is a kind of dynamic electron correlation, and between ground-state molecules it is always attractive. Its description is far from simple [21]. A catchy albeit disputable explanation starts with short-time deformations of the electron density of one molecule caused by the non-deterministic motion of electrons. These fluctuations are represented by spontaneously created multipoles that will interact with induced multipoles in the electron distribution of the other molecule. Any nonsymmetric deformation leads at least to a dipole. The induced multipole of lowest rank in the other molecule is again a dipole. The \(1/r^6\) distance dependence of the corresponding dipole–dipole dispersion interaction again has the longest range and is the leading contribution at large distances. At shorter distances, higher-order dispersion interactions of much shorter range are again important. For two interacting atoms, the interaction energy is isotropic because it depends only on the interatomic distance. For molecules, an effective isotropic dispersion interaction follows from averaging over all relative orientations of the multipoles. The distance dependence of the dispersion interactions is the same as that of the corresponding induction interactions. The strength of the interaction between atoms is proportional to the product of the dynamic polarizabilities [2]. It is much larger between noble-gas atoms from the higher periods, than between atoms with hard electron densities [22,23]. For molecules, one has to consider the anisotropy of molecular polarizabilities, which is strongly pronounced for molecules with delocalized pi-electron densities, the polarizability component along the molecular axis, that is, the polarizability of the p-electrons, is always considerably larger than the components orthogonal to it [24,25]. Dispersion energies calculated with this method at short distances between the multipoles are in error. Again, damping functions help to avoid these errors.

Note, that the \(1/r^6\) distance dependence does not hold for atoms or small molecules interacting with extended metals or perfect graphene, for such systems one finds a \(1/r^3\) distance dependence [22-24].

**Combination of the basic interactions**

For non-charged systems with spherical electron distribution (atoms), there are no electrostatic or induction interactions. There are only dispersion interactions, starting with the long-range dipole–dipole interaction. This interaction exists between any two molecular systems. Every non-charged and non-spherical molecule has static multipoles of different ranks, in polar molecules, the series starts with dipoles, whereas in non-polar molecules it starts with quadrupoles or higher multipoles. Accordingly, there will always be electrostatic interactions of different ranges between molecules with static multipoles. For example, the T-shaped equilibrium structure of the benzene dimer is favored by the geometric factor of the quadrupole–quadrupole interaction [2]. Every molecular system has a polarizable electron distribution, in which multipoles can be induced. Therefore, if at least one subsystem has static multipoles of any rank, there will be induction interactions.

If we combine the products of the magnitudes of the multipoles and the geometric factors to prefactors \(P_n\), the interaction potential for two uncharged molecules can be written as a series

\[
\psi_{\text{int}}(r) = \psi_{\text{exc}}(r) + \psi_{\text{elast}}(r) + \psi_{\text{ind}}(r) + \psi_{\text{disp}}(r)
\]

\[
= \sum_i P_{i}^{\text{exc}} e^{-a r} + \sum_{n=3}^{\infty} P_{n}^{\text{elast}} \frac{1}{r^n} + \sum_{n=6}^{\infty} P_{n}^{\text{ind}} \frac{1}{r^n} + \sum_{n=6}^{\infty} P_{n}^{\text{disp}} \frac{1}{r^n}.
\]

The number of terms in the series that contribute significantly depends on the magnitude of the corresponding prefactors and also defines the “flavor” of the interaction.

**Many-body effects**

Many-body systems [25] are composed of particles of different kind. Each particle interacts with all others, that is, all particles are highly correlated, otherwise one would have many one-body systems. The nature of the particles depends on how the systems is modeled. In an electron gas the particles will be electrons. If an atom is regarded as a many-electron system, they will be electrons. If a molecule is regarded as being composed of atoms, the particles will be atoms, but if the molecule is modeled as a many-electron system, the particles will be electrons again. In a liquid or a molecular crystal, the particles may be molecules, they may be the atoms or they may be electrons. Frequently, many-body systems behave as if the particles interact only weakly or do not interact at all. But these particles are not the real, strongly interacting particles but fictitious particles, called quasi-particles. Calculating the energy of the many-body system by summing up the interactions between all real particles is impossible. Weak interactions between quasi-particles can, however, be calculated using conventional techniques, e.g., perturbation methods. A simple introduction to the idea of quasi-particles goes as follows: All interacting particles are in motion, so any particle may interact with two or more other par-
ticles at the same time, and a certain interaction may occur repeatedly in a certain time interval. A strategy for defining quasi-particles is to identify and keep a few of the most important interaction types between the real particles and to neglect all others. Furthermore, it is assumed that it is easy to calculate the sum of all repeated occurrences of these interactions. By adding these partial sums of interactions with the other particles to the real particle it is transformed into a quasi-particle. Some properties of quasi-particles may be different from those of real particles, others are unchanged. A good introduction to quasi-particles in many-body systems can be found in the book by Mattuck [26]. Depending on what kind of real particle is transformed into a quasi-particle, different properties are of interest and different theoretical quantities are used to describe them. For example, electrons as described by Hartree orbitals, Hartree–Fock orbitals or Kohn–Sham orbitals are quasi-particles. They exhibit a different extent of interaction with other electrons, they have different (orbital) energies but the charge is not changed. (Quasi-)atoms in a molecule have, for example, volumes and polarizabilities that differ from those of free atoms in the gas phase. Properties of such quasi-atoms are often calculated by using propagators (Green’s functions) or response functions that were obtained by using a special summation of important interactions, for example by using the random phase approximation. The weak interactions not absorbed into quasi-particles are calculated as interactions between quasi-particles. The magnitude of these interactions depends essentially on the way the quasi-particles are created. Frequently, it is assumed that the weak interactions are dominated by pair contributions, and that interaction between three or more quasi-particles can be reduced to sums of pair interactions (additivity of interaction). Whether or not this assumption is justified depends on the many-body system, and on the extent to which the interaction between the real particles is included in the quasi-particles.

Many dispersion-correction strategies assume pair-wise additivity of the long-range electron correlation energy. The properties of the quasi-atoms may be obtained by fitting them to interaction energies calculated with other high-level methods. This strategy is used, for example, in Grimme’s D2 method [27], for the calculation of the dispersion energy in the dDFT+D method by Szalewicz [28,29], and for the dispersion correction to DFTB [30-33]. In the Tkatchenko and Scheffler (TS) method [34], the $C_6$ coefficients for atoms in a molecule are set proportional to those of the corresponding free atoms. The proportional constant is a function of the ratio between the volume of the free atom and the Hirshfeld volume of the atom in the molecule. According to Dobson [35], one can distinguish between three different types of non-additivity of dispersion interactions. Type-A non-additivity originates from the fact that the dispersion coefficients of free atoms are different from those of atoms in molecules. This type of non-additivity is captured for example by the TS model and Grimme’s D3 method [36] by employing environment-dependent dispersion coefficients. Type-B non-additivity occurs, when the interaction between two particles is screened by a third particle, giving a three-center angularly dependent interaction contribution. The most simple three-body term is a triple–dipole contribution, the so called Axilrod–Teller–Muto term, which, because of the angular dependence, can give attractive and repulsive contributions. This three-body correction is included in Grimme’s D3 method. When $N$ perturbing particles are considered, one gets $N$-center contributions. In diagrammatic many-body theory, interactions of that kind are represented by ring diagrams [26], summation of ring diagrams to infinite order gives the correlation energy in the random phase approximation. Type-C effects, according to Dobson’s classification, can be found in nanostructures of low dimensionality with degenerate electronic ground states where any perturbation causes delocalized density fluctuations or density waves, also called collective excitations [25,26]. Often they are found in one- or two-dimensional structures such as graphene or metallic nanotubes with easily polarizable electron densities, and they are less frequently found in three-dimensional metals [35,37,38]. Delocalized density fluctuations allow for the induction of large dipoles or higher multipoles that enhance weak molecular interaction: It is characteristic of interactions between such extended density waves that the range of the interactions is much longer than that of dispersion interactions between localized structures [35]. Dispersion interactions are a type of electron correlation, but dispersion interaction is not a synonym for electron correlation. Therefore it is clear that there must be other types of electron correlation beyond dispersion interaction. It is also clear that there are many different types of collective motions in extended systems [25]. It should not be surprising that interactions between different density fluctuations may have different ranges.

Different strategies can be used for improvement of the description in many-body systems. One is to go beyond the triple-dipole term in the calculation of three-body energies, formulas for the dipole–dipole–quadrupole or dipole–quadrupole–quadrupole terms are given, e.g., in the book by Salam [21]. Due to the distance dependence of these terms they are only significant at short range, and they are strongly anisotropic [2]. Another strategy is to keep the description of the interacting atoms in molecular systems as simple as possible but to include the interaction between many of these atoms. This route is followed in the many-body-dispersion (MBD) method by Tkatchenko and co-workers [34,39,40]. The atoms are considered to be isotropic, oscillating charge distributions represented by 3D harmonic oscillators, the polarizabilities are obtained with the TS method. Interaction between the atoms considered as
vibrating dipoles yields screened atomic polarizabilities that are finally used to calculate long-range correlation energies from diagonalizing the Hamiltonian of the coupled oscillators with the screened polarizabilities as input. Although by this procedure many-body contributions are captured that go beyond the three-body ATM term and improve, for example, cohesive energies considerably [37,41], some open questions concerning the calculation of correlation energies using the MBD method remain. For example, it is not yet clear how well fluctuating dipoles represent fluctuations of anisotropic charge in general, or whether molecular polarizabilities entering the expressions for dispersion interaction in the single-center expansion can be replaced by fragment polarizabilities, analogous to the multicenter expansion of charge distributions [38].

With respect to the calculation of adhesive forces, no detailed MBD studies are available, especially it is not clear, how strong the many-body effects change the shape and slope of the adhesion energy curves around the inflection point.

**Range of electrostatic interactions**

Electrostatic potentials of 2\(^p\)-poles depend on the distance according to 1/r\(^{p+1}\), and the electric fields depend according to 1/r\(^{p+2}\). High-rank multipoles can be approximately represented by multipoles of lower rank at different spatial positions, i.e., a dipole can be represented by two charges (monopoles), a quadrupole by two dipoles or four monopoles, and so on. But when this is done, one must not forget the correct distance dependence of the high-rank multipole–multipole interaction. Since the interaction between an \(l\)-pole and an \(L\)-pole is proportional to 1/r\(^{l+L+1}\), the interaction between a dipole and a charge is proportional to 1/r\(^2\). If this is ignored, one could believe that there is a Coulomb interaction between monopoles, which has, however, a 1/r distance dependence. That the field of spatially close charges has a different distance dependence than isolated charges far apart shows the electrostatic potential of an ionic crystal, which is composed of a large number of monopoles. The interaction between a test charge and, e.g., a rock-salt crystal, operates at very short distance, and not at distances as large as one might assume, considering the long range of Coulomb interactions. However, close to each charge in the crystal, there is a charge of opposite sign forming a dipole with a field that is proportional to 1/r\(^2\). Close to each dipole is another dipole and the resulting quadruple field is proportional to 1/r\(^3\). Two quadrupoles close to each other form an octopole with a 1/r\(^4\) distance dependence, and so on. This means that the potential of an ionic lattice decays faster with \(r\) than any power of 1/r, which means an exponential decay. The finite range of such a potential is smaller than the spacing between the ions in the crystal [6]. Elementary classical electrostatics shows, thus, that superpositions of low-rank multipoles with large range located at different positions in space are equivalent to high-rank multipoles with a much shorter range. But this is frequently ignored in chemistry, where, for example, interactions between two molecular quadrupoles (1/r\(^5\) distance dependence) are reduced to interactions between bond dipoles having a 1/r\(^3\) distance dependence.

**Contact zone**

Interactions between atoms or finite molecules are dominated by pair contributions, even when many-body contributions are shown to be important, as, for example, in the case of the non-additive induction interaction [2]. We will now consider the pair contributions to the long-range dipole–dipole dispersion interactions between molecules A and B with \(n_A\) and \(n_B\) atoms, respectively, which are used to define the contact zone (CZ) of atoms or interacting molecules:

\[
V_{AB}^{\text{disp}}(r) = \sum_{I=1}^{n_A} \sum_{J=1}^{n_B} V(r_{IJ}) = \sum_{I=1}^{n_A} \sum_{J=1}^{n_B} \left( \sum_{f=1}^{\text{CZ}(I)} V(r_{fJ}) \right)
\]

For atom \(B_f\) in molecule B nearest to atom \(A_I\) in molecule A with pair distance \(r = r_{IJ}\), the pair contribution to the dipole–dipole dispersion interaction is proportional to 1/r\(^6\). For all atoms \(B_f\) with a pair distance larger by a factor of \(f\) with \(f > 1\), the pair contribution is reduced by 1/f\(^6\). Due to the sixth power, the magnitude of the pair contribution decreases strongly with increasing distance: When \(r\) increases by 10%, the pair contribution is reduced by 44%; when \(r\) increases by 50%, the pair contribution is reduced by 91%. The contributions to the attractive short-range dispersion drop even faster, as do the contributions to the exchange repulsion. For the 1/r\(^12\) term in the Lennard-Jones potential, if \(r\) increases by 20%, the interaction is reduced by 89%. Therefore, each atom in molecule A will “see” only few atoms from molecule B; the others can safely be neglected. Dispersion interactions, induction interactions and exchange repulsion are “near-sighted”, as are electrostatic interactions between high multipoles. Whenever \(f \geq 1.5\), that is, when the pair distance \(r\) is more than 50% larger than the equilibrium distance \(r_{\text{equ}}\), the contributions will be close to zero. From here on, we will always speak of a distance \(r = 1.5r_{\text{equ}}\) as the threshold value. All atoms \(B_f\) that give non-negligible contributions to the interactions with atom \(A_I\) make the contact zone \(\text{CZ}(I)\) of atom \(A_I\) in molecule B. The sum over \(J\) in Equation 5 can thus be limited to the atoms in the CZ.
causing only a small and acceptable loss of accuracy. The sum over atoms $I$ shows that the CZs are approximately additive as a consequence of the “near-sightedness” of WMI.

The concept of near-sightedness of electrons was introduced by Kohn [42] in the description of many-atom systems, and “[i]t can be viewed as underlying such important ideas as Pauling’s ‘chemical bond’, ‘transferability’…” [43], about which Prodan and Kohn say: “Understanding the physics and chemistry of large molecules and solids would have been practically impossible if not for the principle of transferability” [43]. In the language of density functional theory, the concept of near-sightedness of electrons “…describes the fact that, for fixed chemical potential, local electronic properties, such as the density $n(r)$, depend significantly on the effective external potential only at nearby points. Changes of that potential, no matter how large, beyond a distance $R$ have limited effects on local electronic properties, which rapidly tend to zero as a function of $R$” [43].

In their 2005 paper, Prodan and Kohn list what near-sightedness of electronic matter is not. For example, it is not screening of charges, as it applies also to neutral fermions, it “does not apply to systems of few electrons” and “it is not limited to macroscopically homogeneous systems” [43]. We explain the approximate additivity of dispersion interactions between molecular systems by a similar near-sightedness of WMI, caused by the short range of the basic interactions. The concept of near-sightedness of WMI is not the same as the near-sightedness of electrons, the distance $R$ mentioned by Prodan and Kohn is different from our threshold value described above. Near-sightedness of electronic matter is of finite range, it explains why linear scaling in electronic structure methods works. Near-sightedness of the attractive basic interactions in WMI, on the other hand, is of infinite range, but it allows to understand the transferability of group contributions of, for example, pairs of CH$_2$ in two parallel aligned alkane chains. For the interaction of atoms or small molecules with extended metal surfaces, the concept of near-sightedness of dispersion does not apply, because the polarization of the metal due to the small interaction partner is not local, there are collective polarizations in the metal, rather than local ones [22,23].

For an atom, the shape of its CZ in a planar molecule is a disk that is the base of a cone with a lateral surface composed entirely of lines of length $fr$, which is the “vision cone” of the atom, see Figure 4. The disk contains all atoms $B_J$ that make a contribution larger than $1/f^6$. If atom $A_I$ interacts with atoms $B_J$ of a curved molecule B, say a fullerene or a carbon nanotube, the CZ is smaller than when the molecule is planar. See the right-hand side of Figure 4. Of course, one can do the same with the roles of molecules A and B reversed. Therefore, the CZ of two interacting molecules can be defined as the set of all atom pairs contributing significantly to the interaction energy. This is in accord with the success of distributed multipole expansions of all basic interactions.

The maximum interaction energy is proportional to the size of the CZ at the equilibrium geometry of the complex. Any decrease in the size of the CZ brought about by increasing the distance between the interacting molecules reduces the interaction energy and reduces the adhesive forces in the complex. The change in the interaction energy, and therefore the magnitude of the adhesive forces, is proportional to the changing part of the CZ where the pair distances $r_{IJ}$ increase and the adhesion energy decreases; this is the reduced contact zone [44], see Figure 5.

Other representations of basic interactions

A problem in speaking about WMI is that, in chemistry, often a tinted and frequently unphysical language is used. Although electrostatics and induction have very different ranges, induction is often, incorrectly, included under electrostatics, rather than being separately discussed. If induction is considered, it is described in terms of the dominant theoretical means mastered by chemists, namely orbitals. Polarization of the electron distribution of atoms manifests itself, for example, in an increase of the weight of the polarization functions in the occupied atomic

![Figure 4: Left: The disk covering the atoms of molecule B seen by an atom in molecule A expands with increasing lateral height $fr$ of the “vision cone”. Right: The aperture of the vision cone becomes smaller when molecule B is not planar but bent.](image-url)
Figure 5: Demonstration of the contact zone and the reduced contact zone of an adsorbate/adsorbent complex with equilibrium distance $r_{\text{equ}}$ during separation in modes S2 and S3. Left: In separation mode S2, all atom pairs, except the one with the pivot atom, change their distance $r_{\text{IJ}}$. Atom pairs with distances larger than the threshold value $1.5 r_{\text{equ}}$ (adsorbate atoms encircled in green) do not contribute to the stabilization energy or to the adhesive forces. Non-zero contributions come from atom pairs in the reduced contact zone (adsorbate atoms encircled in red). Right: In separation mode S3, some part of the contact zone remains unchanged (adsorbate atoms encircled in black). These atom pairs contribute most to the stabilization energy, but not at all to the adhesive forces. The atom pairs with distances larger than the threshold value (adsorbate atoms encircled in green) do not contribute to the stabilization. Atom pairs in the reduced contact zone (adsorbate atoms encircled in red) contribute less to the stabilization energy than atom pairs from the (black) contact zone but they are the origin of the change in the adhesive forces.

orbitals (AOs). This could be shown, for instance, by adding p-type or d-type basis functions to occupied AOs having purely s-character in the unpolarized atom. This is nothing else than the hybridization of AOs. The molecular orbitals (MOs) of a complex of non-interacting molecules are, in general, linear combinations of the occupied fragment MOs, that is, the MOs of the isolated molecules. If such a complex MO is dominated by a fragment MO of one molecule, the complex MO is localized on that molecule. Induction or polarization will change the weights of the fragment MOs in the complex MOs. Localized complex MOs may then become delocalized, which is frequently called by chemists “charge transfer”, and it is claimed that the charge-transfer interaction is an important, stabilizing interaction. Charge transfer, however, refers to an ion pair stabilized by a strong Coulomb interaction with a much larger stabilization energy than that of a weakly interacting system. Describing a charge shift in the electron density of a molecular system as a charge transfer incorrectly twists the semantics of the word transfer.

Quantum theory says that states of subsystems may interfere whenever the subsystem wave functions overlap significantly. Because the wave functions of atoms or molecules decay exponentially, this only happens at short distances between the subsystems. Ruedenberg et al. [45-51] showed that covalent bonding is a one-electron effect, and that the so-called accumulation of charge between the atoms connected by a covalent bond is a charge shift caused by constructive interference of exponentially decaying AOs or hybrid AOs. Thus, covalent bonding operates only at much shorter distances than those between weakly interacting molecules. At distances as large as those between weakly interacting molecules, the overlap of the molecular wave functions and the ensuing stabilization are very small, given that there is indeed constructive (and not destructive) interference of the many-electron state functions of the interacting molecules. Nevertheless, it is frequently claimed, but not proven, that strong covalent bonding is important for hydrogen bonding.

Rather curious are so-called orbital–orbital interactions such as $\pi-\pi$ interactions, because orbitals are one-electron state functions, which do not interact but may be used to describe interacting states. However, it is never quite clear what kind of “interactions” they are describing. Are they describing static attractive multipole–multipole interactions between orbital contributions to the molecular electron densities, as Anthony Stone suggests [2]; or are they describing constructive or destructive interference of orbitals similarly as for the explanation of reactions using the Woodward–Hoffmann rules? Are they describing attractive dispersion interactions between the $\pi$-densities, or the exchange repulsion of $\pi$-densities?

Methods to describe WMI

WMI stabilization energies for interacting molecules A and B are calculated either with the supermolecule method or with perturbation methods. In the supermolecule approach, the interacting complex is treated as a supermolecule and the stabilization energy is simply the difference between the energy of the supermolecule $E_{\text{AB}}$ and the sum of the energies of the isolated molecules $E_A$ and $E_B$:

$$\Delta E = E_{\text{AB}} - (E_A + E_B).$$

(6)

The energies can be calculated with any high-level electron structure method. The Hamiltonian of the supermolecule is

$$\hat{H}_{\text{AB}}(r_A, r_B) = \hat{H}_A(r_A) + \hat{H}_B(r_B) + V_{\text{AB}}(r_A, r_B).$$

(7)
where $\hat{H}_A^A(r_A)$ describes the isolated molecule A with particles I having position vectors $r_I$ and charges $q_I$. Analogously, $\hat{H}_B^B(r_B)$ describes molecule B, and $V_{AB}(r_A, r_B)$ describes the Coulomb interaction between all particles of A with all particles of B:

$$V_{AB}(r_A, r_B) = \sum_{I=1}^{n_A} \sum_{J=1}^{n_B} \frac{q_I q_J}{r_{IJ}},$$

where $r_{IJ}$ is the distance between particle I and J. Whereas the geometry of the supermolecule is nearly always optimized, the isolated molecules may either be in their corresponding equilibrium geometries or in deformed geometries, depending on whether the interaction energy includes the deformation energies of the interacting molecules or not. A well-known problem with the supermolecule approach is the basis set superposition error (BSSE). Because of the finite one-particle basis, counterpoise corrections (CPC) are necessary to get reliable interaction energies.

In the perturbation approach, the unperturbed Hamiltonian for the complex is $\hat{H}^{(0)} = \hat{H}_A^A + \hat{H}_B^B$. Here, the geometry of the interacting molecules determines the geometry of the complex. It is assumed that the ground- and excited-state functions $\Psi_i^A$ and $\Psi_j^B$ of the interacting molecules are known, the wave functions of the complex are then simply the products $\Psi_i^A \Psi_j^B$, they are eigenfunctions of $\hat{H}^{(0)}$. The energy of the interacting complex is the sum of the energy contributions of different order:

$$E^{AB} = E^{(0)} + E^{(1)} + E^{(2)} + \cdots,$$

with

$$E^{(0)} = E_0^A + E_0^B = \langle \Psi_0^A | \hat{H}_A^A | \Psi_0^A \rangle + \langle \Psi_0^B | \hat{H}_B^B | \Psi_0^B \rangle,$$

$$E^{(1)} = \langle \Psi_0^A \Psi_0^B | V^{AB} | \Psi_0^A \Psi_0^B \rangle,$$

$$E^{(2)} = \sum_{ij} \left( \frac{\langle \Psi_0^A | \Psi_0^B | V^{AB} | \Psi_0^A \Psi_0^B \rangle^2}{E_0^{(0)} - E^{(0)}} \right),$$

where $E_0^{(0)} = E_0^A + E_0^B = \langle \Psi_0^A | \hat{H}_A^A | \Psi_0^A \rangle + \langle \Psi_0^B | \hat{H}_B^B | \Psi_0^B \rangle$ and the prime on the summation sign indicates that i and j are not zero at the same time.

Since all perturbation contributions are calculated by using the wave functions of the isolated molecules, there is no BSSE and no CPC is needed. The first-order correction $E^{(1)}$ is simply the electrostatic interaction energy, whereas the second-order contributions are the sum of the induction and dispersion energies. This perturbation series is correct for interacting molecules far apart, because for them, the simple product $\Psi_i^A \Psi_j^B$ is an eigenfunction of $\hat{H}^{(0)}$. For shorter distances, the exchange of electrons between the two molecules must be considered, and the correct wave function for the interacting complex is $\Psi_i^A \Psi_j^B$ where A enforces the exchange of all electrons of A with those of B. But this wave function is no longer an eigenfunction of $\hat{H}^{(0)}$. There are many perturbation approaches with correctly antisymmetrized wave functions. One of them is symmetry-adapted perturbation theory (SAPT) [52]. We use the variant in which the intramolecular energies $E_i^A + E_j^B$ are calculated with density functional theory (DFT) and only the intermolecular contributions are calculated with perturbation theory. This approach is called SAPT(DFT) [53,54].

The electronic-structure methods used together with the supermolecule approach must be able to cover the largest part of electron correlation. Among wave-function methods, the coupled cluster method at the CCSD(T) level is currently the best method available. Conventional DFT methods cover short- and medium-range electron correlation, but not long-range correlation, which includes dispersion interactions. To correct this deficiency, empirical dispersion corrections were developed [27,34,36,39,40,55-57], which, when added to the DFT energy, yield energies of comparable quality to CCSD(T). This class of methods is called DFT+D: They are discussed in reviews such as those by Grimme and Tkatchenko [38,58]. Empirical dispersion corrections are often the sum of pair contributions calculated with strongly parameterized functions that depend only on the positions of the atom pairs, and are independent of the basis functions used with the electronic structure methods. Only the latter require CPC. For large systems, conventional DFT is often too costly and therefore semiempirical DFT methods such as DFTB (density functional tight binding) [30,31] are used, together with empirical dispersion corrections [32,33]. With these methods, intramolecular dispersion interactions in large molecules can be embraced.

If one is only interested in intermolecular dispersion corrections, one could directly calculate the pair contributions, instead of first calculating the dispersion contributions for each interacting molecule and the supermolecule, and then calculating the difference. This is the basis of the dDf+D approach [28,29], with a dispersionless density functional that reproduces the CCSD(T) correlation energy of an interacting system without any dispersion contributions. The dispersion contributions to the interaction energy are calculated pairwise with a function that was fitted to SAPT(DFT) dispersion energies. The dDf contributions are calculated using the supermolecule approach. These
energies require CPC. All methods mentioned have been used in our studies on weakly interacting systems.

Results

All investigations on adhesion of aromatic molecules onto carbon nanotubes and graphene presented here have been published [13-15,44]. All calculations were done with the DFTB+D method as implemented in the DFTB+ code [59]. In [13,14,44] periodic boundary conditions were used. In [15] all systems were treated as large clusters.

The description of system stabilization due to adhesion can be done by using either adhesion energies or adhesive forces. We use both concepts to describe stabilization of the systems investigated.

Adhesion energies

The starting point for these investigations was the claim, that (8,0)-carbon nanotubes (CNT) can be dissolved in aniline [60,61]. If this was true, the CNT should be more strongly bound to the aniline molecules in the first solvation shell than to other CNTs in a bundle, to prohibit solvated CNTs from aggregating and eventually precipitating. However, this was found not to be the case [13]. The stabilization energy for a (8,0)-CNT tightly covered with an aniline monolayer was only 40% of that of a bundle of CNTs in which one CNT is hexagonally surrounded by six other CNTs. We used stabilization energies normalized to the unit length. We have pointed out [13] that two parallel CNTs in their equilibrium geometry have one CZ, while three parallel CNTs with their molecular axis lying in a plane have two CZs. Accordingly, in a complex of a CNT surrounded by six CNTs, that is, covered by a monolayer of CNTs, there are six CZs between the central CNT and the monolayer, but there are also six further CZs within the monolayer – altogether 12 CZs. We found that the stabilization is indeed twelve times larger than that of a CNT dimer with one CZ. The aniline monolayer was found to consist of six strips of aniline molecules, similar to the monolayer of six CNTs. However, the stabilization energies show the differences between the two systems: for two CNTs in contact, the stabilization energy (7.33 kJ/molÅ) is about 20% larger than for an aniline strip in contact with a CNT (5.02 kJ/molÅ). For a monolayer of aniline molecules, the stabilization energy per aniline strip is 6.08 kJ/molÅ. The 20% increase is caused by the interaction between the six aniline strips touching each other at the edges. Likewise, for a CNT covered by six CNTs the interaction per CNT in the monolayer is 15.07 kJ/molÅ. The 106% increase is caused by the interactions between the CNTs in the monolayer. Both increases reflect collective effects due to interactions between molecules forming the monolayer. They also show that the edge-to-edge interaction between aniline strips is much smaller than the face-to-face interaction between aromatic molecules. Therefore, it is not surprising that a complex of an aniline strip inserted between two CNTs is less stable than two CNTs in contact with each other and the aniline strip in contact with one CNT. Accordingly, it would be highly unfavorable for an aniline molecule to separate two CNT molecules and insert itself between them, as it would need to happen if aniline were indeed a solvent for solid CNT. Although aniline has a permanent dipole moment (1.56 D) slightly smaller than that of water (1.87 D), there is no significant difference in the stabilization energies of parallel and antiparallel orientations of two linearly arranged aniline molecules. In the complex of a CNT and an aniline strip there will be stabilizing contributions from the permanent aniline dipole and the induced CNT dipole. At the CZ of two parallel CNTs, there will be a stabilizing interaction between the permanent dipole moments originating in the curvature of the CNT molecules. Nonetheless, dispersion interactions are the major stabilizing contribution for both systems, and they are also the origin of the difference in the stabilization. In a strip of aniline molecules, there is a large distance between the phenyl rings caused by the CH bonds and the NH₂ groups, and in this gap there are far fewer atoms contributing to dispersion interactions than in the underlying CNT molecule. Furthermore, many of these atoms are hydrogen atoms, which have a considerably smaller dipole polarizability than carbon atoms [62]. This explains the 20% difference between the stabilization energies and the fact that solid CNT cannot be dissolved by simple aromatic solvents. Note that solid CNT produced in electric arcs is amorphous, it consists of randomly arranged nanotubes or bundles of nanotubes. In our studies, we did not consider such irregularly arranged nanotubes, instead we studied only clusters of crystalline CNTs.

In a second paper [14], we studied the dependence of the stabilization energy on the number of atoms for a series of six aromatic and polyaromatic molecules benzene, naphthalene, anthracene, phenanthrene, pyrene and tetracene with a (8,0)-CNT molecule, see Figure 6 for the (8,0)-CNT/tetracene complex. For the series of acenes with the growth direction parallel to the CNT molecular axis, we found an excellent correlation with the number of carbon atoms. The energies for phenanthrene and especially for pyrene were, however, not well repro-
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duced by the regression function because the shape of these molecules, and therefore the area of the CZ, is different from that of the four acenes. We also showed that when a planar molecule comes into contact with a CNT, it will bend towards the CNT, and this increases the number of atom pairs in close contact or, in other words, the size of the CZ.

Adhesive forces
Although CNTs cannot be dissolved in common organic solvents, it is possible to achieve dissolution by adding small amounts of a third substance, i.e., a solubilizer. Very different substance classes are claimed to be efficient solubilizers and the main question is: How can small amounts of these substances achieve separation of CNT molecules from the bulk solid? A comparison of the total energies of the systems with and without solvated CNT molecules does not explain the process of separating CNT molecules from the bulk. This can only be done with the help of forces. Every CNT molecule in the bulk is a subsystem in a large interacting system that is stabilized by adhesive forces. A CNT can be separated from the bulk only if the pull-off force is larger than the maximum adhesive force. A satisfactory explanation of the process of dissolution must include not only the origin of such pull-off forces but also show which point an external force can act on. For answering both questions, papers from the group of Nakashima [63, 64] provide valuable insights. The solubilizers used by these researchers to dissolve bulk CNTs consisted of an aromatic moiety with at least three condensed aromatic rings connected by a very short aliphatic chain to a so-called solvophilic group, which could have a very different polarity. Embedding the solvophilic group into the solvent bulk is essential for the solubilizer to facilitate dissolution. Nonpolar solvophilic groups enabled CNT molecules to be dissolved in nonpolar solvents, while strongly polar or charged solvophilic groups allowed the CNTs to be dissolved even in polar solvents. The aromatic moiety, on the other hand, is attached to a CNT molecule. The collisions of solvent molecules and the solvophilic moiety result in the generation of stochastic impulses that may add up to a net pull-off force that acts via the solvophilic group and the short connecting chain on the aromatic moiety. If the maximum adhesive force in the solubilizer/CNT(molecule) system is larger than the pull-off force, the solubilizer will not be separated, but the pull-off force will act on the CNT molecule and try to pull it off the bulk. This will happen if the maximum adhesive force in the CNT(molecule)/CNT(bulk) system is smaller than the pull-off force. Then the solubilizer is efficient. One can assume that more than one solubilizer molecule will stick to a CNT molecule and that external forces acting via several solubilizer molecules will separate a CNT molecule from the bulk. After separation of the CNT from the bulk, the solubilizer molecules will remain attached to the dissolved CNT molecule and thus avoid immediate aggregation.

To find out how the efficiency of a Nakashima-type solubilizer depends on the number of condensed aromatic rings in the aromatic moiety, we calculated the adhesive force functions for the separation of benzene, anthracene, tetracene and pyrene adsorbed to (8,0)-CNT and graphene [14, 15, 44]. The basic features are best understood by considering the separation of an adsorbate from graphene, where, in the equilibrium geometry, the CZ is the intersection of the area of the adsorbate and the graphene sheet, and is, therefore, proportional to the area of the adsorbate. An adsorbate can be rigid or flexible, and the pull-off point can be at the edge or in the middle of an adsorbate. Thus, four different separation modes can be formulated. Figure 7 shows the four separation modes for the separation of tetracene from graphene, Figure 8 shows the slope functions for the four separation modes.

![Figure 7: The separation of tetracene from graphene. Top row: Mode S1 (left), mode S2 (right). Bottom row: mode S3 (left), mode S4 (right). The blue and red dots indicate the pull-off points.](image-url)
1. In separation mode S1, a rigid adsorbate is separated so that the distances of all atom pairs in the CZ increase by the same factor $f$. Think of the separation of two glass plates in contact without tilting. In such a separation, the interaction across the whole CZ changes equally, and, therefore, the reduced CZ is identical to the CZ, which is zero as soon as the separation is larger than the threshold value. Since all atom pairs contribute equally to the change in the interaction energy, the adhesive forces are directly proportional to the size of the CZ.

2. Separation mode S2 can be regarded as the separation of two glass plates by tilting. The pull-off force acts at one end of the rigid adsorbate and causes a rotation about the pivot at the other end. The distances of all atom pairs in the CZ increase at different rates. For each fixed tilt angle, the factor $f$ is proportional to the tilt angle and the distance of the moving atom from the pivot. The distances of all atom pairs increase linearly along the length of the adsorbate, while the atom pairs furthest from the pivot reach the threshold value first, after which these atom pairs no longer contribute to the adhesion energy. The distances between the pivot atom pairs remain constant. In this separation mode, the position of the adsorbate changes from initially parallel to orthogonal with respect to the adsorbent. Only then is the adsorbate separated from the adsorbent. The adhesion energy changes less strongly than in mode S1 and, accordingly, the adhesive forces are smaller. Note that, in molecular systems, the pivot is slightly shifted.

3. Separation mode S3 is similar to separation mode S2, in that the external force acts at the edge of the adsorbate. However, in S3 the adsorbate is flexible, and bends during separation (peeling). Therefore, in all atom pairs far from the pull-off point, the distances remain largely unaffected. These atom pairs form the CZ and contribute most to the adhesion energy, but not at all to the adhesive forces. The pair distances of all other atom pairs are stretched; if the stretched distance is shorter than the threshold value, the adhesive forces resist the pulling, and in this region the adsorbate is bent. The atom pairs of the convex adsorbate form the reduced CZ. For distances larger than the threshold, no adhesive forces resist the pulling, and the adsorbate relaxes. See Figure 5. During relaxation, the bending energy is released. By continuously pulling at the pull-off point, the non-interacting part of the adsorbate increases steadily. The CZ is steadily reduced but remains as large as possible, and the small bent area of the adsorbate, i.e., the reduced CZ, remains approximately constant in size and moves towards the pivot. The change in the stabilization energy of the reduced CZ is not only due to the separation of the atom pairs but also due to the bending of the adsorbate. The energy needed for doing this, the bending energy, is stored in the adsorbate. When the pair distance is larger than the threshold value, the bending energy is released during relaxation of the adsorbate. The change in the stabilization energy therefore depends strongly on the stiffness of the adsorbate. A flexible adsorbate can be easily bent. The bending energy stored in the adsorbate is small and therefore only little bending energy will be released. The reduced CZ is small. For a stiff adsorbate, the bending energy and the reduced CZ are large. For infinite stiffness of the adsorbate separation mode S3 becomes separation mode S2.

4. In separation mode S4, the external force acts at the middle of the flexible adsorbate. Only the atoms close to the non-terminal pull-off point are displaced. The reduced CZ is symmetrical to the pull-off point, and the CZ is farther away. If only the distances of the atom pairs close to the pull-off point increase, then sufficiently large adsorbates are bell-shaped, which means that the center of the adsorbate is concave, further out, it is convex. This causes strong bending of the adsorbate and a substantial reduction in the stabilization energy. Although only small parts of the CZ are reduced, the increase in the bending energy makes this separation mode less favorable than S3 but still more favorable than S1. In separation modes S1, S2 and S3, dragging and thus friction can be avoided. In mode S4, the left and right wings will always slide over the adsorbent unless stretching of the adsorbate is less costly than dragging the parts into contact with the adsorbent. For infinite stiffness of the adsorbate, separation mode S4 becomes separation mode S1.

The slope functions for the separation of tetracene from graphene are shown in Figure 8. Small and isotropic adsorbates such as benzene or pyrene are stiffer than long, anisotropic...
acenes and bending costs more energy. Only in complexes with large adsorbates will a large part of the complex be nearly parallel to the adsorbent, causing bending (mode S3) instead of tilting (mode S2). For mode S1, we found an increase in the maximum adhesive force with the number of aromatic rings. The force increases from 451 pN (benzene) through 962 pN (anthracene) and 1059 pN (pyrene) to 1219 pN (tetracene). For mode S3, the force increases from 214 pN through 353 pN (anthracene) and 362 pN (pyrene) to 371 pN (tetracene). This demonstrates, firstly, that in mode S1, the reduced CZ increases with the size of the adsorbate. Therefore, the maximum adhesive force is proportional to the size of the adsorbate, and, secondly, that in mode S3, the maximum adhesive force increases strongly from benzene to anthracene, but that the difference between the large adsorbates anthracene, pyrene and tetracene is much smaller than between benzene and anthracene. These observations are in accord with the finding that the aromatic moiety of a Nakashima-type solubilizer should have at least three condensed aromatic rings to be efficient. This connection of size and shape of the adsorbate and its elastic properties is true for all classes of molecules when an adsorbate comes into contact with nonplanar adsorbents, because bending can increase the CZ, improving the stabilization of the complex. If bending produces more stabilization (due to the larger CZ) than it costs, the adsorbate will change its form to maximize both adhesion energy and adhesive forces.

Hydrophobic interaction, hydrogen bonding and properties of liquids

Condensed-matter properties are strongly influenced by cooperative effects caused by more than two interacting particles (many-body effects). In statistical physics, these effects are represented by the cluster expansions of the partition function or the thermodynamic potentials [65]. The cluster expansion of the interaction potential of a condensed matter system composed of molecules,

$$ V_{\text{int}} = \sum_{A>B} V_{AB} + \sum_{A>B>C} V_{ABC} + \sum_{A>B>C>D} V_{ABCD} + \cdots $$

(11)

says that the properties of a liquid cannot be described solely by two-body contributions, that is, contributions of two solvent molecules. Clusters of molecules with low spatial symmetry have, in general, several stable structures that vary in their stabilities and molecular properties, e.g., electric multipole moments and polarizabilities, and thus contribute differently to the stabilization energy. Electrostatic interactions are strictly additive for all distances at which the molecular electron distributions do not overlap, all other basis interactions are non-additive and contributions of larger clusters are essential. Whereas long-range dispersion interactions are approximately additive, induction interactions are strictly non-additive. This means that it is not possible to add up all electric fields due to the static moments of the surrounding molecules and then calculate the induction energy for a given molecule. However, in the case of less polar or less polarizable molecules, approximate additivity seems to be reasonable [2]. Liquid alkanes are such systems. All straight-chain alkanes (n-alkanes) can be derived from the parent substance methane by substituting one hydrogen atom for n-alkyl chains of increasing length. Under standard conditions, macroscopic amounts of alkanes occur in all three phases. n- Alkanes with up to four carbon atoms are gases, n-alkanes from five to 17 carbon atoms are liquids, and all longer n-alkanes are solids. The melting point and particularly the boiling point (BP) reflect the degree of interaction between the molecules in the condensed phase, the degree of interactions itself depends on the size of the Czs. The boiling point is especially significant because it is related to the process of separating molecules from the bulk, i.e., to working against adhesion forces. The melting point is related to the change of the short-range order in the two condensed phases. The dynamic (shear) viscosity is another property that strongly depends on intermolecular interactions. It is related to the resistance of the molecules to moving relative to each other, which is nothing but friction caused by either attractive interactions between the molecules or mechanical locking caused by surface roughness.

All experimental data mentioned in this section were taken from the online databases GESTIS [66], EngineeringToolBox [67] and ChemicalBook [68]. The BP of n-alkanes is a monotonically increasing function of the chain length. The changes in BP for the first four n-alkanes are rather large: 73 °C between methane and ethane, 47 °C between ethane and propane and 41 °C between propane and butane. The low BP of methane reflects very weak molecular interactions. The largest contribution to electrostatics are octopole—octopole interactions. In the liquid phase, this interaction varies as $1/r^7$ with the intermolecular distance. The lowest contribution to induction is the interaction of a static octopole and an induced dipole with a $1/r^8$ distance dependence, so the dipole—dipole dispersion interaction with the $1/r^8$ distance dependence yields the largest attractive contribution. Due to the free rotation in the gas phase, the electrostatic interaction is of much shorter range, the thermal averaged interaction is proportional to $1/r^{14}$. In ethane, the lowest multipole is a quadrupole with a very low quadrupole moment. Accordingly, contributions to electrostatics and induction are also very small, and dispersion again yields the largest contribution. But in this case, the size of the CZ becomes important. The more atoms with large polarizability there are in the CZ of an atom, the larger is the dispersion contribution, and the polarizability of the carbon atom is much larger than that of the hydro-
gen atom. In a large alkane molecule, many more carbon atoms are close to each other because of the short covalent bonds between them, in contrast to the large distances between the carbon atoms in liquid methane. In the latter case, any atom seeing a carbon atom will see also some hydrogen atoms but no other carbon atom close by, whereas an atom seeing a carbon atom in a large alkane molecule will probably see a second or a third carbon atom. The CZ of an atom seeing methane molecules is much smaller than that of an atom seeing large alkanes. Therefore, a larger number of carbon atoms in the CZ will increase the stabilization much more than the same number of hydrogen atoms. The differences in the boiling points of the first few \( n \)-alkanes also show a strong influence of the shape of the molecules on the Czs. Methane is much less anisotropic than ethane, which itself is less anisotropic than propane. However, the degree of anisotropy becomes less important, the larger the alkane chain is. Then, the size of the CZ becomes decisive, and the successive increases in BP become roughly constant. The importance of the anisotropy of the interacting molecules and, consequently, of the shape of the CZ, can be seen in the differences in the boiling points of isomers of a certain alkane. Straight-chain isomers can lie parallel to each other, achieving a larger CZ than branched, globular molecules. The boiling points of \( n \)-pentane, isopentane and neopentane are 40 °C, 28 °C, and 10 °C. On the other hand, all disk-shaped, cyclic alkanes have higher boiling points than the straight-chain molecules. The boiling point of cyclopentane is 49 °C. Likewise, the boiling points of \( n \)-hexane and cyclohexane are 69 °C and 81 °C, respectively.

The dependence of friction on the size of the CZ also explains why the viscosity of straight-chain alkanes increases with chain length. Surface roughness and mechanical locking are a second cause of viscosity, and they explain why the viscosity of large branched alkanes is larger than that of the corresponding straight-chain alkanes. The much larger CZ of disk-shaped cyclic alkanes such as cyclopentane, cyclohexane or cycloheptane explains the larger dynamic viscosity of cycloalkanes compared to that of straight-chain alkanes. The importance of both causes is nicely demonstrated by the viscosities of cyclohexane (1.20 mPa·s), benzene (0.65 mPa·s) and \( n \)-hexane (0.33 mPa·s). The cyclohexane molecule is disk-shaped and, because of the axial CH groups, has a higher roughness than the benzene molecule. Linear \( n \)-hexane, finally, has the smallest CZ of the three molecules. The shape and size of the CZ also explains the low viscosity of spherical molecules, such as neopentane, or quasi-spherical molecules, such as isopentane and isohexane, compared to \( n \)-pentane, \( n \)-hexane or \( n \)-heptane [69-71], which is surprising when one assumes that branched alkanes always have a higher viscosity. MD results for the pentane isomers are 0.2667, 0.2445 and 0.1500 mPa·s for \( n \)-pentane, isopentane and neopentane, respectively [70]. Experimentally, the viscosity of branched isobutane (0.166 mPa·s) was found to be slightly larger than that of \( n \)-butane (0.162 mPa·s) [71]. However, one can speculate that this small difference in the viscosities of the two isomers is not caused by branching but by the disk-shape of isobutane.

Since the largest contribution to the interaction between alkane molecules is the dispersion interaction, it is not only responsible for liquefaction and solidification of alkanes but also for the stabilization of hairpin structures of large \( n \)-alkanes with about 18 to 20 carbon atoms. In this conformation, the CZ, and hence the attractive interaction, is maximized for the carbon atoms in the arms. Only the atoms in the loop of the hairpin are further away from other atoms and, moreover, the carbon skeleton in the loop is strongly bent, which destabilizes the hairpin structure. Only if the arms are long enough and the interaction between them outweighs the destabilization in the loop does the hairpin become the most stable structure. One can assume that the stabilization of these conformations is only important in the gas phase, because in a liquid, every alkane molecule will be in contact with several other alkane molecules, which makes the interaction between non-bent alkane molecules more probable. This dispersion-dominated interaction between alkane molecules is the physical origin of the so-called hydrophobic interaction.

Polar liquids are systems in which many-body contributions cannot be neglected because of the non-additivity of polarization effects especially for induction interaction. We discuss straight-chain primary alcohols and straight-chain primary amines and their corresponding parent substances, water and ammonia. Figure 9 shows 1) that primary alcohols exhibit a higher BP than primary amines and alkanes having the same number of heavy atoms (C, N or O); 2) an apparent convergence of the BPs of amines, alcohols and alkanes with increasing size of the molecules; 3) large differences between the BPs for the respective small members of the homologous series; and 4) an exceptional BP of water, the parent substance of the alcohols. Except for water, the BPs of all three series increase monotonically with increasing size of the molecules. Ammonia and the first two amines are gases, amines with three to twelve heavy atoms are liquids, while all higher amines are solids at room temperature. Water and all alcohols with up to twelve heavy atoms are liquids, all higher alcohols are solids at room temperature. The difference in the BPs of the parent substances methane and ammonia is about 130 °C; between ammonia and water, the difference is a further 130 °C. Due to the different shapes and volumes of the three parent molecules, the densities of the liquids are rather different: \( \text{H}_2\text{O} \) (1.00 g/cm\(^3\)), \( \text{NH}_3 \) (0.73 g/cm\(^3\)) and \( \text{CH}_4 \) (0.42 g/cm\(^3\)). This
than a possible reduction of electrostatic, induction and short-range dispersion interactions. Further increasing alkyl chains leads to increasing BPs in all three homologous series.

In ice and, to a lesser extent, also in liquid water, each water molecule is surrounded by four other water molecules such that their dipole moments do not cancel each other out. Due to the resulting dipole-induced dipole interaction, many-body contributions, especially three-body contributions, dominated by the induction energy, are essential [2]. In methanol, the alkyl groups disturb the short-range order found in water. The mean distance between the OH groups is increased and, accordingly, the attractive electrostatic and induction interactions are reduced. Although the volume of the methanol molecule is larger than the volume of the water molecule, and the dispersion interactions are increased, the total interaction is decreased and the BP is lower. With increasing length of the alkyl groups, the BP increases again, n-propanol having a BP nearly equal to that of water (97 °C). In chemistry, system stabilization is preferably attributed to local molecular substructures. The most prominent example is the successful explanation of covalent bonding using groups of two atoms. Adopting this localized approach, the stability of water or alcohol dimers can be attributed to a group of three atoms forming a hydrogen bridge, A–H···B, where A and B are atoms with higher electronegativity than the bridging hydrogen atom, and B has an electron lone pair. The claims that charge transfer and covalent bonding are relevant for hydrogen bonding have their origins in this interpretation of bonding with the three-atom-four-electron group using the Lewis structures A–H|B, A|−H–B|+, and A|−H|+B. However, these Lewis structures are simply necessary to describe the polarization of the atom group A|−H|−B|−. The latter formulation also facilitates the interpretation that hydrogen bonding is predominantly electrostatic in character. In the MO description, the three Lewis structures are contained in a four-electron-three-MO CASSCF wave function, which is the lowest-level wave function including polarization effects in this atom group. However, all these simple wave functions ignore 1) all atoms attached to atoms A and B, and, in consequence, 2) the electric multipoles of the whole molecules containing A and B, 3) the polarization of the electron density of these molecules, and 4) any kind of dynamic electron correlation that covers dispersion interaction. The quantum chemical models developed to explain strong chemical bonding in localized regions of a molecule cannot cover the non-localized and non-additive bonding contributions that are typical for WMI. Using them to explain WMI leads to serious errors.

In two papers [7,8], we investigated the contributions of the four basic interactions to the stabilization of alcohol and amine dimers, demonstrating that the whole molecules contribute to the stabilization, not just the atoms of the central moiety.
A→H→B. We found that, for the hairpin structures of amine dimers R\textsuperscript{1}−NH−H−NH−R\textsuperscript{2} with up to four carbon atoms, the stabilization energy increases by a constant increment for each added CH\textsubscript{2} group. For the stretched hairpin structures going from the ammonia dimer to the methylamine dimer a substantial stabilization, but any further growth of the alkyl chains did not improve stabilization. In the alcohol series, RH−O−H−OH−R\textsuperscript{2}, we investigated only the stretched hairpin structures and found improvements of the stabilization up to the ethanol dimer, but no change for the higher alcohols. These findings agree with those for the CZ of alkanes. In the hairpin structure each carbon atom in one arm is close to the corresponding carbon atom in the opposite arm and, thus, the CZ is maximal, and increases with each inserted methylene group. In the stretched hairpin structure, only the α and maybe the β carbon atoms, and the attached hydrogen atoms, of one monomer are in contact with the nearest atoms in the opposite monomer. Hence, the CZ is minimal. This is true for the growth of straight-chain alkyl substituents. However, in tert-butylamine dimer or the tert-butanol dimer, each primary methyl group is equally close to the oxygen or nitrogen atom of the opposite monomer, but the distances between the methyl groups of the two monomers are larger than the distances between opposite carbon atoms in the hairpin structure. Accordingly, we find the following order of dimer stabilities: n-butyl dimer(hairpin) > tert-butyl dimer > n-butyl dimer (stretched hairpin). The higher stability of the hairpin structures due to intramolecular interaction is, however, not relevant for the properties of the liquids, which depend on intermolecular interactions, and we do not even know whether two-body clusters in the cluster expansion are indeed dimers. But we do know for sure that the BP of tert-butanol (83 °C) is 35 °C lower than the BP of n-butanol and that the BP of tert-butylamine (45 °C) is 33 °C lower than the BP of n-butylamine. This is comparable to the 30 °C difference between the BPs of n-pentane and neopentane.

Comparison of the viscosities of alkanes with those of alcohols and amines is difficult because far less experimental data are available for the latter two groups of substances, and the data found in the literature vary considerably. Nonetheless, the available data do allow the following conclusions to be drawn: First, polar groups increase the viscosity due to electrostatic and induction interactions, as the values for n-pentane, n-butylamine and n-butanol show, which are 0.240 mPa·s (25 °C), 0.470 mPa·s (20 °C), and 2.95 mPa·s (20 °C), respectively. The assumption that the increase in viscosity is caused by hydrogen bonding is unjustified. Replacing a CH\textsubscript{2} group in cyclopentane by a sulfur atom doubles the viscosity from 0.413 mPa·s (25 °C) to 0.973 mPa·s (25 °C) [73]. Second, the combination of polar groups and branching enhances the increase in viscosity. The viscosity of isobutanol (3.95 mPa·s at 20 °C) is considerably larger than the viscosity of n-butanol. These data show that any attempt to attribute properties of condensed-phase systems to a single cause, e.g., hydrogen bonding, fails.

**Bonding in cellulose**

Cellulose is a material showing polymorphism, crystals of the I\textalpha and the I\textbeta allomorphs are composed of layers of parallel aligned cellulose chains, which are chains of D-glucose rings connected by 1→4 glycosidic bonds. In each glucose ring, there are five axial CH groups, and two OH groups and one hydroxy-methyl group in equatorial position. The cellulose chains are stabilized by intrachain hydrogen bridges, while interchain hydrogen bridges connect the cellulose chains. All equatorial OH groups are involved in intra- and interchain hydrogen bridges. In addition to these hydrogen bridges, the hydroxy-methyl group can also contribute to intersheet hydrogen bridges. This flexibility is due to the different possible conformations the hydroxymethyl group can adopt. It is common belief among cellulose scientists that this hydrogen-bonding network is responsible for the stability of cellulose [74, 75] and also for the insolubility of cellulose fibers, but this view has recently been criticized [76]. After all, the crystal structures of cellulose I\textalpha, cellulose I\textbeta and cellulose II vary considerably and so do their hydrogen bonding networks. Only in cellulose II can one speak of a three-dimensional network. In cellulose I, hydrogen bridges are nearly exclusively found within the sheets, with only very few hydrogen bridges connecting the sheets. These so called hydrogen-bonding networks are, however, neither unique nor static [75, 77]. MD simulations show that hydrogen bridges are dynamically created and broken [77]. While cellulose I\textalpha is made of one type of layers, cellulose I\textbeta is composed of two types of sheets, each of which seems to favor a different hydrogen-bonding network [75]. The few intersheet hydrogen bridges cannot explain the stability of cellulose, so other attractive interactions must be responsible for the attraction of the sheets, which in I\textbeta crystals have Miller indices (100). The (100) surfaces are described as hydrophobic because they are dominated by the axial CH groups (57% accessibility). Both the hydroxyl and acetal oxygen atoms are lying deeper in the sheet and are, consequently, less accessible (43% accessibility) [78]. The interaction between the stacked glucose rings is dominated by dispersion interactions, similar to the interaction between cyclic alkanes, but there are, of course, also electrostatic and induction contributions from all atoms involved, not just from the interaction between CH groups and oxygen atoms. Nonetheless, the importance of dispersion interactions can easily be seen when important properties of all four principal cleavage planes of cellulose [79] are investigated, such as the surface energy, the attachment energy or the surface roughness. In I\textbeta crystals, these planes have Miller indices (100), (010), (110) and (1−10). The accessibility of oxygen atoms on the surface increases the
electrostatic and induction interactions. Consequently, the surface energies of the four surfaces vary by a factor of almost two, according to molecular dynamics studies [78]. The surface energy of the most hydrophobic (100) surface is about 190 mJ/m² whereas for the most hydrophilic (010) surface it is about 350 mJ/m² [78]. Likewise, the energies for the attachment of a new cellulose layer, which is a measure for the cohesive energy, were found to be about 125 kcal/mol for the (100) and about 270 kcal/mol for the (010) surface [78]. These are the energies for the unrelaxed surfaces. Thus, electrostatics and induction only enhance the interaction between different crystallographic planes by a factor of two, which demonstrates the importance of dispersion interactions for the stability of cellulose crystals. This motivated us to make an analogy between bonding in hydrogen-bridged systems and reinforced concrete, which is made of concrete and rebars. The role of concrete can be seen as being played by the largely isotropic dispersion interactions, while the anisotropic electrostatic interactions play the role of rebars. Neglecting dispersion is like forgetting the concrete, while neglecting electrostatics and induction would be forgetting the rebars. French recently criticized inconsistent claims such as “cellulose fibers are insoluble because they are held together by hydrogen bonds”, which he calls a truism. He raised the question, “if the three hydrogen bonds per glucose unit in cellulose Iβ […] explain the insolubility, then why is β-glucose, with five conventional hydrogen bonds per glucose unit […] so soluble?” [76]. He concluded: “other factors such as unconventional C–H⋯O hydrogen bonding and van der Waals interactions must also be important, and the truism does not bring them into consideration”. In our opinion, the above statement is not a truism, which by definition is frequently true. It is simply wrong because it considers only the rebars and forgets the concrete.

The stability of cellulose crystals is, however, not only due to adhesive forces between layers but also due to dry friction, which describes the processes that hinder relative lateral motions of two solid surfaces moving against each other. The cause for dry friction can be strong adhesion, entanglement of the surfaces due to roughness, or strong interaction between localized parts of the surfaces such as heteroatoms or atom groups. Although the (100) surface in cellulose Iβ crystals is the smoothest of the four principal cleavage planes, the planes do not slide against each other as do the graphene sheets in graphite, because there are adhesive interactions between the sheets as well as friction due to the surface roughness caused by the axial CH groups.

**Adsorption to cellulose**

Similar to bonding in the cellulose bulk, hydrogen bonding is regarded as the dominant type of interaction responsible for the adsorption of small molecules with polar groups onto cellulose surfaces. We investigated the adsorption of glucose, cellobiose and cellotetraose onto the hydrophilic (100) surface of α cellulose and the hydrophobic (100) surface of cellulose Iβ by using the BP86-D2 density functional and the GLYCAM06 force field [80]. For the adsorption of D-glucose onto the hydrophilic Iα surface, the most stable structure was the one in which the glucose ring was perpendicular to the cellulose surface. At least two hydrogen bridges were found for the structure, depending on the method used. Also on the hydrophobic (100) surface of Iβ, a structure with the glucose ring perpendicular to the cellulose surface was most stable, but with increasing size of the adsorbate the situation changes considerably. In the most stable structures of cellobiose adsorbed to both surfaces, the glucose rings are parallel to the surfaces. Structures with perpendicular glucose rings are markedly less stable, and for the adsorption of cellotetraose, this trend is intensified. Although for the small adsorbates, bonding to the hydrophilic surface is markedly stronger than to the hydrophobic surface, this difference vanishes for large adsorbates. All these findings are consistent with an increasing contribution of dispersion interactions with increasing size of the adsorbate, that is, with increasing size of the CZ. This demonstrates that, as we have frequently emphasized [7,8,80], WMIs cannot be described by a single basic interaction. The contribution of electrostatics to the bonding of complexes with hydrogen bridges is large, but it is not sufficient to explain their stability.

**Discussion**

In the Discussion we consider only WMIs between finite molecules. A WMI between the two arms in the hairpin structure of a large alkane is an example of an intramolecular interaction. The interactions between the alkyl groups in alcohol or amine dimers in hairpin structures, or between two parallel alkane molecules, are examples for intermolecular interactions. The physical origin is the same in both cases. The strength of the interaction depends only on the size of the CZ. The near-sightedness of the WMI makes it a local interaction, and the approximate additivity justifies the assumption that the WMI is dominated by pair contributions. If the WMI is dominated by dispersion interactions, it depends only on the distance between the interacting atoms. If the interaction between multipoles of low rank (e.g., dipoles) contributes significantly, the WMI will be anisotropic and will depend strongly on the relative orientation of the multipoles. Adhesion is a process where WMIs stabilize a system consisting of different subsystems. It can be described by using energies or forces, but the descriptions are not equivalent. Forces are vital for describing the perturbations of such systems by external forces, as well as for describing the response of the systems to this perturbation. We showed how a change of the pull-off point can influence the magnitude of the
internal force holding the system together. We also showed that, in general, the magnitude of adhesive forces does not depend on the whole CZ. Rather, it depends only on that part of the CZ where the attractive interaction changes but is not yet zero. Thus, the elastic properties of extended molecular systems are directly related to internal forces and WMIs. Although dispersion interactions play a dominant role in WMIs, there are fields of chemistry in which dispersion interaction are systematically ignored as soon as polar atom groups occur, such as those involved in hydrogen bridges, at which point all stabilizing interactions are attributed to the hydrogen bridges. In contrast, we found that, in systems such as cellulose crystals, the electrostatic and induction contributions of hydrogen bridges amplify the stabilizing dispersion interactions, a finding that is confirmed by conjectures and observations of others [76]. The stability of cellulose crystals is, however, not only due to attractions between cellulose chains within and between the layers, but also due to friction. In solids like cellulose, static friction can hinder the lateral movement of the layers against each other. In liquids, kinetic friction is responsible for viscosity, static and kinetic friction are types of dry friction. Friction changes the state of motion of the subsystems involved, it always slows down the speed, the (negative) acceleration is due to a force called a friction force. If the relative lateral motion is due to a pulling or pushing force, in engineering this is called the “load”, the system responds with an opposing friction force. This friction force is directly proportional to the applied load. Friction forces are not conservative and cannot be derived from a potential. Detailed information about friction can be found, e.g., in the Handbook of Tribology [81]. The cause for dry friction can be strong attraction between the surfaces. This strong attraction can be due to adhesive forces, entanglement of the surfaces due to roughness, or strong interaction between localized parts of the surfaces, such as heteroatoms or atom groups. The relation between the magnitude of the friction force, $F_F$, and the magnitude of the adhesive force $F_A$ is $F_F \leq \mu F_A$. The constant $\mu$ is the coefficient of friction and is an empirical quantity of the interacting materials. In most cases it is smaller than 1 [82]. The viscosity of a liquid is caused by friction between the molecules of the liquid. The higher viscosity of branched alkanes compared to linear alkanes can be attributed to entanglement of the molecules, while the higher viscosity of alcohols or amines relative to alkanes is mainly caused by the interactions of the polar atom groups with the other molecules. In any case, all these interactions are WMIs, and in many cases they are dominated by dispersion interactions. Irrespective of how the WMIs in given systems are composed, WMIs are responsible for many properties of condensed matter systems, and forces are important for their description. For the description of processes such as friction or the stability of interfaces, forces are indispensable.
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