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Abstract 

Ion beam processes related to focused ion beam (FIB) milling, surface patterning and 

secondary ion mass spectrometry (SIMS) require precision and control, the quality and 

cleanliness of the sample being a detrimental factor. Furthermore, several domains of 

nanotechnology and industry use nano-scaled samples that need to be controlled to 

an extreme level of precision. To reduce the irradiation-induced damage and to limit 

the interactions of the ions with the sample, low energy ion beams are used due to 

their low implantation depths. Yet, low energy ion beams come with a variety of 

challenges. Indeed, for such low energies, the residual gas molecules in the instrument 

chamber can adsorb on the sample surface and impact the ion beam processes. In 
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this paper we pursue an investigation on the effects of the most common contaminant, 

water, sputtered by ultra-low energy ion beams, ranging from 50 to 500 eV and 

covering the full range of incidence angles, using Molecular Dynamics (MD) 

simulations with the ReaxFF potential. From this study we show that the expected 

sputtering yields trends are respected down to the lowest sputtering yields, a region of 

interest with low damage being obtained for incidence angles around 60 to 75°. We 

also demonstrate that higher energies induce a larger removal of the water 

contaminant and at the same time induce an increased amorphization, which produces 

a trade-off between sample cleanliness and damage. 

Keywords  

Molecular dynamics, Simulations, Silicon, Contamination, Water, Argon, ion 

bombardment, Angle dependency, Energy dependency, Low energy 

Introduction 

Low energy ion beams present substantial improvements and possibilities to reduce 

the damage production on the surface of samples[1,2]. In the recent years, the need 

to control what happens at the surface of the sample has risen sharply, specifically for 

semiconductors[3,4], microelectronics[5] and surface patterning[6,7]. Other 

applications of low energy beams include the preparation of nanoholes[8,9]. 

Furthermore, deposition processes are substantially more controllable at a low 

energy[10,11], which also makes such beams a valid candidate for these processes.  

Another application includes lamella preparation for transmission electron microscopy 

(TEM). TEM and scanning electron microscopy (SEM) have high constraints of 

cleanliness[12]. TEM samples require a small thickness[13] and are usually prepared 



3 

thanks to ion milling processes[14,15], which rely heavily on the precise ablation of 

materials to preserve the crystalline structure of the analyzed sample. These samples, 

usually shaped as lamellas, are very sensitive to contaminations[16] and environment 

changes during their preparation to the point where, if exposed to contamination, the 

oxide layer formed on the surface of the lamella could complicate analysis[17,18]. 

While this oxide layer has a substantial impact, ion induced damage contributes even 

more to the degradation of the sample[19], due to an in-depth amorphization. 

Here, a low energy ion beam (i.e. impact energies below 1 keV) could offer increased 

precision during the milling process[20] as well as substantially reduced damage near 

the surface of the samples, de-facto preserving the structure of the sample as closely 

as possible, which includes the minimization of the thickness of the amorphous layer. 

Focused ion beams of such low energy are generally hard to achieve due to the 

difficulty of focusing. . With this setup it is possible to reach ion beams down to 50 eV. 

Some instruments now-a-days can utilize focused beams of 500 eV to perform 

chemical analysis of material[21], and it is planned to reach down to 50 eV in a near 

future, which would be correspondingly surface sensitive.  

In both previously mentioned cases, contaminations in the experimental chamber play 

an important role for the sputtering processes. Typical contaminations are (by order of 

frequency): water, nitrogen, carbon and carbonated components that can be found in 

the atmosphere[22–24], residuals coming from past experiments in the chamber, 

which can include silicon, carbon, or any type of particles that would have been 

sputtered previously and adsorbed on the walls of the sample chamber[24,25]. The 

work in this paper, will be based on methodologies developed in a previous paper[26], 

which focused on a silicon sample contaminated with a water layer and in which we 

showed the influence of the contamination layer on the sputtering process. With the 

presence of water on the sample surface, we showed that while the amorphization 
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depth was substantially increased, the silicon sputtering yield was not impacted 

significantly. In this article, we will use the incidence angles of 0, 30, 45, 60, 75 and 

83°, defined with respect to the surface normal, and the ultra-low impact energies of 

50, 100, 200, 300, 400 and 500 eV. Our aim is to determine the optimal conditions to 

reduce the damage formation near the surface, while also retaining a high degree of 

contaminant removal. All the bombardments have been simulated using a Reactive 

Force Field (ReaxFF)[27,28] and the Molecular Dynamics (MD) code LAMMPS[29]. 

IWhile low energy ion beams are hard to achieve experimentally, in simulations such 

beams are easy to model. In this paper, by studying the differences between the higher 

(500 eV) and the lower (50 eV) impact energies, we will show the differences in the 

amorphization processes. While higher energies increase amorphization, as expected, 

we will also show that the favorable angle to minimize the implantation of the species 

of the contamination layer is in the 60 to 75° angles range. 

Computational methods 

Force fields 

The force fields used to simulate the ion bombardment of a contaminated silicon 

sample have already been described in a previous article [37]. To summarize, it is 

composed of a set of two potentials: 

- The Reactive Force Field (ReaxFF)[28] designed to compute the bonds 

between silicon, oxygen and hydrogen atoms, as well as the computing of the 

distribution of partial charges to model the bond formation and breaking in the 

sample. 

- The Morse potential[30] is used to model the interactions of the argon particles 

with the other species. Since argon atoms are inert and are only interacting very 
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weakly with the sample atoms, a simple Morse potential is enough to describe 

these interactions.  

ReaxFF potentials are derived from quantum mechanics calculations[31,32] and allow 

to model the bond formation and breaking with good precision and reasonable 

computation costs. For our simulations, this information is of critical importance since 

it allows us to describe precisely the interactions taking place during the ion 

bombardment near the sample surface. Oxygen and silicon have a particularly strong 

interaction[33,34] and partial charges contribute significantly to the bond energy. 

ReaxFF potentials can describe this phenomenon and, allow to simulate the response 

of the sample while bombarded with different conditions (e.g. different energies and 

angles). The ReaxFF potential uses the QEq charge equilibration method[31,35,36] 

which is important because this method provides the partial charges for various 

chemical environments.  

On the other hand, the simplicity of the Morse potential allowed us to represent the 

interactions between the full valence band argons atoms and the sample atoms. As 

described in previous work[26], a set of DFT calculations were performed using VASP 

to compute the Morse potential for argon – silicon, argon – hydrogen and argon – 

oxygen interactions. 

Molecular dynamics setup 

The simulation system is made of a box periodic in X and Y dimensions, and aperiodic 

in Z the dimension.  It contains a sample of 5248 atoms (silicon, and a thin layer of 

water molecules). The simulations are performed using the LAMMPS molecular 

dynamics code on the HPC cluster of the Luxembourg Institute of Science and 

Technology. The simulations aim to reproduce a continuous sputtering process in 

experiments: argon atoms are accelerated (at various angles and energies) towards 
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the sample surface, the resulting collision cascade is modelled in the sample 

containing all the atoms, exported, and re-used for following ion impacts. By increasing 

the number of ion impacts, a higher fluence is reached, e.g 500 ion bombardments on 

a surface of 18.9 nm² results in a fluence of 2.6 x 1015 atoms/cm². A more in-depth 

description of the full preparation of the sample and the workflow for continuous ion 

bombardment is given in a previous publication[26].  

In the current study we will focus on the impact of energy variations on the sputtering 

processes, while discussing the angle dependency for some conditions. To perform 

such analysis, we selected several angles and energy: 

- For the impact energy, we selected 50, 100, 200, 300, 400 and 500 eV to stay 

in the ultra-low energy domain.  

- For the angles we selected 0, 30, 45, 60, 75 and 83° with respect to the surface 

normal since they cover the full range. We will specifically elaborate the 

discussion around the grazing incidence angles which are of interest for the 

applications of the ultra-low energy ion beams.  

 

The innovative part of the simulation process comes from the presence of a 

contamination layer on top of the sample, as well as the continuous sputtering process 

which can be decomposed in two steps: a bombardment step where the argon ions 

are shot at an angle and at a specific energy towards the sample, and a cool-down 

step where the target is cooled down until it reaches room temperature again. All the 

simulations are done at 300 K to reproduce ion beam processes at room temperature.  
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Results and discussion 

In figure 1 the status of the sample after 500 impacts (corresponding to a fluence of 

2.6 x 1015 at.cm-2) is represented for each impact energy investigated in this study and 

for an incidence angle of 45° with respect to the surface normal. We selected 45° for 

this representation as it is a good angle for the observation of a significant number of 

Ar implantations (maximal at normal incidence) and for some significant amorphization 

(maximal at angles close to 60 – 75°). Higher impact energies will induce deeper 

damage as well as increased sputtering yields, hence the depth of the crater will 

increase with impact energy.  

 

Figure 1: Representations of the contaminated sample under argon irradiation for an 

incidence angle of 45° and for a) 50 eV, b) 100 eV, c) 200 eV, d) 300 eV, e) 400 eV 

and f) 500 eV. The sample is oriented in the (110) direction.  
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The methodology to characterize irradiation-induced sample modifications and 

sputtering processes are like the ones used in the previous study. In this publication, 

the focus is on impact energy variations. We should expect significant variations in 

sputtering yields, damage formation and amount of material displaced. We will also 

study the fragmentation, implantation and sputtering of water molecules, which is 

another interesting aspect of the analysis methodology.  

Amorphization coefficient variation 

The amorphization coefficient used to characterize damage formation in the irradiated 

sample is a modification of the strain formula adjusted to the needs of the MD 

simulations in this work and is described in the equation (1): 

 

 

The samples are divided into slabs of an equal thickness of one lattice height. 

According to the value of the amorphization coefficient calculated in each slab, we 

could identify three regions of interest: 

-  the crystalline region, which corresponds to values of the amorphization 

coefficient 𝜇 > 0.94 and indicates a pristine crystalline structure. This region is 

situated closer to the bottom of the sample. 

- The amorphous region, where 𝜇 < 0.89 and no local order is present. It is 

located near the surface. 

- A transitive region that we label “partially amorphous region” and where 0.89 <

𝜇 < 0.94. The damage induced by ion irradiation has not yet completely 

disturbed the local order. It is always located between the crystalline and 

amorphous slabs. 

𝜇 =
1

𝑛𝐵𝑜𝑛𝑑𝑠
∑  [ 1 − |

𝐵𝑜𝑛𝑑𝐿𝑒𝑛𝑔𝑡ℎ𝑇ℎ𝑒𝑜𝑟𝑦 −  𝐵𝑜𝑛𝑑𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝐵𝑜𝑛𝑑𝐿𝑒𝑛𝑔𝑡ℎ𝑇ℎ𝑒𝑜𝑟𝑦
|  ]

𝑛𝐵𝑜𝑛𝑑𝑠

  (1)  
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In the crystalline region the sample is intact and only thermal vibrations occurs. The 

amorphous region has been damaged by the recoil atoms and argon ions and the 

crystalline structure is not present anymore. The transitive region is a buffer region in 

which some damage can be found but the crystalline structure is preserved to some 

degree. This buffer is most of the time 1 unit cell thick but can yield higher values in 

some cases that will be discussed later. For instance, at normal incidence the damage 

is localized but penetrates deeply, inducing a thicker buffer between the crystalline 

region and the amorphous region.  

In figure 2, the variations of the amorphization coefficient are plotted for several angles 

with respect to the impact energy.  For all energies, the thickness of the amorphous 

region is smaller for higher incidence angles. This can prove especially useful since 

500 eV argon beams can be collimated more easily than 50 eV beams, yet no 

significant modification of the amorphous layer thickness is observed. To complement 

the observations on the amorphous layer thickness, we will study in later sections 

several other parameters to corroborate this hypothesis.  Moreover, for 83°, the sample 

keeps a pristine layer whereas for almost all other angles, at higher impact energies, 

the sample is damaged to the point where almost no crystalline structure remains (see 

supplementary information).. Supplementary material shows the variation of the 

amorphization coefficient, taking for basis 50 and 500 eV collisions, and in which we 

display all the angles, allowing a good comparison for the damage done at higher 

angles. In this configuration, the partially amorphous slab has an increased in thickness 

due to the implantation of the higher energy argon ions.  
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Figure 2: Evolution of the amorphization coefficient with respect to energy for a) 0°, b) 

30°, c) 45°, d) 60°, e) 75° and f) 83°. The low values at a depth around 53 Å are due 

to the dimers formed at the bottom surface of the sample during the equilibration 

process.  
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To elaborate the analysis of the amorphization coefficient, we plotted the variation of 

the thickness for each region of interest for all the simulation conditions. In figure 3 we 

observe the evolution of the slab’s thickness for the amorphous and partially 

amorphous regions. The thickness of the crystalline slab is always the difference 

between the total sample thickness and the thickness of the amorphous and partially 

amorphous slabs, we included it in the supporting information. The thickness of the 

amorphous slab, regardless of the angle, evolves almost linearly with respect to the 

impact energy. The thickness of the amorphous slab is the same at 83 degrees 500 

eV and 45 degrees 200 eV.  This supports the idea that grazing angle collisions deliver 

less damage. The thickness of the partially amorphized region varies due to changes 

in beam energy and incidence angle.T. and is related to the extend of the collision 

cascade. This behavior induces localized concentration of damage which can, at 

certain angles channel deeper in the bulk, causing some extremely localized disorder 

that would disturb enough the lattice to modify the amorphous coefficient value below 

the threshold for the crystalline characterization. An extensive characteristic that can 

be studied easily in each of our slabs is the radial distribution function, as it allows to 

confirm the nature of each slab by studying the local order / disorder.  

 

Figure 4: Evolution of the thickness of a) the amorphous region and b) the partially 

amorphous region for each energy with respect to the angle. 
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Radial distribution function 

The radial distribution function (RDF) allows to study the variations in crystalline 

structure in the sample by quantitatively characterizing the number of atomic 

neighbors. The RDF acts as a good estimator of the local order (or disorder) of the 

sampleand complements the amorphization coefficient. The RDF was computed by 

the algorithm provided by Kopera et al. [37] . In figure 5 we can observe the variations 

of the RDF with respect to the energy for 30° and 75° argon ion collisions, for each of 

the 3 regions (crystalline, partially amorphous and completely amorphous).  
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Figure 5: Evolution of the RDF for each slab, at 30° and 75° collisions. In order from 

crystalline to amorphous for a –c) 30° and d – f) 75°. For the graph a), a continuous 

line indicates a non-existing region. 

Interesting behaviors can be best observed when the data is sorted with respect to 

energy: 

- At higher energies (above 400 eV), we observed a complete removal of the 

crystalline slab, overrun by the thickness of the amorphous and transitive 

regions. This is observed in the graphs for the crystalline regions (graphs a and 

d) in figure 5). This is consistent with the observations made above.  

- There is a correlation between lower impact energy, increased contaminant 

implantation and diminishing argon implantation. More specifically, we output a 

comparison between each region of interest in figure 6, showing the slabs 

between 1.4 and 2.0 Å. The Silicon – Oxygen and Silicon – Hydrogen bond 

lengths, which are respectively 1.6 Å and 1.46 Å, and, give a peak in this region 

which can be used to estimate the water implantation. At lower energies, the 

peak intensities related to water species is at its highest, whereas the argon 

implantation peak seems to be at its lowest. The behavior is the same at 83° 

but lost at higher energies. To preserve the readability only RDF results for 75 

degrees are displayed, the RDF graphs for the other angles can be found in the 

supporting information.  

- At higher energy above 400 eV, for angles above 60°, the water species related 

peak intensities coming from Si-O and Si-H interactions are strongly reduced 

which indicates a significant removal of the contaminant. This translates to an 

overall increased sputtering yield as will be discussed in a later section. 
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Figure 6: Zoom on the two regions of interest for 75° impacts. On the left, the Si-O and 

Si-H peaks related to water indicated by bond lengths between 1.4 and 2 Angstrom, 

and on the right the Si-Ar peak indicating presence of argon in the sample and more 

precisely in the silicon interstitials which is indicated by a peak between 2.7 and 3.3 

Angstrom. 

To further confirm the hypothesis that higher energy argon atoms at grazing incidence 

do not produce amorphization, we will proceed to analyze the implantation depths of 

the contaminants and argon atoms in the sample. 

Implantation depths 

The distribution of implanted argon is extremely sensitive to the impact energy and 

incidence angle, and so is the implantation of the atoms of the water molecules. Their 

implantation depends on the energy transmitted to the water molecules via elastic 

collisions with argon atoms or other species in the sample. Figure 7 shows the 

evolution of the implantation depth of argon atoms for the different experimental 

conditions. These graphs show the importance of the incidence angle when low 

implantation depths are required. With increasing incidence energy, the implantation 
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depth is increasing, as expected. The argon implantation depth is minimized at grazing 

incidence. For angles above 75°, even at higher energies the simulation results show 

that almost no argon is implanted into the sample. The same implantation graphs were 

drawn for oxygen and hydrogen (cf. supporting information). Figure 8 shows the 

amount of argon, hydrogen and oxygen implanted in the sample, and figure 9 the 

mean implantation depths for the three species. These two figures summarize all the 

implantation distributions. While we can see in figure 8 a quasi-linear decrease of the 

counts of oxygen and hydrogen, we can observe that argon implantation is very 

sensitive to energy and angle: the implantation is maximum at 500 eV, which was 

expected, yet we see that the highest angles have a minimal implantation of argon, 

while retaining the lowest counts for both oxygen and hydrogen for almost all angles. 

Additionally in figure 9 that the implantation depth varies linearly with energy, which 

should be expected since higher energy will induce deeper penetration in the sample. 

More argon particles are implanted, and their implantation is deeper. On the other 

hand, this trend is minimized at 83°, while the removal of contaminant is not minimized 

at these high angles. The last point will be discussed in the section on the sputtering 

of clusters. 

 For 50 eV argon ions, there is almost no implantation: the energy of the impacts is 

barely high enough for argon to penetrate into the sample, and the argon will remain 

extremely close to the surface. A lot of backscattering is observed. At 500 eV, the 

argon ions implantation is increased, but towards grazing incidence, implantation 

remains minimal. This is interesting for milling processes where the sample should stay 

as pristine as possible. Since there are almost no argon implantations, it is safe to 

assume that the contaminant will play a major role in the amorphization of the sample. 

This observation is especially interesting as we can find some conditions where the 

contaminants are quite efficiently removed. We started to underline this set of 
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conditions in the previous section, and we will pursue the discussion in the forthcoming 

sections. 

 

Figure 7: Implantation depth of argon atoms for incidence angles of a) 0°, b) 30°, c) 

45°, d) 60°, e) 75° and f) 83°.  
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Figure 8: Total implantation counts of a) argon atoms , b) oxygen atoms and c) 

hydrogen atoms in the sample with respect to the impact energy for the different 

incidence angles.  

In figures 8 and 9 when observing the graphs related to the contaminants, we can see 

that the mean implantation depths of the contaminants are rather homogeneous 

compared to the implantation depths of argon, with a slight difference between oxygen 

and hydrogen related to their abundance in the water molecule. Due to oxygen’s 

electronegativity and its strong interaction with silicon, we can assume that free oxygen 

will tend to pair extremely quickly with silicon, whereas hydrogen can travel deeper into 

the sample, due to its low mass and via channeling processes. Contaminants tend to 

remain closer to the surface than argon: the water being deposited at the surface, even 

higher energy collisions will only transmit a fraction of the energy to the water 
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molecules, which will be either sputtered or fragmented and implanted. Hence, the 

resulting penetration depth of hydrogen and oxygen should be shallower than for 

argon. It is interesting to observe that at higher energies, the total number of implanted 

oxygen and hydrogen atoms is reduced, meaning that a higher energy will favor the 

removal of contaminants. This behavior is further enhanced at angles above 75°. At 

83° and 500 eV, is the most favorable situation for contaminant removal, which also 

favors sample purity since fewer argon atoms are implanted into the sample. This 

hypothesis made on the contamination removal will be confirmed in the section on the 

sputtering yields.  

 

Figure 9: Mean implantation depth of a) argon atoms , b) oxygen atoms and c) 

hydrogen atoms in the sample with respect to the impact energy for the different 

incidence angles.  
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Sputtering yields  

The sputtering yield in ion irradiation experiments is especially interesting since it is 

one of a few parameters that can be measured in experiments. Hence, sputtering 

yields have been thoroughly studied in the past, yet, at the low impact energies of 500 

eV and below they are less well known. Only few studies investigated ultra-low energy 

argon impacts[38–44], let alone the variation of the sputtering yields with respect to 

angle variations. Previous studies differ from our in several aspects: Zalm et. al[41]. 

have extensively studied the energy dependence, but their impact angle remained at 

normal incidence, and the energy of impact was far greater than the range studied in 

this publication. Despite these differences, we could compare some of our results in 2 

points situated below the 500 eV threshold. In the publication by Timonova et. al[40], 

the MEAM potential is used to model 500 eV impacts at 45°, which corresponds to a 

specific case of our study and allowed us to cross-check another data point. In the 

work of Sycheva et. al[44], the ZBL potential is used to perform 50 – 300 eV impacts 

at normal incidence, which was similar to our methodology and allowed us to compare 

our ReaxFF potential results with the different potentials they used. In the 

investigations described by Lee et. al[42], Ar+ and O2
+ ions were used to perform the 

sputtering, and the publication describes extensively the case for 0, 40 and 70° impacts 

at 500 eV. Our methodology involved an in-depth analysis of several angles as well as 

several energies in the extremely low energy range (between 50 and 500 eV). While 

this methodology is presented here for silicon, there is no doubt it could be applied to 

other materials. The key aspect, and what makes this publication new in the scope of 

the previously cited publications is the range of angles and energies that have been 

studied, as well as the presence of a contamination layer.  
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In this section we have plotted the sputtering yields for all impact energies and 

incidence angles to try to understand the mechanisms of sputtering at such low 

energies (figure 10). The silicon sputtering yields follow the expected trend with a 

maximum yield obtained between incidence angles of 55° and 75°. For an impact 

energy bellow 100 eV, the sputtering threshold is barely reached which causes the 

sputtering yield to be minimal. At higher energies, the sputtering yields of our 

simulations are comparable to the data from literature when identical conditions are 

available: 

- Most of the data points we could compare to were situated at 500 eV, and the 

sputter yield values we obtained matched the ones described in [39,41,42] We 

could observe similar trends for the angle dependency, and while the sputtering 

yield did not exactly match their data points, the differences can be explained 

by the ReaxFF potential used in our simulations. 

- We could compare our data points with the publication of Sycheva et. al [44] 

since they covered the 50 - 300 eV range for 0° incidence, extensively 

measuring the depth of the amorphous layer, while also giving us a good 

comparison with the RDF. Furthermore, we obtained yields of the same order 

of magnitudes.  

In the framework of minimizing the sample modification under ion beam irradiation a 

higher energy, which increases the sputtering yield and at the same time the damage 

done to the sample due to increased implantation depths, must be avoided. In the ideal 

case the sample damage is kept minimal during the milling process. When present, 

most of the contamination layer should be removed but not implanted. When analyzing 

the sputtering yields of contaminants, we observe the same trend as for silicon: higher 

energies increase the yield, and we can still observe some angle dependency, with a 

maximal yield region between 60 – 75°. A difference we observed occurs above 80° 
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where the sharp decrease which is observed for silicon particles is not present for the 

species present in water. In our simulations, the water layer is not renewed between 

each collision, and therefore the sputtering yields of the water species tend to decrease 

with increasing fluence. Hence, the sputtering yields of water related species do not 

follow the same trend than silicon. Yet, in general it is comparable: we can still observe 

that a higher energy tends to give an increased sputter yields for both oxygen and 

hydrogen particles. Since higher energies also increase the contaminant removal, the 

trade-off between the removal of contaminant and the increased amorphization depth, 

is relevant for experimental setups where the sample has been exposed to air for an 

extensive period, or for experimental chambers with low vacuum levels where 

contaminant will deposit onto the sample surface. Furthermore, at 83° we can observe 

a notable drop in silicon sputtering yields, while maintaining a high sputtering yield for 

O and H, which makes these conditions favorable for materials removal with presence 

of contaminations. Combined with the previous observations of implantations and 

damage formation, we start to see a trend where 500 eV collisions at almost grazing 

incidence would be suitable to mill silicon samples with argon ions.  In the next 

paragraph we will have a closer look at the sputtered products to get a better 

understanding of the full sputtering mechanisms.  
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Figure 10: Sputter yields for a) silicon, b) oxygen and c) hydrogen with respect to the 

angle for each energy.  

To measure the impact of the contaminants on the sputtering yields, we sputtered a 

pristine silicon sample and compared the two series of simulations. Furthermore, we 

performed Binary Collision Approximation (BCA) simulations on pristine silicon using 

the SDTrimSP code. In Figure 11, the sputtering yields for each of the methods are 

plotted, as well as a comparison between the three methods used to simulate the 

sputtering of the silicon sample. On graph c) of figure 11 we can observe the 

increasing impact of the contaminant: for low impact energies (50 – 100 eV), the 

contaminant has a minimal impact on the sputtering yields (> 5%)., However, when 

increasing the energy we can observe an increased effect of the contaminant on the 

sputtering yield, leading to lower silicon sputtering yields. This effect is maximal at 500 
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eV where we can see a difference of approximatively 20%, which can be explained by 

the fact that for low energy sputtering events (below 100 eV), the low yield variations 

are so small they can be encompassed in statistical variations, and therefore are less 

easy to detect than for higher energy sputtering events (300 – 500 eV). At higher 

energies, we can observe that the contaminant forms a shielding layer on top of the 

sample which will be preferentially sputtered, as we will see in the next paragraphs.  

When looking at the sputtering yields obtained with SDTrimSP, we can observe a very 

similar trend for MD and SDTrimSP, yet we also observe a significant difference 

between the yields (figure 12). This can be explained by the difference in the code 

used. While ReaxFF models bond breaking and forming between atoms, the 

SDTrimSP – BCA type simulations are used as a reference method for comparison. A 

general observation between all the methods is the trend, which is kept between each 

simulation tools, the difference in results being observed in the yield values. 

Furthermore, SDTrimSP and TRIM use both a fully amorphous target and use purely 

repulsive interatomic potentials. When comparing closely the trends between ReaxFF, 

SDTrimSP and TRIM, we observe that the maximum yield is obtained around 60 – 70°, 

which is identical for the three models. 
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Figure 11: Sputtering yields for a) MD simulationspristine and contaminated silicon 

sample, b) a clean SDTrimSP simulation of the silicon sample, and c) a logarithmic plot 

comparing the clean, contaminated and clean SDTrimSP sample.   

 

The sputtering of clusters 

For higher impact energies, material can be sputtered in different ways: 

- Direct sputtering by elastic collisions [45] from the incident argon. This means 

the argon collides directly with either a contaminant, a silicon or an argon atom 

and sputters it. 
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- Indirect sputtering by elastic chocs from the collision cascade. In this case, the 

initial collision between the incident argon and a target atom transmits the 

energy into the lattice, which leads possibly to other displaced atoms in the 

sample. These displacements can sputter particles when occurring at the 

sample surface. 

- Backscattering of Argon particles. This mechanism usually concerns only argon 

that is a noble gas and therefore does not form bonds in the sample. This 

causes argon to be very volatile.  

These mechanisms play a role in the final sputtering yields. An interesting outcome of 

the simulations are the mechanisms leading to the sputtering of clusters. In figure 12 

we plotted the results of the analysis of the sputtered clusters with the highest sputter 

yields. We included several other partial sputtering yields in the supporting information, 

such as oxygen – oxygen. A note on the method, Clusters were detected using a 

threshold on interatomic distance. For silicon clusters, the interatomic threshold we set 

is inferior to the Si – Si bond length for clustering. Consequently, a direct observation 

for silicon – silicon clusters in general is that in most cases, silicon atoms are sputtered 

as Si2 clusters. The partial Si – Si yield is also a non-negligible fraction of the pure 

silicon yield (up to 40% for the angles between 60 and 75°). This mechanism is 

enhanced for increasing impact energies and for larger incidence angles. The second 

most abundant sputtered clusters are entire water molecules. Since they are deposited 

on the sample surface, there is at the beginning of the bombardment a high probability 

to sputter intact water molecules, or to fraction them. Following bombardments can 

also sputter silicon – oxygen clusters. Due to the strong bond between silicon and 

oxygen, the silicon – oxygen pair has the same sputtering yield than silicon – hydrogen, 

despite the fact of hydrogen being twice as abundant in the sample. Finally, very few 

oxygen – hydrogen, oxygen – oxygen and hydrogen – hydrogen clusters are sputtered 
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(cf. supporting information).  

The previously described trends are increased by higher impact energies and larger 

incidence angles: the sputtering yield of silicon – silicon clusters is enhanced in these 

conditions similarly to the silicon sputtering yield. We can also observe a similar trend 

for water related clusters. The trend for water removal is biased by the non-renewal of 

the water layer, yet we can observe that higher impact energies and incidence angles 

favor the removal of water molecules, with a maximum at 500 eV and 75°. We can also 

observe good conditions of water removal in combination with a lower sputtering yield 

for silicon at 83°. Since the water layer is not renewed in between bombardments, 

another interesting observation is to measure the probability per collision to fraction a 

water molecule in order to determine if some water molecules remain intact on the 

surface after the 500 bombardments. 
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Figure 12: Partial sputter yields of clusters: a) silicon – silicon, b) silicon – oxygen, c) 

silicon – hydrogen, and d) entire water molecules. 

 

Evolution of the fraction of intact water molecules 

The implantation of water species and the amorphization of the sample is strongly 

correlated to the fragmentation of water molecules during the argon bombardment. 

Indeed, when water molecules are dissociated, free oxygen atoms or O – H fragments 

are liberated near the surface, increasing the probability of the formation of a silicon – 

oxygen bond. Once formed, a silicon – oxygen bond will be notably hard to break and 

will tend to be sputtered as a whole, as shown in previous section. Thus, water 

fragmentation plays a key role in the amorphization of the sample, since the bond of 

Si – O clusters will be i) much stronger than Si – Si or Si – H, and ii) shorter than Si – 

Si bonds. Therefore, it is easy to understand how the formation of Si – O bonds will 

modify the local structure, and thus, as shown in previous sections, have an impact on 

the amorphization coefficient. One of the objectives, i.e. minimizing the impact of the 

water contamination on the sputtering process, is to remove as much water molecule 

as possible by sputtering, while minimizing its fragmentation and implantation. In 

figure 13 the probability (in percentage) to fragment one water molecule per impact is 

plotted with respect to the fluence. Since the water layer is not renewed throughout the 

simulations, at the end of the bombardments the number of intact water molecules 

tends towards zero. The evolution of the water dissociation probability can be fitted by 

the 𝐴𝑒(𝐵/𝑥) function. A steep curve indicates fast water fragmentation, while a slowly 

decreasing curve indicates the presence of intact water particles until high fluences. 

With increasing bombardment energy, we can observe an increased water 

fragmentation probability: a higher energy induces bigger collisions cascades, which 
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in return have a higher probability to interact with water molecules and thus have a 

higher fragmentation probability. Despite this increased probability of fragmentation, 

we observed that even at a 50 eV impact energy, there are almost no intact water 

molecules left at the end of the simulations. We also observe that an incidence angle 

of 60° maximizes the water fragmentation for low impact energies. For high impact 

energies, the water dissociation probability is highest for large incidence angles. When 

considering the overall behavior of the water molecules, there is a competition between 

the water molecule fragmentation and its sputtering. We observed in the sputtering 

yield section that the intact water molecule yield is maximum at higher incidence angles 

and impact energies. The probability of fragmentation also increases with respect to 

the angle and energy. In figure 14 we plotted the water dissociation probability for 50 

and 500 eV collisions, for each angle we selected. From this plot we can deduce a 

lower chance of water fragmentation at lower energies. At an incidence angle of 83° 

we observe the lowest probability to fragment water molecules for both 50 and 500 eV. 

On the other hand at 500 eV, we still have a significant intact water molecules 

sputtering yield which could indicate an interesting set of parameters for water removal 

while also retaining a shallow amorphous layer on the sample surface. 
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Figure 13: Probability to fragmentation a water molecule per impact with respect to the 

fluence for each energy at a) 0°, b) 30°, c) 45°, d) 60°, e) 75°, f) 83° 
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Figure 14: Probability to fragment a water molecule per impact with respect to the 

fluence for each angle for a) 50 eV impacts and b) 500 eV impacts. 

 

Conclusions 

From all the observations made before we can distinguish several interesting cases for 

the sputtering by ultra-low energy argon ions of silicon covered with a water layer. For 

applications where the lowest amount of sample damage is required, higher impact 

energies need to be avoided since the thickness of the amorphous layer increases with 

energy. The critical role of contaminations on sample amorphization was already 

observed previously, especially for higher incidence angles since grazing incidence 

collisions fraction more water molecules, and thus increase the number of contaminant 

fragments near the surface. For higher impact energies, we show that the sputtering 

yields of water molecules and fragments is increased, leading to the interesting 

observation of a competition between i) the amorphization induced by the collisions, 

by the water fragments and by the implantation of contaminant species, and ii) the 

reduced implantation of contaminants due to higher sputtering yields.  

We observe that grazing incidence collisions can diminish the thickness of the 

amorphous layer while also maintaining a decent sputtering yields for contaminating 

particles. More specifically, at 83° incidence, regardless of the energy of impact, we 

observe that the amorphous layer thickness is significantly reduced compared to other 

angles. Considering the low number of implanted argon atoms, the low concentration 

of remaining contaminant species remaining at the end of the sputtering and the 

decreased sputtering yields (compared to incidence angles in the range of 60 – 80°), 

it is safe to assume this set of conditions is optimal for the removal of the contaminating 

layer on top of the sample. These conditions are of interest for applications such as 
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TEM lamella preparation or milling processes. Moreover, in this condition set, higher 

energies do not induce a significant increase to the amorphous layer depth: there is a 

competition between water fragmentation and water sputtering which, at higher angles, 

leads to a preferential sputtering of the molecules instead of fragmenting the 

molecules.  

Simulations give us access to atomic-scale parameters that cannot be obtained in 

experiments, and which are interesting for the fundamental understanding of sputtering 

mechanics. These simulations were performed with only one kind of contaminant, and 

without renewal of this water layer. Some interesting future simulations could include 

other type of contaminants, as nitrogen or carbon-containing impurities that are 

extremely often found in instrument chambers, and the renewal of contamination layer 

during the sputtering process. 
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Supporting Information 

Supporting information summary: 

Publication supplements 

Figure S1 Evolution of the amorphization coefficient for a specific case comparing 50 

and 500 eV for each angle. 

Figure S2 Evolution of the thickness of the crystalline slab with respect to the energy 

of impact and the angle 

Figure S3 Implantation depth charts for each angle and energy for oxygen atoms, full 

display of the distributions. 

Figure S4 Implantation depth charts for each angle and energy for hydrogen atoms, 

full display of the distributions. 

Figure S5 Partial sputter yields for clusters with minimal sputter yields (O – O, H – H 

and O – H) 

 

ReaxFF Potential  

ReaxFF Potential: The force field parameters from the supporting information of J. 

Phys. Chem. C 2012, 116, 16111–16121 were also used in this study.  
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