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Abstract
A key application of atomic force microscopy (AFM) is the measurement of physical properties at sub-micrometer resolution.
Methods such as force–distance curves (FDCs) or dynamic variants (such as intermodulation AFM (ImAFM)) are able to measure
mechanical properties (such as the local stiffness, kr) of nanoscopic heterogeneous materials. For a complete structure–property
correlation, these mechanical measurements are considered to lack the ability to identify the chemical structure of the materials. In
this study, the measured attractive force, Fattr, acting between the AFM tip and the sample is shown to be an independent measure-
ment for the local chemical composition and hence a complete structure–property correlation can be obtained. A proof of concept is
provided by two model samples comprised of (1) epoxy/polycarbonate and (2) epoxy/boehmite. The preparation of the model sam-
ples allowed for the assignment of material phases based on AFM topography. Additional chemical characterization on the nano-
scale is performed by an AFM/infrared-spectroscopy hybrid method. Mechanical properties (kr) and attractive forces (Fattr) are
calculated and a structure–property correlation is obtained by a manual principle component analysis (mPCA) from a kr/Fattr
diagram. A third sample comprised of (3) epoxy/polycarbonate/boehmite is measured by ImAFM. The measurement of a 2 × 2 µm
cross section yields 128 × 128 force curves which are successfully evaluated by a kr/Fattr diagram and the nanoscopic heterogeneity
of the sample is determined.
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Introduction
The mechanical properties of small volumes of materials can be
measured using various atomic force microscopy (AFM)
methods. The well-established force–distance curve (FDC)

method is the most fundamental force spectroscopy experimen-
tal setup which yields local mechanical properties with a lateral
resolution between 500 nm and 1 µm [1-3]. Recent develop-
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ments have aimed to increase the lateral resolution of force
spectroscopy by implementing dynamic methods. This has
resulted in methods such as force modulation [4], bimodal mode
[5], pulsed-force mode [6] or peak force [7], and intermodula-
tion AFM (ImAFM) with amplitude-dependent force spectros-
copy (ADFS) [8-10]. Dynamic methods record local mechani-
cal properties with a resolution in the range of the tip radius R
of the AFM probe (typically 4 nm ≤ R ≤ 40 nm).

These methods are increasingly interesting for nanoscopic
heterogeneous materials, such as nanocomposites. These
materials are known to show nano-effects which improve
the macroscopic properties of the composites beyond the
rule of mixture. The mechanisms which cause the nano-
effects are often described and hypothesized but seldom directly
shown [11-14]. High-resolution measurements of the mechani-
cal properties of nanocomposites give insights into these
mechanisms, since they are able to separately measure material
phases and interphases. Ideally, for a complete understanding
of the underlying mechanism, a full structure–property relation
is desired. A counterpart for the high-resolution physical
properties (“how”) is needed to describe the local structure
(“what”).

For that purpose, one major drawback of AFM force spectros-
copy needs to be overcome. Despite the fact that AFM, in
general, has a high sensitivity for physical properties and physi-
cal material contrasts, it is usually considered to lack sensitivity
to detect chemical or structural information. Therefore, the
magnitude and extent of different material phases and material
interphases are usually deduced from AFM topography. This is
problematic because subsurface structures are not taken into
consideration even though they might be relevant for the physi-
cal properties [2,15]. Also, with increasing resolution and de-
creasing size of heterogeneous structures, AFM topography is
often not conclusive.

To overcome these disadvantages, complementary measure-
ments are performed. Methods such as SEM and EDX are able
to image structural contrasts with a lateral resolution on the
order of magnitude of the AFM tip size or higher [16-19]. How-
ever, since those are separate measurements one has to find
again the same region of interest on the sample and lateral coor-
dinates have to be synchronized with those of the force spec-
troscopy measurements. Although this can be automated, this
operation is still an additional source of error. Complementary
AFM measurements are easier to implement, since no addition-
al sample preparation is necessary [20].

There is a number of AFM-based methods, such as tip-en-
hanced Raman spectroscopy (TERS) [21], AFM-based infrared

spectroscopy (AFM-IR) [16,22], noncontact AFM (ncAFM )
[23,24], chemical AFM (cAFM) [25,26], and Kelvin probe
force microscopy (KPM) [27] which were developed to iden-
tify local chemical or structural specificities in the samples. All
the methods mentioned above are, to different degrees, ad-
vanced techniques which require additional equipment and
expertise. TERS and AFM-IR are hybrid setups which include
additional Raman and IR instrumentation, respectively. The
effort to perform TERS or AFM-IR experiments is only justi-
fied if a detailed analysis of the chemical structure is needed. In
this study, however, we aim to identify the material contrast
which is provided by more accessible in situ methods. TERS
and cAFM require a rather fragile modification of the AFM tip,
which is usually not optimized for mechanical measurements.
The methods that come closest to the requirements set in this
study are KPM and ncAFM. KPM makes use of the interac-
tions between the tip and the sample when an electric field is
applied. Khorasani and coworkers identified nanoparticles
(exposed and subsurface) in an epoxy/boehmite nanocomposite
by measuring the surface potential by means of KPM [9]. A
disadvantage of KPM is that, in addition to the apex of the tip,
the sides of the tip are also interacting. This leads to a decrease
in the lateral resolution compared to other AFM methods, such
as tapping [28]. ncAFM is a more universal applicable method
since it is carried out over the whole regime of attractive forces:
It is sensitive to electrostatic forces (long range, >30 nm), van
der Waals forces (intermediate range, <10 nm), and chemical
forces (short range, <2 nm). By keeping the system in equilib-
rium (avoiding a snap onto the sample surface) the attractive
forces at the surfaces are mapped, recording the change of reso-
nance frequency due to the interacting attractive forces [23].
This method has not only achieved a lateral atomic resolution,
but also enabled the identification of chemical structures down
to single atoms. For these remarkable results, the sample has to
be very smooth (ideally a crystal plane) and preferably free of
an ambient water film (ultra-high vacuum AFM, UHV AFM).
Again, these requirements cannot be met by most samples or
most AFM setups. However, the principle idea that local attrac-
tive forces Fattr are specific for the local chemical composition
and structure (as shown before by ncAFM [15,29] and
NF-DAFM [30]) can also be utilized for force spectroscopy
under ambient conditions.

In this study, we propose to use the information inherent to
force spectroscopy to assess both the structure and properties of
a given sample in one measurement. For that purpose, we eval-
uate Fattr acting between the AFM tip and the sample surface as
an additional independent channel which can be used to iden-
tify the local chemical composition [31]. The attractive forces
are acting on the AFM tip during the approach of the tip
towards the sample surface (not to be confused with the adhe-
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Figure 1: (a) Representation of tip–sample interactions. (b) Schematic drawing of a FDC. (c) FDCs (approach, averaged from at least 50 single
curves) acquired from bulk materials: boehmite (green), epoxy (brown), and glass (black, for comparison). With (I) zero line, (II) regime of attractive
forces, (ii) JTC, (iii) contact, and (III) contact line. The measurements were performed with the tip A.

sion force Fadh needed to separate the tip and the sample upon
retraction). These attractive forces are highly specific for the
chemical structure of a targeted sample volume [32-35]. This is
an easily accessible parameter which does not require addition-
al measurements or additional methods. The analysis of Fattr
can also be put into practice for already obtained data and can
be subsequently exploited as an additional characterization pa-
rameter.

Methodology
For this method-focused study, AFM force–distance curves are
used for proof of concept, since this method is well known as a
reliable tool for measuring mechanical properties with a high
lateral resolution [1,2,36,37]. FDC is not a scanning mode:
The AFM probe, a paraboloid-shaped tip with a typical radius
4 nm < R < 40 nm is held at a defined x,y position while it ap-
proaches the sample surface by using a Z-piezo positioner. The
tip is attached to a cantilever which can be described as an
elastic spring following Hooke’s law:

(1)

with force F, spring constant of the cantilever kc, and cantilever
deflection δ. In this way, the forces acting on the tip are
measured by recording the deflection δ of the cantilever. While
decreasing the distance between the tip and the sample, the can-
tilever deflects toward the sample (attractive forces Fattr, −δ,
decreasing the tip–sample distance, ζ) or away from the sample
(repulsive forces Frep, δ, deforming the sample by D),
depending on which interacting forces are dominant. The
tip–sample distance, ζ, is given by:

(2)

with piezo displacement Z, deflection δ, and deformation D.
This is explained in detail in Supporting Information File 1. For
simplicity, all FDCs in this study are shown as δ (force F) as a
function of Z, and Z is corrected for the point of contact in equi-
librium (δ = 0), Figure 1 (iii), to be Z = 0.

Due to the sum of all interacting forces, a FDC shows three
typical regimes upon approach, as depicted in Figure 1.
Figure 1(I) zero line: when the tip and the sample are far away
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from each other. Interacting forces are not detectable and δ is
zero which equals the free equilibrium position of the cantile-
ver. Figure 1(II) regime of attractive forces: upon further ap-
proach of the sample and the tip, attractive forces start to govern
and the cantilever is bent towards the sample. The attractive
forces between the sample and the tip increase up to a point at
which they exceed the gradient of kc. Figure 1(ii) jump to con-
tact (JTC): a discontinuity where the system is not in equilib-
rium and the tip snaps onto the sample. Also at this point, the
measurable maximum of the attractive forces is reached.
Figure 1(iii) contact: attractive and repulsive forces are in
balance and the cantilever reaches its equilibrium position
again. Figure 1(III) contact line: upon further approach, the
repulsive forces are dominant and the cantilever is pushed away
from the sample. The deflection δ corresponds to the applied
force, Frep, according to Equation 1. At a maximum deflection,
δmax, (Fmax) the approach is stopped and the sample is with-
drawn until the contact is lost at the jump-off-contact (JOC) and
the zero line is reached again (only shown in Figure 1b, blue
dashed line). In this study, only the approach part of the
acquired curves is considered and evaluated. Hence, only attrac-
tive forces from the approach part are evaluated, which are not
identical to the adhesion forces, dominated by the force needed
to separate the tip and the sample after a forced contact.

We want to emphasize that at JTC, Figure 1(ii), the system is
not in equilibrium and, therefore, one FDC cannot be consid-
ered as one continuous measurement, but rather a succession of
measurements. In this study, the regime of attractive forces up
to JTC, Figure 1(II) and the regime of repulsive forces from an
applied force F = 0, Figure 1(III) are considered two indepen-
dent measurements. This becomes comprehensible when taking
the different origins of the acting forces into consideration. For
that, we refer in the following paragraphs to the works of
Israelachvili, Butt, and Parsegian [38-40], which we also
recommend for further reading on the subject.

The attractive force acting between the tip and the sample is due
to interacting dipoles and their generated fields when
approaching one another. Only in a very close proximity be-
tween the tip and the sample, when the distance is in the range
of molecular bonds and the orbitals can overlap, the chemical
force comes into play. However, we consider the contribution
of the chemical force negligible for experiments under ambient
conditions as presented here. Also, we do not experience elec-
trostatic interactions since the zero line, Figure 1(I), is stable up
to distances of Z < −5 nm. Hence, as the main source of the
measured attractive forces we consider electrodynamic interac-
tions (caused by charge fluctuations in dipoles), commonly
summarized under the term van der Waals forces. For the inter-
action of single neutral molecules separated by a distance r, the

van der Waals force FvdW includes three different types of
dynamic dipole–dipole interactions: Keesom interaction
(dipole–dipole), Debye interaction (dipole–induced dipole) and
London interaction (transient dipoles). The van der Waals work
WvdW (force FvdW) needed to bring single neutral molecules
from infinite to a finite separation r correlates with the inverse
of the sixth power of the distance, −C/r6 (−6C/r7) and with the
different positive coefficients CKeesom, CDebye, and CLondon.
This is valid for the interaction of single molecules. In order to
transfer this concept to bodies much larger than molecules, a
further step is needed. This was carried out by Hamaker, who
used a pairwise summation approximation to investigate the
interactions between bodies, leading to the Hamaker coefficient
AHam [41]. Consequently, the interaction between bodies with a
distance ζ depends also on their geometry. In the case of AFM
experiments, the geometry is assumed to be a sphere with radius
R (tip) near a planar thick wall (sample). Usually, an AFM
probe is characterized by the curvature of the apex of the tip
which is in physical contact with the sample. For applying me-
chanical contact models, the geometry of the curvature is de-
scribed as a paraboloid or a sphere with a tip radius R. Howev-
er, this does not represent the actual geometry of the probes
which have an electrodynamic interaction. Fronczak and
coworkers found that the portion of the tip that contributes to
the van der Waals forces is indeed much larger than that inter-
acting mechanical forces and can be described by the effective
radius Reff. Reff is deduced by the calibration of the system with
a tip–sample pairing with known Hamaker constants [35]. With
Reff and ζ << Reff, WvdW and FvdW can be described by:

(3)

(4)

with the consequence that, instead of a decrease with the
inverse of the seventh power of the distance (1/r7) as predicted
for single molecules, FvdW for larger bodies decreases with an
increase in distance (1/ζ2). Since Reff > R, this distance depen-
dency makes FvdW, in general, distinguishable from short-
ranged chemical forces and long-ranged electrostatic forces and
also dominant in an AFM setup under ambient conditions.

But how is this property specific for different materials? In
simplified terms, oscillating dipoles emit electromagnetic waves
which in turn generate oscillating dipoles in an adjacent body.
The response of a specific material in an oscillating electromag-
netic field E(f) is described by the dielectric constant εr(f) which
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Figure 2: FDCs (averaged from at least 50 single curves) of bulk materials: boehmite (green), epoxy (brown), and glass (grey). (a) Regime of attrac-
tive forces with Fattr. (b) Regime of repulsive forces with kr and keff. (c) Property domain: top left and bottom right are histograms of kr and Fattr, re-
spectively, of single FDC; top right: keff/Fattr diagram for the structure–property correlation. The measurements were performed with the tip A.

can be extracted from the absorption spectrum of the material.
Hence, how materials (e.g., the sample (S) and the tip (T))
interact in a medium (m) is defined by the difference in the
dielectric responses. The Hamaker coefficient AHam can be
derived from the relative differences of the dielectric constant
εS(f), εT(f), and εm(f), summed up over all the frequencies at
which the fluctuations can occur (UV–vis–IR), according to:

(5)

Bodies made from the same material show the highest attrac-
tion to each other, since the emitting field and the absorption by
the oscillating dipoles are in resonance. Dissimilar materials
attract each other less, which might even lead to repulsion. The
attraction between two dissimilar materials in a defined medi-
um is specific for that constellation. In our case, the material
and the shape of the tip (εT, Reff) are always the same for the
entire duration of the measurement. The same is true for the me-
dium (εm). Any change in the measured attractive force F(ζ)
(≈FvdW) is due to the local absorption spectrum of the sample
εS and, therefore, to a change in AHam.

Das and coworkers showed that instead of fitting the force plot
F(ζ) (as shown in Supporting Information File 1) the deflection
distance δJTC (= Fattr/kc) can be used to estimate AHam [33]:

(6)

This is a valid approach for estimating the absolute value of
AHam when kc is very small and JTC occurs early, before an ad-
ditional deflection occurs. In the present work, cantilevers with
high spring constant values are used and the effective radius
Reff is unknown. Therefore, the absolute value for AHam cannot
be estimated. However, the maximum attractive forces are
clearly dominated by the van der Waals interactions and corre-
late with AHam. As an example, the specificity and sensitivity of
Fattr for different materials is shown in Figure 2a for averaged
example curves (average of approximately 50 curves) of differ-
ent neat solids: glass (black), epoxy (brown), and boehmite
(green).

In contrast, repulsive forces acting between the tip and the sam-
ple upon contact (Figure 1(iii) and Figure 2b) are due to the
exchange interaction, also called Pauli repulsion. This is a quan-
tum mechanical effect that appears when identical particles are
forced to occupy the same region of space and, hence, the Pauli
exclusion principle is violated. Upon further approach
(Figure 1(III)), the tip and the sample are deformed due to the
applied force F according to their mechanical properties. For
reasons that are explained below, we assume that the local me-
chanical properties of the sample can be represented by an
elastic spring with a spring constant k, although this is certainly
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a simplification. With a cantilever deflection δ, a cantilever
spring constant kc, the sample spring constant k, and a tip–sam-
ple distance Z, the elastic response of the whole setup can be
described by

(7)

yielding a dimensionless relative spring constant (or stiffness)
kr, with kr ≤ 1. A detailed derivation of kr and a discussion
regarding this parameter can be found in Supporting Informa-
tion File 1. For a sample that is not measurably deformed by the
applied force (k >> kc), kr ≈ 1. This is the case when the sample
is stiffer than the experimental setup, which marks the limita-
tion of the method. Compliant or soft samples yield a stiffness
value kr < 1; the lower the value the softer/more compliant the
sample. The evaluation of this parameter is shown in Figure 2b,
again for averaged example curves (average of ≈50 curves) of
glass (black), epoxy (brown), and boehmite (green). As seen
from this plot, kr is the slope of a linear fit of δ(Z) = krZ. This
value does not differentiate between plastic (soft) or elastic de-
formations (compliant), it actually reflects the overall character-
istics of the contact part of an FDC. Being able to describe the
mechanical properties with a single parameter might be a
simplification; however, this is essential for the subsequent
statistical data analysis, which will provide much more insight.

In summary, each single FDC yields two parameters, the
maximum attractive force Fattr and the stiffness kr. These results
are shown and treated in two different ways. First, since FDCs
are measured in an x,y grid, spatially resolved maps of Fattr and
kr can be obtained. They will be referred to as the spatial
domain. Second, the parameters Fattr and kr, can be treated
statistically. This is done by plotting them as histograms, indi-
vidually or correlated as kr(xi,yi) as a function of Fattr(xi,yi),
which leads to the kr/Fattr diagram, as shown in Figure 2c. By
plotting the results in the kr/Fattr diagram, the information about
the spatial distribution is lost. However, insight into the struc-
ture–property correlation that governs the behavior of the sam-
ple is gained. This will be referred to as the property domain.

Results and Discussion
Bulk material
Neat bulk materials, which will be later used in composites, are
measured separately to establish the capability of the proposed
method. Measurements of bulk epoxy, bulk boehmite, and glass
(as a reference) were already introduced in Figure 1 and
Figure 2 in order to illustrate the method. Approximately
50 FDCs per material were evaluated for their parameter sets kr
and Fattr, as shown in Figure 2a and Figure 2b. Figure 2c shows
the property domain of the measurements. On the top left, the

Figure 3: The property domain of FDCs (average of ≈100 single
curves) of bulk materials: PC (blue), epoxy (brown), and glass (grey).
Top-left and bottom-right panels are histograms of kr and Fattr, respec-
tively. The top-right panel is the keff/Fattr diagram for the
structure–property correlation. The measurements were performed
with the tip B.

histogram of the stiffness kr, acquired from glass (grey bars),
neat epoxy (yellow bars), and boehmite (green bars) is shown.
Boehmite shows a wide range of kr values (0.2 < kr < 0.4),
which is due to its anisotropic ductility caused by its slip planes
[39]. As expected, glass is the stiffest material and shows values
of kr ≈ 0.95. Epoxy is softer/more compliant than glass with
kr ≈ 0.85, overlapping with the mechanical characteristics of
glass. Hence, the mechanical properties of epoxy and glass are
similar, and a mechanical measurement cannot be used to
distinguish between these two material phases. For that purpose,
additional information is needed, which is provided by Fattr.

At the bottom-right panel of Figure 2c, the histogram of Fattr is
shown. The values obtained from glass (grey bars), neat epoxy
(brown bars), and boehmite (green bars) are unambiguously
distinguishable, since they show distinct distributions which do
not overlap. The correlation of both parameters, the kr/Fattr
diagram (the top-right panel of Figure 2c) shows a very distinc-
tive pattern of accumulation points for the different materials.
This method is valid for the measurements that were performed
with a single AFM probe. Under this condition, any given FDC
can be classified in the kr/Fattr diagram. This treatment can,
therefore, be considered a manually performed principle com-
ponent analysis (mPCA).

Figure 3 shows the analogue results for bulk epoxy (brown) and
polycarbonate (PC, blue) and the reference measurement of
glass (grey) in the property domain. When comparing the
histograms of kr with the histograms of Fattr it again becomes
apparent that the distributions of values for PC and epoxy
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Figure 4: (a) AFM tapping-mode topography. PC and epoxy phases can be distinguished by the height difference. (b) kr and (c) Fattr AFM FDC maps
(60 × 60 points). (d) Property domain of the AFM FDC measurement with the kr histogram (top left), Fattr histogram (bottom right) and kr/Fattr diagram
(top right). The kr histogram is deconvoluted with three Gaussian fits assigning the chemical structures to epoxy (brown) and PC (blue) and an inter-
mediate behavior (int, light blue) to the measuring points (error <3%). Measuring points which a larger error (>30%) are found between the epoxy and
int (grey yellow) or between int and PC (grey) (see also the kr/Fattr diagram, top-right panel). (e) mPCA: results of the property domain are shown in
the spatial domain. The measurements were performed with the tip B.

overlap in the case of kr, whereas, in the case of Fattr, a clear
distinction can be made. Note that the measurements shown in
Figure 3 were performed with a different AFM probe (tip B)
than the measurements shown in Figure 2 (tip A). Hence, the
different scales for the Fattr values.

Model sample epoxy/polycarbonate
Here, we consider a sample that was previously described in
detail but analyzed in a different context by Cano Murillo and
coworkers [19]. The sample is a binary composite consisting of
PC and epoxy. At the beginning of the curing process, the two
main components of epoxy, resin and hardener, have not yet
reacted and the low molecular weight resin dissolves PC at
elevated temperatures. During curing, when the crosslinking of
resin/hardener occurs, the epoxy gradually increases its molecu-
lar weight and PC is precipitated into a spherulite structure.
This structure makes the PC phase easily distinguishable from
the epoxy phase in the spatial domain (Figure 4a–c).

The goal of this analysis is to establish the proposed method as
an independent source of information about the chemical struc-

ture of the composites. The topography is used as a confirma-
tion.

Comparing the topography (Figure 4a) with the kr map
(Figure 4b) and the Fattr map (Figure 4c), the maps clearly
correlate with the features shown in the topography. Please note
that the horizontal and the vertical lines shown in the topogra-
phy are artefacts from the sample preparation. Those spots were
excluded from the maps (Figure 4b and Figure 4c). A detailed
description of the data treatment and the correlation between to-
pography and Fattr values are provided in Supporting Informa-
tion File 1 (Figure S1).

Beyond the similarities between the maps, we propose a statis-
tical approach. For that we give up the spatial information (i.e.,
the spatial domain) and look at the distributions of the parame-
ters in the form of histograms (i.e., the property domain) as
shown in Figure 4d. On the left side, the bimodal distribution of
the stiffness is shown (grey bars), which reflects the bimodal
composition of the material. Any distinguishable mechanical
response from a possible third phase (an interphase) cannot be
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distinguished, which was already reported by Cano Murillo and
coworkers [19].

The histogram of Fattr at the bottom right of Figure 4d also
shows two main peaks; however, an additional minor third peak
emerges in between the main peaks. A deconvolution of the
Fattr histogram with Gaussian distributions (envelope function:
black line) shows that the normal distribution of Fattr(PC) (blue
line) and Fattr(epoxy) (brown line) do not overlap. Due to this
gap, a third intermediate peak Fattr(int) (light blue line) can be
unambiguously distinguished. However, the three distributions
partially overlap and, therefore, only a limited range of Fattr
values can be assigned to a material phase with an acceptable
error (difference between an individual fit and the envelope
function <3%).

The kr/Fattr diagram (Figure 4d, top right) provides a complete
structure–property correlation. This becomes even more evident
when transferring the findings of the deconvolution of the Fattr
histogram to the kr/Fattr diagram: epoxy (brown markers), int
(light blue markers), PC (blue markers). As mentioned above, in
this study we are only interested in the specificity of the param-
eter Fattr and, therefore, we accept the rather abrupt vertical
divisions in the kr/Fattr diagram. By incorporating an additional
deconvolution of the kr histogram this can be improved.

In order to show these results in the spatial domain as a map
(Figure 4e), the measuring points where Fattr did not provide
unambiguous structural assignment are labeled in grey (PC or
int) and in yellow (int or epoxy). The structural map shown in
Figure 4e is, again, in very good agreement with the topogra-
phy data and identifies the constituents of the composite epoxy
(brown) and PC (blue) very well. The measuring points identi-
fied as intermediate species (light blue) are situated at the phase
boundaries. As mentioned before, at this resolution we do not
expect a measurable interphase which has distinguishable prop-
erties. The reason for the intermediate behavior is more likely
the presence of both phases in the measured volume and, there-
fore, a mixed behavior. This is supported by the corresponding
mixed mechanical behavior, as seen in the kr/Fattr diagram
(Figure 4d, top right). It has to be taken into account that the to-
pography only shows a cross section of a three-dimensional
structured composite and PC spherulites might extend under-
neath the epoxy and vice versa. In the case that a PC spherulite
is only shielded by a sufficiently thin epoxy layer, it probably
contributes to the measured properties without being visible in
the topography.

The important results of this experiment are that Fattr 1) is suit-
able parameter for distinguishing two different organic com-
pounds (PC and epoxy), 2) is more sensitive for identifying ma-

terial differences than the mechanical properties, and 3)
appears, in this case, to be even sensitive to subsurface struc-
tures.

Model sample epoxy/boehmite
The second model sample consists of an organic phase and an
inorganic phase and is described in detail by Khorasani and
coworkers [16]. A layer of boehmite is sandwiched between
epoxy layers, as seen in Figure 5a–c which shows the cross
section of the three layers. The layers were built from left to
right, which means that the left-side epoxy was cured before
acting as a substrate for the boehmite layer. The right-side
epoxy, however, was cured in the presence of boehmite.
This led to an interphase region in the right-side epoxy, which
differs significantly in its properties and structure when
compared to the neat bulk epoxy. This is discussed in detail
in [16]. Analogous to the first model sample, the material
phases can be clearly identified by the topography shown in
Figure 5a.

Comparing the topography with the Fattr map (Figure 5a and
Figure 5c, respectively) the specificity of Fattr for boehmite and
epoxy is indicated. However, by comparing with the stiffness
map in Figure 5b, it can be seen that the mechanical properties
are not specific. Especially inside the boehmite layer, a broad
range of stiffness values are measured. This is confirmed by
looking at the property domain shown in Figure 5d. The stiff-
ness histogram shows a rather broad and not differentiable peak,
and the characteristic values for different components cannot be
established. In the Fattr histogram, at low Fattr values, a group of
points (green) is clearly distinguishable, showing an undis-
turbed peak. In the spatial domain, shown in Figure 5e, the posi-
tion of these points (green) coincide with the boehmite layer.
Therefore, it can be assumed that these Fattr values (<7 nN) are
typical for boehmite. Also, one broader peak at high Fattr values
can be assigned to epoxy (brown).

However, the specificity of Fattr for the epoxy interphase region
IPepoxy (yellow) is more complex. Here, epoxy shows slightly
lower kr values and significant lower Fattr values. This is not a
bimodal distribution, but rather a gradual effect as seen in the
spatial domain of Fattr, shown in Figure 5e (decrease of epoxy
signal, brown and increase of IPepoxy, yellow).

In order to confirm a structural or a chemical change, a comple-
mentary AFM-IR method was used. This hybrid setup is
comprised of an AFM and a tunable pulsed laser source focused
on the sample volume underneath the AFM tip. The absorption
at distinct wavelengths is measured by detecting the thermal
expansion of the material by the means of the amplitude of the
tip (IR amplitude) [22].
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Figure 5: (a) AFM tapping-mode topography. Epoxy and boehmite phases can be distinguished by features that varied in height. (b) kr and (c) Fattr
AFM FDC maps (80 × 80 points). (d) Property domain of AFM FDC with kr histogram (top left), Fattr histogram (bottom right), and kr/Fattr diagram (top
right). The kr histogram is deconvoluted with four Gaussian fits assigning the chemical structures epoxy (brown), IPepoxy (yellow), IPboehmite
(turquoise), and boehmite (green) to individual measuring points (see also the kr/Fattr diagram). (e) Assignable measuring points in each column were
summed up, leading to a histogram of each species as a function of the distance to the boehmite structure (topography profile at the bottom). The
measurements were performed with the tip C.

For this measurement, the sample (topography shown in
Figure 6a) was scanned while the IR amplitude of the material
was measured at one specific wavelength for epoxy
(1512 cm−1 ,  Figure 6b) and at another for boehmite
(1070 cm−1, Figure 6c). In Figure 6d, the averaged IR ampli-
tude, measured at 1512 cm−1 for epoxy (brown) and at
1070 cm−1 for boehmite (green) is shown as a function of the
distance to the boehmite layer. Again, the most striking feature
is the boehmite structure. However, the gradual decrease in the
IR amplitude(x) in the epoxy interphase region is also clearly
visible and in very good agreement with Fattr(x), which is also
shown in Figure 6d (red dashed line).

The decrease in the IR amplitude may have two possible
reasons: either the absorption band is shifted or the intensity of
the absorption band is decreased. Although a shift of the bands
due to hydrogen bonding is possible, it is very unlikely that a
shift of ±10–30 cm−1 in the absorption band has a measurable
effect on the attractive forces. We hypothesize that the density
of the bonds/dipoles decreases, leading to a decrease in both
signals, IR amplitude, and Fattr. The epoxy network affected by
the presence of boehmite was already shown to have a different
structure, which might lead to a decreased density, but not to a

Figure 6: AFM-IR measurements. (a) AFM height, (b) IR amplitude at
1512 cm−1, and (c) IR amplitude at 1070 cm−1. (d) Average of the IR
amplitude at 1512 cm−1 (brown line) and at 1070 cm−1 (green line). For
comparison, averaged Fattr values are shown (red dashed line) as a
function of x (distance to the boehmite structure). The AFM-IR mea-
surements were performed with the tip D.
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significantly altered stiffness [42,43]. This is confirmed by the
kr/Fattr diagram (Figure 5d) which shows only a slight change in
kr.

This hypothesis is also supported by the left-sided epoxy mea-
surements. The left-sided epoxy was initially cured facing air
which leads to a denser structure at the surface, usually referred
to as the skin effect [44]. In both measurements, the IR ampli-
tude and Fattr show significant higher values for the skin region.
Again, this is not necessarily reflected in the stiffness below the
glass transition. We, therefore, conclude that the change in Fattr
does not directly reflect a chemical effect, but rather a struc-
tural one.

Both measurements also show evidence of a boehmite/epoxy
composite inside the boehmite layer, IPboehmite. The IR ampli-
tude for the epoxy decreases significantly inside the boehmite
structure, but not to zero (Figure 6d, brown line). This is in very
good agreement with the Fattr values between 7 and 20 nN in
the property domain (Figure 5d, IPboehmite: turquoise) which are
exclusively found inside the boehmite structure as seen in the
spatial domain of Figure 5e (turquoise). The IPboehmite phase
shows a mixed behavior of epoxy and boehmite, and boehmite
is the dominant influence.

To summarize the results of the second model sample:
1) boehmite and epoxy can be very well distinguished, 2) mixed
and gradient behavior of boehmite/epoxy interphases can be
quantified, and 3) structural changes of epoxy can be quantified
by the parameter Fattr.

Epoxy/polycarbonate/boehmite composite
The third sample is comprised of three materials: epoxy, PC and
boehmite nanoparticles (NPs). Boehmite NPs, with a primary
particle size of 20 nm, are dispersed and incorporated in electro-
spun fibers of PC with a diameter 1 µm < Ø < 10 µm (Support-
ing Information File 1, Figure S2). The electrospun fibers are
subsequently embedded into epoxy. A detailed description of
the sample preparation is found in the experimental section. As
mentioned above, the unreacted epoxy is able to dissolve PC. In
this case, the goal is to dissolve PC to a degree that boehmite
NPs are released into the epoxy, which can be achieved with the
right temperature treatment. A prolonged and elevated tempera-
ture can cause two opposite effects on the dissolving process:
increase the solubility of PC and decrease the solubility of
epoxy by increasing its molecular weight. To find the opti-
mized temperature treatment it is crucial to be able to test the
boehmite NPs interphase. Considering the small sample volume
and the resolution needed for this task, a high-resolution method
of AFM force spectroscopy was used, which is called intermod-
ulation AFM. This dynamic method is able to scan the sample

with a resolution comparable to the tapping-mode images, pro-
ducing the equivalent of a FDC at each pixel. A 2 × 2 µm to-
pography scan of the ternary system with 128 × 128 points is
shown in Figure 7a.

Note that the topography is recorded as a by-product of the me-
chanical measurements by means of ImAFM ADFS. The
measuring system is optimized for the mechanical measure-
ment. For a better quality topography image, please see
Figure 8a.

The topography shows three distinguishable areas, two rougher
ones divided by a smoother one. However, it is not possible to
assign the topography features to specific components. The
stiffness map in Figure 7b gives few additional clues besides the
existence of a compliant interphase present in the rougher struc-
tures (black points, kr < 0.08). White points in Figure 7b and
Figure 7c refer to unevaluable measuring points due to topogra-
phy effects.

On the other hand, the Fattr map shown in Figure 7c gives a
much improved contrast, which is also visible in the property
domain of Figure 7d. In contrast to the kr histogram, which
shows one very broad peak, the Fattr histogram can be deconvo-
luted with four Gaussian fits: one is a rather narrow peak in
the center (blue) assigned to PC, another one, also with a
narrow shoulder at smaller values (green), is assigned to
boehmite NPs. The highest values of Fattr are assigned to
epoxy (brown). The epoxy peak shows a broader width, which
can be explained by the structural variations that epoxy
develops when cured in the presence of other components,
creating long-range interphases as shown in the second sample.
A larger portion of the measuring points with values in the
range of 13 nN < Fattr < 23 nN show a mixed behavior and
cannot be assigned with certainty to either epoxy or PC. In this
interphase, we distinguish between an epoxy-dominated inter-
phase (yellow markers in the kr/Fattr diagram) and a PC-domi-
nated interphase (light blue markers in kr/Fattr diagram). In the
range of 6 nN < Fattr < 10 nN, the measuring points cannot be
assigned to either boehmite or to PC (turquoise markers in
kr/Fattr diagram). This seems to be an interphase/mixed behav-
ior of boehmite NPs and PC. This is confirmed by the kr values
fanned out across the diagram. In the epoxy-dominated inter-
phase (yellow markers) kr appears to be constant, which is
a behavior that we have already seen in the second model
system for epoxy. Conversely, in the PC-dominated interphase
(light blue markers) kr shows a transitioning linear behavior
from PC-typical stiffness to an epoxy-typical stiffness. We
therefore conclude that the correlation between kr and Fattr
is not a simple linear correlation, in fact, it depends on the
chemical structure.
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Figure 7: ImAFM ADFS (a) height, (b) kr, and (c) Fattr map (128 × 128 points). (d) Property domain of the kr histogram, Fattr histogram, and kr/Fattr
diagram. The kr histogram is deconvoluted with four Gaussian fits assigning epoxy (brown), PC (blue), and boehmite (green) to the measuring points
(error < 7%). The measuring points with a larger error of assignment (>30%) are IPepoxy (yellow), IPPC (light blue, between epoxy and PC), and
IPboehmite (turquoise, between PC and boehmite). See also the kr/Fattr diagram (top right). The measurements were performed with tip E.

Figure 8: (a) AFM tapping topography, the black line indicates the position of (b). (b) mPCA via ImAFM ADFS measurements and Fattr deconvolution
(spatial domain). PC (blue) is dissolved by epoxy (brown) but boehmite NPs (green) are not released into the epoxy matrix. The measurements were
performed with the tip E.

In order to confirm this assessment, the structural assignments
need to be transferred back to the spatial domain. By catego-
rizing all the measuring points in the property domain as materi-
al phases or interphases, we achieve a manual principal compo-

nent analysis. By transferring the mPCA to the spatial domain,
the distribution of the components in the ternary composite in
Figure 8b can be finally visualized. From this representation, it
is clearly seen that the smoother part in the center consists of
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PC (blue) dissolved in the epoxy matrix (brown). In addition,
boehmite NPs (green) form rougher structures; however, they
are not released into the epoxy matrix since they are enclosed in
every case by PC (blue). The points which were assigned to be
interphases in Figure 7d can be found at the borders of the main
components, representing the interphases of the nanocompos-
ites.

Conclusion
In this study we introduced and used two analytical tools which
can significantly improve force spectroscopy measurements.
First, we demonstrated the merit of a statistical approach of
spatially resolved force spectroscopy data. Second, we demon-
strated that by giving up the spatial information of a force map
(spatial domain) we gain information about the property distri-
bution (property domain). By taking advantage of this statis-
tical approach, we showed that the maximum attractive force
Fattr of any given force curve strongly depends on the chemical
species present in the measured volume. The high specificity of
this parameter was demonstrated with a high reproducibility for
four different materials: two organic compounds, PC as a ther-
moplastic and epoxy as a thermoset, and two inorganic materi-
als, glass and boehmite (γ-AlOOH), with up to four (epoxy) and
three (boehmite) different sample–tip pairings. We also have a
very strong indication that this parameter has a certain sensi-
tivity for subsurface structures (model sample epoxy/PC).
Consequently, by sensing into some depth of the sample,
possible impurities on the sample surface or on the tip have less
influence on Fattr. This is unexpected since similar approaches,
such as ncAFM and cAFM, rely heavily on clean surfaces. It is
not clear yet if this difference is due to either investigating soft
organic materials (with ncAFM smooth inorganic crystalline
samples are preferred) or using Fattr instead of Fadh as in the
cAFM case. Fadh takes into account the separation between the
tip and the sample upon contact, which might be drastically
changed due to impurities. We found that surface cleaning,
which is common for mechanical measurements (microtome cut
without further cleaning steps) is sufficient in order to get
meaningful results. Also, a water layer from ambient condi-
tions does not seem to pose a problem. In fact, Fattr is specific
enough to assign a sufficient number of measurement points to
one component, allowing for a manual principle component
analysis. Retransferring the results of the mPCA into the spatial
domain allows for a chemical mapping of the sample that is in-
dependent from the parameters describing the mechanical be-
havior. This was shown for two different force spectroscopy
methods: force–distance curves (static) and intermodulation
AFM (high-resolution, dynamic method) and validated by
means of AFM-IR. By correlating different parameters ob-
tained from single force curves in the property domain (e.g.,
kr/Fattr diagrams) a complete structure–property correlation can

be achieved. In future studies, by correlating more than two pa-
rameters, a fully automated PCA of AFM force spectroscopy
data can be pursued.

Experimental
All force spectroscopy measurements were performed with a
MFP-3D Asylum instrument (Oxford Instruments Asylum
Research Inc., Santa Barbara, CA, USA). AFM FDCs were re-
corded with a frequency of 1 Hz. The spring constant of the
cantilever was determined by a noninvasive thermal noise
method. In the case of FDC experiments, the tip radius was esti-
mated by fitting the reference measurements of glass and by
applying the Hertz theory, as described in Supporting Informa-
tion File 1. The AFM probes used were: Tip A (sQube,
CP-NCH-SiO_A Nanoandmore, Wetzlar, Germany) with
kc = 38 N/m and R = 2 µm; tip B (HQ: NSC35, Mikromasch,
Wetzlar, Germany) with kc = 14.2 N/m and R = 23 nm; tip C
(Pointprobe plus, PPP-NCHR, Nanosnesors Neuchâtel, Switzer-
land) with kc = 51 N/m and R = 230 nm.

For high-resolution force spectroscopy an additional device
was used in the AFM setup, an ImAFM (Intermodulation Prod-
ucts AB, Segersta, Sweden). The AFM probe used in this
case was tip E (HQ: NSC35, Mikromasch, Wetzlar, Germany)
with a resonance frequency f0 = 190 kHz, a spring constant
kc = 12 N/m, and a quality factor Q = 421.

The AFM-IR data were obtained using a NanoIR2s (Bruker/
Anasys Instruments) coupled with a multichip quantum cascade
laser (QCL) source (MIRcat, Daylight Solutions; with a tunable
repetition rate in the range of 0–500 kHz and a spectral resolu-
tion of 0.1 cm−1) covering the spectral range from 900 cm−1 to
1900 cm−1. An Au-coated silicon probe (tip D) was employed.

The force curves were analyzed by SOFA [45] and the decon-
volution of histograms was done by using Omnic (Ther-
moFisher Scientific) and fityk software [46].

The following epoxy system was used as the organic matrix ma-
terial: bisphenol A diglycidyl ether (DGEBA, Araldite® LY
556, Huntsman) cured with an anhydride curing agent, methyl
tetrahydrophtalic acid anhydride (MTHPA, Aradur® HY 917,
Huntsman) and accelerated by an amine, 1-methyl-imidazole
(DY070, Huntsman). The mixture of epoxy, hardener, and
accelerator used was 100:90:1 w/w/w, respectively. As an addi-
tional organic component, bisphenol A polycarbonate from
Makrolon 3108 (Goodfellow, UK) with Mw ≈ 49,550 g/mol and
Mn ≈ 21,400, as measured by gel permeation chromatography
(GPC), was used. As an inorganic component, boehmite
(γ-AlOOH) from two different sources was used. For the second
sample, boehmite was hydrothermally synthesized from
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elementary Al. The hydrothermal route is described elsewhere
[16,37]. For the third sample, commercially available boehmite
NP (HP14, Sasol) with an average primary size of 20 nm was
acquired. The boehmite NP surface was modified with taurine
(coverage of ≈16%) which was found to enable the subsequent
electrospinning process. The nanoparticles were mixed in a
solution of methylene chloride (CH2Cl2) and PC. The solution
was electrospun to form fibers at 30 kV and at distance of
10 cm from the collector. The obtained nanocomposite fiber
mat contained 20 wt % of taurine-modified boehmite NPs (Sup-
porting Information File 1, Figure S2). The mat was embedded
in the epoxy system and cured at 80 °C for 4 h, followed by a
post-curing process at 120 °C for another 4 h. The sample was
cut with a microtome for subsequent AFM measurements.

Supporting Information
Additional information regarding the attractive regime and
AHam under ambient conditions, the derivation of kref and
kr, and the procedure for establishing the tip radius, R.
Additional data treatment for the model sample, epoxy/PC,
and an SEM micrograph of PC/BNP fibers (used in the
epoxy/PC/BNP composite) is given.

Supporting Information File 1
Bulk chemical composition contrast.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-12-5-S1.pdf]
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